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RÉSUMÉ

La segmentation d’images est devenue une tâche indispensable largement
utilisée dans plusieurs applications de traitement d’images, notamment la
détection d’objets, le suivi d’objets, l’assistance automatique à la conduite et
les systèmes de contrôle du trafic, etc. La littérature regorge d’algorithmes
permettant de réaliser des tâches de segmentation d’images. Ces méthodes
peuvent être divisées en groupes principaux en fonction des approches sous-
jacentes, telles que la segmentation d’images basée sur les régions, la classi-
fication basée sur les caractéristiques de l’image, les approches basées sur les
graphes et la segmentation d’images basée sur les réseaux de neurones.

Récemment, l’analyse de réseaux sociaux a proposé de nombreuses théories
et méthodologies. En particulier, des techniques de segmentation d’images
basées sur des algorithmes de détection de communautés ont été proposées
et forment une famille d’approches visible dans la littérature. Dans cette
thèse, nous proposons un nouveau cadre pour la segmentation d’images
basée sur la détection de communautés. Si l’idée de base d’utiliser le do-
maine de l’analyse des réseaux sociaux dans la segmentation de l’image est
tout à fait séduisante, la manière dont les algorithmes de détection de com-
munautés peuvent être appliqués efficacement à la segmentation d’images
est un sujet qui continue à interroger. L’apport de cette thèse est un effort
pour construire de manière pertinente des meilleurs réseaux complexes en
fonction de l’application, des méthodes utilisées pour la détection de com-
munautés et pour proposer de nouvelles méthodes pour agréger les régions
homogènes afin de produire de bonnes segmentations d’images.

Par ailleurs, nous proposons également un système de recherche d’images
par le contenu (content-based image retrieval) utilisant les mêmes caractéris-
tiques que celles obtenues par les processus de segmentation d’images. Le
moteur de recherche d’images proposé fonctionne pour des images de scènes
naturelles et permet de rechercher les images les plus similaires à l’image re-
quête. Ce moteur de recherche d’images par le contenu repose sur l’utilisation
des régions extraites comme mots visuels dans le modèle Bag-of-Visual-Words.
Ceci permet de valider la généricité de notre approche de segmentation d’images
à partir de réseaux complexes et son utilisation dans plusieurs domaines
d’applications liés au traitement d’images et de vision par ordinateur.

Nos méthodes ont été testées sur plusieurs jeux de données et évaluées
en utilisant différentes mesures classiques de la qualité d’une segmentation.
Les méthodes proposées produisent des segmentation d’image dont la qual-
ité est supérieure à l’état de l’art.

Mots clés: Segmentation d’images, Segmentation d’images basée sur les graphes,
Réseaux complexes, Modularité, Superpixels, Algorithme de Louvain, Détection de
communautés, Segmentation d’images basée sur le consensus, Recherche d’images
basée sur le contenu, Sacs de mots visuels, Extraction de caractéristiques.
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Image segmentation has become an indispensable task that is widely em-
ployed in several image processing applications including object detection,
object tracking, automatic driver assistance, and traffic control systems, etc.
The literature abounds with algorithms for achieving image segmentation
tasks. These methods can be divided into some main groups according to the
underlying approaches, such as Region-based image segmentation, Feature-
based clustering, Graph-based approaches and Artificial Neural Network-
based image segmentation.

Recently, complex networks have mushroomed both theories and appli-
cations as a trend of developments. Hence, image segmentation techniques
based on community detection algorithms have been proposed and have be-
come an interesting discipline in the literature. In this thesis, we propose a
novel framework for community detection based image segmentation. The
idea that brings social networks analysis domain into image segmentation
quite satisfies with most authors and harmony in those researches. How-
ever, how community detection algorithms can be applied in image segmen-
tation efficiently is a topic that has challenged researchers for decades. The
contribution of this thesis is an effort to construct best complex networks for
applying community detection and proposal novel agglomerate methods in
order to aggregate homogeneous regions producing good image segmenta-
tion results.

Besides, we also propose a content based image retrieval system using
the same features than the ones obtained by the image segmentation pro-
cesses. The proposed image search engine for real images can implement to
search the closest similarity images with query image. This content based
image retrieval relies on the incorporation of our extracted features into Bag-
of-Visual-Words model. This is one of representative applications denoted
that image segmentation benefits several image processing and computer vi-
sions applications.
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Our methods have been tested on several data sets and evaluated by
many well-known segmentation evaluation metrics. The proposed methods
produce efficient image segmentation results compared to the state of the art.

Keywords: Image segmentation, Graph-based image segmentation, Complex net-
works, Modularity, Superpixels, Louvain algorithm, Community detection, Consensus-
based image segmentation, Content-based image retrieval, Bag-of-Visual-Words, Fea-
ture extraction.
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Chapter 1

Introduction

1.1 Objectives

This thesis proposes new techniques for image segmentation using the com-
plex network theory and more precisely community detection models. A
second contribution presented in this manuscript deals with a content-based
image retrieval system mixing the Bag-of-Visual-Words approach and the
community detection models where visual words are communities. These
tasks, illustrated in Figure 1.1, are described as follows:

For image segmentation methods, we address three sub-goals of a novel
framework for image segmentation: (1) building a complex network from
an image; (2) extracting precise features for aggregation processes; and (3)
proposing an algorithm for agglomerating homogeneous regions.

• Building a complex network from an image aims to investigate pat-
terns to construct a graph (complex network) from an image that can
increase Louvain algorithm performances.

• Extracting precise features addresses the correct choice of efficient fea-
tures that produce accurate segmentation results, and support image
retrieval system effectively.

• Algorithm for agglomerating homogeneous regions aims at merging
consistent regions based on precise features. Noise removal processes
are also used on this step thanks to embedded noise reduction function
in the algorithm.

Besides, we also propose another approach to solve the image segmenta-
tion problem based on the general principle of consensual clustering (Strehl
and Ghosh, 2002). The idea is to execute the Louvain method repeatedly k
times and take the similarities between all the obtained partitions into ac-
count. The consensus clustering algorithm returns a hierarchy of clusterings
that can be assimilated to a hierarchy of image segmentation.

For a content-based image retrieval system, we use our extracted features
and the foundation of Bag-of-Words to build the "Image Search Engine" sys-
tem to search images similar to a query image in an image database.
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FIGURE 1.1: Primary tasks of this thesis

1.2 Motivation

Image segmentation has become an indispensable task that is widely em-
ployed in several image processing applications. The goal of image segmen-
tation is not only to distinguish the interesting objects from the background,
but also to identify them in an image. Particularly, image segmentation could
benefit a variety of vision applications, for instance, object detection (Liu and
Chen, 2008), object tracking (Zhou, Ong, and Ko, 2000), automatic driver as-
sistance (Chen et al., 2008), and traffic control systems (Junwei and Shaokai,
2013), etc.

Recently, complex networks have mushroomed both theories and appli-
cations as a trend of developments. The study on complex networks has
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become one of the most interesting topics during last decade (Abin, Mahdis-
oltani, and Beigy, 2011; Mourchid, El Hassouni, and Cherifi, 2017) and in par-
ticular the detection of communities in networks (Fortunato, 2010). Hence,
image segmentation techniques based on community detection algorithms
have been proposed and have become an interesting discipline in the litera-
ture (Youssef Mourchid, Mohammed El Hassouni and Hocine Cherifi, 2015;
Youssef Mourchild, Mohammed El Hassouni and Hocine Cherifi, 2016; Abin,
Mahdisoltani, and Beigy, 2011; Li and Wu, 2015; Mourchid, El Hassouni, and
Cherifi, 2017; Linares et al., 2016; Li, 2013; Browet, Absil, and Van Dooren,
2011).

A community is a group of nodes with dense internal connections and
sparse connections with members of other communities. The general idea
of those techniques is to highlight the similarity between the modularity cri-
terion in network analysis and the image segmentation process. In fact, the
larger the modularity of a network is, the more accurate the detected com-
munities, i.e. the objects in the image, are (Browet, Absil, and Van Dooren,
2011; Youssef Mourchid, Mohammed El Hassouni and Hocine Cherifi, 2015;
Mourchid, El Hassouni, and Cherifi, 2017; Abin, Mahdisoltani, and Beigy,
2011). If the modeling of the image in a graph is well done then we can
expect that a good partition in communities corresponds to a good segmen-
tation of the image. The modularity of a partition is a scalar that measures the
density of links inside communities as compared to links between commu-
nities, and its value falls into the interval [-0.5,1] (Newman and Girvan, 2004).

Applying the community detection methods for image segmentation has
achieved much better results compared to other techniques subjectively (Youssef
Mourchid, Mohammed El Hassouni and Hocine Cherifi, 2015). Among all
the existing community detection algorithms, the Louvain method (Blondel
et al., 2008) has received significant attention in the context of image segmen-
tation (Li and Wu, 2015; Youssef Mourchild, Mohammed El Hassouni and
Hocine Cherifi, 2016; Browet, Absil, and Van Dooren, 2011). To be inspired,
we attempt to regard an image from the perspective of a complex network
and using community detection algorithms to solve the image segmentation
problem. The Community detection algorithm namely Louvain method has
been considered to segment images.

However, it is still facing many problems such as how to generate an ap-
propriate complex network that ensures community detection methods will
perform efficiently. Another concern of researchers is that community detec-
tion based image segmentation leads to over-segmented results. To overcome
this issue, many algorithms have been proposed to deal with image segmen-
tation based on community detection, such as the ones described after.

Wenye Li (Li, 2013), and Youssef, et al. (Youssef Mourchild, Mohammed
El Hassouni and Hocine Cherifi, 2016) attempt to apply community detec-
tion problems in complex networks to solve image segmentation problems
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and investigate a new graph-based image segmentation as well as compare
other methods.

The image segmentation approaches of Ahmad Ali Abin et al. (Abin,
Mahdisoltani, and Beigy, 2011), and Oscar A. C. Linares et al. (Linares et al.,
2016) are constructing weighted networks in which the small homogeneous
regions (super-pixels) obtained by initial segmentation processes are nodes of
the graph and the computed similarity distance between these regions are
edge weights. One community detection method is applied to extract com-
munities as segments.

Shijie Li, et al. (Li and Wu, 2015), and Youssef Mourchid, et al. (Mourchid,
El Hassouni, and Cherifi, 2017) propose using super-pixel and features to
solve the over-segmentation problem. Both strategies initialize with an over-
segmented image segmentation in which each sub-segment represents a super-
pixel. Then, they treat the over-segmentation issue in different ways. Shijie
Li, et al. solve it by reconstructing the neighborhood system for each region
(super-pixel) and the histogram of states (HoS) texture feature. Then, they es-
timate the distribution of the color feature for each region. The similarity
matrix W is computed and adaptively updated based on color feature and
histogram of states (HoS) texture feature. Youssef Mourchid, et al. approach
the over-segmentation problem in a quite similar way but they compute co-
efficients to adaptively update the similarity matrix W based on color feature
and histogram of oriented gradients (HOG) texture feature.

The question is that how we can achieve best results of image segmenta-
tion based on community detection in general and based on Louvain method
in particular. This motivates our goal of segmenting image based on the idea
that brings social networks analysis domain into image segmentation: build-
ing a good complex network, extracting precise features and proposing algo-
rithms for agglomerating homogeneous regions.

1.3 Problem description

Maximizing modularity is a NP-hard problem and community detection al-
gorithms are generally heuristics algorithms (mostly without guarantee) and
not exact ones. Therefore, creating an appropriate graph (complex network)
for any image segmentation based on community detection is a crucial pro-
cess. Indeed, if we create an inadequate graph it will lead to poor result
during the community detection phase. It means that the image segmen-
tation result may get poor quality. On the other hand, if we create a dense
graph, it might face to the NP-hardness of the problem. In this thesis, we con-
sider that building an appropriate graph is one of the most important phases.

Furthermore, image segmentation based on community detection often
leads to over-segmentation. In order to solve this problem, homogeneous
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regions should be combined together whenever possible. The question is to
determine which regions are homogeneous. It is a second part in this thesis.

A first sub-problem that should be solved in an image segmentation strat-
egy is noise cancelling. Since we use of community detection algorithms in
order to cluster pixels that belong to the same group of information and be-
cause, as we stated above, community detection algorithms are ordinarily
heuristics algorithms, noise can remain in particular in the form of very small
regions. In this thesis, we recommend applying a noise removal strategy to
offer better results and obtain higher evaluation scores. The removing noise
process is a crucial part of our algorithm because it merges the small regions
that remain after Louvain process.

In addition, we propose an algorithm to agglomerate homogeneous re-
gions generating image segmentation results. The majority of algorithm func-
tions are merging regions and removing noise. Algorithm operates based on
the precise features that is providing by the way we selected features in vari-
ous methods. In addition, the noise reduction is embedded in this algorithm,
so removing noise processes occurred silently and naturally.

Last but not least, we also propose an image retrieval system which uti-
lizes our extracted features and image segmentation results based on the idea
of Bag-of-Visual-Words.

1.4 Approach

We consider images from the perspective of a complex network and solve
the image segmentation problem using community detection on graphs. In
this approach, an image has been converted into a graph and considered as
a complex network. The complex network is built by considering that each
pixel is a vertex and edges weight measures the similarity of pairs of pixels.

The Louvain algorithm is applied to the obtained network. The result of
this phase is a segmented image but that is over-segmented. Because over-
segmented image segmentation produces poor results, we concern ourselves
with the fact that over-segmented images in which sub-segments represent
super-pixels or homogeneous regions is a challenge that has to be solved.

Our solution is therefore built on top of the Louvain method, using pre-
cise features so that they can overcome this drawback and produce more ac-
curate results. Across several experiments and evaluations on many datasets,
we obtain very encouraging results, which are in some cases state-of-the-art.
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1.5 Contributions

The primary contributions of this dissertation include:

• Proposing methods for building an appropriate graph for image seg-
mentation based community detection.

– Proposing shapes of patterns to build the graph

– Investigating and determine performance of these patterns

• Proposing precise features for considering the agglomeration of homo-
geneous regions

– Color feature properties

– Texture feature properties

– Combination of color and texture features

• Proposing an algorithm for agglomerating homogeneous regions

– Noise removing strategy

– General algorithm to agglomerate based on the features

• Proposing a consensus-based image segmentation strategy.

• Proposing a content-based image retrieval system based on Bag-of-Visual-
Words using our image segmentation results

1.6 Outline

The dissertation is organized as follows:

• Chapter 1: Introduction

• Chapter 2: Image Segmentation Algorithms

• Chapter 3: Complex Networks and Images

• Chapter 4: Extraction of Precise Features

• Chapter 5: Extended Experimental Results for Image Segmentation

• Chapter 6: A Consensus-Based Image Segmentation Algorithm

• Chapter 7: Using Extracted Features for Content Based Image Retrieval

• Chapter 8: Conclusion and future directions
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Chapter 2

Image Segmentation Algorithms

2.1 Introduction

Image segmentation is one of the main steps in image processing. It divides
an image into multiple regions in order to analyze them. Image segmen-
tation is also used to distinguish different objects in the image. Rafael C.
Gonzalez and Richard E. Woods wrote in their widely used book Digital Im-
age Processing that "Segmentation of nontrivial images is one of the most difficult
tasks in image processing. Segmentation accuracy determines the success or failure
of computerized analysis procedures." (C Gonzalez and E Woods, 2002). For this
reason, the literature abounds with algorithms for achieving various image
segmentation tasks. The purpose of this Chapter is to review and discuss
the state-of-the-art in image segmentation techniques. The research in image
segmentation field involves a wide range of disciplines in a broad sense, in-
cluding mathematics, psychology, and informatics, etc., some of which are
far beyond the scope of this thesis. In this Chapter, we concentrate on the
fundamental and well-known image segmentation techniques, and classify
them into taxonomic group based on their characteristics.

2.2 Taxonomy

Image segmentation is considered as one of the fundamental approaches of
the digital image processing. It is used widely in several aims of computer
vision applications. The purpose of image segmentation is to partition an
digital image into meaningful regions in order to analyze with respect to
a particular application. In this perspective, several general purpose algo-
rithm and techniques related to image segmentation have been proposed
and developed for image segmentation goals. In this Section, we would
like to categorize them based on image segmentation techniques into four
groups: Region-based image segmentation, Feature-based image segmenta-
tion, Graph-based image segmentation and ANN-based image segmentation
as it is illustrated in Figure 2.1.

• Region-based Image Segmentation: The region-based image segmenta-
tion is a method where neighboring pixels are scanned and added to
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FIGURE 2.1: Image segmentation techniques

a region session if it satisfies a given homogeneity criteria. The region-
based image segmentation depicts the splitting an image into standard-
ized sub-regions of connected pixels through the application of ho-
mogeneity criteria. Each pixel in a region is similar with when it re-
spects to some characteristics that repeated for each boundary pixel



2.2. Taxonomy 9

in the considering region whose the distance similarity of pixels sat-
isfy the homogeneity criteria. A pixel is assigned into an homoge-
neous region if it satisfies a given homogeneity criteria. Watershed seg-
mentation (Beucher and Lantuéjoul, 1979), Split-and-merge (Horowitz
and Pavlidis, 1974) and region-growing techniques (Ikonomatakis et
al., 1997) are examples of such methods.

• Feature-based Image Segmentation: Feature is one of the most impor-
tant attribute used in image processing. In image processing and com-
puter vision, features are pieces of information without formal defini-
tion nor particular strict rule to detect them. They can be the result
of processing image or computational task based on attributes of image
properties. It exists a large variety of features used for image segmenta-
tion and other purposes, such as Pixel color, Sub-pixel Corner (Medioni
and Yasumoto, 1987), Local Binary Pattern (LBP) (He and Wang, 1990),
Shi-Tomasi (Shi and Tomasi, 1994), SUSAN (Smith and Brady, 1997),
Scale-invariant feature transform (SIFT) (Lowe, 2004), Texton (Zhu et
al., 2005), Histogram of oriented gradients (HOG) (Dalal and Triggs,
2005), Features from Accelerated Segment Test (FAST) (Rosten and Drum-
mond, 2005), SURF (Bay, Tuytelaars, and Van Gool, 2006), FAST- ER
(Rosten, Porter, and Drummond, 2010), just to name a few. In Feature-
based clustering approaches, one or more particular features can be
extracted. Then, the feature-based segmentation stage separates the
regions on the image according to the edges. Finally, it is defined a
specific distance metric system to aggregate the feature samples into
homogeneous regions. The Mean Shift is one of the typical representa-
tions of Feature-based image segmentation techniques (Comaniciu and
Meer, 2002).

• Graph-based Image Segmentation: These techniques are image seg-
mentation methods where an image is regarded as a graph in which
vertices represent individual pixels and weighted edges describe the
similarity of neighboring pixels. This method is gaining popularity pri-
marily thanks to its ability in reflecting global image properties. More-
over, with the development of complex network and the introduction
of superpixel, many graph-based image segmentation approaches have
been proposed. Application of modularity in community detection al-
gorithms can be used on graph-based image segmentation, and can
reduce the computational cost thereby providing fast computation of
performances.

• ANN-based Image Segmentation: Artificial Neural Networks (ANN)
have been applied in image segmentation, especially semantic and in-
stance segmentation. ANN-based image segmentation replies on pro-
cessing small areas of an image using an artificial neural network or
a set of neural networks. After such processing the decision-making
mechanism marks the areas of an image accordingly to the category
recognized by the neural network. The Artificial Neural Networks con-
sist of three typical layers: Input layer, Hidden layer, and Output layer.
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An ANN with two or more hidden layers with each layer containing
a large amount of units is called a Deep Neural Network which has
spawned a new field of learning called Deep Learning.

2.3 Image Segmentation Techniques

In this Section, we briefly review some well-known image segmentation meth-
ods. Each algorithm has its own merits and demerits which will be described
and set it into the four groups as we categorized in Section 2.2.

2.3.1 Region-based Image Segmentation

Watershed methods are one of the classical algorithms in the field of topog-
raphy. Beucher and Lantuéjoul (Beucher and Lantuéjoul, 1979) were known
as the first to propose a watershed algorithm based on a immersion anal-
ogy. Watersheds can also be determined through gray-tone skeleton (Meyer,
1989). Luc Vincent and Pierre Soille (Vincent and Soille, 1991) proposed an
algorithm for computing watersheds in digital grayscale images based on
immersion simulation. The concepts of watersheds is based on visualizing
an image in three dimensions, two spatial coordinates and the gray level.
In these approaches image segmentation problem is solved by regarding the
gradient magnitude of images as topographic surfaces in order to find the
watershed lines. The pixels in which is considered as three types of points:
(1) points belonging to a regional minimum; (2) points at which a drop of wa-
ter, if placed at the location of any of those points, would fall with certainty
to a single minimum; and (3) points at which water would be equally likely
of fall to more than one such minimum. For a particular regional minimum,
the set of points satisfying condition (2) is called catchment basins or watershed
of that minimum. The points satisfying condition (3) form crest lines on the
topographic surface and are named divide lines or watershed lines. It is sup-
posed that a hole is punched in each regional minimum and that the entire
topography is flooded from below by letting water rise through the holes at
a uniform rate. When the rising water in distinct catchment basins is about
to merge, a dam is built to prevent the merging. The flooding will eventu-
ally reach a stage when only the tops of the dam are visible above the water
line. These dam boundaries correspond to the divide lines of the watersheds.
Therefore, they are the boundaries extracted by a watershed segmentation al-
gorithm 2.2.

One of the most notable segmentation methods is presented by Arbelaez
et al. (Arbelaez et al., 2011). In this method, Arbelaez et al. propose a vari-
ant of watershed transform to generate a hierarchy of closed contours. The
method combines multi-scale local cues and globalized cues via spectral clus-
tering to create a contour map, called gPb-owt-ucm, and sets up a benchmark
for edge detection and region segmentation research.
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FIGURE 2.2: Watershed Illustration Chien, Huang, and Chen,
2003

2.3.2 Feature-based Image Segmentation

The Mean Shift based image segmentation was introduced in (Comaniciu and
Meer, 2002). The Mean Shift is one of the most famous Feature space-based
image segmentation techniques. The feature space consists of the (x, y) im-
age location of each pixel and the pixel color in L*u*v* space or L*a*b*. The
Mean Shift considers pixels both from the spatial and the color domains by
concatenating the pixel color value and its spatial coordinates into a single
vector. Then applying mean shift filtering in this domain yields a conver-
gence point for each pixel. The image is segmented by grouping together all
pixels whose convergence points are closer than a threshold hs in the spatial
domain and hr in the range one, where hs and hr are parameters. In addition,
the merging process can also be performed to force a constraint on minimum
segment size. This method has usually good performance, and low time-
consuming implementation tasks. However, it is sensitive to the bandwidth
parameter hs and hr and often produces over-segmented results. The reason
is that the mechanism for performing is based on the density estimation of
the color feature for all the pixels. Some smooth changes in brightness and
texture or the regularities of different colors will converge to different modes,
even if they belong to the same segment visually.

2.3.3 Graph-based Image Segmentation

Considering image segmentation problem from the perspective of graph par-
tition has interested several researchers. In this approach, the image is re-
garded as an undirected weighted graph in which each pixel is represented
as a node in the graph and edge weights measure the similarity distance be-
tween nodes. The graph is clustered by optimizing any adequate criteria, i.e.
minimum cut, normalized cut or related variants.
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The Normalized Cut (Shi and Malik, 2000) criterion provides a way of in-
tegrating global image information into the grouping process. For this work,
given an affinity matrix W in which each entry represents the similarity of
two pixels, Normalized Cut tries to solve the problem using an algorithm
based on the generalized eigenvectors problem of the linear system from
equation 2.1.

(D − W)z = λDz (2.1)

D is a diagonal matrix with its diagonal entry Dij = ∑j Wij. Then K-means
clustering is applied to obtain a segmentation into regions. Cour, et al. (Cour,
Benezit, and Shi, 2005) approached Normalized Cuts with a variant namely
Multiscale Normalized Cuts (NCuts). Sharon, et al. proposed an alternative
to enhance the computational efficiency of Normalized Cuts. Besides, many
image segmentation methods in this type were mentioned, for instance, Mum-
ford and Shah proposed that the segmentation of an observed image u0 is
given by the minimization of functional:

F(u, C) =
∫

Ω
(u − u0)

2dx + µ

∫

Ω\C
|▽(u)|2dx + v|C| (2.2)

where u is piecewise smooth in Ω \ C and µ, v are weighting parameters. In
addition, several algorithms have been developed to minimize or simplify
the energy by various approach strategies.

Another approach on image segmentation problem comes from the per-
spective of graph partition. In this approach, the image is regarded as an
undirected weighted graph in which each pixel represented as a node in
the graph and edge weights measure the similarity distance between nodes.
Felzenszwalb and Huttenlocher (Felzenszwalb and Huttenlocher, 2004) at-
tempt to partition image pixels into components. Constructing a graph in
which pixel is represented as a node and edge weights measure dissimilarity
between nodes (e.g. color differences), each node is initially placed in its own
component. The internal difference of a component Int(R) has been defined
as the largest weight in the minimum spanning tree of R. Considering in
non-decreasing order by weight of edges, each step of the algorithm merges
components R1 and R2 connected by the current edge if weight of the edge
is less than:

min(Int(R1) + τ(R1), Int(R2) + τ(R2)) (2.3)

where τ(R) = k/|R|, k is a scale parameter that can be used to set a prefer-
ence for component size.

Ren and Malik (Ren and Malik, 2003) introduced superpixels in 2003 on
the research of Learning a Classification Model for Segmentation. This re-
search is very important in image segmentation discipline. Especially, with
the development of complex networks theories and applications, the coop-
eration between superpixels and complex networks display as an absolutely
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perfect partner-pair in graph-based image segmentation domain. Hence, im-
age segmentation techniques based on community detection algorithms have
been proposed and have become an interesting discipline in the literature.
Complex networks analysis domain has been considered to segment images
and has achieved outstanding results (Abin, Mahdisoltani, and Beigy, 2011;
Li and Wu, 2015; Linares et al., 2016; Mourchid, El Hassouni, and Cherifi,
2017). The idea that community detection can be used for image segmenta-
tion offers a new perspective and prospect researches in image segmentation
discipline.

Ahmad Ali Abin et al. (Abin, Mahdisoltani, and Beigy, 2011) proposed a
new image segmentation method for color images which involves the ideas
used for community detection in social networks. In the proposed method,
an initial segmentation is applied to partition input image into small homo-
geneous regions. Then constructing a weighted networks in which the small
homogeneous regions obtained initial segmentation processes are nodes of
graph. Every pairs of vertices are connected through an edge and the simi-
larity between these regions are computed through Bhattacharyya coefficient
(Bhattacharyya, 1943). The RGB color space is used to compute the color his-
togram. Each color channel is uniformly quantized into l levels and then the
histogram of each region is calculated in the feature space of l × l × l = l3

bins. The similarity distance between two region Ri and Rj is the Bhat-
tacharyya coefficient which is defined as 2.4:

B(Ri, Rj) =
l3

∑
u=1

√

Hu
Ri

.Hu
Rj

(2.4)

where HRi
and HRj

are the normalized histograms of region Ri and region

Rj, respectively. The superscript u represents the uth element of them. Bhat-
tacharyya coefficient is actually the cosine of the angle between two vectors

(
√

H1
Ri

, · · · ,
√

Hl3

Ri
)⊺ and (

√

H1
Rj

, · · · ,
√

Hl3

Rj
)⊺. If two regions have similar

contents, their histograms will be also similar, and hence the Bhattacharyya
coefficient will be high. The higher Bhattacharyya coefficient, the higher sim-
ilarity is. In this method, the weight of the edge that corresponds to two
regions R1 and R2 is computed following the normalized Bhattacharyya sim-
ilarity measure, defined as 2.5:

W(R1, R2) =
exp(− 1

B(R1,R2)
)

∑i 6=j∈R exp(− 1
B(Ri,Rj)

)
(2.5)

where R is set of all regions.

After the creation of the network, one community detection method is
applied to extract communities as segments. In this work, they are using the
weighted Newman-Fast community detection algorithm (Newman, 2003) to
extract the communities. Besides, the authors have suggested many existing
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community detection algorithm, for instance, the algorithm of Girvan and
Newman (Girvan and Newman, 2002) and the Louvain method (Blondel et
al., 2008).

The results of the proposed method is compared to three well-known
methods, JSEG (Deng and Manjunath, 2001), EDISON (Christoudias, Georgescu,
and Meer, 2002) and MULTISCALE (Sumengen and Manjunath, 2005), and
achieved much better results than others subjectively and in many cases.
However, this method uses only the color histogram data as a measure of
similarity, so it is an inadequate feature properties if we consider repetitive
patterns of different colors in some homogeneous object. For example, in the
case of zebra, cheetah and tiger.

Wenye Li (Li, 2013) proposed a graph-partition segmentation method based
on a key notion from complex network analysis namely modularity segmenta-
tion. This approach exploits the alternative concept of modularity (Newman
and Girvan, 2004) which has been successfully applied to community detec-
tion problems in complex networks (Easley and Kleinberg, 2010; Newman,
2010; Fortunato, 2010). The proposed method automatically determines the
number of segments by optimizing a natural and theoretically justified crite-
rion, eliminating the need for human intervention. In graph-partition based
segmentation, each image is represented as an undirected graph G = (V, E),
where each vertex in V = (v1, v2, ..., vn) corresponds to an individual pixel,
and each edge in E connects pairs of vertices. The weight on each edge,
wij, is a non-negative value that measures the affinity between two vertices
vi and vj. A higher affinity indicates a stronger relation between the asso-
ciated pixels. Let di = ∑j wij denote the sum of affinities associated with

vertex vi, and m = 1
2 ∑i di =

1
2 ∑ij wij denote the total sum of edge weights

in the graph. Given a candidate division of vertices into disjoint groups, the
modularity is defined to be the fraction of the affinities that fall within the
given groups, minus the expected such fraction when the affinities are dis-
tributed randomly. The randomization is conducted by preserving the total
affinity di of each vertex. Under this assumption, the expected affinity be-
tween two vertices vi and vj is didj/2m, hence the corresponding modularity
is wij − didj/2m. Summing over all vertex pairs within the same group, the
modularity, denoted Q, is defined:

Q =
1

2m ∑
ij

[

wij −
didj

2m

]

δ(ci, cj) (2.6)

where ci denotes the group to which vi belongs and δ(ci, cj) is 1 if ci = cj and
0 otherwise. An equivalent formulation can be given by defining sik to be 1
if vertex vi belongs to group k and 0 otherwise. Then δ(ci, cj) = ∑k siksjk and
hence

Q =
1

2m ∑
ij

∑
k

[wij −
didj

2m
]siksjk =

1

2m
tr(S⊺BS) (2.7)
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where S is a matrix having elements sik and B is a modularity matrix with
elements bij = wij − didj/2m.

The modularity value Q always ranges in [-0.5,1]. All rows and columns
of the modularity matrix B sum to zero. It means that the modularity value of
unsegmented graph is always zero. The value Q is positive if the intra-group
affinities exceed the expected affinities achieved at random. Thus seeking for
a partition that maximizes the modularity automatically determines the ap-
propriate number of segments to choose as well as their respective structure,
and does not require the number of segments to be pre-specified.

Shijie Li, et al. (Li and Wu, 2015) proposed to use superpixels (Ren and
Malik, 2003) and features to solve the over-segmentation problem. This strat-
egy starts with a (over-segmented) result from an image segmentation pro-
cess in which each sub-segment is represented as a superpixel, and treats the
over segmentation issue by proposing a new texture feature from low level
cues to capture the regularities for the visually coherent object and encode it
into the similarity matrix. In addition, the similarity among regions of pixels
is constructed in an adaptive manner in order to avoid over-segmentation.
The main contribution of this research is the proposal of an efficient agglom-
erative segmentation algorithm incorporating the advantage of community
detection and the inherent properties of images. A new feature is developed,
histogram of state (HoS), together with an adaptive similarity matrix to avoid
over-segmented problem. The authors use a publicly available code (Mori,
2005) to generate super-pixel initialization. The L*a*b* color space is chosen
to achieve good segmentation performance because perceptually uniform
color spaces, (for instance, L*u*v and L*a*b*), provide very good estimates
of color difference (distance) between two color vectors. Perceptual differ-
ences between two colors can be estimated by considering each color as a
point in a 3-dimensional space, which can be conveniently measured with
the Euclidean distance. One neighborhood system has been constructed by
considering the adjacent regions of this region to be its neighbors and store its
neighboring regions using an adjacent list. The adjacent regions are regions
that share at least one pixel with the current region. The method considers
features for similarity based on color property and histogram of State (HoS)
of each region. The color feature obtained by computing Mean Distance,
used the mean of the pixel value for the two regions to approximate the Earth
Mover’s Distance 2.8, which neglects the difference of the co-variance matri-
ces so that it is faster than computing Earth Mover’s Distance, as formalized
in Equation 2.9. To transform the above distribution distance into similarity
measure, the authors used a Gaussian type radius basic function in Equation
2.10.

dEMD

(

N(µ1, Σ1), N(µ2, Σ2)
)2

= (µ1 −µ2)
⊺(µ1 −µ2)+Tr(Σ1 +Σ2 − 2(Σ1Σ2)

1
2 )

(2.8)

dMD

(

N(µ1, Σ1), N(µ2, Σ2)
)2

= (µ1 − µ2)
⊺(µ1 − µ2) (2.9)
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Wij(color) = exp
(−dis(Ri, Rj)

2σ2

)

(2.10)

where dis(Ri, Rj) measures the distance between the pixel value distributions
for regions Ri and Rj. Empirically, they set σ = 0.08 and use the Mean Dis-
tance Equation 2.9. The Histogram of States (HoS) are constructed for each
region following the three steps below:

• Computing the gradient magnitude and 360 degree orientation infor-
mation for each pixel in the image, and eliminating magnitude without
any informative texture property by thresholding the magnitude infor-
mation;

• Using a 5 × 5 sliding window, and forming a histogram of the oriented
gradient by distributing 360 degree orientation into 8 bins. Then, each
pixel is represented by a 8-dimensional binary orientation vector with
each dimension indicating whether this orientation exists in the current
sliding window. In this sense, the texture information for each pixel
belongs to one of the 28 = 256 states;

• Constructing a 256 dimensional histogram of states vector, each dimen-
sion counts the number of such state in the segment, then normalize it
by the total number of pixels in the segment.

Cosine similarity measure 2.11 is used to measure the HoS texture fea-
ture that is represented by a 256-dimensional vector for each region, i.e., for
each region Ri and Rj, the HoS texture feature are hi and hj, (hi, hj ∈ R256),
respectively.

Wij(texture) = cos(hi, hj) =
h⊺i hj

‖hi‖.‖hj‖
(2.11)

The adaptive similarity matrix is constructed during each iteration by re-
computing the similarity between regions according to Equation 2.10 and
2.11. The reason for this is that during the merging process, the regions keep
expanding, and the similarity measure computed from the previous iteration
might not be appropriate for the current iteration. Maintaining an adaptive
similarity matrix and reevaluating the similarity between current regions of-
fer an effective strategy to overcome the problem of the non-uniformly dis-
tributed color or texture, which should be grouped into the same segment
from the perspective of human vision system. Empirically, the color feature
and HoS texture feature have been combined as Equation 2.12.

Wij = α ×
√

Wij(texture)× Wij(color) + (1 − α)× Wij(color) (2.12)

where α ∈ [0, 1] is a balancing parameter.

Verdoja and Grangetto (Verdoja and Grangetto, 2015) analyzed the bene-
fits of using superpixels on a simple merging regions graph-based approach.
A weighted undirected graph whose nodes are initialized with superpix-
els is built, and proper metrics to drive the regions merging are proposed
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in this research. It is noticed that superpixels can efficiently boost merging
based segmentation by reducing the computational cost without impacting
on the segmentation performance. The proposed method provides accurate
segmentation results both in terms of visual and objective metrics. Starting
from an image I with over-segmented partition Lm composed of m regions,
an undirected weighted graph Gm = {Lm, Wm} is constructed over the su-
perpixel set Lm, and Wm is defined as Equation 2.13.

Wm = {wm
ij }, ∀i 6= j | lm

i , lm
j ∈ Lm ∧ A(lm

i , lm
j ) = 1 (2.13)

where A is adjacency function. Note that Gm is an undirected graph, so we
have wm

ij = wm
ji ; the weights represent the distance (or dissimilarity measure)

between pair of regions wm
ij = δ(lm

i , lm
j ). At each iteration, the algorithm picks

the pair of labels lk
p, lk

q ∈ Lk having wk
pq = min{Wk} and merge them; i.e. it

generates a new partition Lk−1 = Lk − {lk
q} having all the pixels x ∈ lk

p ∪ lk
q

assigned to the label lk−1
p . Lk−1 contains now just k− 1 segments. Then, edges

and corresponding weights need to be updated as well. Wk−1 is generated
according to the following formula 2.14:

wk−1
ij =

{

δ(lk−1
p , lk−1

j ) i f i = p ∨ i = q

wk
ij otherwise

(2.14)

Note that wk
pq is not included in Wk−1 since it does not exist anymore.

When k = 2 the algorithm stops and returns the full dendrogram D =
{Lm, . . . , L2} that can be cut to obtain the desired number of regions. In this
research, the CIELAB color space and the standard CIEDE2000 color differ-
ence (Sharma, Wu, and Dalal, 2005) have been chosen. The possible functions
that can be used to compute the distance δ are going to be described in de-
tail below. Given two regions l1 and l2, we compute the mean values of the
L*a*b* components M1 = (µL∗,1, µa∗,1, µb∗,1) and M2 = (µL∗,2, µa∗,2, µb∗,2),
and the distance between the two labels is defined by Equation 2.15.

δC(li, lj) = ∆E00(Mi, Mj) (2.15)

where ∆E00 is the CIEDE2000 color difference.

Another solution to compute the distance between two labels as the mini-
mum of their relative Mahalanobis distances has been proposed (Mahalanobis,
1936). Given a set of n1 pixels l1 = {xi = (xL∗,i, xa∗,i, xb∗,i)}

n1
i=1, the authors

can estimate their mean M1 = (µL∗, µa∗, µb∗) and co-variance as Equation
2.16

C1 =
1

n1

n1

∑
i=1

(xi − M1)(xi − M1)
⊺ (2.16)

Then they compute the Mahalanobis distance of any other set of n2 pixels
l2 = {yi = (yL∗,i, ya∗,i, yb∗,i)}

n2
i=1 from the estimated distribution of l1 as
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Equation 2.17

∆M(l1, l2) =
1

n2

n2

∑
i=1

(yi − M1)
⊺C−1

1 (yi − M1) (2.17)

Since ∆M is non-symmetric, i.e. ∆M(l1, l2) 6= ∆M(l2, l1), they compute the
distance between two labels as the minimum of their relative Mahalanobis
distances obtaining the following symmetric metric as Equation 2.18

δM(li, lj) = {∆M(li, lj), ∆M(lj, li)} (2.18)

Since merging homogeneous regions is much more important than the het-
erogeneous ones, in particular without crossing object boundaries, the au-
thors also investigate a local Mahalanobis metric that aims at detecting im-
age segment whose adjacent border look very different. This border varia-
tion consists in evaluating the Mahalanobis distance just for the pixels near
the border between two adjacent image segments. More precisely, they de-
fined bij the portion of common border between two adjacent image seg-
ments and a subset of pixels whose location is across the two adjacent re-
gions cij = {x ∈ I|r1 < d(x, bij) < r2}, where d is the Euclidean spatial
distance, and r1 and r2 are proper ranges. Then, the authors introduced func-
tion B(li, lj) that returns two new set of pixels l′i = li ∩ cij and l′j = lj ∩ cij

that represent the pixels of li and lj respectively which are located close to
the common border. The distance metric is defined as Equation 2.19

δB(li, lj) = min{∆M(l′i , l′j), ∆M(l′j, l′i)} (2.19)

where l′i and l′j are the two outputs of B(li, lj). They investigated a fourth met-

ric based on the color histogram distance. One possible solution to measure
histogram difference is the Bhattacharyya distance (Bhattacharyya, 1943),
which is the general case of the Mahalanobis distance. Given two histograms
h1 and h2 composed each by B bins, the Bhattacharyya distance is defined as
Equation 2.20

∆H(h1, h2) =

√

√

√

√1 −
1

√

h̄1h̄2B2

B

∑
i=1

√

h1(i).h2(i) (2.20)

where h(i) is the number of pixels in the bin i, while h̄ = 1
B ∑

B
i=1 h(i). ∆H

is computed on three channels L*a*b* independently and then the maxi-
mum value of the three is used as dissimilarity measure; this is chosen over
other possibilities, like taking the mean of the three distances, as it yields
higher discriminating power in finding differences just on one of the chan-
nels. In conclusion, the last dissimilarity measure between two regions li
and lj having respectively histograms Hi = {hL∗,i, ha∗,i, hb∗,i} and Hi =
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{hL∗,j, ha∗,j, hb∗,j} is defined as Equation 2.21

δH(li, lj) = max







∆H(hL∗,i, hL∗,j)
∆H(ha∗,i, ha∗,j)
∆H(hb∗,i, hb∗,j)







(2.21)

The overall time required by the algorithm is linear to the size of the image,
and lower complexity than both merging techniques that work on pixels and
superpixels.

Youssef, et al. (Youssef Mourchild, Mohammed El Hassouni and Hocine
Cherifi, 2016) attempted to apply community detection problems in com-
plex networks to solve image segmentation problems and investigate a new
graph-based image segmentation as well as compare to other methods. In
this research, authors attempt image segmentation methods based on com-
munity detection approach like Infomap algorithm, Louvain algorithm, Fast
multi-scale detection of communities based on Local Criteria (FMD), Multi-
scale detection of communities using stability optimization (MD) and Stabil-
ity optimization based on the Louvain method. These studies point out the
potential perspective and prospect of community detection based image seg-
mentation domain.

The image segmentation approach of Oscar A. C. Linares et al. (Linares
et al., 2016) consist in constructing weighted networks in which the small ho-
mogeneous regions (super-pixels) obtained by initial segmentation processes
are nodes of graph, and the edge weighs are similarity distance between
these regions computed by Euclidean distance. In this strategy, a 3-dimensional
descriptor formed by the components of the CIELAB color space (the mean
CIELAB value of all pixels belonging to a super-pixel). Links between su-
perpixels were created if the similarity distance was below or equal a certain
threshold. One community detection method is applied to extract commu-
nities as segments based on the maximization of the modularity measure
(Clauset, E J Newman, and Moore, 2005). It is improved by using a greedy
optimization procedure for the algorithm proposed by Newman (Newman,
2003).

Youssef Mourchid, et al. (Mourchid, El Hassouni, and Cherifi, 2017) have
also approached the over-segmentation problem based on superpixels asso-
ciated with color and texture features. Their approach is similar to the Shijie
Li’s method (Li and Wu, 2015). However, they compute coefficients to adap-
tively update the similarity matrix W based on color feature and histogram of
oriented gradients (HOG) texture feature. The segmentation results present
a noticeable improvement in terms of accuracy and PRI metric score.

Finally, Ting Liu, et al. (Liu, Seyedhosseini, and Tasdizen, 2016) intro-
duced a method for Image segmentation using hierarchical merge tree which
achieved state-of-the-art region accuracy. Considering a graph, in which each
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node corresponds to a superpixel, and an edge is defined if two nodes share
a boundary to each other. Starting with the initial over-segmentation and try-
ing to find a final segmentation, which is essential for the merging of initial
superpixels, can be considered as combining nodes and removing edges be-
tween them. This process can be done in a iterative fashion, and correspond-
ing edges are updated when a pair of neighboring nodes are combined in the
graph. In this research, the authors reformulate the hierarchical merge tree as
a constrained conditional model with global optimal solutions defined. They
also developed an efficient inference algorithm instead of using the greedy
tree model. It is an iterative approach to diversify merge tree generation, and
to improve results via segmentation accumulation.

All in all, image segmentation methods that rely on graphs have a high
cost computation in general, including community detection based image
segmentation techniques. This last family is using superpixels (sub-regions)
or over-segmented image segmentation results as initial inputs. Although
these methods generally produced good image segmentation results as we
stated above, they are also facing many problems such as high time com-
plexity and over-segmented image segmentation results. However, there is
still some space in the literature to answer the question of how to effectively
generate complex network that ensures good performance of community de-
tection. They are also some room to deal with over-segmented results by
using community detection based image approaches.

2.3.4 ANN-based Image Segmentation

Recently, Artificial neural networks (ANN) have been risen as a phenomenon
that fascinates several researchers in the literature. They can be used on many
tasks including computer vision, speech recognition, machine translation, so-
cial network filtering, playing board and video games and medical diagno-
sis. Especially, in image segmentation problem, deep Convolutional neural
networks (CNN) have made such significant contributions, and have become
widely known standards such as: AlexNet, VGG-16, ResNet, GoogLeNet and
FCN.

AlexNet is the name of a convolutional neural network, designed by Alex
Krizhevsky, and published with Ilya Sutskever and Geoffrey Hinton (Krizhevsky,
Sutskever, and Hinton, 2012). It was the pioneering deep CNN that won the
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2012 with a
TOP-5 test accuracy of 84.6% while the closest competitor, which made use of
traditional techniques instead of deep architectures, achieved a 73% accuracy
in the same challenge. The architecture of AlexNet is relatively simple, con-
sisted of five convolutional layers, max-pooling ones, Rectified Linear Units
(ReLUs) as non-linearities, three fully connected layers, and dropout. It is
illustrated in Figure 2.3
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FIGURE 2.3: AlexNet Convolutional Neural Network architec-
ture (Krizhevsky, Sutskever, and Hinton, 2012)

VGG is a CNN model introduced by the Visual Geometry Group (VGG)
from University of Oxford. They proposed several models and configura-
tions of deep CNNs (Simonyan and Zisserman, 2014), one of them was sub-
mitted to the ILSVRC-2013. It is also known as VGG-16 because it is com-
posed by 16 weight layers. It has been famous thanks to its achievement of
92.7% TOP-5 test accuracy. This model has less parameters and more non-
linearities in between, therefore, making the decision function more discrim-
inative and easier to train than its predecessors. It is illustrated in Figure 2.4

FIGURE 2.4: VGG-16 Convolutional Neural Network architec-
ture (Simonyan and Zisserman, 2014)

Source https://www.jeremyjordan.me/convnet-architectures/

GoogLeNet is a CNN introduced by Szegedy et al. (Szegedy et al., 2014)
which won the ILSVRC-2014 with a TOP-5 test accuracy of 93.3%. The ar-
chitecture of GoogLeNet is composed of 22 layers and a newly introduced
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building block called inception module, shown in Figure 2.5. This new ap-
proach gives more proof that CNN layers could be stacked in more ways
than a typical sequential manner. In fact, those modules containing a Net-
work in Network layer, a pooling operation, a large-sized convolution layer,
and small-sized convolution layer. They are computed in parallel and fol-
lowed by 1 × 1 convolution operations to reduce dimensionality. Because
those modules support this CNN puts special consideration on memory and
computational cost by dramatically reducing the number of parameters and
operations.

FIGURE 2.5: Inception module with dimensionality reduction
from the GoogLeNet architecture (Szegedy et al., 2014)

Microsoft’s ResNet (He et al., 2016) is a highlighted remarkable CNN
thanks to won ILSVRC-2016 with 96.4% accuracy. This network is well-
known because of its depth and the introduction of residual block. It is com-
posed by 152 layers and the residual blocks address the problem of training
a really deep architecture by introducing identity skip connections and then
layers can copy their inputs to the next layer. The residual block is shown
in Figure 2.6. The intuitive idea of this approach is that it ensures that the
next layer can learn differential new things from what the input has already
encoded. It is noticed that both the output of the previous layer and its un-
changed input will be provided next layer. Furthermore, this kind of connec-
tions help overcoming the vanishing gradients problem.

FCN is a CNN introduced by Long et al. (Long, Shelhamer, and Dar-
rell, 2015) for semantic segmentation. Fully Convolutional Network (FCN)
is built only from locally connected layers, such as convolution, pooling and
upsampling. No dense layer is used in this kind of architecture. This re-
duces the number of parameters and computation cost. Also, the network
can work regardless of the original image size, without requiring any fixed
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FIGURE 2.6: Residual block from the ResNet architecture (He
et al., 2016)

number of units at any stage, given that all connections are local. To obtain
a segmentation map (output), segmentation networks usually have 2 parts :
Downsampling path and Upsampling path. The downsampling path is used
to extract and interpret the context (what), while the upsampling path is used
to enable precise localization (where). Furthermore, to fully recover the fine-
grained spatial information lost in the pooling or downsampling layers, we
often use skip connections. A skip connection is a connection that bypasses at
least one layer. Here, it is often used to transfer local information by concate-
nating or summing feature maps from the downsampling path with feature
maps from the upsampling path. Merging features from various resolution
levels helps combining context information with spatial information.

FIGURE 2.7: FCN can efficiently learn to make dense pre-
dictions for per-pixel tasks like semantic segmentation (Long,

Shelhamer, and Darrell, 2015)

In short, modern image segmentation techniques are powered by deep
learning technology. Many computer vision tasks require intelligent seg-
mentation of an image, to understand what is in the image and enable easier
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analysis of each part. The ANN-based image segmentation techniques can
reach to semantic segmentation or instance segmentation. Nowadays, image
segmentation techniques use models of deep learning for computer vision to
understand exactly which real-world object is represented by each pixel of an
image that we used to believe that it is at a level unimaginable only a decade
ago.
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Chapter 3

Complex Networks and Images

3.1 Introduction

The city of Königsberg in Prussia (now Kaliningrad, Russia) was set on both
sides of the Pregel River, and included two large islands - Kneiphof and
Lomse - which were connected to each other and to the two mainland por-
tions of the city, by seven bridges. The question arose as to whether it was
possible to devise a walk through the city that would cross each of those
bridges once and only once, or not. The Seven Bridges of Königsberg be-
comes a historically notable problem in mathematics. Its negative resolu-
tion by Leonhard Euler in 1736 (Euler, 1736) laid the foundations of what we
know today as graph theory or network science. Since then, this branch of
discrete mathematical properties have led to a deep understanding of many
complex systems.

In the 20th century graphs have also become extremely useful to represent
a wide variety of systems in different areas. Indeed, biological, social, tech-
nological, and information networks can be modeled as graphs, and graph
analysis has become crucial to understand the features of these systems. For
instance, social network analysis started in the 1930’s and has become one of
the most important topics in sociology (Wasserman and Faust, 1994; Scott,
2000). In computer science, graph theory has been applied to analyze the
World Wide web (Albert, Jeong, and Barabási, 1999; Barabasi and Albert,
1999) among many other systems.

In recent times, the computer revolution has provided scholars with a
huge amount of data and computational resources to process and analyze
these data - the Big Data era. The size of real networks one can potentially
handle has also grown considerably, reaching billions of vertices for web-
graphs or online social networks. The need to deal with such a large number
of units has produced a deep change in the way graphs are approached (Al-
bert and Barabási, 2002; Dorogovtsev and Mendes, 2003; E. J. Newman,
2003; Pastor-Satorras and Vespignani, 2004; Boccaletti et al., 2006; Barrat,
Barthlemy, and Vespignani, 2008). Complex network is one of the typical
approaches that will be described in Section 3.2.
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3.2 Complex Networks

A complex network is a graph (network) whose topological structure can-
not be trivially described. It comprises properties that emerge as a conse-
quence of global topological organization of the system. Complex network
structures describe various systems of high technological and intellectual im-
portance, such as the Internet, the World Wide Web, financial, social, neural
and communication networks. One property that has attracted particular at-
tention is the community structure of these networks. Communities, also
called clusters or modules, are groups of vertices which probably share com-
mon properties and (or) play similar roles within a network. A more graph
theoretic definition states that communities are groups of nodes with dense
internal connections and sparse connections with nodes of other communi-
ties.

FIGURE 3.1: Networks of interest vary from the Internet to the
World Wide Web to scientific collaborations networks.

(Source: https://newmedialab.cuny.edu/project/complex-networks/)

3.2.1 Community Detection and Modularity

The problem of community detection is usually defined as finding the best
partition (or covering) of a network into communities of densely connected
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nodes, with the nodes belonging to different communities being only sparsely
connected. Community identification is essential in networks, since they
may represent some functional modules in the network. For example, a com-
munity in an online social network (where users are nodes and friendship
connections are edges) may represent a group of friends that share common
hobbies; a community in a scientific papers citation network (where articles
are nodes and citations to other articles are edges) may represent a certain
research domain.

To unfold the interconnection of the nodes in a network, community de-
tection algorithms aim to find a partition of the network so that every part
represents a given community. Several algorithms have been proposed to
find good partitions in term of a reasonably fast way. These algorithms can
be divided into some main types such as, divisive algorithms that detect
inter-community links and remove them from the network, agglomerative
algorithms that merge similar or close nodes and more generally optimiza-
tion methods that are based on the maximization of an objective function
(Fortunato, 2010).

FIGURE 3.2: Community structure in the social network of
bottle-nose dolphins population extracted using the algorithm
of Girvan and Newman (Girvan and Newman, 2002). The
squares and circles denote the primary split of the network
into two groups and the circles are further subdivided into four

smaller group as shown (Newman, 2004).

Modularity was introduced as an objective function by Newman (E J
Newman, 2004) for the analysis of weighted networks. For a weighted net-
work G with the weighted adjacency matrix A, the modularity Q is defined
by:

Q =
1

2m ∑
ij

[

Aij −
kik j

2m

]

δ(ci, cj) (3.1)

where Aij represents the weight between node i and node j; m = 1
2 ∑ij Aij

represents the total weights of the network; ki = ∑j Aij is the weighted de-

gree of node i; ci is the community label to which node i belongs; δ(ci, cj) is 1
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if ci = cj and 0 otherwise. Networks with high modularity have dense con-
nections between the nodes within modules but sparse connections between
nodes in different modules. Therefore, modularity has been widely used to
measure the quality of partitions, to compare algorithms with each other and,
in some cases, it is also the function to be maximized by some algorithms.

The concepts of modularity and community detection have been popu-
lar in the complex networks discipline thanks to their application in large
scale networks. Recently, the idea that using the modularity and community
detection to approach image segmentation problem is more and more attract-
ing for researchers from the field of image processing and computer vision.
This strategy relies on the use of community detection algorithms in order to
cluster pixels that belong to the same group of information. Louvain method
(Blondel et al., 2008) is a classical community detection algorithm that will be
detailed in Section 3.2.2.

3.2.2 Louvain Algorithm

The Louvain method (Blondel et al., 2008) is a hierarchical greedy algorithm
designed to maximize the modularity on (weighted) graphs. Louvain method
uses modularity increase to modify the partition and to detect the communi-
ties. It relies on the modularity increase caused by moving an isolated node i
into a community C that can be computed by Equation

∆Q =

[

∑in +ki,in

2m
−

(

∑tot +ki

2m

)2
]

−

[

∑in

2m
−

(

∑tot

2m

)2

−

(

ki

2m

)2
]

(3.2)

where ∑in is the sum of the weights of the links inside C, ∑tot is the sum of
the weights of the links incident to nodes in C, ki is the sum of the weights
of the links incident to node i, ki,in is the sum of the weights of the links from
i to nodes in C and m is the sum of the weights of all the links in the net-
work. A similar expression is used in order to evaluate the change of modu-
larity when a node i is removed from its community. These two expressions
can therefore evaluate the change of modularity if node i is removed from
its community and then moved into a neighboring community. It has to be
noted that the computation of this variation of modularity does not depend
on the whole partition.

More specifically, the Louvain algorithm consists of two phases that are
repeated iteratively. Initially, every node is a singleton community. Next,
during phase 1, all nodes are considered one by one and each node is moved
in one of its neighboring community, including its own one, so as to increase
as much as possible the modularity (using the previous formula). This pro-
cess is repeated until no individual movement of node can improve the mod-
ularity. Therefore this first phase stops when the modularity reaches a local
maximum. Then, phase 2 consists in building a new graph whose nodes are
the communities found during the first phase. To build this new graph, edges
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between nodes of the same community lead to self-loops while the weight of
edges between new nodes are computed by the sum of the weights of edges
between nodes in the corresponding two communities. An example of those
two steps is presented in figure 3.3.

FIGURE 3.3: Process of community detection for Louvain
method (Blondel et al., 2008): four communities are identified
after phase 1 (modularity optimization) and Louvain creates
a network with four nodes and matching weights after phase
2 (community agglomeration). When this process is repeated
during the second pass, two communities are identified and a
two-nodes network is created. Finally no more merging can oc-

cur and the process stops.

In Section 3.3, we introduce the way to build complex networks from im-
ages, and propose some typical patterns that improve the Louvain method
performance in particular and community detection algorithms in general.
Furthermore, we also evaluate the efficiency of these patterns through three
image segmentation strategies detailed in the next Section.

3.3 Generating a complex network from an image

Complex networks can easily be used to model images. One image is repre-
sented as an undirected weighted graph G = (V, E, w), where V is a set of
vertices (V = {v1, v2, ..., vn}) and E is a set of edges E = {e1, e2, ..., ek}. Each
vertex vi ∈ V corresponds to an individual pixel and similarity/closeness of
pixels are modeled as edges: an edge eij ∈ E connects vertices vi and vj. A
weight on each edge, wij, is a nonnegative value that measures the affinity
between vi and vj. The higher affinity is the stronger relation between the
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pixels.

In our research, each node in the graph represents a pixel and edge weights
are defined as:

wij =

{

1 i f dc
ij ≤ t for all color channels c

nil otherwise
(3.3)

where t is a threshold, dc
ij is a measure of the similarity of pixels i and j in-

tensity for color channel c among R, G and B (for red, green and blue respec-

tively). It is defined by dc
ij =

∣

∣

∣
Ic
i − Ic

j

∣

∣

∣
where Ic

i and Ic
j represent the intensity

of pixel i and j respectively for channel c.

However, a simple uniform image of size 1000 by 1000 would generate
a graph with one million nodes and all possible connections between these
nodes (that is close to 500 billion edges). Therefore we will only create edges
between nodes that are close to each other, i.e., the corresponding pixels are
close in the image. In our research, we attempt to build complex network
using several proximity patterns and investigate their advantages and dis-
advantages.

3.3.1 Pattern definition

Figure 3.4 illustrates the patterns that we have considered.

In Figure 3.4 (a), for a given pixel, links towards other pixels are created if
and only other considered pixels are inside N neighboring pixels for row and
column directions, N being a parameter. Plus, equation 3.3 still applies and
all distances dc

ij of color channels must be lower than t for the edge to be con-

sidered. In this case, the weight is assigned wij = 1. The complex networks
created with that typical pattern have several advantages in conjunction with
Louvain algorithm thanks to reducing the number of edges of networks (each
node connects to at most 2.N other nodes). It helps the Louvain algorithm
to execute more quickly and accurately. This typical pattern also allows to
set the N neighboring pixels parameter to a larger value in order to generate
complex networks whose farther distance pixels are considered. Empirically,
we tested Louvain with the complex networks created by this typical pattern
and recorded proofs that both implementing cost and accurate score are very
good. The obtained results of Louvain method are also adequate as input
data for the agglomeration phase of homogeneous regions.

In Figure 3.4 (b), for a given pixel, links towards other pixels are created if
and only if other considered pixels are inside N × N neighboring pixels. Plus
all distances dc

ij of color channels must be lower than t for the edge to be con-

sidered. In this case, the weight is assigned wij = 1. The complex networks
which are created by that pattern contain much more information but are
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FIGURE 3.4: Four typical patterns for creating Complex Net-
works

also much denser that with the previous pattern. This typical complex net-
work produces good super-pixels by applying the Louvain algorithm and
excellent quality of input data for merging processes that will be detailed
in Section 3.4.1. These generated complex networks, jointly used with the
Louvain algorithm, produces more accurate results. However, this typical
patterns show its disadvantages in large images and the N neighboring pix-
els parameter cannot too large because the generated complex networks is
denser and it makes Louvain method to perform much slower. Empirically,
we attempted to test Louvain method with the complex networks which is
created by this typical pattern with several values of N and recorded proofs
that its execution is very slow but that it gives accurate image segmentation
results. The obtained results of Louvain method performing are good quality
for the agglomeration phase of homogeneous regions.

We also tested the typical patterns illustrated in Figure 3.4 (c)(d) that
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avoid duplicate links. With a proper choice of size N, these patterns and
networks offer many benefits as redundancies of connections between pix-
els to pixels are reduced but they obtained pretty good image segmentation
results. These typical patterns can deal with large images since they can gen-
erate suitable complex networks that can apply effectively in Louvain algo-
rithm in order to detect community.

3.3.2 Pattern evaluation

To have a general visual comparison of the patterns, we tested these typical
patterns to create complex networks, and experiment on some well-known
datasets (hereafter the BSDS300 dataset). Then, we make an evaluation and
comparison of these patterns. We compare all three kinds of measurement
metrics proportions: PRI, VI and SC in a Chart (we will come back later to
these metrics). Figure 3.5 presents the comparison that is produced based
on A new image segmentation approach based on the Louvain algorithm, short
name Lv-ara method (Nguyen, Coustaty, and Guillaume, 2018a) while Figure
3.6 comes from An Efficient Agglomerative Algorithm Cooperating with Louvain
Method for Implementing Image Segmentation, is named Lv-ahr (Nguyen, Cous-
taty, and Guillaume, 2018b). Finally, Figure 3.7 comes from A Combination
of Histogram of Oriented Gradients and Color Features to Cooperate with Louvain
Method Based Image Segmentation, short name Lv-mhr, detailed in (Nguyen,
Coustaty, and Guillaume, 2019).

As can be seen, the VI figures preserve pattern trend in all Figures repre-
sented for our three methods tested with four Patterns. Figure 3.5 and Figure
3.6 show that both PRI and VI values remain stable with all patterns while
the SC values present a little different between two methods with the same
kinds of Patterns. Figure 3.5 presents the highest SC proportion in Pattern A,
the second highest fall in Pattern B, the next ranking is the Pattern C, and the
worst is Pattern D. In Figure 3.6, the first ranking is both Pattern B and C, the
third and the last one are Pattern D and Pattern A. However, the differences
pointed out between those Patterns are not remarkable in these two Charts.

All in all, for four Patterns described above, the Pattern A denotes its
outstanding characteristics. It is not only good for Louvain method’s perfor-
mance but is also stable and got very high score with all metrics in almost all
our experimental results. Pattern B usually produces good results (from the
metrics scores point of view) while Pattern C and D bring benefits in Lou-
vain method performances. In particularly, Figure 3.7 shows that Pattern B
wins the highest all measurement metrics scores to other Patterns. Pattern A
occupied the second highest PRI and VI scores. Pattern C and Pattern D rank
in the third and fourth position, respectively. The SC scores do not change in
the three other Patterns with a score of 0.74.
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FIGURE 3.5: The comparison scores of the three segmenta-
tion metrics for four typical patterns for creating Complex Net-
works on BSDS300 Validation Set based on Lv-ara method

(Nguyen, Coustaty, and Guillaume, 2018a)

FIGURE 3.6: The comparison scores of the three segmenta-
tion metrics for four typical patterns for creating Complex Net-
works on BSDS300 Validation Set based on Lv-ahr method

(Nguyen, Coustaty, and Guillaume, 2018b)

3.4 Community Detection Based Image Segmenta-
tion

Although the Louvain algorithm has been widely applied for image segmen-
tation purposes, the problem of over-segmentation has not yet been solved.
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FIGURE 3.7: The comparison scores of the three segmenta-
tion metrics for four typical patterns for creating Complex Net-
works on BSDS300 Validation Set based on Lv-mhr method

(Nguyen, Coustaty, and Guillaume, 2019)

The basic principle of image segmentation based on modularity is to pro-
duce many homogeneous regions that can belong to a single object. In order
to solve over-segmentation problems, homogeneous regions must be com-
bined whenever necessary. We will present all the steps of this approach in
this section.

3.4.1 Aggregation of Regions Algorithm

We propose in this sub-section a solution to the problem of over-segmentation.
Given an over-segmented image, consisting of a set of homogeneous regions
R. The algorithm is based on the fact that if a region is small or similar to a
neighboring region, both are merged. Let regthres be the threshold that de-
fines the notion of small region, below which the regions are merged. The
function C(Ri) returns the number of pixels in the region Ri, δ(Ri, Rj) is 1 if
Ri and Rj are adjacent regions and 0 otherwise, and simthres is the similar-
ity distance threshold that defines the limit over which similar regions are
merged, regardless of their size. The proposed algorithm can merge homo-
geneous regions to generate better segmentation results. It is described as
Pseudo-code below:

Algorithm ARA

Input: A set of regions R = {R1, R2, ..., Rn}
01: for each region Ri ∈ R do
02: for each region Rj ∈ R; (i 6= j) do
03: if δ(Ri, Rj) = 1 then
04: if C(Ri) <= regthres OR C(Rj) <= regthres then
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05: Merge region Ri and region Rj

06: else
07: Compute similarity d(Ri,Rj) between region Ri

and region Rj

08: if d(Ri,Rj) >= simthres then
09: Merge region Ri and region Rj

10: end if
11: end if
12: end if
13: end for
14: end for
Output: The set of regions R = {R1, R2, . . . , Rk}; ∀k ≤ n.

In the ARA algorithm, the similarity of two adjacent regions Ri and Rj is
computed by cosine similarities of a pair of vectors ui, uj that represent the
two considered regions, as indicated in equation 3.4.

d(Ri, Rj) = Cosine(ui, uj) =
u⊺

i uj

‖ui‖.‖uj‖
(3.4)

However, the feature vectors used in the similarity measure remain a param-
eter and in this study we propose six possible feature vectors. The two first
features rely on color information as this corresponds to the primary straight-
forward feature for image segmentation (Li and Wu, 2015; Mourchid, El Has-
souni, and Cherifi, 2017). The first feature proposed (in section 4.2.1) relies on
a distance using the mean and the standard deviation of color while the sec-
ond solution proposes to compute a distance between reduced histogram of
color channels (in section 4.2.2). The rest of four features used in this study re-
lies on the combination between color features and texture features based on
the Histogram of Oriented Gradients (HOG) feature (in section 4.3.1). These
are listed HOGMeanSD, BHMF, MFO and MAFO features. The detailed de-
scription of these features will be displayed in Chapter 4.

3.4.2 Noise Removal

In our method, one main technique to emphasize is the noise removal pro-
cess. As mentioned above, the results obtained with the Louvain algorithm
consist of over-segmented results, which decreases Probabilistic Rand Index
(PRI) score when it is evaluated. We proposed and evaluated strategies for
better results and higher PRI scores. These strategies are divided into two
phases of noise removal: the preliminary noise removal and getting the final
segmentation.

The preliminary removing noise process is a crucial part of our algo-
rithm. It merges the small regions neglected when considering the similar-
ity d(Ri, Rj) between two regions. This merging process uses two adjacent
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regions and the number of pixels within must be less than a threshold regth-
res in our algorithm. Empirically, we set the threshold for small regions to
regthres = 200 pixels for testing and evaluating on the validation dataset. On
a small test sample this value gives the best results but more general experi-
mentation and an automatic selection of the threshold would be a improve-
ment. More specifically, the modularity and therefore the Louvain method
suffers from the resolution limit problem that tends to favor typical sizes for
communities (Fortunato and Barthélemy, 2007) and instability issues (Seifi
et al., 2013) that are both directly related to this problem. Furthermore, while
the order in which the merging of small regions is performed can influence
the result, we have not studied this question and in our method the order is
purely random.

Although the aggregation of the regions has reduced noise, the final im-
age segmentations still contain noise that must be suppressed to produce
clean images. Various noise reduction techniques have been introduced in
the literature. The main image noise reduction techniques are supported by
Open Source Computer Vision Library, such as: Averaging, Gaussian Blur-
ring, Median blurring and Bilateral Filtering. In our method, Median Blur-
ring technique has been applied to smooth images and achieve effective im-
age segmentation.
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Chapter 4

Extraction of Precise Features

4.1 Introduction

In image processing and computer vision, features are information extracted
from images that are relevant for solving the computational tasks related to
certain applications and which have a much lower dimension than the orig-
inal image. Features corresponds to specific structures in the image such as
points, edges, colors, gradients or objects. The features may also be the result
of a general neighborhood operation or feature detection applied to the im-
age. Other examples of features include motion in image sequences, shapes
defined in terms of curves or boundaries between different image regions,
or properties of such a region. Finally, features are generally represented as
graphs or vectors/histograms for their efficiency in term of computational
cost.

The concept of feature is very general and the choice of features may de-
pend heavily on the specific problem studied. Basically, there are two pri-
mary types of features extracted from images depending on the application.
These are the local and global features that constitute two approaches to
object recognition. Global features describe the image as a whole to cap-
ture the entire object and therefore describe the whole image with single
vector. Global features include contour representations, shape descriptors,
and texture features and local features represents the texture in an image
patch. Shape Matrices, Invariant Moments, Histogram of Oriented Gradi-
ents (HOG) (Dalal and Triggs, 2005) and Co-HOG (Watanabe, Ito, and Yokoi,
2008) are some examples of global descriptors. On the contrary, local fea-
tures describe areas of the image (key points in the image) and several points
are available on the image which makes them more robust. SIFT (Lowe,
2004), SURF (Bay, Tuytelaars, and Van Gool, 2006), LBP (He and Wang, 1990),
BRISK (Leutenegger, Chli, and Siegwart, 2011), MSER (Matas et al., 2002) and
FREAK (Alahi, Ortiz, and Vandergheynst, 2012) are some examples of local
descriptors. Despite of robustness in local feature, global feature is still useful
for applications where rough segmentation of the object is available. Global
texture features and local features provide different information about the
image because the support on which texture is computed varies.
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Features are sometimes called descriptors. Global descriptors are typi-
cally used for image retrieval, object detection and classification, while local
descriptors are used for object recognition or identification. There is a large
difference between detection and identification. Detection consists of look-
ing for the existence of something or object, for example to determine if an
object exists in an image or a video. In contrast, recognition consists of find-
ing identity, for example, recognizing a person or thing from an object.

In short, for low level applications such as object detection and classifica-
tion, global features are used and for higher level applications such as object
recognition, local features are used. Combination of global and local features
improves the accuracy of recognition with the side-effect of computational
overheads.

In the following we will first present the color features and how we can
extract them, then the texture features and finally how we can combine both
to get better results.

4.2 Color features

Color is one of the low-level features that is the subject of many researches
as it is a simple and important feature from human perspective for image
segmentation. To capture different aspects of the color, different color spaces
are used such as RGB, L*a*b*, YUV, HSV and XYZ. (C Gonzalez and E Woods,
2002)

4.2.1 Mean and Standard Deviation of Color Approach

From this variety of color spaces, we selected the RGB color space in this the-
sis and the article from which parts of this chapter are taken from, namely A
new image segmentation approach based on the Louvain algorithm, short name Lv-
ara (Nguyen, Coustaty, and Guillaume, 2018a), since it is more meaningful
and efficient in our work. With RGB color images, we have a flexibility in the
way to compute the similarity distance between regions. We can consider ev-
ery individual channel of color to build the complex network and compute
distance similarity to manage the combination of regions in the algorithm
ARA on Section 3.4.1 in Chapter 3.

In order to set up for this research, we build the complex networks based
on pattern A that is described in Section 3.4 on Chapter 3. We recall that with
this pattern, a node can be connected only to neighboring nodes located on
the same line or the same column and at most at a given distance (20 in this
chapter).

A complex network in this chapter is an undirected weighted graph G =
(V, E), where V is a set of vertices (V = {v1, v2, ..., vn}) and E is a set of edges
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FIGURE 4.1: Representation of Pattern A used in this chapter
(Nguyen, Coustaty, and Guillaume, 2018a)

E = {e1, e2, ..., ek}. Each vertex vi ∈ V corresponds to an individual pixel and
similarity/closeness of pixels are modeled as edges: an edge eij ∈ E connects
vertices vi and vj. A weight on each edge, wij, is a nonnegative value that
measures the affinity between vi and vj. Edge weights are defined as:

wij =

{

1 i f dc
ij ≤ t for all color channels c

nil otherwise
(4.1)

where t is a threshold, dc
ij is a measure of the similarity of pixels i and j in-

tensity for color channel c (among R, G and B). It is defined by dc
ij =

∣

∣

∣
Ic
i − Ic

j

∣

∣

∣

where Ic
i and Ic

j represent the intensity of pixel i and j respectively for chan-

nel c.

Therefore, for a given pixel, links towards other pixels are created if and
only other considered pixels are inside 20 neighboring pixels for rows and
columns directions. Plus all distances dc

ij of color channels must be lower

than t (t=15 is the best value obtained experimentally) for the edge to be consid-
ered. In this case, the weight is assigned wij = 1.

Then, we applied Louvain method for detecting pixels communities in
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this network. As it is stated on Section 3.4, the image segmentation results ob-
tained with the Louvain method segmentation process are over-segmented.
To address this problem, we applied the algorithm ARA on Section 3.4.1 in
Chapter 3. We proposed using Mean and Standard deviation feature for this
approach.

For each region, we therefore construct a vector consisting of Mean and
Standard deviation for every channel of colors as expressed in formulas 4.2
and 4.3. Each region is represented by a 6-dimensional vector, namely MeanSD
feature.

Mean(R) =

n

∑
i=1

Ci

n
(4.2)

SD(R) =

√

√

√

√

√

n

∑
i=1

(Ci − Mean(R))2

n
(4.3)

where Ci is the color value channel of pixel i in the image and n is the number
of pixels in the region R. Means and standard deviations are computed for
all three color channels.

FIGURE 4.2: Vector representation for a region using RGB color
space.

First of all we display some image segmentation results of our algorithm
in Figure 4.3. This figure highlights the fact that Louvain algorithm produces
over-segmented images (middle line). It also shows that the proposed algo-
rithm offers good results and produces sizable regions for all selected images
and that our algorithm can aggregate homogeneous neighboring regions suc-
cessfully even if pixels inside each region are dissimilar (bottom line), see
Figure 4.3. However, we determine that the color feature hardly achieve in-
stance image segmentation in case of repetitive patterns of different colors in
many homogeneous objects or the quite different color parts inside an entity
(for instance, Cheetah, Tiger and Zebra), see Figure 4.4. Because we consider
the similarity of regions based on color property while they are quite dis-
similar although they belong to one object. We attempt to solve this issue in
some other approaches using a combination of color and texture properties
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as below.

FIGURE 4.3: Image segmentation results: Top: Original images.
Middle: after the execution of the Louvain method. Bottom: af-
ter the merging of homogeneous regions using both Mean and

Standard deviation feature and the ARA algorithm.

The comparative experimental results of this research were carried out
below according to two perspectives of evaluations: qualitative and quanti-
tative. For qualitative evaluations, we present some segmentation results of
related researches and our own results, it is shown in Figure 4.5.

From a quantitative point of view, we evaluated the image segmentation
results using the Probabilistic Rand Index (PRI) that allows to compare a given
segmentation with multiple ground-truth segmentations. We applied this
measure on the validation set from the Berkeley segmentation dataset, and
obtained the score of 0.819, while the ground-truth (segmentation made by
human) got a score of 0.87 (Arbelaez et al., 2009; Mourchid, El Hassouni, and
Cherifi, 2017; Li and Wu, 2015). Detailed results are given in table 4.1.

The evaluation results reflect the success of our agglomeration process
for homogeneous regions. Our method exceeds all previous graph-based
algorithms in term of PRI scores. We present some extensive experimental
results on Section 5.4 in Chapter 5.
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FIGURE 4.4: Image segmentation results: Top: Original images.
Middle: after the execution of the Louvain method. Bottom: af-
ter the merging of homogeneous regions using both Mean and

Standard deviation feature and the ARA algorithm.

FIGURE 4.5: Visual Segmentation results of some methods: Top
left: Original image. Top right: Segmentation result of HoS
method (Li and Wu, 2015). Bottom left: Our segmentation re-
sult using mean and standard deviation of color features Bottom
right: Segmentation result of HOG method. (Li and Wu, 2015;

Nguyen, Coustaty, and Guillaume, 2018a)
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Methods PRI
Human 0.87
Our method: ARA + mean and standard deviation 0.819
Mourchid, El Hassouni, and Cherifi, 2017 (FMS (HOG)) 0.811
Arbelaez et al., 2011 (gPb-owt-ucm) 0.81
Mourchid, El Hassouni, and Cherifi, 2017 (HOG) 0.803
Comaniciu and Meer, 2002 (Mean Shift) 0.78
Li and Wu, 2015 (L*a*b (HoS)) 0.777
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.77
Arbelaez et al., 2011 (Canny-owt-ucm) 0.77
Cour, Benezit, and Shi, 2005 (NCuts) 0.75
Li and Wu, 2015 (RGB (HoS)) 0.749

TABLE 4.1: Comparative results of ARA algorithm plus
MeanSD feature with other methods using the PRI metric on

the Berkeley segmentation BSDS300 dataset (validation set).

4.2.2 Reduced Histogram of Color Approach

We also proposed a new feature based on a reduced histogram of color in
cooperation with the ARA algorithm from Section 3.4.1 in Chapter 3 in or-
der to merge homogeneous regions from the over-segmented step to obtain
better image segmentation results. This proposal, presented in An Efficient
Agglomerative Algorithm Cooperating with Louvain Method for Implementing Im-
age Segmentation, is named Lv-ahr (Nguyen, Coustaty, and Guillaume, 2018b).

For this study, we used the same process to generate the network as men-
tioned on Section 4.2.2, and apply the Louvain method for undirected graph.
For each color channel, we compute an image histogram (values between 0
and 255) and distribute it into 16 equivalently-sized (RH) bins and then ag-
gregate values in each bin. Then, with these 16 bins for every color channel,
we build the 48-dimensional vector for each region, namely RH feature. It is
illustrated on Figure 4.6.

To present experimental results for this research, we arrange its results
into two perspectives of evaluation: qualitative and quantitative evaluation.

For these qualitative results, we can see that the proposed algorithm of-
fers good results and produces sizable regions for all selected images. Fig-
ure 4.7 presents some segmentation results of our algorithm on some images.
Our algorithm can aggregate homogeneous neighboring regions successfully
even if pixels inside each region are dissimilar.

For qualitative evaluations, we present some images of the comparison
segmentation results as Figure 4.8.
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FIGURE 4.6: Creating 48-dimensional vector for each region

FIGURE 4.7: Image segmentation results: Left: Original images.
Middle: after the execution of the Louvain method. Right: after
the merging of homogeneous regions using both reduced his-
togram of colors and the ARA algorithm (Nguyen, Coustaty,

and Guillaume, 2018b)

From a quantitative point of view, we evaluated the image segmentation
results by the Probabilistic Rand Index (PRI) by comparing a test segmentation
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FIGURE 4.8: Visual Segmentation results of some methods: Top
left: Original image. Top right: Segmentation result of HoS
method (Li and Wu, 2015). Bottom left : Segmentation result
of HOG method (Li and Wu, 2015). Bottom right: Our segmen-
tation result by ARA and RH feature (Nguyen, Coustaty, and

Guillaume, 2018b)

with multiple ground-truth images. We applied this measure on the valida-
tion set from the Berkeley segmentation dataset, and obtained the score of
0.80, while the ground-truth (segmentation made by human) got a score of
0.87 (Arbelaez et al., 2009). Detailed results are given in Table 4.2.

The evaluation results reflect the success of our agglomeration process for
homogeneous regions. Our method has close performance with gPb-owt-
ucm and Fast multi-scale (HOG), and exceeding all the rest algorithms in
term of PRI scores. We also implement intensive and extensive experimental
results for this precise feature to network and survey the efficiency of com-
munity detection with the undirected weighted graph function of Louvain
method. Detail for this research results will be displayed on Section 5.4 in
Chapter 5.

The two proposals using colors show good results from a qualitative point
of view and succeed to merge homogeneous regions. However the quanti-
tative results vary from one solution to the other and the simple mean and
standard deviation offer better results. This leaves room for improvement
using more complex features.



46 Chapter 4. Extraction of Precise Features

Methods PRI
Human 0.87
Arbelaez et al., 2011 (gPb-owt-ucm) 0.81
Mourchid, El Hassouni, and Cherifi, 2017 (FMS (HOG)) 0.81
Mourchid, El Hassouni, and Cherifi, 2017 (HOG) 0.80
Our method: ARA + reduced histogram of colors 0.80
Li and Wu, 2015 (L*a*b (HoS)) 0.78
Li and Wu, 2015 (RGB (HoS)) 0.75
Comaniciu and Meer, 2002 (Mean Shift) 0.78
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.77
Arbelaez et al., 2011 (Canny-owt-ucm) 0.77
Cour, Benezit, and Shi, 2005 (NCuts) 0.75

TABLE 4.2: Comparative results of ARA algorithm plus RH fea-
ture with other methods using the PRI metric on the Berkeley

segmentation BSDS300 dataset (validation set).

4.3 Texture features

The texture features are important low-level features which are used to define
the characteristics of repetitive patterns inside an image or a region. While
color corresponds to an important feature from the human perception point
of view, textures are essentials to obtain a parallel analysis and to segment
images not only from one category of information which could lead to some
limitations (two different regions could share the same mean color value).
The texture is commonly found in natural scenes, containing both natural
and man-made objects. For example, sand, stones, grass, leaves, bricks and
many more objects create a textured appearance in the images. It appears
then interesting to study those features in our work to see if they could pro-
pose interesting results.

4.3.1 Texture-based feature using HOG Approach

In this feature, we compute the histogram of oriented gradients for grayscale
images: given a grayscale image I, we extract the gradient magnitude and
orientation using the 1D centered point discrete derivative mask 4.4, and 4.5
in the horizontal and vertical directions to compute the gradient values.

DX =
[

−1 0 1
]

(4.4)

and

DY =





−1
0
1



 (4.5)
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We obtain the x and y derivatives using a convolution operation 4.6, 4.7.

IX = I ∗ DX (4.6)

and
IY = I ∗ DY (4.7)

The magnitude of the gradient is presented by the equation 4.8, and the ori-
ented gradient given by Equation 4.9. In this feature, however, the oriented
gradient is used to build the similarity feature vectors.

|G| =
√

I2
X + I2

Y (4.8)

θ = arctan
IY

IX
(4.9)

In the implementation, we use the function atan2 that returns a value in the
interval (−π, π]. The orientation of gradient at a pixel is θ = atan2(IY, IX)
radians. The angle degrees are transformed by α = θ ∗ 180/π, that give val-
ues in the range (-180, 180] degrees. To shift into unsigned gradient we apply
formula 4.10 and obtain the range of the gradient [0, 360). The orientation
of gradient is put into 9 equally-sized bins that represent 9 elements in the
similarity feature vectors. For each region, we compute the HOG feature as
the percentage of oriented gradient bins.

α =

{

α, i f α ≥ 0

α + 360, i f α < 0
(4.10)

We did not perform any experiments using only the HOG feature, but
we instead associated this texture feature with the previous color features.
Indeed, only one individual color feature or texture feature could not offer a
good implementing for ARA algorithm as we stated above.

4.4 Combination of colors and textures

As we have stated previous, both color features and texture features are very
precious properties for a variety of applications in the image segmentation
field. However, individual color features or texture features are not quite ro-
bust in images that are composed of repetitive patterns of different colors in
many homogeneous objects. In this research, we present some combinations
of color feature and texture feature properties.

To assess the efficiency of this feature, we still build an undirected graph
based on the pattern A and use Louvain method to find communities.
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4.4.1 Mean and Standard deviation plus HOG feature

The new feature, namely HOGMeanSD feature, has been built as a 15-dimensional
vector feature for each region. It consists of 6 elements from Mean and Stan-
dard deviation (color feature) and 9 elements provided by HOG feature (see
in Figure 4.9), the solution comes from A Combination of Histogram of Oriented
Gradients and Color Features to Cooperate with Louvain Method Based Image Seg-
mentation, short name Lv-mhr, detailed in (Nguyen, Coustaty, and Guillaume,
2019).

FIGURE 4.9: Creating 15-dimensional vector for each region

We present the experiment of this method on the BSDS300 dataset and as-
sess the experimental results using the PRI image segmentation metric. We
also present the results both from a qualitative and quantitative point of view.

For qualitative evaluations, we present some images of the segmentation
results in Figure 4.10 and Figure 4.11, collected from the dataset BSDS300.
For these qualitative results, we can see that the proposed algorithm offers
good results and produces sizable regions for all selected images. The HOG-
MeanSD feature cooperating with ARA algorithm can aggregate homoge-
neous neighboring regions successfully even if pixels inside each region are
dissimilar.

From a quantitative point of view, we evaluated the segmentation results
using PRI evaluation metric presented in section 5.3 by comparing a test seg-
mentation with multiple ground-truth images. We applied the PRI evalua-
tion metric on the BSDS300 dataset, detailed results are given in Table 4.3.

The evaluation results shows that our algorithm is successful since it ex-
ceeds all previous graph-based algorithms in terms of PRI scores. Empiri-
cally, the threshold range for the agglomeration process is the simthres only
taking range from 0.940 to 0.999 (with 0.005 intervals). The best results are
recorded when the value of cosine similarity distance greater or equal to 0.995
(simthres ≥ 0.995). Cosine similarity distance domain that offers good image
segmentation results in our algorithm fall into [0.990, 0.999].

Moreover, we extend the experimental evaluation in all three datasets that
are presented in Chapter 5.
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FIGURE 4.10: Image segmentation results: Top: Original im-
ages. Second line: after the execution of the Louvain method.
Third line: after the merging of homogeneous regions using
both HOGMeanSD feature and the ARA algorithm. Fourth line:

Ground-truth.

4.4.2 Balancing HOG and MeanSD Features

It is noticed that the HOGMeanSD feature method above (Nguyen, Cous-
taty, and Guillaume, 2019), the total of elements in each representative vector
consist of 15 elements including 9 elements coming from HOG feature and
6 elements coming from MeanSD feature. According to many previous re-
search, the color property is a worthwhile feature for image segmentation (Li
and Wu, 2015; Mourchid, El Hassouni, and Cherifi, 2017; Nguyen, Coustaty,
and Guillaume, 2018a; Nguyen, Coustaty, and Guillaume, 2018b). Especially,
it is more essential when segmenting images using community detection. We
therefore propose a new strategy which gives more weight to color features
compared to HOG. This new composed feature, namely BHMF feature, con-
sists of a 27-dimensional feature vector for every region that includes 18 ele-
ments from Mean and Standard deviation (2(Mean and SD) f or each channel ×
3 channels × 3 times) and 9 elements that coming from HOG feature. It is il-
lustrated in Figure 4.13.
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FIGURE 4.11: Image segmentation results: First: Original im-
ages. Second: after the execution of the Louvain method. Third:
after the merging of homogeneous regions using both HOG-
MeanSD feature and the ARA algorithm. Fourth: Ground-truth.

Methods PRI
Human 0.870
Our algorithm: ARA + HOGMeanSD feature 0.822
Nguyen, Coustaty, and Guillaume, 2018a (Lv-ara) 0.819
Mourchid, El Hassouni, and Cherifi, 2017 (FMS(HOG)) 0.811
Arbelaez et al., 2011 (gPb-owt-ucm) 0.810
Mourchid, El Hassouni, and Cherifi, 2017 (HOG)) 0.803
Nguyen, Coustaty, and Guillaume, 2018b (Lv-ahr) 0.80
Comaniciu and Meer, 2002 (Mean Shift) 0.780
Li and Wu, 2015 (L*a*b (HoS)) 0.777
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.770
Arbelaez et al., 2011 (Canny-owt-ucm) 0.770
Cour, Benezit, and Shi, 2005 (NCuts) 0.750
Li and Wu, 2015 (RGB (HoS)) 0.749

TABLE 4.3: Comparative results of ARA algorithm plus HOG-
MeanSD feature with other methods using the PRI metric on

the Berkeley segmentation BSDS300 dataset (validation set).

We build complex network based on Pattern A and tested on the men-
tioned BSDS300 dataset. The experimental results denote that our method
produces efficient image segmentation results compared to the state of the
art. The detailed assessment of this method is displayed in Table 4.4 and
Figures 4.14 and 4.15. The extended experimental evaluation will be imple-
mented in all three datasets and three evaluation metrics that are presented
in Chapter 5.
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FIGURE 4.12: Image segmentation results: Top: Original im-
ages. Second line: after the execution of the Louvain method.
Third line: after the merging of homogeneous regions us-
ing both BHMF feature and the ARA algorithm. Fourth line:

Ground-truth.

FIGURE 4.13: Creating 27-dimensional vector for each region

4.4.3 Merging all features in one

In general, each feature displays some strengths and weaknesses in some
particular cases of images segmentation. Our hypothesis suppose that those
strengths and weaknesses complement one another and by combining them
we could get better results. For this strategy, we make a combination of RH,
MeanSD and HOG features into one feature, namely MFO feature. To do that,
we build a 63-dimensional feature vector for every region including 48 el-
ements selected from Histogram of color (16 for each color channel) and 6
elements from Mean and Standard deviation (2 for each color channel) plus
9 elements coming from HOG feature. It is illustrated in Figure 4.16. We
tested this mix of features on the BSDS300 dataset with Pattern A. The exper-
imental results are presented in Table 4.5. Although the experimental results
show that the combination of those features did not give better results, we



52 Chapter 4. Extraction of Precise Features

Methods PRI
Human 0.870
Our algorithm: ARA + BHMF feature 0.828
Nguyen, Coustaty, and Guillaume, 2019 (Lv-mhr) 0.822
Nguyen, Coustaty, and Guillaume, 2018a (Lv-ara) 0.819
Mourchid, El Hassouni, and Cherifi, 2017 (FMS(HOG)) 0.811
Arbelaez et al., 2011 (gPb-owt-ucm) 0.810
Mourchid, El Hassouni, and Cherifi, 2017 (HOG)) 0.803
Nguyen, Coustaty, and Guillaume, 2018b (Lv-ahr) 0.800
Comaniciu and Meer, 2002 (Mean Shift) 0.780
Li and Wu, 2015 (L*a*b (HoS)) 0.777
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.770
Arbelaez et al., 2011 (Canny-owt-ucm) 0.770
Cour, Benezit, and Shi, 2005 (NCuts) 0.750
Li and Wu, 2015 (RGB (HoS)) 0.749

TABLE 4.4: Comparative results of ARA algorithm plus BHMF
feature with other methods using the PRI metric on the Berke-

ley segmentation BSDS300 dataset (validation set).

FIGURE 4.14: Image segmentation results: Top: Original im-
ages. Second line: after the execution of the Louvain method.
Third line: after the merging of homogeneous regions us-
ing both BHMF feature and the ARA algorithm. Fourth line:

Ground-truth.
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FIGURE 4.15: Image segmentation results: Top: Original im-
ages. Second line: after the execution of the Louvain method.
Third line: after the merging of homogeneous regions us-
ing both BHMF feature and the ARA algorithm. Fourth line:

Ground-truth.

believe that different features can offer a good complement to each other. As
we described above, the reduced histogram of color (RH feature) gave worst
result than both the mean and standard deviation (MeanSD feature) and the
combination of the mean and standard deviation and histogram of oriented
gradients (HOGMeanSD feature) methods. While the total of the RH feature
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occupied 48 elements in total 63 elements of this vector feature. In addi-
tion, the MeanSD feature also belongs to color property, as a consequence, it
seems that mixing all features add confusion and is not effective. However,
we will implement this strategy with more extended experiments all the pat-
terns with all the data sets, and evaluation image segmentation metrics listed
as above. They are presented on Section 5.4 in Chapter 5.

FIGURE 4.16: Creating 63-dimensional vector for each region

Methods PRI
Human 0.870
Nguyen, Coustaty, and Guillaume, 2019 (Lv-mhr) 0.822
Nguyen, Coustaty, and Guillaume, 2018a (Lv-ara) 0.819
Mourchid, El Hassouni, and Cherifi, 2017 (FMS(HOG)) 0.811
Arbelaez et al., 2011 (gPb-owt-ucm) 0.810
Mourchid, El Hassouni, and Cherifi, 2017 (HOG)) 0.803
Nguyen, Coustaty, and Guillaume, 2018b (Lv-ahr) 0.800
Our algorithm: ARA + MFO feature 0.795
Comaniciu and Meer, 2002 (Mean Shift) 0.780
Li and Wu, 2015 (L*a*b (HoS)) 0.777
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.770
Arbelaez et al., 2011 (Canny-owt-ucm) 0.770
Cour, Benezit, and Shi, 2005 (NCuts) 0.750
Li and Wu, 2015 (RGB (HoS)) 0.749

TABLE 4.5: Comparative results of ARA algorithm plus MFO
feature with other methods using the PRI metric on the Berke-

ley segmentation BSDS300 dataset (validation set).

4.4.4 Merging and Adapting all Features in One

The idea that all features should combine in one so that they can mutually
support to each other sounds very good. However, the experimental results
show that such a combination does not offer the results that we were ex-
pected. We realized that the component parts are unbalanced. Indeed, it con-
sists of 48 elements selected from Histogram of color (16 for each color chan-
nel) and 6 elements from Mean and Standard deviation (2 for each color chan-
nel) and 9 elements that coming from HOG feature. Moreover, Histogram of
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color and Mean and Standard deviation approaches represent 54 elements
while texture features correspond to only 9 elements. To balance it, we built
a 45-dimensional vector for each region that includes 24 elements selected
from Histogram of color (8 for each color channel × 3) and 12 elements from
Mean and Standard deviation (2 for each color channel × 3 channels of color
× 2) and 9 elements that coming from HOG feature, namely MAFO feature.
It is described in Figure 4.17. We tested this mix of features on the BSDS300
dataset with Pattern A. The experimental results denote that the PRI scores
increase significantly from 0.795 (MFO feature) to 0.809 (MAFO feature). It
helps the ordered rank of this strategy increase two stepped items from the
eighth to sixth in the presented results Table 4.5 and Table 4.6.

FIGURE 4.17: Creating 45-dimensional vector for each region

Methods PRI
Human 0.870
Nguyen, Coustaty, and Guillaume, 2019 (Lv-mhr) 0.822
Nguyen, Coustaty, and Guillaume, 2018a (Lv-ara) 0.819
Mourchid, El Hassouni, and Cherifi, 2017 (FMS(HOG)) 0.811
Arbelaez et al., 2011 (gPb-owt-ucm) 0.810
Our algorithm: ARA + MAFO feature 0.809
Mourchid, El Hassouni, and Cherifi, 2017 (HOG)) 0.803
Nguyen, Coustaty, and Guillaume, 2018b (Lv-ahr) 0.800
Comaniciu and Meer, 2002 (Mean Shift) 0.780
Li and Wu, 2015 (L*a*b (HoS)) 0.777
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.770
Arbelaez et al., 2011 (Canny-owt-ucm) 0.770
Cour, Benezit, and Shi, 2005 (NCuts) 0.750
Li and Wu, 2015 (RGB (HoS)) 0.749

TABLE 4.6: Comparative results of ARA algorithm plus MAFO
feature with other methods using the PRI metric on the Berke-

ley segmentation BSDS300 dataset (validation set).
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4.5 Conclusion

All in all, the extraction of precise features plays a very important role in
the effective performance of ARA algorithm. Both color property and tex-
ture property have their own merits and demerits, therefore, an appropriate
combination of these properties could give better results when used in ARA
algorithm. During the study period with several experiments and implemen-
tations, we determine that the color property helps ARA algorithm to merge
homogeneous regions effectively while texture property deals with hetero-
geneous regions more effectively. Depending on the dataset and the use of
the segmentation, we can select the extracted features for ARA algorithm
to perform effectively and efficiently. A proper balance of color and texture
properties is indispensable: we cannot simply use an equalized distribution
for both color property and texture property. For example, if the dataset
consists of images in which objects contained homogeneous color inside, the
color property might take an advantage. Otherwise, if the dataset includes a
large amount of images of cheetahs, tigers and zebras or some patterns like
that the texture property might be advantages one.
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Chapter 5

Extended Experimental Results for
Image Segmentation

5.1 Introduction

This Chapter provides complete experiments that were performed to assess
our algorithms and go beyond the simple results presented in the previous
Chapter. To evaluate the proposed models, we used three publicly avail-
able datasets for image segmentation: Berkeley Segmentation Data Set 300
(BSDS300) (Martin et al., 2001), Berkeley Segmentation Data Set 500 (BSDS500)
(Arbelaez et al., 2011) and Microsoft Research Cambridge Object Recognition
Image Database (MSRC) (Shotton et al., 2006). Three widely used evaluation
segmentation metrics, Variation of Information (VI) (Meilă, 2005), Segmenta-
tion Covering (SC) (Arbelaez et al., 2009) and Probabilistic Rand Index (PRI)
(Pantofaru and Hebert, 2005), have been applied to measure the accuracy of
the proposed algorithms. The quantitative and qualitative evaluations are
presented below in Section 5.4.

In the rest of this Chapter we first present the datasets, then the quality
assessment functions and finally we present the results of the different algo-
rithms with all the datasets and functions.

5.2 Datasets

The Berkeley Segmentation Data Set 300 (BSDS300) has been built with the
aim of providing an empirical basis for research on image segmentation and
boundary detection. This dataset comprises 300 images, including 200 im-
ages for training and 100 images for validation. Each image has 481 x 321
pixels, which yields a graph of 154401 vertices. The BSDS300 also provides
multiple ground-truth segmentation images that are manually generated by
many human subjects. For every image, there are from 5 to 10 ground-truth
segmentation maps.

The Berkeley Segmentation Data Set 500 (BSDS500) is an extension of
BSDS300. This dataset comprises 500 images, including 200 images for train-
ing, 200 new testing images and 100 images for validation. Every image has
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481 x 321 pixels and 5 ground-truth segmentation maps in average. It sup-
plies a benchmark for comparing different segmentation and boundary de-
tection algorithms.

The Microsoft Research Cambridge Object Recognition Image Database
(MSRC) contains a set of 591 natural images of size 320 x 213 with one ground-
truth per image grouped into categories. Its intended use is research, in par-
ticular object recognition research.

5.3 Evaluation metrics

In the literature, evaluation of image segmentation algorithms generally re-
lies on three classical metrics: Variation of Information (VI) (Meilă, 2005),
Segmentation Covering (SC) (Arbelaez et al., 2009) and Probabilistic Rand
Index (PRI) (Pantofaru and Hebert, 2005). Especially, PRI is very beneficial
for evaluation on BSDS300 and BSDS500 datasets which provide multiple
ground-truth.

The Probabilistic Rand Index (PRI) (Pantofaru and Hebert, 2005) is a clas-
sical evaluation criterion for clustering. It measures the probability that pairs
of pixels have consistent labels in the set of manual segmentations (ground-
truth). Given a set of ground-truth segmentations {Sk}, PRI is defined as:

PRI(Stest, {Sk}) =
1

T ∑
i<j

[cij pij + (1 − cij)(1 − pij)] (5.1)

where cij is the event that the algorithm gives the same label to pixels i and j,
and pij corresponds to the probability that pixels i and j have the same label
as estimated by the sample mean of the corresponding Bernoulli distribution
on the ground-truth dataset. T is the total number of pixel pairs. The PRI
values range in [0,1] and a larger value likely indicates a greater similarity.

The Variation of Information (VI) metric was introduced for the evalua-
tion of clustering (Meilă, 2005). It measures the distance between two clus-
terings in terms of the information difference between them. VI is defined
by:

VI(C, C′) = H(C) + H(C′)− 2I(C, C′) (5.2)

where H(C) and H(C′) are the entropy associated with segmentation C and
ground-truth segmentation C′, respectively and I(C, C′) is the mutual infor-
mation between the two segmentations C and C′. Let segmentation C and
ground-truth segmentation C′ have N levels of gray and distributions are
uniform, i.e. PN = 1/N. The maximal values of entropies are H(C) = logN
and H(C′) = logN, and let mutual information I(C, C′) be equal to zero.
Hence, the range of this metric is [0, 2logN], and the smaller value corre-
sponding to the better segmentation results.
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The Segmentation Covering (SC) metric measures the average matching
between a proposed segmentation and a ground-truth labeling. It was intro-
duced by Arbelaez et al. Arbelaez et al., 2009. It is defined by:

SC(S, Sg) =
1

N ∑
R∈S

|R|. max
R′∈Sg

O(R, R′) (5.3)

where N denotes the total number of pixels in the image and the overlap be-
tween two regions R and R′ is defined as:

O(R, R′) =
|R ∩ R′|

|R ∪ R′|
(5.4)

5.4 Quantitative evaluation

5.4.1 Comparison of patterns and solutions

At first we evaluated our segmentation approaches from a quantitative point
of view. We then used the three evaluation metrics presented before and the
three datasets stated above individually. Furthermore, we evaluated all our
strategies based on the four patterns and display the experimental results in
Table 5.1, 5.2, 5.3 and 5.4

In Table 5.1, we show the experimental results of our method using the
Reduced Histogram of color, namely RH feature, with the four patterns. The
pattern that gives highest PRI score in BSDS300 and BSDS500 datasets is pat-
tern A. Pattern B wins all PRI, VI and SC scores in MSRC_V2 dataset and VI,
SC scores in BSDS300 and BSDS500 datasets.

Moving to Table 5.2, we again witness the domination of patterns A and
B in which the former wins PRI score on BSDS300 and MSRC_V2 datasets
and VI, SC scores on BSDS500 dataset. The latter occupies the other highest
scores on three datasets. The results in this Table are evaluated based on our
method using Mean and Standard deviation of color, namely MeanSD feature,
for all patterns and datasets.

Table 5.3 presents the evaluation of our algorithm by using Mean and
Standard deviation plus Histogram of Oriented Gradients features, named
as HOGMeanSD feature. One can observe that this combination of features
offers better results than the two former strategies. As this feature is built by
combining a color feature and a texture feature, the heterogeneity of informa-
tion gives better results than previously. Especially, in image segmentation
problem, we need to cluster some pixels that do not always have homoge-
neous properties. Moreover, we can see that pattern B almost get the best
scores with this heterogeneous feature while pattern A maintains the best PRI
score on BSDS300 dataset and shares the first one with pattern B in BSDS500
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BSDS300 validation set
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.804 1.56 0.68 0.801 1.48 0.69 0.793 1.58 0.69 0.786 1.65 0.68

BSDS 500 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.819 1.51 0.71 0.815 1.46 0.72 0.806 1.57 0.71 0.797 1.67 0.70

MSRC_V2 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.710 1.79 0.70 0.714 1.74 0.72 0.701 1.78 0.71 0.693 1.85 0.69

TABLE 5.1: Comparative results of Lv-ahr algorithm using
the three different metrics with the Quantized Histogram of
Color features (RH) for regions merging (Nguyen, Coustaty,

and Guillaume, 2018b).

BSDS 300 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.825 1.36 0.74 0.821 1.29 0.72 0.817 1.48 0.70 0.805 1.54 0.69

BSDS 500 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.832 1.37 0.77 0.840 1.46 0.72 0.820 1.53 0.72 0.809 1.62 0.71

MSRC_V2 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.733 1.66 0.74 0.727 1.58 0.75 0.71 1.70 0.71 0.70 1.75 0.70

TABLE 5.2: Comparative results of Lv-ara algorithm using the
three different metrics with the MeanSD features for regions

merging (Nguyen, Coustaty, and Guillaume, 2018a).

dataset.

In a global analysis, we can see that pattern B is the best pattern for all
metric used in this study. The next best pattern is pattern A in three Table 5.1,
5.2 and 5.3 while pattern C is slightly lower the pattern A in terms of metric
scores. Pattern D gives the worst results, even though the difference between
the four patterns is very small. While pattern B gives the best results, it also
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BSDS 300 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.825 1.35 0.74 0.828 1.30 0.75 0.822 1.43 0.74 0.812 1.51 0.74

BSDS 500 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.834 1.29 0.75 0.834 1.26 0.75 0.826 1.32 0.74 0.818 1.40 0.73

MSRC_V2 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.739 1.63 0.75 0.74 1.53 0.77 0.73 1.69 0.76 0.72 1.75 0.74

TABLE 5.3: Comparative results of Lv-mhr algorithm using the
three different metrics with the HOGMeanSD features for re-

gions merging (Nguyen, Coustaty, and Guillaume, 2019).

generates the most complex networks with a high computational cost as dis-
cussed in Section 3.4.

We can also observe that the three features proposed and the combina-
tion of those strategies offer very different results. The HOGMeanSD feature
and MeanSD feature gave very similar results and it is difficult to distinguish
which one is the best, while RH feature got lower results.

Every feature has its own merits and demerits in some particular cases
of images segmentation. Our hypothesis is that those strengths and weak-
nesses complement one another and by combining them we could get better
results, hence the MFO feature that combines all features in one. Result for
this feature are given in Table 5.4). Pattern C which, as we mentioned above,
generates networks easy to handle for Louvain, and using this pattern we
obtain the highest PRI score (PRI=0.840) for the dataset BSDS500. This MFO
feature provides the pretty stable VI and SC scores for the three patterns A,
B and C. Finally, the two other combinations of features are the BHMF fea-
ture and the MAFO feature. Results are presented in Table 5.5 and Table 5.6,
respectively. BHMF feature with ARA algorithm offers the best image seg-
mentation results for all the evaluation metrics for all tested dataset using
pattern A.

5.4.2 Comparison with the state of the art

We now present some comparison with the state of the art to assess the rel-
evance of our method. Table 5.7 and Table 5.8 presents a comparison of our
methods using pattern A.
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BSDS 300 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.795 1.48 0.73 0.796 1.45 0.74 0.792 1.49 0.73 0.785 1.56 0.73

BSDS 500 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.813 1.47 0.74 0.813 1.40 0.74 0.840 1.45 0.74 0.801 1.54 0.75

MSRC_V2 dataset results
Pattern (a) Pattern (b) Pattern (c) Pattern (d)

PRI VI SC PRI VI SC PRI VI SC PRI VI SC
0.734 1.73 0.71 0.728 1.69 0.72 0.714 1.70 0.72 0.703 1.76 0.70

TABLE 5.4: Comparative results of Lv-ara algorithm using the
three different metrics with the MFO features for regions merg-

ing

Our BHMF-feature method
BSDS300 BSDS500 MSRC_V2

PRI VI SC PRI VI SC PRI VI SC
0.828 1.33 0.77 0.838 1.28 0.77 0.743 1.61 0.754

TABLE 5.5: The results of Lv-ara algorithm using the three dif-
ferent metrics with the BHMF features for regions merging

Our MAFO-feature method
BSDS300 BSDS500 MSRC_V2

PRI VI SC PRI VI SC PRI VI SC
0.809 1.48 0.735 0.824 1.43 0.74 0.733 1.79 0.696

TABLE 5.6: The results of Lv-ara algorithm using the three dif-
ferent metrics with the MAFO features for regions merging

5.5 Qualitative evaluation

Lastly, we propose a qualitative evaluation of our results. We present some
results of our segmentation results on the three datasets represented below
by three Figures: Figure 5.1 with images taken at random from BSDS300, Fig-
ure 5.2 for BSDS500 and Figure 5.3 for MSRC_V2 dataset. From these quali-
tative results, we can see that the proposed algorithm offers good results and
produces sizable regions for all selected images. Although each feature pro-
duces poor and rich quality of image segmentation differently, our algorithm



5.5. Qualitative evaluation 63

Methods PRI VI SC
Human 0.870 1.160 -
Our method: BHMF feature 0.828 1.330 0.770
Our method: HOGMeanSD feature 0.825 1.350 0.740
Our method: MeanSD feature 0.825 1.360 0.740
Our method: MAFO feature 0.809 1.480 0.735
Our method: RH feature 0.804 1.560 0.680
Our method: MFO feature 0.795 1.480 0.730
Mourchid, El Hassouni, and Cherifi, 2017)
(FMS(HOG))

0.811 - -

Arbelaez et al., 2011 (gPb-owt-ucm) 0.810 1.470 0.750
Mourchid, El Hassouni, and Cherifi, 2017) (HOG)) 0.803 - -
Comaniciu and Meer, 2002 (Mean Shift) 0.780 1.630 0.660
Li and Wu, 2015 (L*a*b (HoS)) 0.777 1.879 -
Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.770 1.790 0.680
Arbelaez et al., 2011 (Canny-owt-ucm) 0.770 1.810 0.660
Cour, Benezit, and Shi, 2005 (NCuts) 0.750 1.840 0.660
Li and Wu, 2015 (RGB (HoS)) 0.749 2.149 -

TABLE 5.7: Quantitative comparisons of our methods using
pattern A to others methods tested on BSDS300.

Methods PRI VI SC
Human 0.870 1.170 -
Khan and Sundaramoorthi, 2018 (Learned STLD) 0.860 1.540 0.670
Our method: BHMF feature 0.838 1.280 0.770
Our method: HOGMeanSD feature 0.834 1.290 0.750
Our method: MeanSD feature 0.832 1.370 0.770
Our method: MAFO feature 0.824 1.430 0.740
Our method: RH feature 0.819 1.510 0.710
Our method: MFO feature 0.813 1.470 0.740
Arbelaez et al., 2011 (gPb-owt-ucm) 0.830 1.480 0.740
Zohrizadeh, Kheirandishfard, and Kamangar,
2018 (IS4(MCG))

0.830 1.350 0.630

Felzenszwalb and Huttenlocher, 2004 (Felz-Hutt) 0.800 1.870 0.690
Comaniciu and Meer, 2002 (Mean Shift) 0.790 1.640 0.660
Arbelaez et al., 2011 (Canny-owt-ucm) 0.790 1.890 0.660
Cour, Benezit, and Shi, 2005 (NCuts) 0.780 1.890 0.670

TABLE 5.8: Quantitative comparisons of our methods using
Pattern A to others methods tested on BSDS500.

can aggregate homogeneous neighboring regions successfully even if pixels
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inside each region are dissimilar. In these cases, our method achieve object-
level segmentation to some extent.

These Figures also highlight the fact that the combination between HOG
(texture property) and Mean and Standard deviation (color property) to cre-
ate feature (for instance, HOGMeanSD and BHMF features) proposes a better
agglomeration of homogeneous regions than the others in case of consider-
ing the included perspective and tolerates the dissimilarities in whole the
image in order to produce better image segmentation results.

The MeanSD feature preserves the homogeneity and considers more ac-
curate local feature so it can produce object-level in case of the presence of
local homogeneity feature in considering objects. Since this feature replies
to the consideration of similarity between regions (sub-segments) in object.
Moreover, Mean and Standard deviation features allows extracting homoge-
neous regions in objects which do not have dissimilarities inside based on
the given criteria. Finally, RH feature can offer good image segmentation
results for images whose the color presented high contrast between objects
and background. For example, when we reduce the histogram of color from
256 to 16 items means that it merged the group with the 16 units step of
color density, and from 256 to 8 items means making groups with 32 units
step of color density. This reason can be an answer for the question why RH
feature produces lower scores. Because it might merge all the sub-segments
matching the criterion for group histogram while the dissimilarities between
the objects and background in many images do not always satisfy with this
matching criterion. Otherwise, in case of repetitive patterns of different col-
ors in many homogeneous objects or the quite different color parts inside an
entity (for instance, Cheetah, Tiger and Zebra) this feature might not merge
successfully sub-segments to produce object. It is determined that the color
feature hardly achieve instance image segmentation in case of the repetitive
patterns of different colors in many homogeneous objects or the quite differ-
ent color parts inside an entity as we mentioned above.

We have also made a qualitative comparison of our method to HoS and
HOG methods (Li and Wu, 2015) in two Figures 5.4 and 5.5. While Shijie
Li’s method produces images segmentation toward object-level with maxi-
mum objects in general, our method achieves, to some extent, object-level in
more specific objects. Shijie Li’s method reconstructs the neighborhood sys-
tem for each region based on color property and histogram of states (HoS).
Then, they estimate the distribution of the similarity feature for each region
by the way that it is computed and adapted to update the similarity matrix W
based on the color property and histogram of states whenever implementing
the merging regions. These processes of the recomputed and adapted sim-
ilarity matrix W lead to the reduction of dissimilarity distances of merged
regions and considering regions. For example, region R1 more similar to R2,
and R2 is similar to R3 however R1 are not similar to R3. As a consequence,



5.5. Qualitative evaluation 65

when the merging occurs between R1 and R2 the similarity matrix W is re-
computed and adapted lead to the merged region R1,2 is similar to the region
R3. It means that the next repeated step the R1,2 can merge with the region
R3 to create big region R1,2,3. In our algorithm, we compute all the similarity
feature vectors representative for all regions at once and we implement the
merging processes without recomputing the similarity feature vectors.

FIGURE 5.1: Qualitative evaluation of results using Best pattern
(Pattern A) on BSDS 300 dataset. First line: Original images, Sec-
ond line: Results of using RH feature, Third line: Results of us-
ing MeanSD feature, Fourth line: Results of using HOGMeanSD
feature, Fifth line: Results of using BHMF feature, Sixth line:

Ground-truth.
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FIGURE 5.2: Qualitative evaluation of results using Best pattern
(Pattern A) on BSDS 500 dataset. First line: Original images, Sec-
ond line: Results of using RH feature, Third line: Results of us-
ing MeanSD feature, Fourth line: Results of using HOGMeanSD
feature, Fifth line: Results of using BHMF feature, Sixth line:

Ground-truth.

5.6 Conclusion

In this Chapter, we made the intensive and extensive experiments with all
our proposed methods on the four mentioned patterns with three datasets
and three evaluation metrics. The details of these experimental results have
been reported and took into account the merits and pointed out the draw-
backs of the particularly methods. In addition, we also made comparisons to
other methods using both quantitative and qualitative evaluation methods,
and discussed on the experimental results. With these deep experiments, we
could understand our methods accurately and clearly in more detail.
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FIGURE 5.3: Qualitative evaluation of results using Best pattern
(Pattern A) on MSRC dataset. First line: Original images, Sec-
ond line: Results of using RH feature, Third line: Results of us-
ing MeanSD feature, Fourth line: Results of using HOGMeanSD
feature, Fifth line: Results of using BHMF feature, Sixth line:

Ground-truth.
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FIGURE 5.4: Visual Segmentation results of some methods:
First column: original image. Second column: Segmentation re-
sult of HOG method (Li and Wu, 2015). Third column: Segmen-
tation result of HoS method. (Li and Wu, 2015) Fourth column:

Our segmentation results

FIGURE 5.5: Qualitative comparison of segmentation results by
HoS methods: First column: original image. Second column: Seg-
mentation result of HoS method (Li and Wu, 2015). Third col-

umn: Our segmentation results
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Chapter 6

A Consensus-Based Image
Segmentation Algorithm

In this Chapter we propose a new solution to the image segmentation prob-
lem based on the general principle of consensual clustering (Strehl and Ghosh,
2002). This approach is similar to the ones previously developed but that re-
lies on less cleaning and merging steps. The basic idea is to compute several
segmentation of a given image, or more precisely several partitions of the
associated graph, and to find similarities between all these partitions. The
result of the consensual clustering is a hierarchy of communities that can be
assimilated to a hierarchy of segmentation.

Our general framework is therefore as follows: first we convert one im-
age into a graph, then we compute several partitions of this graph using any
community detection algorithm. In practice we use the Louvain method as
before (Blondel et al., 2008). Similarities between these partitions are com-
puted and form a hierarchy. Finally, choosing a level in the hierarchy wisely
gives the segmentation of the original image.

The Chapter is organized as follows. In Section 6.1 we present the general
framework including the construction of a graph, the community detection
and the consensual community computation. We then present and discuss
the results in Section 6.2.

6.1 Proposed Approach

Classical graph-based approaches described before (Youssef Mourchid, Mo-
hammed El Hassouni and Hocine Cherifi, 2015; Youssef Mourchild, Mo-
hammed El Hassouni and Hocine Cherifi, 2016; Nguyen, Coustaty, and Guil-
laume, 2018a), generally use a supervised and complex fusion strategy to
avoid over-segmentation. In contrast, the main contribution of this Chapter
relies on a consensus clustering algorithm (Strehl and Ghosh, 2002) to auto-
matically segment images.

To reach this goal, we first consider images as complex networks and ap-
ply any non-deterministic community detection algorithm several times. The
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different clusterings obtained are then reconciled using a consensus cluster-
ing algorithm that computes shared information between the clusterings. Fi-
nally, the consensus clustering algorithm returns a hierarchy of clusterings
that can be viewed as a hierarchy of image segmentations.

As before, we use the Louvain method (Blondel et al., 2008) to detect com-
munities and we use the consensus clustering method described in (Seifi et
al., 2013) that follows the general framework from (Strehl and Ghosh, 2002).
The Louvain method is particularly useful in this context since it is non-
deterministic and therefore it returns a different partition for every execu-
tion. It is also very fast and it provides high quality partitions (Fortunato,
2010).

6.1.1 Complex Networks from an image

As before, we only consider unweighted graphs, i.e. all edges have the same
weight, where an edge eij exists if i and j are close and dc

ij, the similarity of

pixels i and j is lower than a threshold. dc
ij is defined by dc

ij =
∣

∣

∣
Ic
i − Ic

j

∣

∣

∣
where

Ic
i and Ic

j represent the intensity of pixel i and j respectively for color channel

c (among R, G and B).

To account for proximity, we define the admissible neighborhood of pixels
using patterns: only pixels within a given pattern can be connected. We are
then able to build different complex networks from a given image by vary-
ing the proximity pattern. We only use the two first pattern defined before,
patterns (a) and (b) that have been shown to give good results (pattern (b))
and a good compromise and speed and quality (pattern (a)).

Recall that for pattern (a), a given pixel can only have edges towards other
pixels if these pixels are inside N neighbouring pixels on the same row or col-
umn. If this proximity property is met, the edge is really created if the similar-
ity dc

ij is lower than a threshold t. Pattern (b) allows to create edges between

a given pixel and all the other pixels inside a N × N square neighbourhood
and again the similarity criterion. The complex networks which are created
by that pattern contain more edges and therefore more information for com-
munity detection algorithms to perform well. However, the N value must be
kept low since the global density increases quadratically which slows both
the construction of the networks and the execution of the algorithms.

6.1.2 Louvain method and consensual clustering

The Louvain method (Blondel et al., 2008) has already been presented be-
fore. Although it has been widely applied for image segmentation purposes,
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it cannot overcome the over-segmentation problem directly. The main prin-
ciple behind the modularity-based image segmentation algorithms is to pro-
duce many homogeneous regions that could belong to one object and homo-
geneous regions are then merged. Furthermore we can also observe that sev-
eral executions can gives slightly different results since the Louvain method
is a non-deterministic heuristic.

Here we propose an alternative approach that uses consensual clustering
(Strehl and Ghosh, 2002) and more precisely the solution defined for graphs
in (Seifi et al., 2013). The idea is to execute the Louvain method several times
and to find similarities between all the obtained clusterings.

Consensual clustering takes as input a set of k partitions of the same set
(that are supposed to be somehow similar) and a parameter p ∈ [0, 1] and
will extract similarities that are present in at least a fraction p of the k parti-
tions. For instance if nodes i and j are in the same community in 50 percent of
the experiments and if p ≤ 0.5 then i and j will be in the same .5-consensual
community. Note that the reverse is not always true and i and j can still be
in the same .5-consensual community even though they are in the same com-
munity in half of the experiments. For instance if i and k are together in half
of the experiments, and k and j also then by transitivity i and j are together.

Another way to understand this notion is to compute the matrix M where
Mij is the fraction of the experiments where i and j are grouped. Then, given
a threshold p, all values lower than p are set to 0. The p-consensual commu-
nities are the connected components of the graph whose adjacency matrix is
the thresholded version of M.

Finally it is interesting to note that consensual communities form a hierar-
chy. Indeed an increase of p can only result in the split of some communities:
p2-consensual communities form a sub-partition of p1-consensual communi-
ties is p2 > p1.

The global algorithm therefore follows the following steps:

• given an image, a proximity pattern and a distance N, construct the
unweighted graph that corresponds to the image;

• execute Louvain method on the network a sufficient number of times k;

• compute the complete consensual-community hierarchy using all val-
ues of p = i/k for i ∈ {0, k};

• evaluate the quality of the image segmentation that corresponds to the
p-consensual communities.

Previous results from this thesis have already shown that a typical value
of N = 20 is a good compromise between quality and speed. Similarly it has
been shown (Seifi et al., 2013) that the consensual community computation
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converges really fast and that k can be kept low. We selected a value of 100
that gives a hierarchy with that many levels and that number of segmenta-
tions. Finally the only parameter left is p if we need a single segmentation
and not a hierarchy.

6.2 Experimental Evaluation

This Section provides experiments that were performed to assess our ap-
proach. To evaluate the proposed model, we used two widely used and
publicly available datasets for image segmentation and three metrics to eval-
uate the quality of the segmentation. As before, we use the same datasets:
BSDS500 (Arbelaez et al., 2011) and MSRC (Shotton et al., 2006) and we eval-
uate the approach with the three classical metrics: Variation of Information
(Meilă, 2005), Segmentation Covering (Arbelaez et al., 2009) and Probabilistic
Rand Index (Pantofaru and Hebert, 2005).

6.2.1 Results

At first we evaluated our segmentation approach from a quantitative point
of view. Given that the method yields a hierarchy of segmentations, we need
to choose a level in this hierarchy, i.e. a threshold for the consensual step. In-
tuitively, if the threshold is very low (close to 0) then it is very likely that any
two pixels will be in the same consensual community (remember that con-
sensual communities are obtained by transitive closure) and we will have a
single region. On the contrary if the threshold is very high (close or equal
to 1) then two pixels will be in the same region if and only if all clusterings
agree that these two pixels are to be grouped. This will create many regions.
In between, we will observe fewer and hopefully more meaningful regions.

This is validated by Figure 6.1 that indeed shows an increase of the PRI
when the segmentation gets closer to the ground-truth and a final decrease
when the image gets over-segmented. In this specific case the maximal value
of PRI is obtained for a threshold around 0.844. Figure 6.2 present the images
that correspond to this curve.

In the following all experiments have been performed running Louvain
100 times. This number of executions ensure a quick computation but al-
ready provides a deep hierarchy and several levels of segmentation.

Table 6.1 present the comparative results of our approach. The presented
scores always correspond to the optimal choice of threshold during the con-
sensus step, i.e., the one that gives the best score. We will discuss this later
on. Using our method we present two different scores: OIS corresponds to
the best choice of threshold for each image individually, i.e., one image might
be segmented with a threshold of 0.86 while another one could use a thresh-
old of 0.93. In some sense OIS corresponds to the best theoretical value one
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FIGURE 6.1: Evolution of PRI versus consensus threshold

can get with our approach. On the contrary, ODS uses a similar threshold
for all images in the dataset which explains the lowest quality. See (Arbelaez
et al., 2011) for more details on the evaluation method.

While we presented two different patterns, the experimental results show
that the pattern (b) provides better results when compared to the pattern (a).
The reason for this is that pattern (b) creates graphs with more information
since the neighborhood of each node is larger. Communities are therefore
more meaningful and the segmentation as well. One should however re-
member that the computational cost is higher with pattern (b).

More generally, the results show that the OIS approach gives excellent
results but determining the best threshold for each image is beyond our ca-
pabilities. These scores should therefore be seen as bounds on the quality
that can be reached with our approach. ODS also gives very good results.

6.3 Conclusion

This Chapter proposed a new image segmentation approach that relies on an
analogy between image segmentation and community detection on graphs
and use consensual clustering for community detection. We performed ex-
tensive experiments using different patterns, different features and different
datasets. Our method, while very simple, produces efficient image segmen-
tation results compared to the state of the art.

This method provides room for many improvements. In particular, the
graph is currently built in a very simple way and creating weighted graphs
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Dataset BSDS500 MSRCv2
Metrics PRI VI SC PRI VI SC
Methods ODS / OIS ODS / OIS ODS / OIS ODS / OIS ODS / OIS ODS / OIS

Human 0.87/0.87 1.16/1.16 -/- -/- -/- -/-
Square method (Pattern (b)) 0.806/0.826 1.262/1.034 0.822/0.861 0.682/0.749 1.585/1.279 0.774/0.823
L-shape method (Pattern (a)) 0.768/0.810 1.357/1.064 0.806/0.859 0.674/0.745 1.653/1.294 0.754/0.810
Khan and Sundaramoorthi, 2018 0.86/0.86 1.54/1.54 0.67/0.67 -/- -/- -/-
Nguyen, Coustaty, and Guillaume,
2019

0.834/- 1.26/- 0.75/- 0.74/- 1.53/- 0.77/-

Mourchid, El Hassouni, and Cher-
ifi, 2017

0.811/- -/- -/- -/- -/- -/-

Nguyen, Coustaty, and Guillaume,
2018b

0.821/- 1.46/- 0.72/- 0.727/- 1.58/- 0.75/-

TABLE 6.1: Quantitative comparisons on BSDS500 and MSRCv2 datasets
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FIGURE 6.2: Qualitative evaluation on image 12_19_s of MSRC
dataset. From top to bottom and left to right: original image,
ground-truth, best segmentation (threshold=0.844), most seg-

mented image (threshold=0.999)

(with a weight that represent the similarity more precisely) would much
likely increase the quality of the community detection step. Another proba-
ble improvement would be to clean the output. Indeed we can observe some
noise one the results with very small communities of few pixels. Merging
these pixels with the enclosing community would improve a little the results.

Finally the selection of the threshold needs some further insights even
though the hierarchy itself is very informative.
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Chapter 7

Using Extracted Features for
Content Based Image Retrieval

Inspired by the efficiency of extracted features for image segmentation, we
attempt to set up an image search engine using Bag-of-Visual-Words (BoVW)
in which our extracted features are used. In this Chapter, we propose a de-
tailed description of our proposed image retrieval system, which consists of
a technique, a mechanism, and experimental results.

7.1 Introduction

Image retrieval (IR) is an active research topic in the computer vision field.
Especially, with the dramatic increase in multimedia data, the traditional in-
formation retrieval techniques do not meet the demand for users. Content-
based image retrieval (CBIR) has become one of the hot topics, and has achieved
significant development.

Image retrieval is the discipline of the research that concerned in looking,
browsing and recovering digital images from an extensive database. Tradi-
tional image retrieval systems utilize embedded metadata such as caption-
ing, keywords, or descriptions of the images in order to perform image re-
trieval through the annotation words. Recently, the amount of digital mul-
timedia data has increased rapidly. Therefore, information retrieval tech-
niques have shifted from text-based to become semantic-based or content-
based.

The text-based image retrieval (TBIR) is a traditional image retrieval method
that utilizes the metadata, and are based on artificial notes to retrieve image
results. This image retrieval method not only requires huge labors to man-
ually annotate the images, but also takes time consuming and complicated
work.

The content-based image retrieval (CBIR) means that the search analyzes
the content of the image based on features related to color, texture, shape or
any other informative that can be derived from image properties themselves.
This image retrieval method is desirable since most image search engines
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repy purely on metadata, and this process produces a lot of unrelated im-
ages.

The semantic-based image retrieval (SBIR) is an automatic method of ex-
tracting semantically meaningful representations from low-level features of
images to support query by high-level semantic concept in user’s mind. Re-
ducing semantic gap between the low-level features and high-level semantic
concept is a main concern of semantic image retrieval efforts.

In fact, there is a difference between what image features can distinguish
and what people perceives from the image. Semantic based image retrieval
can be made by extraction of low-level features of images to identify mean-
ingful and interesting objects based on the similar characteristics of the visual
features. In a sense, the object features will go into semantic image extraction
process to get the semantic description of images to be stored in database.
Image retrieval can be queried based on high-level concepts. The query may
be done based on a set of textual words that will go into semantic features
translator to get the semantic features from the query. The semantic mapping
process is used to find the best concept to describe the segmented or clustered
objects based on the low-level features. This mapping will be done through
supervised or unsupervised learning tools to associate the low-level features
with object concept and will be annotated with the textual word through
image annotation process (Wang, Mohamad, and Ismail, 2010; Wang, Mo-
hamad, and Ismail, 2009). Semantic content can be obtained by textual anno-
tation or by high sophisticated inference procedures based on visual content.
Recent successes in deep learning enabled detection of objects belonging to
many classes greatly outperforming traditional computer vision techniques
(Wan et al., 2014; Sadeghi-Tehran et al., 2019; Potapov et al., 2018).

7.2 Bag of Visual Works Model

The Bag-of-Visual-Works (BoVW) model is one of the most popular CBIR
models that represent images as a collection of local features. For this reason,
some researchers tend to name it as a bag of features. These local features are
typically groups of local descriptors. The total number of local descriptors
that is extracted for each image may be colossal. In addition, searching near-
est neighbors for each local descriptor in the image query consumes a long
time. Therefore, BoVW was proposed as an approach to tackle this issue by
quantizing descriptors into "visual words" which decreases the descriptors’
sum drastically. Thus, BoVW makes the descriptor more robust to change.
This model is very close to the traditional description of texts in information
retrieval, but it is considered for images retrieval (Csurka et al., 2004; Lowe,
2004). Normally, Bag-of-Visual-Words usually reply on the Keypoint detec-
tors and Keypoint descriptors. However, there are many researches using
methodology with graphs (Silva et al., 2013; Silva et al., 2018; Cortés Llosa,
Conte, and Cardot, 2018), Strokes (Mandal et al., 2018; Okawa, 2016), Bag-of-
ARSRG (attributed relational SIFT (scale-invariant feature transform) regions
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graph) words (BoAW) (Manzo and Pellino, 2019), and etc..

Bag-of-Visual-Words is one of the de facto standard of image features for
retrieval and recognition (Bay, Tuytelaars, and Van Gool, 2006) with deep-
learning approaches. In our work, we focused on the BoVW models as we
want to test the relevance of our image segmentation approach and the as-
sociated features in the context of CBIR. This BoVW method comprises three
main stages: (1) finding the region of interests (interesting part) of an image
using Keypoint detectors in general; (2) computing a summary of the Region
through the use of a feature vector (like the Keypoint descriptors); and (3)
building the vocabulary to define a common subspace (the vocabulary) for
all images. This subspace will then make images comparable. We present
detailed description in the following sequential subsections.

7.2.1 Keypoint Detection

Keypoint detection is a process that uses a feature detector to determine re-
gions of an image that have unique content, such as corners. Feature detec-
tion is used to look for points of interest (keypoints) in the image that remain
locally invariant. Therefore, it can detect them even in the presence of scaling
or rotation.

Detecting Keypoints is the first step of the BoVW model. In order to ex-
tract feature from interest points, these features are computed at predefined
locations and scales (Liu, 2013). Feature extraction is an individually sepa-
rated process from feature representation in BoVW approaches (Mikolajczyk
et al., 2005). In the literature, it is witnessed the existence of several keypoint
detectors that were used in research, such as Harris-Laplace, Difference of
Gaussian (DoG), Hessian Laplace, and Maximally Stable Extremal Regions
(MSER) (Mukherjee, Mukhopadhyay, and Mitra, 2014; Tsai, 2012; Dang et
al., 2019).

7.2.2 Keypoint Descriptors

Feature descriptor (Keypoint descriptor) involves computing a local descrip-
tor, which is usually done on regions centered on detected interest points. Lo-
cal descriptors depend on image processing to transform a local pixel neigh-
borhood into a compact vector representation.

According to the content of Keypoints, they are described as multidimen-
sional numerical vectors. In other words, features descriptors are utilized
to determine how to represent the neighborhood of pixels near a localized
keypoint (Mikolajczyk et al., 2005). The most popular feature descriptors
from the litterature are the scale-invariant feature transform (SIFT) (Lowe,
2004), speeded up robust features (SURF) (Bay, Tuytelaars, and Van Gool,
2006), gradient location and orientation histogram (GLOH) (Mikolajczyk and
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Schmid, 2005) and histogram of oriented gradients (HOG) (Dalal and Triggs,
2005).

7.2.3 Building Vocabulary

In the previous stage, the amount of extracted feature descriptors are quite
large. To solve this problem, we need to apply clustering algorithm to cluster
the feature descriptors in order to generate a visual vocabulary, for instance,
K-Means technique (Hartigan and Wong, 1979). Each cluster is treated as a
distinct visual word in the vocabulary, which is represented by its respective
cluster center. The size of the vocabulary is determined when using the clus-
tering algorithm, and depends on the size and the types of the dataset (Bay,
Tuytelaars, and Van Gool, 2006).

The Bag-of-Visual-Words model can be formulated as follows. First of all,
BoVW usually defines the training dataset as S including images represented
by S = s1, s2, . . . , sn, where s is the extracted visual features. After that, utiliz-
ing the clustering algorithm like K-Means, which is based on a fixed number
to visual words W represented by W = w1, w2, . . . , wv, where v is the cluster
number. Then, the data is summarized in a V × N occurrence table of counts
Nij = n(wi, sj), where n(wi, sj) denotes how often the word wi is occurred in
an image sj (Lowe, 2004).

7.3 Our CBIR Architecture

Based on the results we got in the previous Sections on the image segmenta-
tion task, we propose a system for image retrieval based on extracting local
features using BoVW model from the segmented regions. The system uses
the features introduced for the image segmentation methods and computes
the descriptor for those segmented regions. For the validation of our system
we decided to use the well-known K-Means algorithm to obtain the visual
vocabulary. As shown in Figure 7.2, the proposed system consists of two
stages: a training stage and a testing stage.

7.3.1 Training stage

In this stage, the proposed system will implement repeatedly for all images
in the dataset.
1) For each image in the dataset:

• Read each image individually

• Convert image to a complex network (Graph)

• Segment the image based on community detection: Louvain method
and ARA algorithm
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FIGURE 7.1: A general Bag of Visual Word Model

• Extract features based on the sub-segments and associate these charac-
teristics to feature descriptors
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• Compute the Bag-of-Words vector with the method defined above

• Compare the histogram of query image with groups histograms and
retrieve the best results

7.4 Experimental Results

We have implemented our CBIR systems to search the similar images to a
query image from an image database which is collected from Corel dataset.

7.4.1 Dataset

In order to evaluate the proposed method, we selected the Corel dataset
which is composed of 10 classes (Liu, Yang, and Li, 2015). Every class con-
sists of 100 images on the same topic namely, Africans, Beaches, Buildings,
Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains, and Food. There
is a total of 1000 images in the dataset for the experiment. We tested 1 image
to all images in the dataset, so total test cases are 1000× 1000 images. The ex-
perimental results are shown using qualitative and quantitative evaluations.

7.4.2 Results

For qualitative evaluations, we present some retrieved images from image
queries implemented by proposed CBIR system. Detail of this qualitative
evaluations are displayed in Figures 7.3, 7.4, 7.5 and 7.6.

For quantitative evaluations, we present a comparison of the proposed
method with some methods using the same Corel dataset where each image
is taken as a query image. If a retrieved image is within the same class of the
query image, it is considered successful; otherwise it fails. The precision is
given as Equation 7.1. In Table 7.1, we present Top 1 retrieved image exclud-
ing the query image itself on every test cases. We also display the statistics of
Top 5 and Top 10 first candidates images on retrieved images results.

Precision =
Number o f Relevant Images

Number o f Relevant Images + Number o f Irrelevant Images
(7.1)

7.5 Conclusion

With recent advances in multimedia techniques and social networks, content-
based image search has become an active topic of research. Thus, we have
proposed in this Chapter a content-based image recovery system for real im-
ages. We have also implemented this system to look for the most similar im-
ages to a given image. This CBIR system is one of the representative applica-
tions for image segmentation. The combination of this CBIR system with the
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FIGURE 7.3: Qualitative evaluation of results using image
query.

First line: image query, Second line: images retrieved (Top 5),
Third line: images retrieved (5 last images from Top 10)

FIGURE 7.4: Qualitative evaluation of results using image
query.

First line: image query, Second line: images retrieved (Top 5),
Third line: images retrieved (5 last images from Top 10)

Bag-of-Visual-Words model and the local features we have proposed and ex-
tracted makes it more efficient. Although our CBIR system has not been im-
plemented on a large dataset or in deep and extensive experimental results,
it has demonstrated its usefulness. We strongly believe that our research will
be more advanced and deeper in several future studies.
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FIGURE 7.5: Qualitative evaluation of results using image
query.

First line: image query, Second line: images retrieved (Top 5),
Third line: images retrieved (5 last images from Top 10)

FIGURE 7.6: Qualitative evaluation of results using image
query.

First line: image query, Second line: images retrieved (Top 5),
Third line: images retrieved (5 last images from Top 10)
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Class name Top 1 Top 5 Top 10
Africans (0-99) 70.00% 73.02% 59.48%
Beaches (100-199) 04.04% 34.35% 26.16%
Buildings (200-299) 25.25% 41.90% 33.18%
Buses (300-399) 76.77% 79.80% 75.20%
Dinosaurs (400-499) 95.96% 95.00% 92.00%
Elephants (500-599) 06.06% 26.93% 17.33%
Flowers (600-699) 66.67% 74.05% 69.25%
Horses (700-799) 56.57% 60.73% 51.88%
Mountains (800-899) 11.11% 35.15% 26.82%
Food (900-999) 79.80% 80.60% 76.80%
Total (10 Clases) 40.22% 60.15% 52.81%

TABLE 7.1: Precision proportion of Top 1, Top 5 and Top 10
implemented on dataset including all classes.

Methods 10 classes 9 classes 6 classes 5 classes
Huang’s method (Huang
and Chen, 2016)

74.41% 78.71% 86.51% 94.23%

Khosla’s method (Khosla,
Rajpal, and Singh, 2015)

55.00% - - -

Srivastava’s method (Sri-
vastava, Prakash, and
Khare, 2014)

67.16% - - -

Choudhary’s method
(Choudhary et al., 2014)

- 75.00% - -

Choudhari’s method
(Chaudhari and Patil,
2012)

- - - 72.00%

Janani’s method (Janani,
2014)

- - 79.00% -

Our method 49.22% 53.13% 74.79% 76.20%

TABLE 7.2: Comparison of the proposed method with others.
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Chapter 8

Conclusion and future directions

8.1 Conclusions

This Thesis focused on a new image segmentation approach that relies on
an analogy between image segmentation and community detection on graph
with an extra agglomeration of homogeneous regions. Our methods pro-
duce efficient image segmentation results compared to the state of the art.
The novelty of this research is to consider the strategy that needs to be im-
plemented to generate a suitable network both in terms of the construction
patterns and features to be computed after the execution of Louvain. Such a
well constructed network is necessary to achieve good results, both in terms
of execution time and quality, with Louvain algorithm. We performed ex-
tensive experiments using different patterns, different features and different
datasets. The results show that the different algorithms that we proposed can
reliably segment images and avoid over-segmentation. This produces more
accurate objects and enhance computing performance efficiently.

Inspired by the efficiency of extracted features for image segmentation,
we also attempted to set up an image search engine using Bag-of-Visual
Word (BoVW) in which we used the features extracted for image segmen-
tation. The content based image retrieval system is utilized for searching the
closest images, in term of similarity, with a given query image. Our CBIR
system relies on the cooperation of Bag-of-Visual-Words model and our ex-
tracted features offering better performances due to the indexation of local
image features. Although the system was not implemented on huge dataset,
its performances show the interest to continue in this direction

The following is a summary of the research that has been described in this
thesis. Chapter 1 discussed the purpose and definition of image segmenta-
tion, and stated the objectives, the motivation, the problem description, our
approach and the primary contributions of research. Chapter 2 described
the state-of-the-art in image segmentation and made a taxonomy of image
segmentation methods. Chapter 3 introduced complex networks, the con-
cept of modularity for community detection and the Louvain algorithm. We
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described the way to approach image segmentation using community de-
tection, introduced how to generate an appropriate complex network, pro-
posed an ARA algorithm for solving the over-segmentation issue and re-
moved noise strategy. Chapter 4 introduced image features and extracted
precise features for image processing and computer vision fields. We also
proposed solutions to extract features that benefit in our research. Chapter 5
focused on extensive experiments to assess our methods. In this Chapter, we
also introduced datasets, evaluation metrics, experimental results for each
methods that has been described in Chapter 4. Chapter 6 introduced a new
solution to the image segmentation problem based on the principle of con-
sensual clustering that offers good results without the need of dealing with
over-segmentation. The proposed approach is detailed and experiments are
performed to show its interest. Chapter 7 introduced a content based image
retrieval system that is built by the incorporation of our extracted features
into Bag-of-Visual-Words model. This image search engine can search and
grab images similar to a query image. Finally, this Chapter summarizes the
Thesis and suggests potential directions for future research.

8.2 Future work

In the future research, we would like to extend our existing methods de-
scribed in Chapter 4, and Chapter 7, i.e. the segmentation methods and the
CBIR system. We would also like to do experimental evaluation of all meth-
ods listed in Chapter 4, and Chapter 7. Especially, we will implement exten-
sively in a variety kinds of datasets and set up CBIR model in more cases of
extraction features that we obtained when implemented image segmentation
methods.

For image segmentation methods, there is still some space mainly in im-
proving our segmentation methods, in particular:

• Making a combination between color property and spatial features to
assign edge weights when we generate a graph. At the moment, edges
weights are only 0 or 1 (i.e. edge is present or not) but since most com-
munity detection algorithms and the modularity can handle weighted
graphs, discarding the weights is clearly a limitation of our approaches.
This could be a short term evolution, however it would require testing
several weighting functions and extensive experiments.

• Suggest and investigate more patterns to generate complex networks.
In particular it might be interesting to test patterns that go only hor-
izontally, vertically or diagonally to see whether such patterns might
offer better performances on images with specific textures.

• Besides, the ARA algorithm could be used with a mix of image features
properties both color, texture, spatial informative and shape features to
produce better image segmentation results. In particular we could set
up the implementation methods with more color spaces.
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• We could also build a weighted graph which each region (superpixel)
is a node, and the Cosine similarity distance (or any other distance)
between two regions is an edge weight. The Louvain method would
be applied once again for community detection instead of using ARA
algorithm. To do that we can implement every proposed feature men-
tioned in Chapter 4.

• Inspired by the concepts of Cellular Automaton (CA), we can generate a
variety of texture features that might help the ARA algorithm. It might
be fascinating to study image segmentation in this branch.

• It might be interesting to study the Region Connection Calculus (RCC)
theory. The set of relations well-known as RCC8 in the literature, forms
a Jointly Exhaustive and Pairwise Disjoint (JEPD) set. Building a weighted
graph whose regions are nodes and edge weights are determined by
RCC8 relations might offer a different view on the problem. We could
also use ARA algorithm when the criteria for merging two regions sat-
isfy JEPD set.

• The consensual solution that we proposed could also benefit from all
the previous modifications (adding weights, different patterns, more
complex or mixed features). Furthermore the results provided with this
solution use no cleaning or denoising and it is very likely that some
cleaning would improve the results. Finding the correct threshold is
also necessary for this approach to perform well.

• Finally it might be interesting to study relations between network em-
bedding and image segmentation. Network embedding is used to project
a network in a low dimensional space and the embedding might help
in reducing the noise present in the image and therefore provide better
defined communities.

For content based image retrieval system, we plan to implement exper-
imental evaluation on more intensive and extensive with various datasets
both quantity of images and a variety of objects in images. Because our CBIR
system depends on the successes of the image segmentation result, all suc-
cessful proposed methods for image segmentation problem could also im-
prove the effectiveness of the CBIR system. We would also like to build an
image search engine based on a mix image features properties obtained from
our image segmentation methods and BoVW models.
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Appendix A

List of Publications

International Conference and Workshop Papers

Thanh-Khoa Nguyen, Mickael Coustaty, and Jean-Loup Guillaume (2019). A
Combination of Histogram of Oriented Gradients and Color Features to Co-
operate with Louvain Method based Image Segmentation. In: Proceedings of
the 14th International Joint Conference on Computer Vision, Imaging and Computer
Graphics Theory and Applications - Volume 4: VISAPP, INSTICC. SciTePress, pp.
280–291. ISBN : 978-989-758-354-4. DOI : 10.5220/0007389302800291.

Thanh-Khoa Nguyen, Mickael Coustaty, and Jean-Loup Guillaume (2018a).
A New Image Segmentation Approach Based on the Louvain Algorithm. In:
2018 International Conference on Content-Based Multimedia Indexing (CBMI), pp.
1–6. DOI : 10.1109/CBMI.2018.8516531.

Thanh-Khoa Nguyen, Mickael Coustaty, and Jean-Loup Guillaume (2018b).
An Efficient Agglomerative Algorithm Cooperating with Louvain Method
for Implementing Image Segmentation. In: Advanced Concepts for Intelligent
Vision Systems. Ed. by Jacques Blanc-Talon et al. Cham: Springer International
Publishing, pp. 150–162. ISBN : 978-3-030-01449-0.
DOI: https://doi.org/10.1007/978-3-030-01449-0_13

International Journal Papers

Thanh-Khoa Nguyen, Mickael Coustaty, and Jean-Loup Guillaume. A New
Image Segmentation Approach Based on the Louvain Algorithm. In Journal
of Multimedia Tools and Applications (MTAP Journal). (under review)

Mickael Coustaty, Maximilien Danisch, Jean-Loup Guillaume, Thanh-Khoa
Nguyen, Guillaume Serrano. A Consensus-Based Image Segmentation Al-
gorithm Using Complex Networks. In Journal of Pattern Recognition Letters.
(under review)

Book Chapters

Thanh-Khoa Nguyen, Jean-Loup Guillaume, and Mickael Coustaty. An En-
hanced Louvain Based Image Segmentation approach using Color Proper-
ties and Histogram of Oriented Gradients. In Book Series of Communications in
Computer and Information Science (CCIS Book series). (accepted)
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