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RÉSUMÉ

Le Cloud Computing offre aux fournisseurs d’applications des ressources de calcul
abordables et évolutives, du stockage et des services réseau. Traditionnellement, une
platforme de Cloud Computing consiste en un ensemble de quelques data centers
hébergeant un grand nombre de serveurs puissants, ces derniers étant reliés par des
réseaux dédiés. Cette architecture centralisée garantit une faible latence et une bande
passante élevée entre chaque noeud installé dans un data center.

Cependant, dans une telle organisation, l’utilisateur final doit soumettre ses
requêtes par le biais d’une connexion internet longue distance pour atteindre les
ressources applicatives dans le cloud. Par conséquent, la requête de l’utilisateur peut
être impactée par une latence réseau plus élevée et une bande passante limitée. De
nombreuses applications peuvent tolérer une latence élevée et fonctionner
correctement dans ces conditions. Cependant, de nouvelles applications réclamant
des latences très faibles imposent que leurs requêtes soit traitées dans un temps très
court. Ce type de requêtes doit nécéssairement être traité localement plutôt qu’à
distance dans le cloud.

Les limitations du cloud computing ont favorisé la création de plates-formes de Fog
Computing pour faire le lien entre le cloud et l’utilisateur final. Le Fog répond à ce
problème par l’ajout de ressources localisées à proximité des utilisateurs finaux. Ces
ressources sont limitées en capacité, mais elles permettent de fournir aux applications
sensibles à la latence de courts chemins réseau entre les utilisateurs et les ressources fog.
Dans le même temps, les data centers dans le cloud peuvent offrir une vaste réserve de
ressources pour les applications réclamant de grandes puissances de calcul.

Localiser toutes les ressources du Fog au même endroit est souvent insuffisant pour
garantir à tous les utilisateurs connectés un accès rapide aux ressources. Par conséquent,
le Fog Computing est conçu de manière géo-distribuée où les noeuds de calcul sont
éparpillés dans la zone de couverture. Il en va de même pour les instances applicatives,
où l’accès à une instance d’application en bordure de réseau peut réduire la latence
perçue par l’utilisateur. Ainsi, les applications situées dans une plate-forme Fog sont
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organisées comme un ensemble de répliques fonctionnellement équivalentes et placées
de façon à satisfaire au mieux les demandes des utilisateurs.

Sachant que le principal objectif du Fog computing est de garantir une faible latence
d’accès, il est indispensable de pouvoir maîtriser la proximité entre les utilisateurs et
les répliques des applications. Créer un moteur d’orchestration capable de gérer cette
proximité requiert l’exploitation de données relatives à la proximité entre les noeuds.
Cela impose également de concevoir des algorithmes à tous les niveaux de gestion des
ressources où une décision doit être prise concernant la latence entre l’utilisateur et la
ressource.

Nous pouvons résumer les niveaux de gestion de ressources en l’exploitation de
proximité lors du routage de requêtes, le placement et replacement de répliques
d’application, et le contrôle dynamique du nombre des répliques.

La première étape consiste à router les requêtes de l’utilisateur vers l’une des
répliques de l’application. Le routage avec connaissance de proximité, dans ce cas,
doit router les requêtes vers des répliques proches tout en maintenant un équilibre de
charge parmi celles-ci.

Cependant, pour respecter les contraintes de latence définies par les applications, il
faut quedes répliques suffisamment proches existent. En conséquence, le placement des
répliques doit être également basé sur l’emplacement des utilisateurs. Le caractère non-
stationnaire des charges du Fog Computing nécessite en outre de résoudre le problème
du placement de répliques de manière dynamique.

Lorsque l’application fait face à une charge de requêtes variable, les ressources de
l’application peuvent également se retrouver en surcharge. Dans ce cas, l’application
doit s’adapter pour offrir à tous les utilisateurs une qualité de service satisfaisante.
Outre la nécessité d’un routage et d’un placement avec connaissance de proximité,
cela nécessite une mise à l’échelle automatique avec également connaissance de la
proximité. La mise à l’échelle automatique doit être capable de détecter les surcharges
et les emplacements d’où proviennent cette charge de sorte que les nouvelles
répliques soient placées à proximité des nouvelles sources de trafic.

Cette thèse propose un ensemble complet d’algorithmes qui constituent une plate-
forme de Fog Computing avec tous les outils de gestion de la proximité nécessaires. Nos
contributions visent chaque niveau de la gestion de ressources discutée jusqu’ici. En
guise de preuve de concept, ces travaux ont été implémentés au dessus de Kubernetes,
et ont été évalués sur une plate forme expérimentale réelle.

8



Première contribution : Proximity-Aware Routing

La première contribution appelée “Proxy-mity” est un système de routage avec
prise en compte de proximité pour les plates-formes de Fog Computing. Il s’intègre de
manière transparente à Kubernetes, et fournit un mécanisme de contrôle simple qui
permet aux administrateurs système pour choisir le meilleur compromis entre la
latence utilisateur et l’équilibre de charge entre les répliques. Les résultats des
expérimentations montrent que Proxy-mity peut réduire la latence moyenne entre les
utilisateurs et les répliques jusqu’à 90%, tout en permettant aux administrateurs
système de contrôler le déséquilibre de la charge de leurs systèmes.

Deuxième contribution : Tail-Latency-Aware Fog Application Replica Placement

Router toutes les requêtes utilisateur vers une réplique proche de cet utilisateur est
possible seulement dans le cas où une réplique proche existe effectivement. Cela
nécessite de la plate-forme de Fog Computing qu’elle positionne les répliques sur des
ressources disponibles en fonction de leur proximité des sources de trafic.

Pour traiter ce problème de placement de répliques, nous proposons “Hona,” un
ordonnanceur tenant compte de la latence intégré au moteur d’orchestration de
Kubernetes. Hona maintient une vue à grain fin des volumes de trafic générés à
différents emplacements des utilisateur. Cet algorithme utilise une heuristique pour
identifier les meilleurs placements des répliques. Il met également à jour ces
placements dynamiquement en fonction des évolutions du trafic généré par les
utilisateurs. Les résultats de nos évaluations montrent que Hona identifie
efficacement un placement des instances, ce qui réduit de manière significative les
derniers percentiles de la latence. Dans le même temps, cet algorithme conserve une
complexité de calcul basse et maintient un équilibre de charge raisonnable entre les
répliques.

Troisième Contribution : Tail-Latency-Aware Fog Application Replicas Autoscaler

Tout nombre fixe de répliques peut faire face à une saturation des ressources dans
le cas d’une forte augmentation de la charge. Inversement, lorsque la charge baisse
cela peut engendrer un gaspillage de resources inutilisées. Par conséquent, le nombre
de répliques doit être contrôlé dynamiquement pour assurer des performances
satisfaisantes à un prix raisonnable.
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Nous proposons “Voila,” un algorithme de mise à l’échelle intégré au moteur
d’orchestration de Kubernetes. Voilà utilise Proxi-mity pour router les requêtes et
Hona pour surveiller le volume de trafic ainsi que leurs provenances. Il utilise une
heuristique pour prendre les décision de placement des réplications et choisir le
nombre de répliques. Nos évaluations basées sur un cluster de 22 noeuds ainsi que
des données réelles de trafic montrent que Voilà assure que 98% des requêtes sont
routées vers une réplique proche et non surchargée. Cette solution montre également
de bons résultats en passant à l’échelle sur des sytèmes de taille plus importante.
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ABSTRACT

Cloud computing offers application providers scalable and affordable computing,
storage, and networking resources. A cloud computing platform typically consists of a
small number of data centers that host a huge number of powerful servers connected
using dedicated network links. This centralized architecture ensures a low-latency and
high-bandwidth connectivity between the co-located nodes.

However, in this organization, end users must submit their requests over
long-distance Internet links to reach the application resources hosted in the cloud. As
a result, the end-users requests may suffer from high network latency and limited
bandwidth. Many applications tolerate high latency and operate well within these
conditions. On the other hand, a family of emerging latency-sensitive applications
requires their requests to be returned within tight latency bounds. Such requests must
be processed locally rather than in a remote cloud.

The drawbacks introduced by cloud computing have motivated the creation of fog
computing platforms to bridge the gap between the cloud and its end users. The fog is
an extension of cloud data centers with additional resources located in the end-users
vicinity. These resources are limited in capacity, but they provide latency-sensitive
applications low user-to-resource network latency. Meanwhile, the cloud data centers
offer a vast resource pool that can serve compute-intensive applications.

Placing all the fog resources in a single location is often insufficient to provide all
the connected users with nearby resources. Consequently, fog computing is designed
as a geo-distributed platform where the computing nodes are scattered across the
coverage area. The same can be said for the application instances, as providing a
single application instance at the edge of the network may as well result in high
user-perceived latency. As a result, the applications in a fog platform are typically
organized as a set of functionally-identical replicas placed in well-chosen locations.

Since delivering low latency is one of the main objectives of fog computing,
proximity-awareness is an essential feature that must be implemented in fog
computing platforms. The creation of a proximity-aware fog orchestration engine
requires one to exploit information about the inter-node proximity, and to design

11



algorithms in the different levels of resource management that make decisions based
on user-to-resource latency.

We can summarize the proximity-aware resource management levels as request
routing, application replicas placement and re-placement, and autoscaling of the size
of the replica set.

The first step is routing the requests from the end users to one of the application
replicas. Proximity-aware routing, in this case, should route requests toward nearby
replicas while maintaining an acceptable load balance between them.

However, respecting the latency bounds defined by the applications requires the
existence of replicas reachable by the users within those bounds. As a result, placing
the replicas should also be done based on the location of the users. The non-stationary
nature of fog computing workloads requires one to solve the placement problem in a
dynamic fashion.

When the application is facing a surge in load, the application’s resources may
become overloaded. In this case, the application should scale to offer all the users an
excellent quality of experience. This requires not only a proximity-aware request
routing and replicas placement, but also a proximity-aware autoscaler. The autoscaler
should be capable of detecting the surge in load and the location from which this load
is emitted such that new replicas are placed next to the new sources of traffic.

This thesis proposes a complete set of algorithms that provide fog computing
platforms with the necessary proximity-awareness. Our contributions target every
level in the discussed resource management levels. The contributions are
implemented on top of Kubernetes as a proof of concept and evaluated using a
realistic testbed.

First contribution: Proximity-Aware Request Routing

The first contribution is Proxy-mity, a proximity-aware traffic routing system for
distributed fog computing platforms. It seamlessly integrates with Kubernetes, and
provides very simple control mechanisms to allow system administrators to address
the necessary trade-off between reducing the user-to-replica latencies and balancing
the load across replicas. The evaluation shows that Proxy-mity can reduce the average
user-to-replica latency by as much as 90% while allowing the system administrators to
control the level of load imbalance in their system.
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Second contribution: Tail-Latency-Aware Fog Application Replica Placement

Routing every user request to a nearby replica is possible only in case a nearby
replica exists. This requires the fog platform to place replicas in available resources
according to their proximity from the sources of traffic.

To address the replica placement problem, we propose Hona, a latency-aware
scheduler integrated into the Kubernetes orchestration system. Hona maintains a
fine-grained view of the volumes of traffic generated from different user locations. It
then uses simple yet highly-effective heuristics to identify suitable replica placements
and to dynamically update these placements upon any evolution of user-generated
traffic. Our evaluations show that Hona efficiently identifies instance placements
which significantly reduce the tail latency. At the same time, it keeps its own
computation complexity low and maintains reasonable load balancing between the
replicas.

Third contribution: Tail-Latency-Aware Fog Application Replicas Autoscaler

Any fixed number of replicas may reach over-saturation in the case of a load surge.
Conversely, it may also waste valuable resources when the load drops. Therefore, the
size of a replica set should be controlled dynamically to ensure optimal performance at
a reasonable cost.

We propose Voilà, a tail-latency-aware autoscaler integrated into the Kubernetes
orchestration system. Voilà uses Proxy-mity to route requests and Hona periodic
checks to monitor the traffic volumes and their locations. It then implements
heuristics to make decisions on the replicas placement and size of the replica set. The
evaluations based on a 22-nodes cluster and a real traffic trace show that Voilà
guarantees 98% of the requests are routed toward a nearby and non-overloaded
replica. The system also scales well to much larger system sizes.
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Chapter 1

INTRODUCTION

Cloud computing provides on-demand computing, storage, and networking
resources that liberate the application developers from maintaining traditional IT
servers, and also guarantees them access to resilient, scalable, affordable, and secure
resources. A cloud computing infrastructure typically includes a limited number of
data centers. Each data center is composed of a large number of co-located computing
nodes connected to each other using high-bandwidth/low-latency network links [1].

Cloud applications are designed to exploit the cloud nodes which are their first
building block. Through virtualization, an application is hosted on one or more cloud
nodes where compute, storage, and network resources are granted. The application is
then exposed using an ingress that is configured to provide the application an
externally-reachable address. This allows end users located outside the data center to
communicate with the cloud application resources using the ingress address. As a
result, end users are invited to transmit their load over long-distance Internet links to
be processed in one of the cloud data centers.

This centralized paradigm however induces two drawbacks. First, the end-user
requests often incur high network latency to reach a data center, estimated as 20-40ms
over wired networks, and up to 150ms over 4G mobile networks [2]. Such latency is
acceptable for many applications, but a family of emerging latency-sensitive
applications such as virtual reality and autonomous vehicles require the end-to-end
communication and processing latency to be kept within 10-20ms [3, 4]. In
consequence, these applications’ requests cannot be processed in the cloud and must
instead get handled locally to avoid the high cost of network latency introduced by
remote clouds.

A second limitation of centralized clouds stems from the rise of Internet of Things
(IoT) technologies. IoT applications generate their input data at the edge of the
network, and far from the data centers. The volume of data they produce is steadily
increasing, and it is projected that by 2025, 75 % of all enterprise data will be generated
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far from the data centers [5]. Transferring these data to the cloud before processing
them would place a significant stress on the Internet Service Providers (ISPs) links. An
obvious alternative consists of processing the data where they are produced, and of
sending only the compute-intensive tasks towards the cloud.

These limitations of traditional cloud platforms have motivated the creation of fog
computing to bridge the gap between the cloud and the end users. Fog computing
extends the cloud with additional compute, network, and storage resources located at
the edge of the network. When compared to cloud resources, the edge resources can
range from moderate to small in terms of computing power, but they serve an
essential role in reducing the user-to-resource network latency.

The difference between cloud and fog architectures is not limited to the size of the
resource pool. It also extends to the geographical distribution of nodes and the
network topology between them. A cloud computing infrastructure is organized as a
small number of extremely powerful data centers. For instance, Google’s
infrastructure is composed of 20 data centers that are connected via dedicated
links [6]. In contrast, fog computing aims at delivering ultra-low latency with its end
users not only by placing nodes at the edge of the network, but also by distributing
them across the coverage area (a campus, a city, or possibly even a region or a whole
country). The fog nodes are connected to each other and to the Internet using a
variety of networking protocols such as WiFi, 4G, and Ethernet. The fog resources are
then reachable using access points where the end users connect and transmit load.

One of the fundamental advantages of fog computing is delivering low
user-to-resource network latency. However, the distribution of the nodes places them
next to the end users, but necessarily far away from each other. This combination of
distributed nodes, unconventional network topology, limited resources, and dynamic
workload creates a set of challenges that must be tackled for this concept to see the
light of day.

Moving from cloud computing where all the physical nodes are functionally
equivalent to fog computing where nodes are heterogeneous in terms of their
proximity to the end users, requires one to implement mechanisms to detect this
proximity and to manage resources accordingly. Proximity-awareness is one of the
main features that differentiate the fog from other on-demand resource platforms, and
creating proximity-aware mechanisms enables the fog to deliver on its promises.
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Creating a proximity-aware fog platform is, therefore, a hot research topic. An
application hosted on a fog platform that lacks proximity awareness may not profit
from the availability of ultra-low latency resources and by consequence may result in
a degraded Quality-of-experience (QoE). This can be caused by the absence of
proximity awareness at different levels of the resource management that range from
request routing, application instances placement, and to the size of the reserved
application resource pool.

An end user or a group of end users transmitting load using the same access point
are considered a single source of traffic. The network latency between the sources of
traffic and the chosen application resource varies according to the network link
established between the access point and the fog computing node that holds the
resource. As a result, locating one application instance at the network edge does not
necessarily provide a low-latency access to all of its end users. In consequence, fog
applications are compelled to deploy multiple functionally-equivalent service replicas
in nodes that are adjacent to the sources of traffic. In this case, the purpose of
replication is not only fulfilling availability and processing capacity constraints, but
also providing nearby replicas to all the sources of traffic dispersed across the
coverage area.

This thesis specifically addresses the needs of latency-sensitive service-oriented
applications. This type of application is organized as a set of replicated services
responsible for processing/handling a single type of task. Every request issued toward
one of the services should result in the same outcome regardless of the choice of
replica to process it. The only difference in this case lies in the network latency
between the access point where the end user is connected, and the fog node where the
selected replica is hosted. Service-oriented applications are often elastic in order to
facilitate horizontal scalability [7]. In this thesis, we consider data consistency
between the application replicas as a responsibility handled by the application
provider, and transparent to the fog computing platform itself. We also make the
hypothesis that application replication process requests without issuing queries to
other services.

Choosing the best set of fog nodes where an application should deploy its replicas
requires one to chose a set of replica placements that minimize the network latencies
between end-user devices and their closest application replica. To deliver outstanding
QoE to the end users it is important that every single request gets processed within
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tight latency bounds. We, therefore, follow best practice from commercial content
delivery networks [8] and aim to minimize the tail request latency rather than its mean,
for example, defined as the fraction of requests incurring a latency greater than some
threshold.

Non-stationary load affects applications hosted on various platforms [9]. However,
in geo-distributed fog platforms, this non-stationarity incurs both along the time and
the space dimensions. Unlike online applications where the workload is an
aggregation of all the incoming requests from an unbounded user population, fog
applications have to handle requests according to their origin and their proximity to
the available replicas. The geo-distributed nature of the fog combined with end-users
mobility creates load variations not only as a function of time but also as a function of
the access point locations where end users are connected. As a result, the replica set
size must depend on the workload volume and the locations from which this
workload is transmitted.

Fog computing, like cloud computing, enables a clean separation of concerns.
Developers focus on implementing and improving their applications, while the
infrastructure automates the deployment and management of these applications.
Establishing this separation was made possible mainly by virtualization and
orchestration. In virtualization, the application is encapsulated with all its
dependencies in a virtual instance that facilitates the deployment of the application
regardless of the target environment. For fog platforms, containers and specifically
Docker containers [10] are widely used as the de facto virtualization technology since
they offer a lightweight implementation, quick boot-up, and they can run on very
limited machines. Kubernetes [11], Docker Swarm [12], Apache Mesos [13] are
container orchestration engines that automate the deployment and management of
the containers. Kubernetes (K8s) is considered as the most used container orchestration
engines for fog computing [14]. Portability, flexibility, and lightness are among the
K8s features that make it a potential fog orchestration engine. Yet, Kubernetes was
designed with cluster and cloud environments in mind. It, therefore, lacks some key
features to make it fully suitable in fog environments. For these reasons, we chose to
extend K8s with the fog-specific features it still misses. However we can argue that
our algorithms may be easily adapted to integrate into other container orchestration
engines.
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A fog computing infrastructure requires information about the inter-nodes
proximity and their proximity to the end users. We identify three levels of resource
management where this proximity must be exploited to deliver low user-to-resource
latency:

Request routing: the network latency between an access point and the
application replicas varies according to the network link between the access
point and the node that hosts the replica. Proximity awareness is then essential
to distinguish nearby replicas from far-away ones. Using proximity estimations
as input, the orchestration engine must route each request to a nearby replica
rather than one of the far-away ones, in a way that does not distort the load
balance between the replicas.
Replica placement/re-placement: proximity-aware routing can ensure low
latency only if nearby replicas exist. An access point which is receiving load
without having any nearby replicas where it can route traffic signals a
proximity-unaware replica placement. The main challenge in proximity-aware
replica placement lies in detecting the sources of traffic and finding a placement
that offers each one of them at least one nearby replica. Since the number of
possible replica placements is very large, a heuristic should be implemented to
effectively find a satisfactory solution. A placement is considered a solution if it
can provide a low tail user-to-replica latency. Moreover, any static placement
may provide the promised Quality of Service (QoS) for only a short period of
time before the workload characteristics change. As a result, the placement
should be updated dynamically to cope with the workload variations.
Autoscaling: The number of replicas which should be deployed cannot remain
constant for extended periods of time. First, a surge in traffic may overload the
replicas and may lead to performance degradation. Second, the day/night
patterns in workload distribution show a drop in traffic during nighttime which
may lead to a waste of valuable resources. This is suboptimal in any
multi-tenancy platform, and especially in fog platforms where the edge
resources can be very limited. As a result, the number of replicas and their
placement should change following the workload volume and the locations from
which this non-stationary load is transmitted. Autoscaling ensures that none of
the replicas are overloaded and that the placement and scale are capable of
delivering a low tail latency.
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In this thesis, we propose three contributions to transform a cloud orchestration into a
proximity-aware one, qualified to handle the emerging requirements imposed by the
fog applications. The contributions introduce proximity awareness at every level of the
discussed resource management levels.

1.1 Contributions

1. Proxy-mity: Proximity-Aware Traffic Routing
A geo-distributed system such as a fog computing platform must necessarily
choose a suitable trade-off between resource proximity and load-balancing.
Systems like Mesos [13], Docker Swarm [12] and Kubernetes [11] implement
location-unaware traffic redirection policies which deliver excellent
load-balancing between application replicas, but very suboptimal
user-to-resource network latencies. At the same time, any system which would
route every request to the closest replica would face severe load imbalance
between replicas if some users create more load than the others [15].

In this contribution, we propose Proxy-mity, a proximity-aware request routing
plugin for Kubernetes. Proxy-mity exposes a single easy-to-understand
configuration parameter α which enables system administrators to express their
desired trade-off between load-balancing and proximity. It integrates seamlessly
within Kubernetes and introduces very low overhead.

In our evaluations, Proxy-mity reduces the end-to-end request latencies by up to
90% while allowing the system administrators to control the level of load
imbalance in their system.

2. Hona: Tail-Latency-Aware Fog Application Replica Placement
Proxy-mity can ensure low user-to-resource latency only if nearby replicas are
available. Therefore, proximity awareness should also be considered when
placing application replicas in the vicinity of the end users. However, choosing
which specific resources from a large-scale fog computing infrastructure should
be allocated to place the application instances remains a difficult problem.

We propose Hona, a tail-latency-aware application replica scheduler which
integrates within the Kubernetes container orchestration system. Hona makes
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use of Kubernetes to monitor the system resource availability [11], Vivaldi
coordinates to estimate the network latency between nodes [16] and Proxy-mity
to monitor the traffic sources and to route end-user traffic to nearby instances. It
uses a variety of heuristics to efficiently explore the space of possible instance
placement decisions and select a suitable one upon the initial replica placement.
Finally, it constantly monitors the performance of the current placement and
automatically takes corrective re-placement actions when the characteristics of
the end-user traffic change. The Hona re-placement algorithm is able to maintain
the tail latency under a certain threshold while inducing minimal changes to the
placement.

Our evaluations based on a 22-node testbed show that the multiobjective
heuristics used by Hona identify placements with a tail latency very close to the
theoretic optimal placement, but in a fraction of the computation time, while
preserving an acceptable load distribution between application instances. The
re-placement algorithm efficiently maintains a very low tail latency despite
drastic changes in the request workload or the execution environment. We
further demonstrate the scalability of our algorithms with simulations up to
500 nodes.

3. Voilà: Tail-Latency-Aware Fog Application Replicas Autoscaler
Hona dynamically updates the placement of a fixed-size replica set to achieve
low tail latency. Yet, a surge in traffic may overload the replicas and lead to a
degraded QoE; similarly, a drop in traffic may lead to a waste of valuable
resources. Therefore, fog applications must carefully adjust their deployments so
that they satisfy their QoS objectives while reducing their resource usage as
much as possible. On the other hand, any user-produced workload may largely
vary over time [17], which motivates the need for using an auto-scaler to
dynamically adjust the number and locations of a fog application’s replicas.

We propose Voilà, a tail-latency-aware fog application replica autoscaler for
Kubernetes. Voilà continuously monitors the request workload produced by all
potential traffic sources in the system, and uses efficient algorithms to determine
the number and location of replicas that are necessary to maintain the
application’s QoS within its expected bounds despite potentially large variations
in the request workload characteristics.
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Figure 1.1 – Our contributions in the abstract layers of resource management.

Our evaluations based on a 22-node cluster and a real traffic trace show that Voilà
guarantees 98% of the requests are routed toward a nearby and non-overloaded
replica. The system also scales well to much larger system sizes.

Figure 1.1 shows the resource management layers used in the second and third
contributions. We refer to the monitoring system as Hona periodic checks. This
system extracts the cluster and workload characteristics every period of time, then
makes them accessible to the upper layers. Both Hona and Voilà use Proxy-mity for
routing requests and Hona periodic checks to collect cluster and traffic info. However,
Hona makes decisions on placements of a fixed-size replica set while Voilà has the
capabilities to scale the replica set according to the state of the application workload.
Note that Voilà makes use of Hona periodic checks but replaces Hona’s replica
placement with its own algorithms.

The aggregation of Proxy-mity, Hona periodic checks, and Voilà constitute a
coherent set of plugins that work on top of Kubernetes. These plugins introduce
proximity awareness at different levels of resource management and can arguably
turn Kubernetes into a mature proximity-aware fog platform. We used
Kubernetes-based implementations as a proof of concept. But, in principle, the same
algorithms may also be implemented in other orchestration engines.
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1.2 Published papers

The following papers have been published as part of this thesis:
1. “Proximity-Aware Traffic Routing in Distributed Fog Computing Platforms”, Ali J.

Fahs and Guillaume Pierre, 19th IEEE/ACM International Symposium on
Cluster, Cloud and Grid Computing (CCGRID 2019), Larnaca, Cyprus. [18]

2. “Tail-Latency-Aware Fog Application Replica Placement”, Ali J. Fahs and Guillaume
Pierre, 18th International Conference on Service Oriented Computing (ICSOC
2020), Dubai, UAE. [19]

3. “Voilà: Tail-Latency-Aware Fog Application Replicas Autoscaler”, Ali J. Fahs,
Guillaume Pierre, and Erik Elmroth, 28th IEEE International Symposium on the
Modeling, Analysis, and Simulation of Computer and Telecommunication
Systems (MASCOTS 2020), Nice, France. [20]
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1.3 Organization of the thesis

This thesis is organized in 6 chapters:
Chapter 2 presents a theoretical and practical overview of fog computing

platforms and the systems used to achieve the thesis’ objectives. In this chapter we
discuss cloud computing and the emergence of fog computing, its architecture,
challenges, and use cases. Then we present a practical overview of the Kubernetes
architecture and highlight the need of network proximity for addressing application
requirements. Finally, we describe the complete fog computing architecture which
constitutes the foundation of this thesis.

Chapter 3 describes the current state of the art according to the different levels of
resource management: workload routing, placement and re-placement, and finally
autoscaling. At the end of this chapter we position our contributions with respect the
current state of the art.

In Chapter 4, we present Proxy-mity, a proximity-aware traffic routing system for
distributed fog computing platforms. It seamlessly integrates in Kubernetes, and
provides very simple control mechanisms to allow system administrators to address
the necessary trade-off between reducing the user-to-replica latencies and balancing
the load equally across replicas. The evaluation shows that Proxy-mity can reduce the
average user-to-replica latencies by as much as 90% while allowing the system
administrators to control the level of load imbalance in their system.

In Chapter 5, we propose Hona, a latency-aware scheduler integrated in the
Kubernetes orchestration system. Hona maintains a fine-grained view about the
volumes of traffic generated from different user locations. It then uses simple yet
highly-effective heuristics to identify suitable replica placements, and to dynamically
update these placements upon any evolution of user-generated traffic. Our
evaluations show that Hona efficiently identifies instance placements which reduce
the tail request latency. At the same time, it keeps computation complexity low and
maintains reasonable load balancing between the replicas.

In Chapter 6, we propose Voilà, a tail-latency-aware auto-scaler integrated in the
Kubernetes orchestration system. Voilà uses Proxy-mity to route requests and Hona
periodic checks to monitor the traffic volumes and their locations. It then implements
heuristics to make decisions on the replicas placement and size of the replica set. The
evaluations based on a 22-nodes cluster and a real traffic trace shows that Voilà
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guarantees 98% of the requests are routed toward a nearby and non-overloaded
replica. The system also scales well to much larger system sizes.

Finally, Chapter 7 presents the conclusions of the thesis and discusses directions for
future work.
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Chapter 2

BACKGROUND

In this chapter, we present a theoretical and practical overview of fog platforms
and the systems used to achieve the thesis objectives. First, we discuss cloud
computing and how it did not fully satisfy new application requirements. We then
detail fog computing, its architecture, challenges, and use cases. Third, we present a
practical overview of Kubernetes architecture, and its different abstraction layers. The
fourth section highlights the need of network proximity for addressing application
requirements. Finally, we present a complete fog computing architecture which
constitutes the foundation of this thesis.

2.1 Cloud computing

Cloud computing drove a shift in the IT industry from traditional in-house servers
toward cloud-based services. In 2019, Flexera surveyed 786 technical professionals
across a broad cross-section of organizations and found that 94% of respondents use
the cloud one way or another [21]. This can be attributed to a lower cost to obtain
resources, avoiding the maintenance efforts of an in-house server, the scalable
approach clouds present such that an application provider can easily increase or
decrease the utilized resources, and finally minimizing the aftermath of server failures
as the application can be easily spawned over a different server in the same cloud
provider.

2.1.1 Cloud architecture

Cloud servers are typically powerful nodes co-located in huge data centers that are
based in different locations across the globe. Figure 2.1 shows a map of the 20 data
centers of Google [6]. Each of these data centers can hold hundreds of exabytes in
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Location of a Google data center

Figure 2.1 – A map of Google cloud data centers.

disk space. The total number of servers in all the data centers owned by Google was
estimated in 2016 as 2.5 million servers [22].

The location and the size of the data centers follows an economical model that
decreases the cost of operation by concentrating a big number of nodes, and by
targeting locations with lower electricity price [23]. The nodes inside the data centers
are connected via low-latency/high-bandwidth links that handle the ever-rising
internal traffic. Nowadays fiber optics technology is making its way to data centers to
meet this demand [24]. Thus, the inter-node latency within data centers can be
considered negligible.

However, this centralized architecture (illustrated in Figure 2.2) constrains end
users to communicate with the application services over long-distance Internet links.
For a wide range of applications, communicating over the backhaul network does not
affect the user-perceived QoE. For example, storage and web hosting applications can
offer decent performance when deployed on a cloud platform since they can tolerate
relatively long network latencies. In contrast, a new emerging class of latency-sensitive
applications require the response time to be lower than a strict threshold, and will
perform poorly under such conditions.
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Figure 2.2 – Cloud computing architecture.

2.1.2 Cloud limitations and the emergence of fog computing

The upsurge in the fields of Artificial Intelligence (AI), autonomous vehicles, and
most prominently IoT have changed the nature of end users. Rather than having
people behind devices transmitting requests to the cloud, it is estimated that by 2025
55% of all the data will be generated by 21.5 billion IoT devices [25] (approximately
63% of all the connected devices [26]). The shift of end users’ nature was combined
with an emergence of new set of IoT applications and other applications like stream
processing and Virtual Reality (VR). Such applications are demanding in terms of
latency and bandwidth.

This growth in the number of connected devices and the introduction of a new
requirements have created new challenges for the cloud architecture:

• Network round trip time: the round-trip time needed for an end user to access
a cloud application is estimated as 40ms for a wired connection and as high as
150ms for a 4G connection [2]. Meanwhile, applications like VR and gaming can
only tolerate end-to-end response times (including network and computatuion
delays) of 20msmaximum [3]. Such low latency cannot be supported even by 5G
where the user-to-Internet latency is reported as 30− 40ms [27, 28].

• Bandwidth: The majority of IoT devices use very little bandwidth, however the
massive number of IoT connected devices can easily congest network links,
specifically those of the Wide Area Network (WAN) [29]. Since the number of
devices is ever increasing, and the technologies that use them is advancing it is
evident that the WAN bandwidth should increase to accommodate them. Yet,
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Figure 2.3 – Fog computing architecture.

the improvements in the field of network technology are slow compared to the
growth of Internet traffic produced by the IoT devices.

We can conclude that the drawbacks of cloud platforms are derived from the network
topology, where all the requests have to traverse long and possibly congested routes to
reach the services. In order to address the issues of network latency and bandwidth,
there is a need for a new computing paradigm that provides resources in the vicinity
of the end users, while preserving the advantage of unlimited cloud resources. Fog
computing is not meant to replace the cloud but rather to extend it with additional
resources located closer to the end-user devices [23].

2.2 Fog computing

Fog computing aims to bridge the gap between the cloud and the connected
devices, providing the end users with resources accessible within their near-range
communication links (see Figure 2.3). This approach guarantees a low
user-to-resource latency derived from the fact that the application can be placed in a
near-range resource. In addition, the bandwidth in the fog layer is managed by the fog
platform and does not suffer an ISP bandwidth limitation.

However, the precise definition and standardization of fog computing technologies
remains a hot research topic. In the research community slightly different definitions
have been proposed [30–34]. These definitions share common characteristics and
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diverge mainly on the definition of the fog nodes. We can say that most of the
researchers in fog computing will agree on the following statements:

• Fog computing provides compute, network, and storage resources.
• A part of the resources is located at the edge, within network low latency from

the end users.
• The fog nodes are not co-located in a single place but rather geographically

distributed over the coverage area.
• A fog computing platform is composed of resources located at the edge as well as

resources located in traditional cloud data centers.
In contrast, different researchers have proposed different types of fog nodes [34]. The
most common are:

• Cellular base stations: commonly referred to as Fog Radio Access Network (F-
RAN) nodes. This architecture takes advantage of the overlapping between the
fog and the Radio Access Network (RAN) at the extreme edge. The fog nodes in
this case are relatively powerful and well connected. Yet, such approach has a
dependency on the telecommunication companies which own the cellular base
stations [35, 36].

• Network elements: specifically WiFi access points and routers. Similar to the
cellular base stations, the access points are distributed at the extreme edge.
Adding some resources to these network elements would make them very
convenient fog nodes but with less resources due to space limitations [37–39].

• Intermediate compute nodes: such as small to medium size servers distributed
on the edge without dependencies on other devices. This approach provides a
tunable resource pool that is relatively capable, but we argue the ease of placing
and connecting such nodes in safe places over the geographical area [29, 40].

• Points of presence (PoPs): some researchers found the convenience of using
very small devices like single board computers, since they are cheap, do not
require a lot of energy, and can be placed practically anywhere. A platform using
such nodes would require large number of them to provide a decent resource
pool [41–43].

In our work, we have chosen to base our efforts on PoPs since they are accessible, and
are commonly used to prototype a distributed fog system. At the same time, an
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implementation running on top of such nodes proves the lightness and the feasibility
of the system. In other words, if this implementation can run on the limited resources
of the PoPs, then in principle it should also work on more capable nodes.

2.2.1 Fog applications

The number of applications that intend to exploit fog computing platforms is
growing. Fog applications are driven by innovative design that requires additional
platform characteristics which can only be delivered if the application instances were
deployed close to the source of traffic [4]. An application implemented in the edge
layer will not only benefit from low latency and bandwidth optimization but also will
take advantage of content caching at a finer granularity. Fog computing offers cost
cutting when implementing a private fog is cheaper than a pay-as-you-go cloud
model. IoT devices can reduce their energy consumption since they have to wait less
to receive their responses. A set of promising use cases for fog computing can then be
categorized by the following categories:

• IoT applications: fog computing was conceptualized with IoT applications in
mind. It can deliver all the requirements of IoT including mobility support,
geo-distribution, and location awareness. As a result, many IoT applications
intend to run on fog platforms [44–50].

• Entertainment applications: this category includes gaming and
virtual/augmented reality applications where a high latency can severely affect
the QoE. Many fog applications require low latencies, although the definition of
"low" varies a lot. Some applications require a low latency in terms of seconds
(e.g. IoT), while other applications require latencies in terms of milliseconds. We
categorize the applications that requires latency in terms of milliseconds as
latency-sensitive applications. The interesting factor of such applications that they
need bounds on their response time where they define a threshold latency. If a
request response time exceed this threshold the QoE gets impacted [47, 51–53].

• Stream processing applications: a stream processing application is a collection
of operators, all of which process streams of data. Applications like video
broadcasting and surveillance are stream processing applications and they have
a dependency on the network bandwidth. The bandwidth optimizations offered
by the fog presents an attraction for such applications [54–58].
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• Others: such as autonomous vehicle [59–61], data storage [62, 63], wearable
technology [51], and smart grids [64].

In the design of fog computing platforms, nodes are close to the end users but
necessarily far from each other. Unlike cloud where the nodes are connected using
high-bandwidth/low-latency network links, fog computing nodes are typically far
away from each other. An application deployed in the fog layer must therefore
provide several replicas to keep a low latency between each end user and at least one
of the application replicas.

This was evident in the survey [4] that shows most of the surveyed applications
are deployed using software distribution to provide a nearby instance for all the
connected devices. This is enabled using software replication where several
application replicas are spawned in different nodes in the fog layer. Other trends were
also detected among the surveyed applications for IoT and stream processing
applications that are based on widely-distributed user-base. Such applications require
a congruent software distribution of the fog nodes and application replicas.

Many fog applications are organized following a Service-Oriented Architecture
(SOA), which involves the deployment of services as units of logic that runs in a
network. As a result each service is responsible for processing a single task, and the
user device contacts these services to get the desired response. The attractive aspect of
this architecture lies in the independence of the service’s replicas, which separates the
concerns between the service’s internal design and the client making use of this
service.

This thesis specifically focuses on implementing a proximity-aware fog computing
orchestration engine for replicated service-oriented applications. We target
latency-sensitive applications which define a certain latency threshold and run on top
of request/reply services.

2.2.2 Fog architecture

Aspreviously discussed, fog computing extends the cloudwith additional resources
located in the immediate vicinity of the end users. The architecture of a fog platform
(shown in Figure 2.3) therefore adds an intermediary layer between the cloud nodes
and the end users. This layer is often referred to as the edge layer. The aggregation of
edge and cloud layers allows the system to process latency-sensitive end-users requests
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on a nearby node. At the same time this paradigm does not prohibit developer from
utilizing the unlimited cloud resources for non-sensitive tasks.

We define the fog as an aggregation of three main layers:

1. End-user layer: This layer consists of the end-user devices such as IoT sensors
and actuators, mobile phones, wearable devices, and autonomous vehicles.
These devices are the origin of the requests that will later be processed in the
fog. The end-user devices are connected to the fog layer through network links
using a variety of mechanisms such as Domain Name System (DNS) redirection
and software-defined networking (we discuss the organization of this access
network in Section 2.5.1).

2. Edge layer: This layer is composed of the fog nodes. It is connected to the end
users using access network and to the cloud using backhaul network. It is
composed of limited resources that are distinguished by their low latency from
the end users. As previously mentioned, we consider the fog nodes as points of
presence that can be as small as single-board computers. The PoPs are
distributed across a potentially large coverage area like a city center or a
university campus. Each end-user device connects to one of the PoPs in order to
reach the desired application. In other words the PoPs are the gateways where
the end users connect and submit their requests. The PoPs are connected to each
other using a “backhaul” network which also gives them an Internet access for
relaying requests toward the cloud.

3. Cloud layer: This layer consists of the traditional cloud where one or more
powerful data centers are connected to each other and to the rest of the Internet.
The cloud layer accommodates extensive compute and storage resources that are
capable of supporting compute-intensive applications.

The differences between the edge layer and the cloud layer can be summarized by:

• User-to-resource latency: The fog nodes communicatewith the end users devices
using access networks such as LAN, WiFi, and the last mile of the LTE networks.
This maintains a low user-to-fog latency compared to a high user-to-cloud latency
where the requests traverse long-distance Internet links.

• Architecture: Themain difference here is the distribution of the nodes in the edge
layer, compared to co-located nodes in the cloud data centers.
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• Resource capacity: The cloud resources can be considered unlimited, compared
to moderate compute and storage capacities provided by the edge.

However these differences do not deprive the application providers from taking
advantages of both layers. The fog layer targets the latency-sensitive tasks and offers
them nearby compute resources, while the cloud layer may handle storage and
compute-intensive tasks.

2.2.3 Challenges of fog computing

Fog computing remains a new concept and no current platform can claim to solve
the wide range of issues it creates. Reaching the point where fog computing attains the
desired results requires one to address a number of challenges:

• Orchestration engine: to implement a fog computing orchestration engine a
number of features have to be supported. Some of these features are already
present in cloud computing, the likes of availability, scalability and fault
tolerance. However the distribution of fog nodes and the limitation in resources
make supporting these features more difficult. On the other hand, a healthy
operation of the fog, and more specifically the edge layer requires features that
support node heterogeneity, light deployment, and proximity-awareness. We
discuss this challenge further in Section 2.3.

• Proximity-awareness: a key feature for a fully-functional fog is the ability to
estimate and integrate the inter-node latencies in the platform design. A set of
technical issues have to be addressed to first implement such measurement
without inducing a network overhead, and to utilize the measurements in
different abstraction layers in the resource management. we discuss this
challenge further in Section 2.4.

• Privacy and security concerns: privacy and security should be addressed in
every layer of the fog. The concerns are often focused on the gateways and the
access control, and their vulnerability to attacks like man-in-the-middle and IP
spoofing. Other security and privacy concerns in authentication, and data
protection have been identified [65, 66]. Preserving a secure platform for the
users’ data and privacy remains a priority and any platform that will be
available commercially must abide by high security standards.
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• Edge layer scalability: the edge layer is widely distributed in a way that provides
every end user with a nearby node. This architecture brings many advantages but
it can be a challenging in terms of scale. In the scenarios of a fog platform like
that of a city center, the nodes will be scattered allover the city. Providing all the
nodes with the means of communication and power can be very challenging, and
designing a scalable platform to control them is still not solved.

This thesis focuses on implementing proximity-awareness in fog computing
orchestration engine. In other words, we focus on the first and second challenges.
Proximity awareness is a key feature for latency-sensitive applications. As a result,
implementing the tools to exploit user-to-resource latency is a requisite for designing
a fully functional fog orchestration engine.

2.3 Kubernetes

Orchestration is the process of managing different applications which coexist in the
same platform. The management of these applications ensures their QoS requirements
by providing the proper resources, whether it is a computing resource measured by the
number of cores andmemory usage, a storage resourcemeasured by the disk space, or a
network resource measured by the assigned bandwidth. The duties of an orchestrator
include the treatment of the workloads and creating the routes for these workloads,
health checks on the applications state, and handling application provider requests to
change the state of the deployment. Orchestration is also referred to as automation since
all the orchestrator’s tasks are done in an automated fashion.

A number of mature orchestration engines are available for cloud computing,
including Kubernetes [11], Docker Swarm [12], Mesos [13], and OpenStack [67].
These engines have stood the test of time and have proven that they are efficient and
reliable in the context of a cluster or a data center. In contrast, fog computing is still in
its early stages, and it does not yet have a dedicated orchestration engine that can
support its specific requirements. In this section we will discuss the motivation behind
choosing Kubernetes as the basis of our efforts, then we continue by explaining how
Kubernetes operates.

44



2.3. Kubernetes

2.3.1 Why Kubernetes?

In the state of the art there exist twomain directions to design future fog computing
orchestration engines. The first is starting from scratch and creating an engine that is
specific for fog computing [68]. In the second direction, researchers are remodeling one
of the cloud orchestration engines to support fog computing [69–71]. Since our work is
targeting proximity-awareness and the set of mechanisms to support it rather than the
engineering task of creating a new orchestrator, we took the second direction where we
implemented proximity-awareness on top of Kubernetes as a proof-of-concept.Wemay
argue that a future dedicated fog orchestrator will eventually outperform a remodeled
one, however the journey for such orchestrator to reach production is a long one.

Kubernetes is an open-source container orchestration platform which automates
the deployment, scaling and management of containerized applications on large-scale
computing infrastructures [11]. It is one of the most popular container orchestration
engines [72]. The Cloud Native Computing Foundation has found in a survey of
respondents from different business sectors that 78 % of the respondents are using
Kubernetes in production [73]. Moreover, Kubernetes is getting recognized as the new
standard of computing. Many industries were able to use Kubernetes at the edge,
proving its flexibility [74]. This drove new efforts for creating extended versions of
Kubernetes specifically targeting the needs of edge/fog computing [75, 76].

A Kubernetes cluster consists of a master node which is responsible for
scheduling, deploying and monitoring the applications, and a number of worker
nodes which actually run the application’s replicas and constitute the system’s
computing, network and storage resources.

We can differentiate Kubernetes from its contenders by its flexible implementation.
Kubernetes is designed as a set of plug-ins which work together to maintain the
system state using feedback control loops. As well, Kubernetes as a software does not
provide application-level services, such as middlewares, databases, caches, nor cluster
storage systems. This approach makes Kubernetes very lightweight. The developer
can then implement the application-level services as plug-ins. This makes Kubernetes
very attractive for fog computing, since application providers may select what tools
they want to be included, rather than having a monolithic platform that can do
everything.

Another factor that motivated the use of Kubernetes for our case scenario was the
ease of modifying the system just by adding plug-ins, which makes it easier for the
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Figure 2.4 – Organization of a Kubernetes service. “Service X” forwards requests
towards three pods located in three different nodes, whereas “Service Y” serves only
one pod.

developer to update the system during runtime, rather than getting a new source code
with the modification and then compiling and implementing everything. Several
other researchers made the same choice of basing experimental fog platforms on
Kubernetes [69–71, 77].

2.3.2 Application model

Kubernetes deploys every application instance in a Pod, which is a tight group of
logically-related containers running in a single worker node. The containers which
belong to the same pod expose a single private IP address to the rest of the
Kubernetes system, and they can communicate with one another using an isolated
private network.

Pods are usually not managed directly by the developers. Rather, application
developers are expected to create a Deployment Controller which is in charge of the
creation and management of a set of identical pods providing the expected
functionality. A Deployment Controller can dynamically add and remove pods
to/from the set, for example to adjust the processing capacity according to workload
variations or to deal with end-user mobility. Maintaining data consistency between
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pods is under the responsibility of the application developers. Kubernetes does not
provide any support for implementing this data consistency.

Pods can be created and destroyed dynamically. This leads to a problem where an
end user who wants to communicate with the pods must keep track of the IP
addresses of the current running pods. In Kubernetes, a Service is an abstraction which
defines a logical set of Pods and a policy by which incoming requests are routed to
them. As illustrated in Figure 2.4, a set of identical pods can be made publicly
accessible to external end users by creating a Service which exposes a single stable IP
address and acts as a front end for the entire set of pods.

Although a Kubernetes service is conceptually a single component, it is
implemented in a highly distributed manner. When a worker node receives a request
for an application’s service IP address, the request is further routed internally to the
Kubernetes cluster using kernel-level DNAT (Destination Network Address
Translation) which chooses one of the service pods’ private IP address as a
destination. When the application comprises more than one pod, Kubernetes
load-balances requests equally between all available pods. Unlike the most common
load balancers for cluster computing which run in layer 7 of the OSI model, the
Kubernetes services route packets using iptables in layer 3.

Internal request routing is implemented by a daemon process called kube-proxy
which runs in every Kubernetes node. When the Kubernetes master node detects a
change in the set of pods belonging to a service, it sends a request to all kube-proxy
daemons to update their local IP routing tables (see Figure 2.4). Such changes may be
caused by an explicit action from the system such as starting or stopping a pod, or by
a variety of failure scenarios.

The kube-proxy daemons are in charge of updating the kernel-level routing
configuration using iptables or IPVS. For each service’s IP address, kube-proxy creates
rules which load-balance incoming connections among the service pods’ private IP
addresses. As shown in Figure 2.5, network traffic is addressed toward a Serving node
which contains the actual Serving pod that will process the incoming request.

In the standard Kubernetes implementation, every incoming connection has an
equal probability to be processed by each of the service pods. This load-balancing
strategy is very sensible in a cluster-based environment where all service pods are
equivalent in terms of their functional and non-functional properties. However, it
clearly does not fit our requirement of proximity-based routing in the context of a fog
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computing platform. one objective of our work is therefore to re-design the internal
network routing in Kubernetes such that every gateway node creates specific local
routes that favorize nearby pods. In a broadly geo-distributed system such as a fog
computing platform this will significantly decrease the mean and standard deviation
of network latencies experienced by the end users, thereby providing them with a
better and more predictable user experience.

2.3.3 Pod scheduling

When a new pod or group of pods is created, the Kubernetes scheduler is in
charge of deciding which worker nodes will be in charge of executing them. Figure 2.6
illustrates the two phases of the scheduling process. The scheduler first builds a list of
nodes which are capable of executing the new pod (e.g., because they have sufficient
available resources to accommodate the new pod). Second, it ranks the “feasible”
schedules according to some policy, chooses the schedule with the greatest score, and
stores this decision in an object store. In every worker node, a Kubelet daemon
periodically checks this object store and deploys any pod assigned to it which was not
created yet.

2.3.4 Resource discovery

Kubernetes uses etcd to store the state of the cluster which is defined as a
distributed, reliable key-value store for the most critical data of a distributed
system [78]. It presents a reliable way to store data that needs to be accessed in a
distributed system. Any application can use etcd to save and update its data as

48



2.4. Network Proximity

Create Pods Schedule Pods Deploy Pods

Request a
Deployment Deployement

Controller

Pod Objects
Created Kubernetes

Scheduler

Pods
Assigned

Running
PodsKubelet

S4

S1 S2

S3 S4

S5 S6

S7 S8

S1

S3 S4

S8

S4

S8

S1

S3

Score: 8

Score: 7

Score: 4

Score: 3

All Schedules Feasible Schedules Ranked Schedules

Final 
Solution

Filter Score

&
Rank

Assign

Figure 2.6 – Kubernetes’ scheduling process.

key-value pairs. The key-value store preserves the previous versions of a key-value
pair when its value is superseded with new data.

In Kubernetes, etcd is deployed as a pod or a set of pods. The state of the cluster
includes the current system configuration, the status of the nodes and pods, and the
specification of the deployments. As a result, etcd is the main tool Kubernetes uses for
resource discovery.

Kubernetes was designed to manage computing resources in cluster-based or
cloud-based environments. As a consequence, it considers all worker nodes as
functionally equivalent since it have no notion of node proximity to the end users. For
Kubernetes to become suitable for fog computing scenarios, we aim in this work to
modify its application and scheduling models to make them fog-aware.

2.4 Network Proximity

In the edge layer of fog computing platforms, nodes are located close to the end
users but necessarily far from each other. This distribution requires one to accurately
estimate the network latency between the nodes. Such measurement is essential for
healthy operation of the fog platform.

Figure 2.7 depicts an application deployed in the edge layer. Each circle represents
a fog node located over the map of France, which represents the coverage area. For the
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sake of simplicity, we consider in this example that the inter-node network latency is
proportional to the geographical distance in the map. A subset of the nodes hold a
replica of the application, these nodes are identified by the blue color. A user
connected to the edge layer gets connected to one of the nodes using the access
network. Requests submitted by the user are then further routed toward an
application replica by the Kubernetes services.

As discussed in Section 2.2.1, latency-sensitive applications must process their
requests within a certain deadline otherwise the users will suffer from a degraded
QoE. This condition cannot be achieved without an accurate estimation of the network
latency and proper detection of the sources of load.

In a replicated service-oriented application, the measurements of the inter-node
latencies can be essential over three different levels of resource management:

• Level 1: Routing
Any node in the edge layer may receive and relay requests toward the application
replicas. As a result, the node should make the decision of which replica should
handle which request. In Kubernetes, the simple approach of equally balancing
the load over the different replicaswould lead to suboptimal performance in terms
of latency. A node should therefore have themeans to distinguish between nearby
nodes and far away ones, such that a request should have a higher probability in
getting routed to a replica hosted in a nearby node. We address this challenge in
Chapter 4.

• Level 2: Placement
Routing a request to a nearby replica requires two conditions: the first is
proximity-aware routing, and second is the availability of a replica hosted in a
nearby node. In consequence, placing an application replica in such
geo-distributed layer should depend on the location of the sources of traffic, and
their proximity to the applications replica such that a latency-sensitive
application can meet its latency threshold. Since the load received by a fog
platform may vary over time, a change in the sources of traffic and/or inter-node
latencies may change during the operation. The placement problem then has to
be treated dynamically, and a re-placement should occur once a change in the
load and platform characteristics is detected. Two different proximity-aware
placement solutions are detailed in Chapters 5 and 6.
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Figure 2.7 – A visual reference of a deployed application and the different layers of
resource management.

• Level 3: Autoscaling
The resources in the edge layer are both precious and limited. The number of
deployed replicas per applications must therefore be optimized to avoid over
provisioning while at the same time to provide a nearby unsaturated replica for
all the end users. As a result autoscaling should not only depend on the size of
the current load but also on the location from where this load was transmitted,
and the application latency threshold. Similar to the placement challenge,
autoscaling should be done in a dynamic matter to take the location and the
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Figure 2.8 –Accuracy of Vivaldi latency predictions for a newly joined node in a 12-node
cluster.

intensity of load into account before changing the size of the placement. We
present an autoscaling algorithm in Chapter 6.

From these three challenges we can conclude that a replicated service-oriented
application implemented in fog computing requires information regarding the
proximity between the fog nodes. This information serves the purpose of meeting the
network latency threshold required by the applications. At the same time, the
dynamicity of the load requires the resource management to be dynamic as well. To
achieve proximity-aware routing, placing, and autoscaling in the fog platform we
therefore have to provide an accurate estimation of the inter-nodes latency (discussed
in Section 2.4.1), process the end-user requests within a certain threshold (discussed
in Section 2.4.2), and take into account the load variation (discussed in Section 2.4.3).

2.4.1 Latency estimation and Vivaldi coordinates

Data center networks often follow very complex topologies to provide cloud users
with many interesting properties such as excellent bisection bandwidth and resilience
toward a wide range of possible disruptions. They often have excellent performance
which means that the inter-node latencies within a data-center are usually low enough
to be ignored in practice. Nodes in a data center may be located far from the end users,
but they are very close from each other. This is the reason why orchestration systems
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such as Kubernetes, which were designed for data center environments, do not make
any attempt at routing end user requests to nearby nodes.

However, in fog computing environments, resources are physically distributed
across some geographical area in order to provide compute, storage and networking
resources in the immediate vicinity of the end users.

There are many ways to represent proximity. For example, the broad availability of
inexpensive GPS receivers makes it easy to measure the geographical distance between
nodes.However, geographical distance is known to be a poor predictor for route lengths
or network latencies in large-scale network infrastructures [79]. We therefore prefer
directly relying on network latency as the measure of proximity.

To avoid the overhead of periodically measuring n2 pairwise latencies between n

nodes, our work relies on Vivaldi coordinates for modeling the latencies between
nodes [16]. Vivaldi is a distributed, lightweight algorithm to accurately predict the
latency between hosts without contacting them. Using Vivaldi, a node in the cluster
can easily compute the latency with all the nodes by communicating with only a few
of them.

We specifically use Serf, a mature open-source tool which maintains cluster
membership, detects failures, and offers a robust implementation of Vivaldi
coordinates [80]. Serf is based on a gossiping protocol where each node periodically
contacts a set of randomly-selected other nodes, measures latencies to them, and
adjusts their Vivaldi coordinates accordingly. Latency between any pair of nodes is
modeled as the Euclidean distance between their respective Vivaldi coordinates. The
end result is a lightweight and robust system which can produce accurate predictions
of inter-node latencies.

Figure 2.8 depicts the accuracy of latency predictions produced by Serf.
Immediately after a fresh node joins a 12-node cluster, its latency predictions are
highly inaccurate. However, the system converges very quickly. Roughly 20 seconds
after startup, the prediction error consistently remains below 20%, and stabilizes in
the order of 10%. In a fog computing system where latencies between nodes are
expected to belong to a wide range of values, this level of prediction accuracy is
largely sufficient to distinguish a nearby node from a further away one.
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Figure 2.9 – Optimizing the mean or the tail latency.

2.4.2 Optimizing the mean or the tail latency

Fog computing platforms were created for scenarios where the network distance
between the user devices and the application instances must be minimized. For
instance, virtual reality applications usually require a response times under 20ms.
Such applications “need to consistently meet stringent latency and reliability constraints.
Lag spikes and dropouts need to be kept to a minimum, or users will feel detached [3].”
Aiming to minimize the mean latency between the user devices and their closest
replica does not allow one to provide such extremely demanding type of guarantees.

To illustrate the difference between placements which optimize the mean or the
tail latency, we explore 50 randomly-chosen placements of 4 replicas within a
22-nodes testbed (further described in Chapter 5). We then select the two placements
which respectively minimize the mean (“Mean”) and the number of requests with
device-to-closest-replica latencies greater than a threshold L = 28ms (“Tail”).
Figure 2.9 compares the cumulative distribution functions of the obtained latencies
delivered by the two placements. Mean delivers very good latencies overall, and it can
process many more requests under 20ms compared to Tail. However, when zooming
at the end of the distribution, we see that roughly 5% of requests incur a latency
greater than 28ms, and up to 32ms. The users who incur such latencies are
disadvantaged compared to the others, and are likely to suffer from a bad user
experience.
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Figure 2.10 – Load variation according to time and space.

On the other hand, with the same number of replicas, Tail guarantees that 100% of
requests incur latencies under 27ms. Although the mean latency delivered by this
placement is slightly greater than that of the Mean placement, this configuration is
likely to provide a much more consistent experience to all the application’s users.

In this thesis, we therefore aim to find replica placements which minimize the tail
device-to-closest-replica latency, while maintaining acceptable load balancing between
the replicas.

2.4.3 Non-stationary traffic properties

Any online application which processes incoming requests from an unbounded
user population notoriously experiences significant workload variations across
time [17]. This also applies to fog applications. However, geo-distributed systems
such as fog computing platforms must not only handle variations of the aggregate
workload produced by their entire user population, but also variations in the location
from which the users generate their traffic.

To highlight the non-stationarity in time and in space experienced in the fog, we
analyze a geo-distributed request workload derived from telecommunication traffic
traces from the Trentino region in Italy, and emulated proportionally to the number of
Internet requests per user found in the trace [81].
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Figure 2.10 shows the aggregated requests of users in 10 different areas of the city
of Trento, and highlights the traffic produced by three of them. Overall we see a
typical day/night pattern where most of the workload is produced between 9 am and
11 pm. However, different zones observe workload peaks at different times of the day.
Commercial districts with shopping malls and offices peak at 12 pm and 4 pm,
whereas residential areas peak at 7 pm and nightlife neighborhoods peak at 11 pm.

For a replicated service-oriented fog application, this means that application
replicas should not only be created in the morning and removed in the evening to
follow the aggregated traffic intensity. Also during the day, to maintain proximity
between the users and the application, replicas must be created/deleted/relocated
from one neighborhood to another.

2.5 A complete fog computing architecture

In this section we summarize the conditions and assumptions we took to define the
scope of this work. First we dive deep in the network model suggested for the edge
layer. Then we present the components of an application running on top of Kubernetes
and their characteristics.

2.5.1 Network model

A fog computing network is responsible for carrying packets from the end user to
the application’s resources. This includes resources both located at the edge layer and
at the cloud data centers. As explained in Section 2.2.1, we target latency-sensitive
applications. For these applications all the resources will be located at the edge. As a
result, we focus in our network model on the routes from the end users toward the
edge layer application resources.

The journey of a packet in fog computing starts at the end users layer, where a user
submits a request in the form of a network packet toward the application’s replicas. As
explained in Section 2.2.2, an end user device can be an IoT device, a mobile phone, a
wearable technology, or an autonomous vehicle. Our work is agnostic to the nature of
end users an it rather focuses on the applications they are communicating with.

After the request is transmitted it will pass through multiple routing levels
presented in Figure 2.11:
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Figure 2.11 – Routing a request from the end user to the application replica.

• First step: access network.
A variety of mechanisms such as DNS redirection and software-defined
networking must be first used to route the request to any node belonging to the
Kubernetes system. This means in particular that every node in Kubernetes
(which may or may not contain a pod of the concerned application) can actually
act as a Gateway node between the end users and the Kubernetes system.

When using Kubernetes as a fog computing platform, we assume that the fog
platform is somehow able to route end user traffic to a nearby gateway node. In
our implementation every fog compute node also acts as a WiFi hotspot to which
end user’s devices may connect to access the system. This organization naturally
routes every request to a Kubernetes node in a single wireless network hop.
Other implementations may rely on a wide variety of technologies such as LTE
and Software-defined networking (SDN) to provide the same functionality. Note
that every fog computing platform must necessarily implement such a
mechanism, otherwise it would not be able to provide any form of network
proximity between the end users and the fog resources serving them.

• Second step: Iptables routing.
In Kubernetes, a packet directed toward an application holds the application
service IP as its destination. The packet passes through the chains of Iptables,
where it will be forwarded to the application-specific chain which represent a
Kubernetes application service.

• Third step: internal request routing to one of the application’s replicas.
The packet is further routed internally to the Kubernetes cluster using DNAT
which chooses one of the service pods’ private IP address as a destination. When
the application comprises more than one pod, the Kubernetes service is
responsible for selecting one of the replicas to handle the incoming packet (see
Figure 2.5).
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Figure 2.12 – The application model in our scope.

2.5.2 Replicated service-oriented applications in Kubernetes

As explained previously, an application in Kubernetes runs as a deployment
consisting of a set of pods. In our case we consider that all the application’s pods are
functionally identical and represent the application’s resources. Each pod in the
deployment is a service replica which can receive a request, execute the appropriate
function and respond with an answer. We assume that the application replicas process
the entire request with no additional calls to other services.

Although the time needed to process the request is application-specific, in this
work we decided to ignore this part of the end-to-end request latency. We rather try to
minimize the network round trip time, and consider the execution time of the request
as out of our scope.

We target latency-sensitive applications like VR, AR, and gaming. Latency-sensitive
applications have threshold that need to be respected, otherwise a violation in latency
can lead to a degraded QoE. Elasticity is another feature that we consider in our work,
such that the application replicas either have their own means of reaching consistency,
or they are elastic and are not affected by inconsistent replicas. In general, we consider
the matter of replica’s consistency maintenance out of our scope.

The resources of a replicated service-oriented applications have to be handled in a
different manner when implemented in fog computing. Rather than focusing only on
the number and size of the resources, in a geo-distributed fog the location of the
resources can as well affect the performance of such applications. Resource
management in the edge layer should also be influenced by the threshold of
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latency-sensitive application. The deployment of the replicas should guarantee a
round-trip latency lower than the application’s threshold.

As a result, the ultimate objective of this thesis is creating algorithms that can
provide such demanding requirements. Respecting such threshold requires one to
first enable a proximity aware routing, which we have done by implementing
Proxy-mity presented in Chapter 4. However, routing alone is not sufficient to
guarantee all users’ request will be returned within the latency threshold. We
thereafter implemented placements algorithms, Hona in Chapter 5 and Voilà in
Chapter 6 that creates a dynamic placement based on the location of the sources of
traffic. To amount for the changing load size and the non-stationary load we as well
implemented an autoscaling algorithm in Voilà.

59





Chapter 3

STATE OF THE ART

In a fog computing platform, edge-layer resources are limited in numbers and in
computing capacity while remaining essential for a wide array of applications. This
has made resource management in fog computing and specifically in the edge layer a
hot research topic. Numerous resource management mechanisms have therefore been
proposed to address various aspects of fog computing resource management [82, 83].

Different authors have chosen different approaches to target a multitude of
resource scheduling challenges in the fog. The many combinations of system model,
application model, virtualization technique, type of requests, and optimization
objective have produced different strategies for resource management in fog
computing:

• System model: numerous platforms like MEC [84–87], F-RAN [35, 36, 88, 89],
and Multi-tier [43] computing can be considered one way or another as a form
of fog computing. However, each one of these platform features a unique set of
requirements to be delivered through resource management. For example, MEC
resource management focuses on the layer where the users tasks are executed.
F-RAN resource management in the other hand divides the incoming requests
according to the cellular base station where the end users are connected.

• Application model: as explained in Section 2.2.1, various classes of applications
are intended to make use of the fog platforms. However, different types of
applications require different resource management mechanisms [4, 90]. Most
notably, stream processing and latency-sensitive applications’ resource
management should be carried away as application-centric, since the objective is
to guarantee the application’s QoS. In contrast, resource management for less
demanding applications is typically handled as platform-centric where the
objective is to improve the platform performance in terms of energy
consumption and/or resource provisioning.
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• Virtualization techniques: Much like cloud platforms, fog platforms’ edge-layer
rely on virtualization techniques to support multi-tenancy and increase resource
utilization. For resource-efficiency reasons, most fog computing platforms rely on
lightweight container technologies rather than virtual machines [41], enabling
one to envisage fog computing platformsmaking use of edge resources as limited
as Raspberry Pis [85, 91, 92]. The choice of virtualization techniquemay influence
the scheduling algorithms. For example, the time needed for a Virtual Machine
(VM) to boot up should be taken into account in the scheduling algorithm. In
contrast, containers boot up is much quicker. Although containers deployment on
modest machines may be painfully slow, a variety of techniques have been proven
to significantly speed up this operation [93]. In such cases, the deployment time
of containers can be considered relatively negligible compared to that of VMs.

• Type of requests: the type of expected workload influences the choice of
resource management techniques. In the literature, some researchers consider an
application request as an encapsulated task which must execute in the edge layer
without previously reserved resources. In other cases, like in our approach, we
consider the request as a set of parameters that will be executed in an already
deployed application resource. This distinction drives two very different sets of
requirements for the resource management.

• Optimization objective: different authors follow different objectives for the
resource management [4, 33, 82]. The objective depends mainly on the type of
target application and the proposed system model. Resource management
objective can be: latency minimization [94–96], energy optimization [97–99],
resource utilization [100], network usage [70], etc.

As discussed in Section 2.4, we consider three levels of resource management.
Although the literature targets different aspects and objectives of resource
management in fog computing, we can still categorize the contributions according to
these levels. The first level deals with assigning user requests and tasks to applications
resources. We define service placement and re-placement as the second level of
resource management. Finally, the third level concerns the autoscaling of the
provisioned resources. We discuss these three levels in turn.

62



3.1. Workload routing

Task X

User's Device

Local 
Execution

Sc
he
du
le
r

Gateway
 Execution

Gateway Node

Offload To
  

the Edge layer

Horizontal

Offload

Vertical

Offload

Another 
Edge Node

Cloud
Node

Figure 3.1 – Offloading in fog computing.

3.1 Workload routing

Workload routing controls the flow of the users’ workload toward the fog
resources. Two directions in workload routing can be distinguished. The first one
considers the users’ requests as encapsulated tasks that will provision a resource,
execute, and then release the resource. Another direction considers the applications as
a set of replicated service-oriented server processes that receives operation parameters
via user’s request and then return the output of the operation. In this case the
resources are provisioned prior to receiving the users’ requests. Throughout this
section we will refer to the workload as a set of service-oriented requests. When the
applications work by provisioning and releasing a resource it will be refereed to as a
set of tasks that may be offloaded to the fog.

3.1.1 Task offloading

Offloading is the process of relocating a task from one node to another. Offloading
techniques are designed to optimize resource utilization in terms of cost, energy
consumption, or response time. This concept is popular in Mobile Cloud Computing
(MCC), where the application decides whether to execute on the user device or to be
offloaded to a cloud data center [98]. With the introduction of Mobile Edge Computing
(MEC), this concept gained a similar traction, however with an access to two different
types of resources, the edge resources and the cloud data centers [87].

Figure 3.1 showcases a typical offloading scenario where an end user device can
either process the task locally, otherwise the task will be offloaded to the fog platform.
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In the fog platform also a gateway node can decide to process the task locally or offload
it horizontally to another edge node, or vertically to a cloud node.

Among the many papers that proposed an offloading technique, a number of them
have worked on reducing application response time.Mukherjee et al. reduce the overall
task completion latency by solving a quadratically constraint quadratic programming
optimization problem [94]. Vu et al. offload services in fog radio access networks to
optimize the energy consumption and offload latency [89]. Yousefpour et al. propose
a delay-minimizing offloading policy for fog nodes to reduce service delay for the IoT
nodes [101]. Sun et al. propose the ETCORA algorithm to solve the energy and time cost
minimization problem for IoT-fog-cloud architecture [99]. Basic et al. propose a fuzzy
handoff control to avoid tasks being offloaded horizontally between edge nodes. The
algorithm takes the application response time as an indicator whether to move the task
to another node [102].

Although these works optimize tasks execution latency, most of the presented
articles are designed for IoT applications and the deadlines associated with such
applications. Also in the majority of the presented work, the edge layer’s network
latencies are either not considered [94, 99] or defined as a constant between all the
nodes [89, 101].

In contrast, our work targets latency-sensitive applications with latency thresholds
as low as 20ms. A design based on transmitting a task and waiting for the resource to
be ready before the execution is not appropriate for such applications. Also, choosing
some tasks to be processed in the backend cloud does not allow one to reduce the tail
execution latency. In this thesis, we thus aim at processing all the requests in the fog
layer, without offloading to a backend cloud.

3.1.2 Request routing

A replicated service-oriented application hosted in the cloud often uses a proxy to
balance incoming requests over the available replicas. In fog computing however, the
responsibilities of the proxy are not limited to load balancing between a set of
functionally equivalent replicas, but rather extend to routing the requests toward the
nearest available replica. In the literature, a number of routing techniques have been
suggested to optimize latency, energy consumption, and backhaul network traffic
while maintaining a balanced load [103, 104].
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In the field of Vehicular Ad hoc NETworks (VANETs), a moving vehicle requires a
dynamic update of the nearby resources to establish routes between the vehicle and
an edge node. Lu et al. propose the IGR routing scheme [105]. Based on the street map
and the position of vehicles, IGR selects the routing path according to the packet error
rate of each link and vehicle density of each street. SFIR takes advantage of SDN and
fog computing technologies to improve data forwarding in vehicle-to-vehicle
communication [106]. Kadhim et al. presented an energy-efficient multicast routing
protocol based on SDN and fog computing [97]. This protocol exploits a mathematical
model to select the optimal multicast path with minimum energy and take into
account deadline and bandwidth constraints. Yet, routing in VANETs is designed with
mobility in mind and aims at providing a reliable link to the destination resources. In
contrast, our approach focuses on delivering a low user-to-resource latency by
exploiting the inter-nodes latencies.

PiCasso is a container orchestration platform that specifically targets edge clouds
with a focus on lightness and platform automation [68]. The developers of PiCasso
intend to develop a service proxy that will redirect user’s requests to the closest node.
However, no technical detail is provided in the paper.

Puthal et al. propose a secure and sustainable load balancing technique which aims
to distribute the load to the less-loaded edge data centers [107]. Similarly, Beraldi et al.
propose a cooperative load balancing technique to distribute the load over different
edge data centers to reduce the blocking probability and the task overall time [108].
Although these algorithms improve the application’s performance by preventing over
saturation, these techniques do not aim to reduce the network latency between the end
user and the fog node serving them. Also, they were evaluated using simulations only,
with no actual system implementation.

Kapsalis et al. propose a fog-aware publish-subscribe system which aims to deliver
messages to the best possible node according to a combination of network latency,
resource utilization and battery state [109]. To our best knowledge this is the only
proposed fog system which aims, similarly to our work, at implementing a trade-off
between proximity and fair load balancing. However, this approach was implemented
and evaluated only in simulation. It is unclear how network latencies, resource
utilization and battery states would be measured in a real implementation nor how
messages would be routed to their destination without being dispatched by a single
central broker node.

65



Chapter 3 – State of the art

Table 3.1 – Literature classification for application placement algorithms.
Type Ref. Dyn. Rep. Obj. Eval. Type Ref. Dyn. Rep. Obj. Eval.
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[121] 7 7 RT,RU Sim
[114] 7 7 RT Sim [122] 7 3 DT Testbed
[115] 7 7 RT Sim [123] 7 7 PX,DT Sim
[116] 3 3 RT Sim [124] 7 7 PX Sim
[117] 3 3 RT Sim [125] 7 7 PX,RU Sim

V
M

[118] 7 7 NU Sim [126] 3 7 PX,DT Testbed
[119] 7 3 NU Sim [127] 3 3 PX,RU Testbed
[120] 3 3 NU Sim Hona 3 3 PX,LB Testbed+Sim

Voilà 3 3 PX,ST Testbed+Sim

We present Proxy-mity, our solution for requests routing in fog platforms.
Proxy-mity estimates the inter-node latencies using Vivaldi coordinates then
automates the pod selection process by implementing a trade-off between proximity
and fair load balancing. The request routing take place in the IP layer using
kernel-level iptables, which ensures fast redirection.

3.2 Placement and re-placement

As mentioned previously, in fog platform users’ requests are routed toward
already deployed application instances. The request can be a database query, a set of
parameters to be executed on a service, or a request for image/video processing.
Unlike the encapsulated tasks for which the resources are reserved and released,
requests are routed toward a set of unique application instances that can handle the
request. This approach requires one to place the application instances in nodes that
improve the overall performance of the application. The performance optimization is
tied to the choice of nearby nodes that have enough resources to support the
application’s instance.

The instances placement problem has been extensively studied since the creation
of the first geo-distributed environments such as content delivery networks [110–112],
and a very large number of papers have been published on this topic.

Table 3.1 presents the most relevant recent publications on replica placement in fog
and edge computing systems [113–127]. The papers are classified along multiple
dimensions:
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Type describes what is being placed. Data placement focuses on decreasing the
download delay of cached items by placing specific cache in a specific
location [114–117]. In contrast, VM placement typically aims to reduce network
usage [118–120], while service placement optimizes mostly network proximity and
resource utilization [123–127].

Dynamicity (Dyn) is important in systems which may experience considerable
workload variations over time. Many papers focus on the initial placement problem
only, without attempting to update these placements when the workload changes.

Replication (Rep) indicates whether the proposed systems aim at placing a single
object instance, or a set of replicas.

Objective (Obj) represents the metric(s) that the placement algorithms aim to
optimize: Response Time (RT) represents the overall response latency including
network and processing latency; Network Usage (NU) is the volume of backhaul
traffic; Resource Utilization (RU) is the effective use of the available resources;
Deployment Time (DT) is the time needed for the algorithm to find and deploy a
solution; Availability (AV) is the probability that a system is operational at a given
time; Proximity (PX) is the latency between end-user and the closest application
instance; Load Balancing (LB) is the distribution of the load over application’s
replicas; and Saturation (ST) is the performance degradation induced by overloaded
replicas.

Evaluation (Eval) of placement algorithms is often done using simulators such as
CloudSim [128] and iFogsim [129] to evaluate their solutions. However, some
authors also use actual implementations and evaluate them in a real environment or
a testbed.
Few papers in Table 3.1 propose dynamic placement algorithms for replica sets. Yu

et al. study the placement of replicated VMs in order to minimize the backhaul network
traffic [120]. The algorithm considers the proximity of end users to the fog nodes, but
does not take the proximity between distributed fog nodes into account.

Aral et al. [116] and Shao et al. [117] propose dynamic replica placement
algorithms for data services in edge computing. Similarly, Li et al. [127] present a
replica placement algorithm to enhance data availability. All these papers use the
mean latency as their metric for response time evaluation. However, as discussed in
Section 2.4.2, optimizing the mean latency does not necessarily imply an improvement
in the human-perceived quality of service as it does not give guarantees on individual
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request response time [130]. These papers [116, 117, 127] also do not consider the
impact of load distribution over the replicas on the application performance. Finally,
only [127] has implemented and tested its proposed algorithms in a real testbed.

In contrast, to our best knowledge, our contributions Hona and Voilà present the
first dynamic replica placement algorithms which aim to maintain the tail latency
within pre-defined bounds. Hona (presented in Chapter 5) finds a solution based on
tail latency and load balancing to ensure a fair distribution of the load over a fixed size
replicaset [19]. Voilà (presented in Chapter 5) on the other hand has the capability to
scale the replicaset’s size according to the tail latency and the pods’ saturation [20].
Hona and Voilà solve the dynamic placement problem based on the network routes as
well as the distribution of traffic, and have been implemented in a mature container
orchestration system.

3.3 Autoscaling

Fog computing applications are expected to face workload variations throughout
the day. Such variations can take the form of variations as function of time–for
example, the typical day/night patterns– as well as variation in terms of the sources of
traffic induced by the non-stationary nature of the end users. As a result, an
autoscaling scheme must be implemented to scale the application resources to adapt
for the perceived changes in the workload.

Although autoscaling has been extensively studied over the previous decades, its
application in the context of fog computing platforms remains nascent. This can be
attributed to the prevalent spread of vertical offloading as an alternative for
autoscaling [82]. If an application is facing saturation in the provisioned computing
resources, then the straightforward solution would be offloading a part of the requests
to the cloud. Although such approach is valid for certain types of applications, this
approach does not offer a feasible solution for latency-sensitive applications, for all the
reasons mentioned in Section 3.1.1.

Nevertheless, the literature includes a wide range of autoscaling techniques in
similar platforms. Autoscalers designed for general-purpose Kubernetes clusters aim
at providing a seamless service for the application users [131–133]. Geo-distributed
computing environments autoscalers aim at selecting the nearest available
resource [134, 135]. Furthermore, countless autoscaling algorithms for cloud
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computing which have various objectives like cost reduction, performance
optimization, etc. [136].

Few papers propose auto-scaling systems designed for fog computing platforms.
Zheng et al. propose to vary the number of pods according to the load, but does not
address the question of pod placement nor efficient routing between the end users and
their closest pod [77].

On the other hand, ENORM aims to reduce latency between users and computing
devices, and the network traffic to the cloud [137]. However, it chooses the resources
regardless of their location, and essentially considers every fog node as equivalent to
one another. ORCH proposes to dynamically add compute nodes in the system to
resolve workload surges [96]. In contrast, we consider the set of worker nodes as a
constant and aim to place the right number of replicas in the right set of nodes.

To our best knowledge, Voilà is the only dynamic fog resource manager which
considers at the same time auto-scaling to adjust the necessary number of application
replicas across any significant variation of the request workload,
placement/replacement to choose where these replicas should execute, and routing of
end-user request to nearby replicas [20]. It aims at optimizing the tail request latency
rather than its mean while avoiding replica overloads. Voilà’s autoscaling and
placement algorithms, and their evaluations, are presented in Chapter 6.

3.4 Conclusion

Figure 3.2 places our contributions in a visual representation of the discussed state
of the art. Each of our contributions targeted a problem and provided a lightweight
solution that was implemented on top of Kubernetes. Our contributions were
evaluated both using a realistic testbed to validate the feasibility, and simulation to
validate the scalability. The figure highlights our contributions that focused on
latency-aware resource management. Each of the contribution include a solution for
specific resource management challenges. In contrast, the accumulation of our three
contributions presents a complete solution for all three levels of resource
management. Our contributions were implemented on top of Kubernetes, although
one may argue that the same algorithms can be easily adapted for any other
orchestration engine.
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Chapter 4

PROXIMITY-AWARE REQUEST ROUTING

In this chapter, we present Proxy-mity, a proximity-aware traffic routing system for
distributed fog computing platforms. It seamlessly integrates in Kubernetes, and provides very
simple control mechanisms to allow system administrators to address the necessary trade-off
between reducing the user-to-replica latencies and balancing the load equally across replicas.
The evaluation shows that Proxy-mity can reduce average user-to-replica latencies by as much
as 90% while allowing the system administrators to control the level of load imbalance in their
system.
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4.1 Introduction

A large range of emerging fog computing applications such as augmented reality
and autonomous driving systems need to serve numerous users or devices at the
same time. To maintain proximity, these applications deploy multiple instances in
relevant locations and provide a homogeneous interface to their users through the use
of classical data partitioning and/or (partial) replication techniques. In this model,
from a functional point of view any interaction with the application may be addressed
to any instance of the application, but performance-wise it is highly desirable that
interactions are addressed to nearby nodes.

A geo-distributed system such as a fog computing platforms must necessarily
choose a suitable trade-off between resource proximity and load-balancing. A system
which would always route every request to the closest instance may face severe load
imbalance between instances if some users create more load than others [15]. On the
other hand, systems like Mesos [13], Docker Swarm [12] and Kubernetes [11]
implement location-unaware traffic redirection policies which deliver excellent
load-balancing between application instances but very suboptimal user-to-resource
network latencies.

In this chapter, we propose Proxy-mity, a proximity-aware request routing plugin
for Kubernetes. We chose Kubernetes as our base system because it matches many
requirements for becoming an excellent fog computing platform: it can exploit even
very limited machines thanks to its usage of lightweight containers rather than VMs,
while remaining highly scalable and robust in highly dynamic and unstable
computing infrastructures. Our approach can however be adapted to integrate in
other container orchestration systems.

Proxy-mity exposes a single easy-to-understand configuration parameter α which
enables system administrators to express their desired trade-off between
load-balancing and proximity (defined as a low user-to-instance network latency). It
integrates seamlessly within Kubernetes and introduces very low overhead. In our
evaluations, it can reduce the end-to-end request latencies by up to 90% while
allowing the system administrators to control the level of load imbalance in their
system.

This chapter is organized as follows. In Section 4.2, we showcase the design of
Proxy-mity, how proximity is measured using Vivaldi coordinates, how the trade-off
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between proximity and load balance is implemented, and how the algorithm was
implemented in the iptables routes. Section 4.3 evaluates the performance of
Proxy-mity using a realistic testbed and simulations. Finally, in Section 4.4 we
conclude.

4.2 System design

Proxy-mity 1 is a plug-in designed to integrate in a Kubernetes system and
implement proximity-aware traffic routing. It however has very few dependencies
with Kubernetes and may arguably be adapted to work in different platforms.

Similarly to the standard kube-proxy Kubernetes component, Proxy-mity is
deployed in every worker node of the system. It continuously monitors network
latencies with the other worker nodes using Serf [80], a lightweight implementation
of Vivaldi coordinates [16]. When a Proxy-mity daemon detects a change in the set of
pods belonging to any service, it recomputes a new set of traffic routing rules (with
their weights determining the probability that a request follows each route) according
to preferences expressed by the system administrator, and injects them in the local
Linux kernel using iptables.

In the next sections we respectively discuss the overall system architecture, the
representation and measurement of proximity between nodes, the calculation of
weights to be associated with each route, and the injection of new routes in the local
Linux kernel.

4.2.1 Architecture

Kubernetes is designed as a set of control loops. It therefore continuously monitors
itself, and takes corrective actions when the state it observes deviates from the
specification of the desired system state. This organization makes it highly dynamic
and robust against a wide range of situations. The master node maintains a view of
the current system state which can be queried by other components.

As shown in Figure 4.1a, in unmodified Kubernetes a kube-proxy daemon is
started in every worker node to maintain its local iptables routes. When a change is
detected in the set of pods belonging to a service (caused by a pod start or stop

1. https://github.com/alijawadfahs/FOG-aware
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Figure 4.1 – Architectures of kube-proxy and Proxy-mity.

operation or by any kind of failure), all kube-proxy daemons re-inject new routes in
their local iptables system. All kube-proxy daemons inject the same set of rules which
ensures that every pod from the application receives an equal 1/N share of the load
(where N is the number of pods of the application). This ensures excellent load
balancing between the pods. However, in a fog computing scenario where nodes are
broadly geo-distributed, it actually routes significant amounts of end user requests to
pods located far away from them. This results in unacceptably high mean network
latencies, and also in very high standard deviations.

The architecture of Proxy-mity, presented in Figure 4.1b, is very similar to that of
kube-proxy. It receives the same notifications as kube-proxy upon a change in the set
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of pods belonging to a service. However, each kube-proxy daemon computes a
specific set of weights to be attached to each route according to the measured network
latencies. Different worker nodes therefore compute different sets of rules, and the
weights attached to different routes in each gateway node are explicitly biased to send
more load to nearby nodes.

These sets of rules are recomputed and re-injected every time a modification is
detected in the set of pods which constitute an application, and also periodically to
account for possible variations in the measured network latencies between nodes.

4.2.2 Measuring proximity

As mentioned in Section 2.4.1, to avoid the overhead of periodically measuring N2

pairwise latencies between N nodes, Proxy-mity relies on Vivaldi coordinates [16] for
modeling the latencies between nodes. Vivaldi is a distributed, lightweight algorithm to
accurately predict the latency between hosts without contacting them. Using Vivaldi, a
node in the cluster can easily compute the latency with all the nodes by communicating
with a few of them.

We specifically use Serf [80], a mature open-source tool which maintains cluster
membership, detects failures, and offers a robust implementation of Vivaldi
coordinates. Serf is based on a gossiping protocol where each node periodically
contacts a set of randomly-selected other nodes, measures latencies to them, and
adjusts their Vivaldi coordinates accordingly. Latency between any pair of nodes is
modeled as the Euclidean distance between their respective Vivaldi coordinates. The
end result is a lightweight and robust system which can produce accurate predictions
of inter-node latencies.

4.2.3 Weight calculation

In Kubernetes, a set of identical pods is called a Deployment. A Kubernetes service
associates a single IP address to such a set of pods to which incoming requests are
distributed.

Consider a deployment Φ composed of N functionally identical pods:

Φ = {ϕ1, ϕ2, ..., ϕN}
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where each ϕ represent one pod in this deployment.
A Kubernetes service essentially implements a map function which determines the

probability that an incoming connection gets routed to each of these pods. Kubernetes’
kube-proxy component implements a very simple mapping function:

F (ϕi) = 1/N ∀ϕi ∈ Φ

We can however generalize this formula to any function F which respects:

F : Φ −→ [0, 1] |
N∑
i=1

F (ϕi) = 1

As previously discussed, a request routing system for fog computing
environments must necessarily implement a trade-off between proximity and load
balancing. A system which optimizes based on proximity only risks severe load
imbalances between pods in case different numbers of requests are generated in
different geographical areas of the system. On the other hand, balancing the load
equally among pods will result in larger means and standard deviations of the
latencies between the users and the pods serving them.

We address this challenge by proposing two mapping functions P (which aims for
proximity regardless of load balancing) andL (which aims at load balancing regardless
of proximity). These two functions can be combined in a single function Fα:

Fα(ϕ) = α.P (ϕ) + (1− α).L(ϕ) (4.1)

Here α ∈ [0, 1] is a parameter chosen by the system administrator which represents
the desired trade-off between pure load-balancing (when α = 0) and pure proximity-
based routing (when α = 1).

Function L, which aims to balance the load, is the same as the original Kubernetes
one:

L(ϕi) = 1/N ∀ϕi ∈ Φ

Function P , which aims at maximizing proximity, takes into account the estimated
network latencies between the local node and all the possible serving nodes in the
system. These latencies are represented by the set L = {l1, l2, ..., lN} where li
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represents the network latency to the physical node which holds pod ϕi. In fact, any
function where nodes with lower latencies are given greater weight than further away
nodes may act as the proximity-maximizing decay function:

P (ϕi) = fβ(li)∑N
j=1 fβ(lj)

(4.2)

where fβ(li) is a weight determined from the estimated latency to every node. We use
the secondary parameter β to determine how aggressive the proximity-oriented
function should be to favorize nearby nodes.

We propose three possible decay functions to determine the weights fβ(l):

f inverse
β (l) = 1

βl
(4.3)

f power
β (l) = 1

lβ
(4.4)

f exponential
β (l) = e−βl (4.5)

As we will discuss in Section 4.3, different decay functions have different levels of
aggressiveness in selecting nearby pods.

The final weight function Fα,β(ϕ) is therefore:

Fα,β(ϕi) = (1− α). 1
N

+ α.
fβ(li)∑N
j=1 fβ(lj)

∀ϕi ∈ Φ (4.6)

A special case in the computation of weights relates to fact that the node which
computes new weights may also hold a pod of the concerned application. In this case,
the latency attached to the localhost interface may be as low as 0.3ms. When applying
formulas 4.3, 4.4 or 4.5 this results in giving the localhost route an extremely high
probability compared to the other pods of the application. To avoid this effect, we
artificially increase the localhost latencies in the weight calculation by a parameter
localrtt that is set to be slightly lower than the lowest inter-node latencies observed in
the deployed system.

4.2.4 Updated routes injection

Once every node in Proxy-mity has computed the fraction of requests it should route
to every other node, the last step is to inject the corresponding routes in the Linux kernel
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Figure 4.2 – Iptables chains and load balancing.

firewall in the form of iptables rules. iptables defines chains of rules for the treatment
of packets where every chain is associated with a different kind of packet processing.
Packets are processed by sequentially traversing the rules in their chains.

As illustrated in Figure 4.2, iptables rules are organized in five chains. Incoming
packets first traverse the PREROUTING chain, then they get split between two chains.
The packets whose destination IP address is locally available are sent to the INPUT
chain for immediate delivery. Other packets traverse the FORWARD chain which
decides where they should be sent next. On the other hand, the packets issued from
the local node traverse the OUTPUT chain. Finally, all outgoing packets traverse the
POSTROUTING chain before being actually sent to the network. Kubernetes
implements its internal network routing system by defining rules in the
PREROUTING and OUTPUT chains: incoming network packets whose destination
address matches the IP address of a Kubernetes service are redirected using rules in
the PREROUTING towards the load-balancing chain. On the other hand, the
OUTPUT chain redirects the packets sent to the service by the local node itself.

As depicted in Figure 4.3a, every Kubernetes service is actually implemented as a
separate chain which redirects packets to the respective pods using DNAT. To
load-balance incoming requests among the service pods, each iptables rule i defines a
probability Pi for incoming requests to exit the iptables chain and get routed to the
corresponding pod Podi.
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Figure 4.3 – Load balancing rules in iptables.

Rules are executed in a predefined sequential order, so the probabilistic
load-balancing system actually implements a Markov chain, as shown in Figure 4.3b.
Every incoming packet sent to the service first undergoes rule 1 with a probability P1

of exiting the chain and of being redirected to Pod1. With probability 1− P1 the packet
continues to the next rule. The same mechanism is used for all rules in the chain,
except the last one which routes all remaining messages to the last pod with
probability 1. Based on the individual probabilities Pi, an incoming packet will
therefore eventually get routed to Podi with probability P (Podi):

P (Podi) =



P1 if i = 1

Pi ×
i−1∏
j=1

(1− Pj) if 1 < i < N

N−1∏
j=1

(1− Pj) if i = N

(4.7)

Injecting a set of weights W = {w1, w2, ..., wN} as computed in Equation 4.6 for a
deployment Φ therefore requires us to compute the probabilities Pi which should be
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defined in the iptablesMarkov chain such that the resulting probabilitiesP (Podi)match
the desired weights wi:

Pi =



w1 if i = 1

wi × 1
i−1∏
j=1

(1−Pj)

if 1 < i < N

1 if i = N

(4.8)

Upon every detected modification in the set of pods belonging to a Kubernetes
service, Proxy-mity therefore recomputes the weights wi using Equation 4.6 in every
worker node of the system based on its estimated latencies to the other nodes, and
converts them into iptables rule probabilities using Equation 4.8 before injecting them
in the local Linux kernel. The same process is also applied periodically to account for
possible modifications in the estimated inter-node network latencies.

We evaluate the performance of these newly applied rules in the next section.

4.3 Evaluation

4.3.1 Experimental setup

We evaluate Proxy-mity using an experimental testbed composed of 12 Raspberry
Pi 3 B+ single-board computers (Rpi’s), as depicted in Figure 4.4. Despite their
obvious hardware limitations, Raspberry PIs offer excellent performance/cost/energy
ratios and are well-suited to fog computing scenarios where the devices’ physical size
and energy consumption are important enablers for actual deployment [138, 139].

All RPi’s are installedwithHypriotOS 1.9.0 Linux distribution 2, Linux 4.4.50 kernel,
and Kubernetes v1.9.3. In this setup, one machine acts as the Kubernetes master node
while the eleven remaining nodes act as worker nodes. These machines are connected
to each other using a dedicated Gigabit Ethernet switch. Every worker node also acts as
a WiFi hotspot which allows end users and external IoT devices to connect to a nearby
node. Any request addressed by an end-user device to a Kubernetes service therefore
reaches one of the worker nodes in a single WiFi network hop, before being further

2. https://blog.hypriot.com/downloads/
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Figure 4.4 – Experimental testbed organization.

routed via thewired network to one of the service’s pods using the iptables rules created
by Proxy-mity.

We create artificial network latencies between every pair of nodes using the Linux
tc command. We use actual measurements of city-to-city network latencies as a
representation of realistic pairwise latencies between geo-distributed nodes. These
pairwise latencies were obtained from the WonderNetwork 3 GeoIP testing solution,
and are presented in Table 4.1. In this configuration, network latencies range from
4ms to 40ms and can arguably represent a typical situation for a geo-distributed fog
computing infrastructure.

4.3.2 Performance overhead

The Proxy-mity load-balancing systemmust carry additional tasks compared to the
standard kube-proxy component of Kubernetes: it must execute Serf on every worker
node (which creates periodic CPU and network activity), recompute weights and inject
updated routes periodically. When the fog computing platform is composed of limited
devices such as Raspberry PIs it is important to keep this performance overhead as low
as possible.

3. https://wondernetwork.com/
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Table 4.1 – Inter-node network latencies (in ms).
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Amsterdam 0.3 14 18 12 20 9 24 40 26 13 19
Brussels 14 0.3 16 14 20 10 14 16 8 24 17

Copenhagen 18 16 0.3 15 30 20 25 35 22 27 31
Düsseldorf 12 14 15 0.3 15 15 25 20 10 22 22
Geneva 20 20 30 15 0.3 18 12 10 36 20 28
London 9 10 20 15 18 0.3 14 38 4 21 10
Lyon 24 14 25 25 12 14 0.3 24 10 16 25

Marseille 40 16 35 20 10 38 24 0.3 25 30 27
Paris 26 8 22 10 36 4 10 25 0.3 12 13

Strasbourg 13 24 27 22 20 21 16 30 12 0.3 30
Edinburgh 19 17 31 22 28 10 25 27 13 30 0.3

Figure 4.5 shows the the total node’s CPU and memory usage before and after
starting Proxy-mity on one of the cluster’s nodes. Proxy-mity is configured to check
for changes every 10 seconds (this is the default value in our implementation).

Before Proxy-mity starts at time 15 s, the monitored node is already acting as an
(idle) Kubernetes worker node. It uses on average 3% of CPU and 187MB of memory.
After Proxy-mity is started thememory usage grows by only 3MB and the average CPU
usage grows by ≈ 2-4%. We conclude that the performance overhead, although not
totally negligible, remains sufficiently low not to disturb the good behavior of worker
nodes in their operations.

This low performance overhead also indicates that the introduction of Proxy-mity
will not significantly affect the scalability or fault-tolerance properties of Kubernetes.
Besides the introduction of the very lightweight, scalable and robust Serf system, Proxy-
mity does not require a re-organization of Kubernetes processes, and simply creates
iptables rules with different weights at every node.

4.3.3 Service access latency

We first evaluate the effectiveness of Proxy-mity in distributing load according to a
given proximity/load-balancing trade-off α and decay function fβ(l). We deploy Proxy-
mity with a Kubernetes service which contains a small Web server that simply returns
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Figure 4.5 – CPU and memory usage for Proxy-mity.

Table 4.2 – Proxy-mity evaluation parameters.

α {0.1, . . . , 1}
β {0.2, 0.5, 1, 1.5, 2}

fβ(l) {1/βl, 1/lβ, exp(−βl)}

localrtt 3ms
Number of pods (|Φ|) {5, 11}

Transmitted requests/experiment 1000

the IP address of the serving pod to every client. The execution time of the service
function itself is extremely short, so any end-to-end latency measured at the client side
accurately represents the network latency that was experienced by every request.

In every experiment in this section, we issue 1000 HTTP requests originating from
a single node of the system (the London node), and observe the distribution of
latencies experienced by these requests. The requests address a Kubernetes service
which is deployed either across 11 pods (one in every worker node of the system), or
only 5 pods (with none of these pods running in the London node). Having all traffic
originating from a single node can be seen as a worst-case scenario for load-balancing
among pods, and therefore allows us to closely observe the behavior of Proxy-mity.
The parameters for this experiment are summarized in Table 4.2.
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(a) Deployment with 11 pods located in all the nodes.
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Figure 4.6 – Average service access latency.

Figure 4.6 shows the average measured end-to-end latency for various values of α,
choices of decay function, and values of β: Figure 4.5a shows the results with a
deployment of 11 pods, and Figure 4.5b shows the results with a deployment of 5
pods.

Effect of parameter α In all presented figures, we observe that configurations where
α = 0 experience high average latencies. This is due to the fact that requests are
distributed equally among all the pods, so a significant fraction of requests gets routed
over long-latency routes. This is the default Kubernetes behavior.

When α increases, requests experience much lower latencies, which indicates that
the closest pods receive more load than the others. For example, in the case of {|Φ| =
11, β = 0.5, fβ(l) = exp(−βl)}, the overall average request latency is 15.7ms for α = 0
but only 1.09ms for α = 1 (a 92% reduction of latency).
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The parameter α therefore effectively allows the system administrator to control
the latency/load-balancing trade-off: low values of α produce equal load balancing
whereas high values of α favorize proximity.

Effect of parameter β and the choice of decay function All evaluated decay
functions achieve similar results where greater values of α produce lower average
service latencies. However, they differ in their level of aggressiveness. Unsurprisingly,
the exponential function exp(−βl) produces the fastest decay whereas the other two
functions produce slower decay. The exponential function may therefore be used in
scenarios where we want to strongly skew the request routing system toward
proximity, whereas the other two functions may be used for implementing less
skewed load distribution.

Interestingly, the choice of parameter β does not significantly influence the end
results, except for the fβ(l) = 1

lβ
decay function. This is due to the fact that the shape of

the chosen decay function matters more than its own parameter. In future
experiments we therefore fix β to a single “medium” value per decay function.

4.3.4 Load distribution

We now focus more closely on the statistical distribution of request latencies. We
execute the same experiment as in the previous section over a deployment of 11 pods,
and measure the number of requests which get routed to each pod (sorted by their
latency to the gateway node).

The experiment results are presented in Figure 4.7. Each bar in the figure indicates
the number of requests processed by a pod with the associated latency to the gateway
node. We can see when α = 0 that all the pods receive roughly the same number of
requests regardless of their distance to the gateway node. The load per pod fluctuates
slightly because the routing system is probabilistic and therefore experiences some
amount of noise.

As the value of α increases, more packets get routed toward the pods with a lower
latency. Finally, with α = 1 the load is balanced only based on the proximity function,
which leads to extreme skew between nodes (in particular in the case of
f(l) = exp(−l/2), where a single pod receives more than 90% of the total load).

The obvious possible drawback in the extreme case of α = 1 is that a single pod
which processes most of the incoming traffic might become overloaded as a result of

85



Chapter 4 – Proximity-aware request routing

1/l 1/l^2 exp(-l/2)
α

=
0

α
=

0
.2

α
=

0
.5

α
=

0
.8

α
=

1
0

.3 0
4

0
9

1
0

1
0

.1 1
4

1
5

1
8

2
0

2
1

3
8

0
.3 0
4

0
9

1
0

1
0

.1 1
4

1
5

1
8

2
0

2
1

3
8

0
.3 0
4

0
9

1
0

1
0

.1 1
4

1
5

1
8

2
0

2
1

3
8

0

25

50

75

100

0

50

100

150

200

250

0

100

200

300

400

500

0

200

400

600

800

0

250

500

750

Latency From The Gateway to The Serving Node

N
u
m

b
e
r 

o
f 
R

e
c
e
iv

e
d
 P

a
c
ke

ts

Figure 4.7 – Load distribution as a function of α and f(l).

the load imbalance. Remember however that we are producing incoming traffic at a
single node only. In a setup where traffic is being generated in multiple locations, we
would observe much less load imbalance between the pods, as we discuss next.

4.3.5 Load (im)balance in the presence of multiple senders

A fog computing platform has very few reasons to deploy pods in regions where no
user is accessing the considered service. Evaluationswhere all the traffic originates from
a single sender therefore represent a worst-case scenario in terms of the load imbalance
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it creates. A more realistic scenario where traffic originates from multiple senders in
various regions of the systemwould arguably experience amuch lower load imbalance.

To study this effect, we simulated a system where a randomly-chosen subset of the
worker nodes act as traffic senders.All senders issue the samenumber of requests,while
the other nodes do not send any request at all. Using Equation 4.6with f(l) = exp(−l/2)
(where β = 0.5) we can compute the weights that each sender node would assign to
each of the pods, based on the inter-node latencies from Table 4.1. In the presence of
multiple senders, each pod serves a large number of requests originating from nearby
senders, and lower numbers of requests originating from senders located further away.
We can therefore add these numbers together to compute the total load that each of the
pods is expected to receive.

Figure 4.8 depicts the standard deviation among the predicted loads per pod, in a
scenario where every node holds a pod of the service and a random subset of k nodes
act as traffic senders.

We observe two interesting phenomena. The first one relates to the fact that a greater
number of senders naturally creates a better-balanced system. Using one sender among
11 nodes, with α = 1, the standard deviation among predicted pods’ loads is as high
as 25% of the mean load among pods. When moving to two randomly-chosen senders,
this standard deviation drops to 17% of the mean. The same trend continues until the
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scenario where all nodes act as senders: here the standard deviation drops to a mere
1% of themean. This indicates that, although α = 1 requires Proxy-mity to aggressively
favorize proximity and low end-to-end request latencies, geographical distribution of
the traffic sources naturally helps to balance the load among pods. The more uniform
the distribution of traffic sources is, the better-balanced the resulting system will be
(without sacrificing the objective of proximity and low service latencies).

The second phenomenon concerns the relation between α and the system load
imbalance, measured as the standard deviation between predicted pods’ load. When
α = 0 the predicted load imbalance is obviously 0, as each sender equally distributes
the load it creates between all the pods. When α = 1 the predicted load imbalance is a
function of the distribution of traffic sources. Interestingly, when α takes intermediate
values between 0 and 1, the load imbalance varies linearly between these two
extremes. This means that the criteria for choosing a good value for α can be
explained to system administrators in a precise yet very intuitive manner: “α linearly
controls the system imbalance between 0 when α = 0 and some value when α = 1 which is
determined by the geographical heterogeneity of the traffic senders”.

4.4 Conclusion

Container orchestration engines such as Kubernetes do not take the geographical
location of service pods into account when deciding which replica should handle
which request. This makes them ill-suited to act as general-purpose fog computing
platforms where the proximity between end users and the replica serving them is
essential. We presented Proxy-mity, a proximity-aware traffic routing system for
distributed fog computing platforms. It seamlessly integrates in Kubernetes, and gives
very simple mechanisms to allow system administrators to control the necessary
trade-off between reducing the user-to-replica latencies and balancing the load
equally across replicas. When the pods are geographically distributed close to the
sources of traffic, Proxy-mity drastically reduces the end-to-end service access
latencies without creating major system load imbalances.

The work in this chapter is the first step toward a proximity-aware orchestration
engine. Solving the routing problem is a very important step to solve the placement
and autoscaling problems as we are going to see in the next two chapters.
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Chapter 5

TAIL-LATENCY-AWARE

PLACEMENT/RE-PLACEMENT

In this chapter, we propose Hona, a latency-aware scheduler integrated in the Kubernetes
orchestration system. Hona maintains a fine-grained view about the volumes of traffic
generated from different user locations. It then uses simple yet highly-effective heuristics to
identify suitable replica placements, and to dynamically update these placements upon any
evolution of user-generated traffic. Our evaluations show that Hona efficiently identifies
instance placements which reduce the tail latency. At the same time, it keeps computation
complexity low and maintains reasonable load balancing between the replicas.
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5.1 Introduction

Choosing the best set of fog servers where an application should deploy its
replicas requires one to follow two objectives. First, the chosen placements should
minimize the network latencies between end-user devices and their closest
application replica. To deliver outstanding Quality-of-Experience to the users it is
important that each and every issued request gets processed within tight latency
bounds. We therefore follow best practice from commercial content delivery
networks [8] and aim to minimize the tail latency rather than its mean, for example,
defined as the fraction of requests incurring a latency greater than some threshold.
Second, a good placement should also allow the different replicas to process
reasonably well-balanced workloads. When application providers must pay for
resource usage, they usually cannot afford to maintain replicas with low resource
utilization, even if this may help in reducing the tail device-to-replica latency.

Selecting a set of replica placements within a large-scale fog computing
infrastructure remains a difficult problem. We first need to monitor the usage of the
concerned applications to accurately identify the sources of traffic and their respective
volumes. Then, we must face the computational complexity of the problem of
choosing r nodes out of n such that at least P% of end-user requests can be served in
less than Lms by one of the chosen nodes, and the different application replicas
remain reasonably load-balanced. Replica placements must then be updated when the
characteristics of end-user requests change. Finally, we need to integrate these
algorithms in an actual fog orchestration platform.

We propose Hona 1, a tail-latency-aware application replica scheduler which
integrates within the Kubernetes container orchestration system [11]. Hona uses
Kubernetes to monitor the system resource availability, Vivaldi coordinates to
estimate the network latency between nodes [16] and Proxy-mity to monitor traffic
sources and to route end-user traffic to nearby replicas [18]. Hona uses a variety of
heuristics to efficiently explore the space of possible replica placement decisions and
select a suitable one upon the initial replica placement. Finally, it constantly monitors
the performance of the current placement and automatically takes corrective
re-placement actions when the characteristics of the end-user workload changes.

1. Hona ( A
�	
J
�
ë) means “here” in Arabic.
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Our evaluations based on a 22-node testbed show that Hona’s heuristics can
identify placements with a tail latency very close to the theoretic optimal placement,
but in a fraction of the computation time. Hona’s placements also deliver an
acceptable load distribution between replicas. The re-placement algorithm efficiently
maintains a very low tail latency despite drastic changes in the request workload or
the execution environment. Finally, we demonstrate the scalability of our algorithms
with simulations of up to 500 nodes.

This chapter is organized as follows. Section 5.2 presents the system model, how
Hona collects its information, and the initial replica and re-placement algorithms. Then,
Section 5.3 evaluates this contribution and Section 5.4 concludes.

5.2 System design

Hona 2 dynamically chooses the placement of fog application replicas in a fog
computing infrastructure to substantially reduce the user-experienced tail latency
(thereafter referred to as Proximity) while keeping replicas load-balanced (thereafter
referred to as minimizing Imbalance).

To realize a concrete implementation of this idea,we address the following questions
in turn:

1. How should we define objective functions to represent the Proximity and Imbalance
of a replica placement decision? (§ 5.2.1);

2. How should we monitor a fog computing infrastructure to precisely identify the
sources of traffic? (§ 5.2.2);

3. How should we explore the space of possible choices to select an initial replica
placement? (§ 5.2.3);

4. How should we update an prior replica placement choice in reaction to changes of
the user-generated traffic patterns? (§ 5.2.4);

5. How can we integrate these different techniques in Kubernetes with minimum
modifications to its source code? (§ 5.2.5).

2. https://gitlab.inria.fr/afahs/hona-code
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5.2.1 System model

We define a fog computing infrastructure as a set of n server nodes
∆ = {δ1, δ2, . . . , δn}, where each δi is an object of class Node which holds information
on the status of the node, its Vivaldi coordinates, and its current request workload.
Similarly, we define a deployed application as a set of r replicas Φ = {ϕ1, ϕ2, . . . , ϕr}
(with r ≤ n). A Replica object ϕi holds information on the status of the replica, its
hosting node, its current request workload and the locations from which this
workload originates.

The replica placement problem can be formulated as the mapping of every replica
ϕi ∈ Φ to a server node δj ∈ ∆ to optimize some pre-defined utility metrics. It can be
solved in principle by exploring the set of all possible placement decisions
Ω = {c1, c2, . . . , ck} where ci ⊂ ∆ and |ci| = r. However, the number k of possible
placements is extremely large even for modest values of r and n, so the usage of a
heuristic is necessary to efficiently identify interesting placement decisions.

We evaluate the quality of a potential replica placement decision according to two
metrics. The Proximity metric P% represents the tail latency experienced by the
application users. Specifically, it measures the percentage of network packets which
reached their assigned replica with a latency lower than the target L. Greater
Proximity values depict a better system. Every replica object ϕi holds two member
variables which respectively estimate the total number of packets received by the
replica (ϕi.req) and the number of received packets with a latency greater than the
target L (ϕi.sreq). Using these variables we can compute the Proximity P%:

P% =

 1−

r∑
i=1

ϕi.sreq

r∑
i=1

ϕi.req

× 100%

Likewise, the Imbalance metric I% represents the quality of load balancing
between the replicas, and therefore the effectiveness of each provisioned replica.
Lower Imbalance values depict a better system. We define Imbalance as the standard
deviation of the workloads of individual replicas for a given application:

I% = σreq
r∑
i=1

ϕi.req

× 100% Where: σreq =
√√√√1
r
×

r∑
i=1

(ϕi.req − µreq)2
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Our heuristics aim to optimize an objective function Θ which is a linear
combination of P% and I%. For each case ci ∈ Ω they evaluate the objective function
Θ, and eventually select the evaluated case which maximizes the function:

Θα(ci) = α
ci.P%
Pmax%

+ (1− α)Imin%
ci.I%

The value α represents the desired tradeoff between Proximity and Imbalance, and
Pmax% and Imin% respectively represent the greatest and lowest observed values of P%
and I% in the set of evaluated cases.

In our evaluations we use α = 0.95 to favorize the reduction of tail latency over the
reduction of load imbalance. Note that this function can easily be extended to integrate
other optimization metrics such as financial cost and energy consumption.

5.2.2 System monitoring

To evaluate the P% and I% metrics, Hona relies onmeasured data about the sources
of traffic addressed to different nodes. The initial replica placement problem must be
solved before the application gets deployed, so it cannot rely on information related
to this specific application. Instead, we rely on information from other applications, as
an approximation of the future traffic of the concerned application. In the replica re-
placement problem the application is already deployed so we can rely on the specific
traffic addressed to it.

Evaluating the two metrics requires access to three types of data: (i) cluster
information with the list of nodes in the system, their available resources and the list
of running pods with their hosting node; (ii) latency information between any pair of
nodes in the system; and (iii) network traffic information with the volumes of traffic
exchanged between every gateway node and every replica.

Cluster information is maintained by Kubernetes itself. We can access it with simple
calls to its etcd service.

Latency information is maintained by Serf using an efficient gossiping protocol. We
can obtain an accurate up-to-date estimate of the latency between any pair of worker
nodes with a simple call to the rtt interface of Serf’s agent at the master node.

Traffic information can be obtained from Proxy-mity. In Kubernetes, every Service is
assigned a distinct private IP address which uniquely identifies a single application.
Proxy-mity, in turn, creates in every worker node an IP-layer route between this
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service’s IP address and every pod which belongs to this application. Gateway nodes
therefore have access to detailed information regarding the volume of traffic
exchanged with every pod in the system thanks to kernel-level counters. Proxy-mity
makes this information available to Hona’s scheduler via a local call to its local Serf
agent.

5.2.3 Initial replica placement

When deploying an application for the first time, finding the optimal placement
decision for r replicas among nworker nodes requires in principle one to fully explore
the set Ω of all possible placements to identify the placement which optimizes the
objective function P%. However, the space of possible placements is extremely large
even for modest values of r and n:

|Ω| =
(
r

n

)
= n!
r!(n− r)!

For instance, placing 10 replicas in a 100-node system produces a space of
100!

10!(100−10)! = 17, 310, 309, 456, 440 possible solutions. Exploring this space in its entirety
is obviously not feasible. However, it is not strictly necessary for us to identify the
exact optimal placement. In most cases it is largely sufficient to identify an
approximate solution which delivers the expected quality of service to the end users.
We can therefore define heuristics which explore only a small fraction of Ω and select
the best placement out of the explored solutions.

To partially exploreΩ, the first step is to restrict the search to theworker nodeswhich
have sufficient available resources to host a pod. This reduces the set of nodes to ∆′ ⊂ ∆
which contains only the suitable nodes.

We define two heuristics to explore the space of initial replica placements: a random
search heuristic, and a heuristic which exploits Vivaldi’s geometric model of network
latencies.

Random search heuristic: This heuristic is presented in Algorithm 5.1. The
RandomCases function first computes the load distribution per node (LPN) using the
information collected from the nodes. It then initializes the set of evaluated cases with
a first randomly-selected configuration, and iteratively draws additional
randomly-selected configurations until a solution is found or the time quota allocated
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Algorithm 5.1: Random-search initial placement heuristic.
Input: ∆, Lat, QoS, Traf, t, r, L
Output: csol

1 Function RandomCases(∆, Lat, QoS, Traf, t, r, L)
2 ∆′ ← GetFeasibleNodes(∆)
3 LPN← CalculateLoadPerNode(Traf)
4 SN← GetRandomSet(∆′,r)
5 ci← CaseStudy(∆, ∆′, SN, Lat, Traf, LPN, L)
6 Cases.append(ci)
7 while Test(ci,QoS,t) != True do
8 ci← CaseStudy(Nodes, Lat, Traf, SN, LPN, L)
9 Cases.append(ci)

10 csol← GetBest(Cases)
11 return csol

to the search expires. The GetBest function then selects the best studied configuration
and the function returns.

In our experience, this heuristic provides good solutions when the Latency
threshold is relatively high as many placements can fulfill this QoS requirement. A
short random search identifies at least one of them with high probability. However, in
more difficult cases with a lower latency threshold, the number of solutions reduces
drastically and this heuristic often fails to find a suitable one. We therefore propose a
second heuristic which uses Vivaldi’s geometric model to drive the search toward
more promising solutions.

Vivaldi-aware heuristic: Vivaldi models network latencies by assigning each node an
8-dimensional coordinate. The latency between two nodes is then approximated by the
Euclidean distance between their coordinates.

Hona introduce an efficient search heuristic which exploits this simple geometric
model. As shown in Algorithm 5.2, the heuristic starts by computing the load
distribution per node before grouping the nodes into small groups according to their
location in the Vivaldi Euclidean space.

The main idea of this heuristics is to identify groups of nearby nodes and to select a
single replica among them to serve the traffic originating fromall of them. The grouping
of nearby nodes is done using the CreateGroups function which randomly selects a first
node and creates a group with all nodes in its neighborhood. The size of each group
is determined by the ND (Nodes Density) variable. This variable is computed as the
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Algorithm 5.2: Hona’s initial replica placement heuristic.
Input: ∆, Lat, r, QoS, t, Traf, tech, p, Change, L
Output: csol

1 Function CreateGroups(∆, Lat, r, L, Tech, p)
2 ND← len(∆) / (r ∗ p)
3 Temp← ∆
4 while len(Temp) > 0 do
5 if len(Temp) < ND then
6 Groups.append(group(Temp, ∆, L, Tech))
7 else
8 MainNode← Random.choice(Temp)
9 Nearby← GetNearby(MainNode, Temp)

10 GN← [MainNode] + Nearby
11 Temp.remove(GN)
12 Groups.append(group(GN, ∆, L, Tech))

13 Function group(GN, ∆, L, Tech)
14 group.nodes← GN
15 if Tech == 0 then
16 group.leader← GetLeaderRequests(GN)
17 if Tech == 1 then
18 group.leader← GetLeaderNeighbors(GN, ∆, L)

19 Function HonaCases(∆, Lat, r, QoS, t, Traf, Tech, p, Change, L)
20 Count = 0
21 LPN← CalculateLoadPerNode(Traf)
22 Groups← CreateGroups(∆, Lat, r, L, Tech, p, Traf)
23 Leaders← GetLeaders(Groups)
24 SN← GetRandomSet(Leaders,n)
25 ci← CaseStudy(∆, Lat, Traf, SN, LPN, L)
26 Cases.append(ci)
27 while Test(ci,QoS,t) != True do
28 Count++
29 ci← CaseStudy(∆, Lat, Traff, SN, LPN, L)
30 Cases.append(ci)
31 if Count%Change == 0 then
32 Groups← CreateGroups(∆, Lat, r, L, Tech, p)
33 Leaders← GetLeaders(Groups)
34 SN← GetRandomSet(Leaders,n)
35 csol← GetBest(Cases)
36 return csol
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fraction of total number of system nodes to the desired number of replicas, multiplied
by a user-defined variable p. Larger values of p create smaller groups. The algorithm
periodically re-generates new groups and group leaders, until a solution is found or
the deadline is reached.

Once a group has been identified, a single node within the group is chosen as the
group leader which will receive a replica while the others are excluded as potential
replica locations.

We propose two possible criteria for the final selection of the group leader, which
result in two variants of this heuristic:
H1 selects the node which generates the greatest number of end-user requests. This
increases the number of requests that will be processed by their gateway node, with
a gateway-to-replica latency of approximately 0.

H2 selects the node with the greatest number of neighbors. Neighborhood is
established as an enclosure of the nodes with a latency lower than the threshold
latency L. A replica placed in a node with high number of neighbors will offer a
nearby replica for all its neighbors.
Similar to the randomplacement heuristic, this algorithm randomly chooses r group

leaders to produce a replica placement which gets evaluated using function Θ. The
algorithm evaluates as many such placements as possible until a solution is found or
the deadline expires, and terminates by returning the best placement.

5.2.4 Replica re-placement

Online systems often observe significant variations over time of the characteristics
of the traffic they receive [17]. To maintain an efficient replica placement over time, it
is important to detect variations when they occur, and to update the replica placement
accordingly.

Hona periodically recomputes the Proximity and Imbalance metrics with
monitored data collected during the previous cycle. When these metrics deviate too
much from their initial values, it triggers the Replace function which is in charge of
updating the replica placement. To avoid oscillating behavior, and considering that
re-placing a replica incurs a cost, Hona re-places at most one replica per application
and per cycle.
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Algorithm 5.3: Hona’s replica re-placement heuristic.
Input: ∆, Φ, QoS, Lat, Reason, Traf
Output: SelectedSolution

1 Function Replace( ∆, Φ, QoS, Lat, Reason, Traff)
2 for ∀ϕi ∈ Φ do
3 Slow[ϕi ]← CalculatePercentageSlow(Φ, Traf, Lat)
4 ReqPerPod[ϕi]← GetRequestPerPod(Φ, Traf)
5 if Reason=="Proximity" then
6 SortedPods← Sort(Slow)
7 PotentialNodes← SlowSources(Traf,Φ,Lat)
8 if Reason=="Imbalance" then
9 SortedPods← ISort(ReqPerPod)
10 PotentialNodes← NearbyTraffic(Traff,Φ,Lat)
11 for ϕi in SortedPods do
12 for δi in PotentialNodes do
13 SN← Nodes(Φ) - Node(ϕi) + δi
14 ci← CaseStudy(∆, Lat,Traff,SN,LPN,AL)
15 Cases.append(ci)
16 if ci is a solution then
17 solutions.append(ci)
18 found← True
19 if found==True then
20 Return GetBest(solutions)
21 if Solutions==NULL then
22 Return GetBest(Cases)

Algorithm 5.3 presents the re-placement heuristic. It first sorts the application
replicas to identify the least useful ones according to the current conditions, and then
tries to find them a better location out of a filtered set of nodes.

The identification of the least useful replica depends on the nature of the
performance violation. If the Proximity metric has degraded significantly, then the
heuristic will attempt to re-place one of the replicas with the greatest observed tail
latency. On the other hand, if the re-placement is triggered by an increase of the
Imbalance metric, the heuristic will select one of the replicas which process the lowest
amount of load.

Likewise, the set of potential nodes available to host the pod is selected according
to the violation type. If the violation was caused by a lack of proximity, the potential
nodes will consist of the gateway nodes that are suffering from high tail latency. On the
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other hand, if the violation was caused by load imbalance, the potential nodes are those
located close to the main sources of traffic.

The replacement function then iterates through the list of least useful replicas, and
tries to find a better node to hold them. It stops as soon as it finds a suitable solution
which improves Θ by at least some pre-defined value. In case no improvement can be
obtained by re-placing one replica, the systemkeeps the current placement unmodified.
A potential solution in this case would be to increase the number of replicas. We leave
this topic for future work.

5.2.5 Implementation

We implemented the replica placement and re-placement algorithms in
Kubernetes by changing the way it schedules application pods on the available
resources. This can be done without changing the scheduler’s implementation by
exploiting the standard NodeSelector functionality which allows entities to define
constraints regarding the placement of pods onto nodes.

Hona assigns labels to server nodes and to application deployments such that the
application’s pods can only be placed by the Kubernetes scheduler on the set of nodes
which was chosen by the replica placement algorithm. Hona adds an anti-affinity rule
which forces the replicas to be located in different nodes, resulting in Kubernetes
necessarily placing replicas in the chosen locations.

When executing node re-placement, Hona must not only identify the node where a
new replica will be started. To avoid creating unnecessary downtimes, it must also
make sure to delete the previous replica only after the new one has been started. This
procedure is illustrated in Figure 5.1. In the initial state, the application has two
replicas running in δ1 and δ2. The replica re-placement process starts when Hona
detects a QoS violation. It then chooses a solution: the pod in Node 2 must be replaced
with another in δ3. The first step is labeling δ3, then requesting the creation of an
additional pod by scaling up the deployment. Once the new pod has been started,
Hona removes the label at δ2, orders the deletion of the pod located at this node, and
scales the deployment down to its initial number of replicas. This changes the replica
location without incurring a temporary down time during which the application
would have one less replica to handle the request workload.
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Figure 5.1 – Execution of a node re-placement operation.

5.3 Evaluation

We evaluate this work using a combination of experimental measurements and
simulations. The experimental setup consists of 22 RPis model 3B+ single-board
computers acting as fog computing servers. Such machines are frequently used to
prototype fog computing infrastructures [92]. They run the HypriotOS v1.9.0
distribution with Linux kernel 4.14.34, Docker v18.04.0 and Kubernetes v1.9.3. We
implemented Hona on top of Serf v0.8.2.dev and the development version of
Proxy-mity.

As shown in Figure 5.2, Hona is implemented as a daemon running in the
Kubernetes master node. It fetches information from Kubernetes and Serf, and
expresses its placement decisions by attaching labels to the concerned nodes.

In our cluster, one RPi runs the Kubernetes master and the Hona scheduler, while
the remaining RPIs act as worker nodes capable of hosting replicas. Every worker node
is also a WiFi hotspot and a Kubernetes gateway so end users can connect to nearby
worker nodes and send requests to the service.

Similar to the evaluation of Proxy-mity, we emulate realistic network latencies
between the worker nodes using the Linux tc 3 command. We specifically use latency
values measured between European cities 4. In the evaluation of Proxy-mity the

3. https://linux.die.net/man/8/tc
4. https://wondernetwork.com/
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Figure 5.2 – Hona’s architecture.

testbed consisted of 12 nodes where each node emulated one of the cities shown in
Table 4.1. In Hona, the tested was extended to 22 nodes and the cities that are
emulated are depicted in Figure 5.3. Network latencies range from 3ms to 80ms with
an average latency of ≈ 28ms and arguably represent a typical situation for a
geo-distributed fog computing infrastructure.

The application is a web server which simply returns the IP address of the serving
pod. We generate workloads either by equally distributing traffic among all gateway
nodes, or by selecting specific gateways as the only sources of traffic. The threshold
latency is L = 28ms (the median inter-node latency in our system), the trade-off
between Proximity and Imbalance is α = 0.95, and the deadline to find a placement is
10 s.

We perform the scalability analysis using a simulator which randomly creates up
to 500 virtual nodes in the Vivaldi Euclidean space, and use the same heuristics
implementation as in Hona to select replica placements.

5.3.1 Initial replica placement

We first evaluate Hona’s initial placement algorithms and compare them with the
unmodified Kubernetes scheduler and the optimal solution found using a brute-force
approach. In the following graphs, each algorithm is denoted by a letter: O for the
optimal solution found using brute-force search, R for the random heuristic, H1 and
H2 for the first and second versions of Hona heuristic.
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Figure 5.3 – Selected European cities and some examples of network latencies between
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Overall performance (testbed experiments): Figure 5.4 compares the Proximity
and Imbalance of solutions found by the different algorithms for various numbers of
replicas within the 21 worker nodes in the testbed. We run each experiment 100 times,
and evaluate 200 configurations per experiment.

Increasing the number of replicas to be placed makes the search easier, and it
delivers better results. More replicas can better cover the different regions of the
system, and the probability for any node to have a replica nearby increases. Similarly,
increasing the number of replicas makes load balancing easier.

The three Hona heuristics perform well in this case with results very close to the
brute-force optimal in a fraction of the time (for r = 9, O required ≈ 48 minutes
compared to 0.55 seconds for the heuristics). We however notice that in the relatively
difficult case of r = 3 the H2 heuristic outperforms the others according to both
metrics since it was designed to find solutions when the number of replicas is
relatively very small compared to the number of available nodes. This advantage
becomes more evident when testing over a large scale cluster.
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Figure 5.4 – Initial replica placement analysis (testbed, n = 21).

To better understand the differences between the Random and the Hona heuristics,
Figure 5.5 depicts the 5th/25th/50th/75th/95th percentiles of all the tested placements
during the same experiment. In contrast, Figure 5.4 shows only the best solutions found
by every run of the heuristics. We can clearly see the differences between heuristics; the
Random heuristic evaluates placement options across a wide range of quality, whereas
the H1 and H2 heuristics better focus their search on promising placement options.

Effect of system size (simulator evaluations): We now explore Hona’s placement
algorithms in systems up to 300 nodes. Figure 5.6 depicts the results obtained from 1000
runs of every evaluation. We chose the latencies between nodes by randomly selecting
Vivaldi coordinates for every node within a distance of at most 80ms between nodes.
To make the placement problem equally difficult with different system sizes, we also
scaled the number of requested replicas accordingly: r = n/10. The red lines indicate the
target values. We do not plot the brute-force optimal placements which would require
extremely long executions.

In Figures 5.6-a and 5.6-b, we observe greater differences between the three Hona
heuristics with larger system sizes. In particular, the H2 heuristic delivers better
Proximity for large-scale systems. This is due to the fact that it selects group leaders
with respect to the number of neighbors they can serve with low latency.

The H1 and H2 heuristics also outperform the Random heuristic in the number of
cases they need to evaluate before finding a solution which meets the user’s
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(b): Imbalance of all tested cases (lower values are better).

Figure 5.5 – Individual test cases analysis (testbed, n = 21).

requirements (Figure 5.6-c). We observe that H2 finds solutions much quicker than
the other heuristics.

Finally, Figure 5.6-d shows the number of heuristic executions which reached the
timeout without finding a suitable solution. Here as well, the H2 heuristic
significantly outperforms the others because it targets its search to cases which have a
greater probability of delivering high-quality results.

We conclude that the H2 heuristic delivers better-quality results than the others, in
less time, and with a lower probability of a failed search. In the rest of this chapter we
therefore use this heuristic for the initial replica placements.

5.3.2 Replica re-placement

After the initial deployment of an application, Hona monitors the network traffic it
handles and periodically recomputes its performance metrics P% and I%. When these
metrics deviate too much from their expected values, it tries to re-place replicas within
the system to address the new situation.

We evaluate the behavior of Hona in our 22-nodes testbed with a variety of
scenarios. We define the Proximity target as P% = 99.5% of requests with a latency
under L = 28ms, with a tolerance of 0.5% before triggering re-placement. Similarly,
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Figure 5.6 – Initial replica placement with various system sizes (simulator, r = n/10).

the Imbalance target is I% = 5%, with a tolerance of 1% before re-placement. These
metrics are evaluated at a periodicity of 30 s.

Figure 5.7 depicts increasingly difficult re-placement scenarios. We plot the
Proximity and Imbalance metrics as calculated at the end of every cycle. The red area
depicts the period during which the new situation is introduced, and the vertical red
line(s) represents the time(s) at which the re-placement algorithm actually changes
the placement of replicas. We do not plot the P% and I% metrics in the cycle
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immediately after a re-placement: these metrics capture the transient state during
which a new replica is created while another one is deleted, and therefore do not
represent accurate information.

(a) Changing a source of traffic: Figure 5.7-a shows a case where one source of traffic
gets replaced with another one. During the first five cycles, no load is issued to the
studied application so the Imbalance metric remains at I% = 0. Proximity is
calculated according to the background traffic of other applications, which explains its
initial value of 90%. Some load is then generated starting from cycle 6. The two
metrics reach very good values: almost 100% for P%, and about 2% for I%. At cycle 9,
however, we replace one of the main sources of traffic with another one located far
away from any current replica. This event is detected quickly and, at cycle 11, the
system moves the useless replica close to the next source of traffic, which effectively
repairs the Proximity degradation.

(b) Adding a new source of traffic: Figure 5.7-b shows a scenario where a new source
of traffic is added far away from the current set of replicas. This results in a Proximity
violation which is quickly detected by the system. However, in this situation there is
no solution that would bring both metrics within their expected bounds. Since we
favorized Proximity over Imbalance in the objective function Θ, the system moves one
replica close to the new source of traffic, which fixes the Proximity violation at the
expense of a degraded imbalance. The only solution in this case to solve both QoS
violations is scaling up the replica set, as we discuss in Chapter 6

(c) Changing a route latency: Figure 5.7-c shows the case where the load distribution
remains unmodified, but the latency between a gateway node and its closest replica
changes suddenly from 10ms to 50ms. In this case, Serf must first detect the change of
network latencies beforeHona can react and re-place the concerned replica accordingly.
We see in the figure that these two operations take place quickly. One cycle after the
latency change,Hona triggers a re-placement operationwhich brings performance back
to normal.

(d) Complete replacement of the sources of traffic: Figure 5.7-d depicts a dramatic
situation where the entire workload changes at once: in cycle 11 we stop all the
sources of traffic, and replace them with entirely different ones. In this case, the
replica re-placement takes place in two steps. A first re-placement is triggered at cycle
14: this operation improves Proximity but at the expense of an increase in the load
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Figure 5.7 – Replica re-placement analysis (testbed, n = 21).
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Figure 5.8 – Complexity of the H2 heuristic (simulator).

Imbalance. At cycle 17 a second re-placement is triggered which brings both metrics
back within their expected values.

(e) Starting from a uniform replica placement: Figure 5.7-e shows a difficult situation
created by a sub-optimal initial replica placement. We initially placed replicas with no
information whatsoever about the future workload. In this case replicas get placed
uniformly across the system. The Proximity is not affected thanks to the uniform
distribution of replicas. On the other hand, once actual traffic is produced, an
important Imbalance is detected. The system repairs it (without significantly affecting
Proximity) in three re-placement operations.

(f) Starting from a random replica placement: Figure 5.7-f shows a case where the initial
replica placement was chosen randomly. When traffic starts in cycle 4, both metrics
are far from their expected values. The desired performance is obtained after three re-
placement operations.

Hona addresses a wide variety of QoS violations, and provides effective solutions
to solve them. In our experiments we never observed oscillating behavior in which the
system would not very quickly reach a new stable state.

5.3.3 Computational complexity

Figure 5.8 shows the computation time of the H2 heuristic for placing 10 replicas
with QoS bounds of P% = 99.5%, L = 25ms and I% = 4%. We used a mid-range
machine with a quad-core Intel Core i7-7600U CPU @2.80GHz. The current
implementation is single-threaded, but parallelizing it should in principle be easy as
different placements can be evaluated independently from each other.
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The top part of the figure depicts the number of caseswhich can be evaluatedwithin
10 s. Clearly, the complexity of evaluating any single case increases with system size as
the metric evaluation function needs to iterate through a greater number of potential
traffic sources. However, as shown in the bottompart of the figure, even for large system
sizes, the computation time until a satisfactory solution is found remains under 2 s of
computation. This comes from the fact that, with larger system sizes, the number of
acceptable solutions grows as well, and a solution can be found with a lower number
of evaluated cases.

5.4 Conclusion

Replica placement is an important problem in fog computing infrastructures where
one can place computation close to the end-user devices. When many sources can
generate traffic it is often not affordable to deploy an application replica close to every
traffic source individually. One rather needs to limit the number of replicas, and to
choose their location carefully to control the tail latency and the system’s load balance.
Replica placement decisions must also be updated every time a significant change in
the operating conditions degrades the QoS metrics. We have shown that, despite the
huge computational complexity of searching for the optimal solution, simple and
effective heuristics can identify sufficiently good solutions in reasonable time. We have
implemented Hona in Kubernetes, thereby bringing it one step closer to becoming one
of the mainstream, general-purpose platforms for future fog computing scenarios.
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Chapter 6

TAIL-LATENCY-AWARE AUTOSCALING

In this chapter, we proposeVoilà, a tail-latency-aware auto-scaler integrated in the Kubernetes
orchestration system. Voilà maintains a fine-grained view of the volumes of traffic generated
from different user locations, and uses simple yet highly-effective procedures to maintain suitable
application resources in terms of size and location. The evaluations based on a 22-nodes cluster
and a real traffic trace shows that Voilà guarantees 98% of the requests are routed toward a nearby
and non-overloaded replica. The system also scales well to much larger system sizes.
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6.1 Introduction

The number of service replicas an application should deploy is mainly determined
by two factors. First, the geographical distribution of the endusers requires one to create
enough replicas such that a nearby replica exists for every source of traffic. Second, any
replica necessarily has a limited processing capacity, which may require one to create
additional replicas to serve workloads originating from major sources of traffic.

Fog computing resources are precious in a multi-tenant environment, so fog
applications should carefully adjust their deployments to satisfy their QoS objectives
while reducing their resource usage as much as possible. On the other hand, any
user-produced workload may largely vary over time [17], which motivates the need
for using an auto-scaler to dynamically adjust the number and locations of a fog
application’s replicas.

A fog application replica auto-scaler aims to reach three objectives: (1) network
proximity such that every request may be routed to a nearby replica with a network
round-trip latency lower than some threshold lo; (2) processing capacity
management such that no replica receives more requests than its processing capacity
co; and (3) high resource utilization such that the majority of the provisioned
resources are actually being utilized according to their capacity. Similarly to the
previous chapter, we aim to optimize the tail network latency rather than its mean,
which practically requires minimizing the number of user requests which incur a
network round-trip latency l > lo.

We propose Voilà, a tail-latency-aware fog application replica auto-scaler. Voilà
integrates seamlessly with Kubernetes, the de-facto standard container orchestration
framework in clusters and data centers [72]. Voilà continuously monitors the request
workload produced by all potential traffic sources in the system, and uses efficient
algorithms to determine the number and location of replicas that are necessary to
maintain the application’s QoS within its expected bounds despite potentially large
variations in the request workload characteristics.

Our evaluations based on a 22-nodes cluster and a real traffic trace shows that Voilà
guarantees 98% of the requests are routed toward a nearby and non-overloaded replica.
The system also scales well to much larger system sizes.

This chapter is organized as follows. Section 6.2 first presents the Voilà system, then
Section 6.3 evaluates it. Finally, Section 6.4 concludes.
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6.2 System Design

Voilà 1 dynamically scales and places an application’s replicas in a cluster of
geo-distributed fog nodes to minimize the number of slow requests while maintaining
efficient resource utilization. A request is said to be slow in two cases: (1) it encounters
a network round-trip time between the Kubernetes gateway and the serving pod
greater than the threshold latency lo defined by the application provider; or (ii) it is
addressed to a pod whose current workload is greater than the specified pod capacity
co. System administrators are also requested to define Eo, the maximum acceptable
percentage of slow requests.

To realize a concrete implementation of this idea,we address the following questions
in turn:
(A) What are the variables for evaluating the cluster and application status and how

we obtain them?(§ 6.2.1);
(B) How to evaluate a placement? (§ 6.2.2);
(C) How to place a new application? (§ 6.2.3);
(D) What are the violations and how to act upon them?(§ 6.2.4);
(E) When and how to scale down the replica size?(§ 6.2.4).

6.2.1 System model and monitoring

Table 6.1 summarizes the main variables used to describe Voilà’s model. A fog
computing cluster is defined as a set of n server nodes ∆ = {δ1, δ2, . . . , δn}, where
every δi is an object of class Node which holds the status of the server node and the list
of pods it currently hosts. An application is defined as a set of r replicas
Φ = {ϕ1, ϕ2, . . . , ϕr}, where every ϕi is an object of class Pod which holds the status of
the pod and the identifier of the server node where it is running. All these variables
are maintained by Kubernetes as part of its normal operations. They can be obtained
through simple call to Kubernetes’ etcd service.

The latencymatrixL contains all round-trip latencies between pairs of nodes, where
every lij is the RTT latency between nodes δi and δj as estimated by Serf. We can obtain
an up-to-date estimate of any such RTT latency with a simple call to Serf’s rtt API at
the master node.

1. https://gitlab.inria.fr/afahs/voila_code
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Table 6.1 – Voilà system model’s variables.
Variable Definition

Cluster Variables
∆ = {δ1, δ2, . . . , δn}, set of all server nodes.
δi ∈ ∆, a server node of index i.
n = |∆|, number of nodes in the cluster.
Φ = {ϕ1, ϕ2, . . . , ϕr}, set of application’s replicas.
ϕj ∈ Φ, an application replica of index j.
r = |Φ|with r 6 n, number of application replicas.
L [lij], symmetric n× nmatrix of inter-node RTT latencies.
lij = lji RTT latency between nodes δi and δj .

Testing Variables
G = {g1, g2, . . . , gn}, set of all end user’s gateways.
gi ∈ G, a gateway located at node δi.

gi.load The number of requests redirected by gateway gi.
ϕj.load The number of requests received by server node ϕj .
P [pij], n× nmatrix of the request route probabilities.
pij Probability of following the route from gi to δj .
T [tij], n× n Test matrix.
tij ∈ [0, 1], labels the routes gi → ϕj as suitable or not.
E The percentage of slow requests per cycle.
ET The overall percentage of slow requests over a full test.
Ω = {ω1, ω2, . . .}, set of all possible placements.
ωi ⊂ ∆ given |ωi| = r, one possible placement solution.

Provider-Defined Variables
lo RTT latency threshold inms.
co Pod capacity threshold in req/pod/s.
Eo E per cycle threshold in %.
τ Cycle duration in s.

Every worker node in a Kubernetes cluster has two different roles. First, it may host
a pod of the application which processes user requests. Second, it may act as a gateway.
End user requests may be sent to any gateway node, which is then in charge of routing
the request to one of the application’s pods. For clarity, we distinguish these two roles
as gateway gi and server node δi.

Kubernetes routes network requests from the gateway nodes to the server nodes
using IP-level routing. This means that we have access to precise kernel-level counters
measuring exactly how many network packets have been routed from which gateway
to which server node, and back. To ensure that gateways route incoming requests to
nearby nodes, Proxy-mity defines a matrix P where every pij represents the
probability a request received by gateway gi should be routed to server node δi,
defined using a monotonically decreasing function of the estimated latency between gi
and each server node where pods may be located (so that requests have high
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Figure 6.1 – Voilà system architecture

probability of being routed to nearby server nodes). Being filled with probabilities,
the matrix P maintains the following properties:

0 ≤ pij ≤ 1 ∀(i, j) ∈ J1, nK2

n∑
j=1

pij = 1 ∀i ∈ J1, nK

The specific values pij are defined by Proxy-mity for all gateways and server nodes,
as if every node actually hosted a pod of the application.

Figure 6.1 shows the system architecture of Voilà. Hona periodic checks is used by
Voilà to collect all the cluster, latency, and traffic information by contacting serf and
Kubernetes etcd. These information are saved in Hona registry and can be accessed by
Voilà when needed.

6.2.2 Replica placement quality evaluation

Weevaluate the quality of anypotential replica placement decision as the percentage
of slow requests among all received requests (E%). Any placement decision consists of
a set of host nodes ωi. Voilà calculates E(ωi) of any potential placement according to the
current load and latency distribution.

To allowVoilà to evaluate a large number of potential placements in reasonable time,
E should be evaluated as efficiently as possible. Voilà defines the probability matrix P
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Procedure 6.1: Probability matrix

P =



δ1 δ2 δ3 · · · δ5
g1 p11 p12 p13 · · · p1n
g2 p21 p22 p23 · · · p2n
g3 p31 p32 p33 · · · p3n
... ... ... ...

gn pn1 pn2 pn3 · · · pnn


Select−−−−→
δ1, δ3



g1 p11 0 p13 · · · 0
g2 p21 0 p23 · · · 0
g3 p31 0 p33 · · · 0
... ... ... ...

gn pn1 0 pn3 · · · 0


Remove−−−−−−→
Idle g’s


g1 p11 0 p13 · · · 0
g2 p21 0 p23 · · · 0
gk pk1 0 pk3 · · · 0
gm pm1 0 pm3 · · · 0



Normalize−−−−−→
by row

P̂ =


δ1 δ3

ĝ1 p̂11 0 p̂13 · · · 0
ĝ2 p̂21 0 p̂23 · · · 0
ĝ3 p̂31 0 p̂33 · · · 0
ĝ4 p̂41 0 p̂43 · · · 0



once per placement cycle, and then exploits it to evaluate the quality of any replica
placement.

Procedure 6.1 illustrates the computation of E(ωi). First, it removes thematrix’s rows
which correspond to idle gateways. It also sets to 0 the columns which correspond to
server nodes which do not host a replica in the evaluated placement. After normalizing
the matrix such that the sum of probabilities per row equals 1, the resulting matrix P̂
contains only the routing probabilities from active gateways to potential replicas.

Using P̂ and the set of active gateways Ĝ, Voilà calculates the number of slow
requests due to high network latency:

Vlo(Ĝ, P̂ , L) =
|Ĝ|∑
i=1

n∑
j=1

p̂ij × ĝi.load× f1(lij)

where f1(lij) =

1 if lij > lo

0 else

Similarly, function Vco counts the requests which would be routed to an overloaded
replica ϕj hosted at δk:

Vco(Φ, P̂ ) =
r∑
j=1

f2(ϕj) ϕj.load =
|Ĝ|∑
i=1

ĝi.load× p̂ik

where f2(ϕj) =

ϕj.load− co × τ if ϕj.load > co × τ

0 else

The variable E is then computed as the sum of Vlo and Vco divided by the total load:
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Procedure 6.2: Test matrix

L

if lij ≤ lo
tij = 1
−−−−−−→

else
tij = 0

T =



δ1 δ2 δ3 · · · δn
g1 t11 t12 t13 · · · t1n
g2 t21 t22 t23 · · · t2n
g3 t31 t32 t33 · · · t3n
... ... ... ...

gn tn1 tn2 tn3 · · · tnn


Remove−−−−−−→
Idle g’s



δ1 δ2 δ3 · · · δn
g1 t11 t12 t13 · · · t1n
g3 t31 t32 t33 · · · t3n
gi ti1 ti2 ti3 · · · tin
gk tk1 tk2 tk3 · · · tkn
gm tm1 tm2 tm3 · · · tmn


Test−−−−−−−−→

Placement
T̂ =



δ1 δ2 δj
ĝ1 1 0 1
ĝ2 0 1 0
ĝ3 0 0 1
ĝ4 1 0 0
ĝ5 0 0 1



E% = 100%× Slow
Total = 100%× (Vlo + Vco)/

n∑
i=1

gi.load

Selecting a suitable replica placement consists in finding ωi such that E(ωi) ≤ Eo.

6.2.3 Initial replica placement

When a new application is deployed in the fog computing platform, no
information is available yet about its traffic characteristics. Instead, Voilà uses the set
of active gateways from other deployed applications (regardless of their actual
workload) to define an initial set of replica locations.

Finding the optimal placement of r replicas among n worker nodes requires in
principle one to fully explore the set of all possible solutions Ω. However, this set is
extremely large even for a modest value of n and r:

|Ω| =
(
r

n

)
= n!
r!(n− r)!

For example, placing 10 replicas out of 50 server nodes yields a set of 10,272,278,170
possible placements. Exploring them all is obviously infeasible. Instead, we explore
only a small subset of promising placements, and choose the first one which satisfies
that all active gateways have a nearby replica to which they may route incoming
requests.

Procedure 6.2 takes the latency matrix L as an input, and labels all the possible
routes as suitable (with value 1 if lij ≤ lo) or unsuitable (with value 0 otherwise). The
objective of the resulting Test matrix T̂ is to check whether every active gateway is
covered by at least one nearby replica. this condition is determined by the fact that
each row corresponding to an active gateway ĝi has at least one t̂ij = 1.
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Procedure 6.3: Initial replica placement

Ĝ==∅

Select δs with

max
|Ĝ|∑
i=1

tis

False
ω = ω + δs

∀i if tis == 1 :
Ĝ.Remove(gi)

T.Remove_Row(gi)

Active gateways (Ĝ)
Placement(ω = ∅)
Test Matrix (T)

Input

Return ω
Output

True

T.Remove
_Row(Idle)

The algorithm to identify a suitable replica placement is illustrated in
Procedure 6.3. Starting from an empty placement ω, the set of active gateways Ĝ, and
the Test Matrix T , the algorithm starts by removing the idle gateways from T , then
iteratively adds new replicas until all active gateways are covered by at least one
suitable nearby replica. Every new host node δs is chosen with a greedy heuristic as
the one which covers the greatest number of gateways. The loop continues until Ĝ
becomes empty, which indicates that all active gateways are covered. The procedure
finally returns ω.

Note that this initial placement is only a starting point when a new application is
deployed in the platform. It is determined based on latency requirements only.
Depending on the request workload, it may or may not satisfy the processing capacity
requirement as well. Also, user-generated traffic is expected to vary over time, which
mandates the usage of re-placement and autoscaling techniques, as we discuss next.

6.2.4 Replacement and autoscaling

After an application has started, Voilà periodically checks whether the latency and
the processing capacity requirements are still met. In case of violation, it implements
corrective actions to bring the QoS within its desired bounds. Voilà also periodically
checks whether fewer replicas may be sufficient.
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Procedure 6.4: QoS check algorithm

Check
Start

Procedure
1

Calculate
E

E > Eo
No

change
False

Violation
Type

True

Fix
Proximity

Fix
Saturation

Vco ≤ Vlo

Vco > Vlo

New
Placement

New
Placement

Checking for potential violations

Voilà periodically checks whether the QoS constraints are still respected. As shown
in Procedure 6.4, the QoS check algorithm starts by calculating the percentage E of slow
requests in the last cycle for ωo. If E(ωo) > Eo a violation is declared and the violation
type determines which corrective function must be called.

Replica replacement

When a QoS violation is detected, Voilà first tries to fix it by moving a replica from
one server node to another. Procedure 6.5 starts by selecting a number of replicas To-
Be-Replaced (TBR) and a number of server nodes To-Be-Tested (TBT). The TBR and
TBT are chosen according to the nature of the QoS violation:
• In the case of a Proximity violation, TBR is the set of current replicas which
participate the least to the gateways-to-replica proximity metric. An active gateway
which depends on a single nearby replica with latency under lo defines this replica
as “vital.” On the other hand, all non-vital replicas are included in TBR. Similarly,
server nodes are included in TBT if they are located close enough from one gateway
which does not have access to a suitable replica.

T̂ =



δ1 δ2 δ3

ĝ1 1 0 1
ĝ2 1 1 0
ĝ3 0 0 0
ĝ4 0 1 0

 (1) T =



δ1 δ2 δ3 δ4 δ5 δ6

ĝ1 1 0 1 0 0 1
ĝ2 1 1 0 0 1 1
ĝ3 0 0 0 1 0 1
ĝ4 0 1 0 1 0 0

 (2)
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Procedure 6.5: Replica replacement algorithm

Fix
called

Detect
origin Get TBR Get TBT

tests==∅

Call
Scale Up

ω = ωo − δi + δj

Calculate E(ω)
δi, δj ∈
TBR,TBT

Placements.
append(ω)

Return ω
with Min(E)

∀ω
∃E < Eo

True

False

True

False

In (1) we see an example where the test matrix T̂ indicates that gateway ĝ3 does not
have any nearby replica, which is the source of the QoS violation. Gateway ĝ4 has
only one nearby replica at δ2, so δ2 is not included in TBR. TBR finally contains δ1 and
δ3 . In (2) we see the full test matrix T (including server nodes not currently hosting
a replica). TBT then contains δ4 and δ6 as these two server nodes are considered as
close enough from gateway ĝ3.

• In the case of a capacity saturation violation, TBR contains the list of replicas currently
receiving a low workload. TBT is the set of nodes located in close proximity from the
currently overloaded replicas.

Once the sets TBR and TBT have been defined, Procedure 6.5 takes replica
re-placement decisions in the same way for both types of QoS violations. It iteratively
chooses a pair of nodes δi ∈ TBR, δj ∈ TBT, and evaluates E in case node δi was
replaced with δj in the current replica placement ω. If at least one replacement
decision delivers an acceptable QoS with E(ω) < Eo within some pre-defined
computation time, then the procedure returns the best replacement decision it has
found. Otherwise, it considers that replacing replicas is unlikely to address the QoS
violation, so it calls the Scale Up procedure to create an additional replica.

The fix functions limit the space of possible placement by detecting the origin of
the violations and by testing placement modifications that target these origins. Both
functions execute similar strategies to find a corrective replacement explained in
Procedure 6.5, the procedure starts by detecting the origins of the violation, in the case
of proximity violation, the origins are gateways that lack a nearby replica, meanwhile
for saturation they are overloaded pods. In the next step, Voilà limits the search space
to a set of To-Be-Replaced (TBR) and To-Be-Tested (TBT) host nodes, a number of

120



6.2. System Design

Procedure 6.6: Scale up

Scale Up
(ωo,TBT)

E(ωo) < Eo

Return ωo

δi ∈ temp
ω = ωo + δi

Calculate
E(ω)

Tests.
append(ω)

temp =
temp - δitemp!=∅

ωo = ωo + δbest
TBT=TBT - δbest

temp=TBT

False

True

True

False

tests is created by drawing a node from TBR and replacing it with one from TBT. The
Procedure executes a loop to perform all the tests and finally, the best solution will be
returned if it respects Eo, otherwise Voilà declares that the violation can’t be revised
without scaling up the size r and as a result Autoscale() is called.

The difference between the fix functions lies in TBR and TBT, for proximity TBR is
the serving nodes that are considered non-vital. A gateway that depends exclusively
on one host node makes it vital. If this node was removed then we are certain that this
gateway will suffer form low latency. on the other hand, TBT are the non-host nodes
that can provide the origins of the violation with a nearby replica.

For saturation the search space is determined in a different manner, TBR includes
all nodes that are receiving a small volume of load, each node in TBR will be
associated with a set TBT of nodes located near the overloaded pods and that will
ensure no gateway will be deprived of a vital node.

Scaling up

To choose the nodewhere an additional replica should be created, Procedure 6.6 first
defines a set TBT in the sameway as previously. It then iteratively considers every node
from this set and tests whether adding it to ω (without replacing the existing replicas)
would solve the QoS violations. If no single new replica is found to be able to solve the
violation, it tries to add two new replicas, and so on until the violation is solved or all
nodes from TBT have been added.

The replacement approach helps the system maintaining a small number of
replicas before moving toward an autoscaling approach. However, a surge in users’
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Procedure 6.7: Scale Down

Scale Down
(ωnew = ωo)

Return
ωnew

∀δs
Tested?

Get
δs ∈ ωnew

Calculate
E(ωnew − δs)

∀ω
∃E < Eo

ωnew =
ωbest

False

True

False

True

requests and emerging gateways can restrict the system to spanning new replicas.
Voilà handles autoscaling as a continuation of the already studied violation
(Procedure 6.6). The current placement ωo alongside the set of promising nodes TBT
are passed to Autoscale() such as a node δi ∈ TBT is appended to the ωo. When all
the promising placement are tested, the placement of the best value of E is selected as
the best placement and the replica size will increase by 1. However, increasing the size
by 1 is not always sufficient to meet the Eo constraint, the size will keep going up until
the constraint are met.

The replacement and autoscaling algorithms are programmed in a way that
maintain a minimal replica size by effectively exploring the search space. As equally
important, the algorithms induce minimal changes on the placement since such
change incur a high cost.

Scaling down

Scaling down does not take place upon any QoS violation. Rather, if the system did
not occur any violation for a predefined period of time, it checks whether it may reduce
the number of replicas (and thereby reduce its resource usage) without introducing
violations.

Procedure 6.7 iteratively tries to decrement the number of replicas and to identify
one replica that can be removed without violating the QoS constraint. The algorithm
stops when no more replicas can be removed.

When Voilà decides to change the number or location of replicas, it asks Kubernetes
to create/delete pods accordingly.
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Figure 6.2 – A photo of the testbed.

6.3 Evaluation

6.3.1 Experimental setup

We evaluate Voilà with both experimental measurements and simulations. The
experimental setup consists of 22 RPis model 3B+ single-board computers acting as
fog computing servers. They run HypriotOS Linux v1.9.0 with kernel 4.14.34, Docker
v18.04.0 and Kubernetes v1.9.3. We implemented Voilà on top of Serf v0.8.2.dev and
the development version of Proxy-mity.

The RPis are organized with one master node and 21 worker nodes capable of
hosting replicas (see Figure 6.2). Every worker node also acts as a WiFi hotspot and a
Kubernetes gateway so end users can connect to the WiFi network and send requests
to the service.

We emulate a realisticworkload based on a trace of geo-distributed Internet requests
in the province of Trentino in Italy [81]. Every request is tagged with a location at 1 km
granularity of the base station itwas addressed to.We randomly select 22 1km2 cells and
inject the load of each cell in a different testbed gateway. The application is a simpleweb
server which returns the IP address of the serving pod, such that the request processing
time is almost zero.

We emulate realistic inter-node latencies using the Linux tc command. Latency
values are defined as a linear function of the geographical distance between the cells.
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They range from 4ms to 80ms with a median of 26ms, which arguably represents a
typical situation for a fog computing infrastructure.

We also perform scalability analysis using a simulator which simulates up to 500
virtual nodes using the same latencies and workload distributions, as well as the same
algorithm implementations as in Voilà to select replica placements.

6.3.2 Hona performance compared to Voilà

Voilà redefines Hona’s placement algorithmsmainly because the evaluationmetrics
in Hona are slightly different than the metrics in Voilà. Both algorithms try to reduce
the network tail latency by finding a placement that offers nearby replicas to all of the
detected sources of traffic. However, Hona tries to optimize the load imbalance between
the replicas defined as the standard deviation of each replica’s number of requests. This
metric was used since Hona has no notion of replica capacity. As a result, it tries to
minimize the variation between the fixed number of replicas.

On the other hand, Voilà improves on Hona by defining a metric that directly
calculates the replica saturation using the maximum number of requests that can be
handled by a replica during a specific time period. Voilà has the capability of
increasing the number of replicas to avoid saturation, whereas Hona optimizes the
proximity and try to solve the saturation violations using a best-effort approach. This
was evident in Figure 5.7-(b) where Hona fixed the proximity violation but was not
able to scale up the replica set to fix a possible saturation violation.

Another reason for creating new placement algorithms from scratch lies in their
compatibility with the autoscaling algorithms. In Voilà, we considered the autoscaling
approach as a continuation of an already-studied violation in the Voilà’s re-placement.
This, however, would not be possible using Hona’s algorithms.

TheVoilà objective functionwas optimized to be processed using thematrices P̂ and
T̂ which calculate the placement and autoscaling solutions faster by calculating general
P and T matrices and then conducting a case-specific P̂ and T̂ . Also, the non-necessary
nodes and idle gateways are removed from the objective function calculation, which
leads to much faster processing.

We illustrate the speedup obtained by replacing Hona’s algorithms with Voilà’s in
Figure 6.3, where we compared the average and standard deviation of the time
needed to calculate the objective function of Voilà compared to Hona using the
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Figure 6.3 – Time needed to compute the objective function for both Hona and Voilà as
a function of the number of nodes.

simulator over the same network and cluster conditions. Voilà can clearly evaluate the
objective function much faster than Hona (6 times faster for 300 nodes). The average
time for Hona follows a more aggressive slope as the number of nodes increases.
Similarly, the standard deviation for Hona increases at a faster rate than that of Voilà,
which means that Voilà is more consistent in the objective function calculation.

6.3.3 Autoscaling behavior

We first evaluate Voilà on the testbed based on parameters shown in Table 6.2.
Figure 6.4 shows 28 hours of workload from the Trentino trace, and Voilà’s autoscaling
behavior when confronted to this workload. We sped up the trace so every hour in the
trace is replayed over 2min in the experiment.

When the application is deployed at 12am on the first day, the initial replica
placement algorithm creates two replicas. We however notice that, although the
workload intensity is fairly low, about 5% of requests are being slow, mainly because
of network latency between the gateways and the replicas. At the next cycle Voilà
creates a third replica, which fixes this QoS violation. At 2am another violation occurs,
but a replica replacement is sufficient to solve this issue. Between 7am and 9am we
observe a strong workload increase. Voilà detects a capacity saturation violation and
reacts by bringing the number of replicas to 5 such that the violation is resolved and
the number of slow requests gets back to almost zero.
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Figure 6.4 – Autoscaling over a 28-hour workload trace (testbed experiment).

Table 6.2 – Testbed evaluation parameters.
Variable Value Variable Value

lo 15 ms n 22 nodes
co 50 req/pod/s |Ĝ| 18 nodes
Eo 0.5% Cycle duration τ 120 s

From 10am until 8pm the global load stabilizes close to its daily peak. However,
as discussed in Section 2.4.3 this “stable” workload still observes many changes in the
users’ locations. We observe that Voilà adjusts to these changes by issuing a number of
replica relocation operations. Finally, when traffic decreases in the evening, Voilà scales
the system down to three replicas after observing three cycles with no QoS violations.

We conclude that Voilà effectively controls the number and location of replicas.
Only ET = 2.6% of all requests were categorized as slow: 0.59% because of proximity
violations, and 2.01% because of capacity saturation violations.

6.3.4 Scaling up before saturation violations take place

The main reason for saturation violations is that any replica creation takes a few
dozen seconds before the new replica becomes operational. If Voilà triggers a scale-up
only after observing a saturation violation, then many requests may get penalized in
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Figure 6.5 – Triggering scale-up early (testbed experiment).

the mean time. A practical solution to mitigate this effect consists of defining a safety
margin and triggering scale-up operations to handle potential capacity saturation issues
before saturation actually takes place.

Figure 6.5 shows the resource utilization of the busiest pod and the cumulative
fraction of slow requests among the trace with safety margins 0%, 10% and 20% of
actual pod capacity, which respectively trigger adaptation when any pod’s workload
reaches 100%, 90% and 80% capacity. Larger safety margins reduce the number of
capacity saturation violations from ET = 2.6% to ET = 1.7% with safety = 20%.
However, because replicas are created sooner, the resource utilization through the day
reduces slightly, from 48% to 39%. Better QoS comes at a greater cost in terms of
resource usage.

Further reducing the number of violations would require predictive traffic models
capable of anticipating the 9am traffic surge sufficiently early. We leave this topic for
future work.

6.3.5 Sensitivity analysis

We now explore Voilà’s performance by means of simulations in a 200-node system
with 100 active gateways. We set Eo = 1%, and define default parameter values co =
100 req/pod/s, lo = 20ms and safety = 20%.
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Figure 6.6 – Sensitivity analysis (simulator).

Figure 6.6 shows the system behavior when varying co, lo and safety. Each test was
repeated 50 times using different load distributions of 28 cycles from the Trentino grid.
Every plot displays the average and the 95%-confidence interval, except the deployment
size plot where the error bars depict the minimum andmaximum sizes reached during
the tests.

Deployment size

When co and lo have low values, Voilà compensates by adding pods. Similarly, larger
safety margins imply that nodes are less utilized, which requires more pods.

Slow Requests

The number of slow requests decreases when we increase the value of co: a smaller
number of high-capacity pods can better absorb traffic intensity variations. Similarly,
increasing the safety margin reduces the saturation violations. Varying lo shows two
effects: first, strict latency requirements with a low value of lo makes latency-aware
placement more difficult, which results in greater numbers of proximity violations.
More surprisingly, larger values of lo result in an increase in saturation violations. The
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Figure 6.7 – Scalability (simulator).
reason is that when a gateway becomes active, its produced traffic increases over a
short time period. When lo is high, Voilà creates less replicas, so the violation occurs at
a higher load rate which leads to more slow requests.

Resource utilization

When the capacity co of every pod increases, their placement becomes increasingly
dictated by latency considerations. Their average utilization therefore decreases. We
observe a similar effect with low latency thresholds lo where the many replicas that are
created to cover the relevant areas of the network actually receive a modest workload
each. Finally, as previously observed, increasing the safety margin decreases resource
utilization.

Voilà under extreme values of lo

Voilà performs well even with very strict values of lo. For example a requirement of
lo = 10ms is very challenging because in our experiments only 7.5% of the inter-node
latencies are below 10ms. In this case Voilà still maintains ET < 1.7%, yet at the expense
of large number of replicas with low resource utilization.

6.3.6 Scalability

We finally evaluate the execution time for various system sizes. All measurements
are done on a quad-core Intel Core i7-7600U @2.80GHz laptop, co = 100 req/pod/s,
lo = 20ms, Eo = 1%, half of the gateways transmitting load and over 10 runs with 28
cycles for each test.
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Figure 6.7 compares the average number of placement that can be studiedper second
for various system sizes with the average number of placements that must be evaluated
to repair a latency or capacity violation.When the cluster size increases, the time needed
to study any single placement also increases. However, even for a large systemwith 500
nodes, Voilà evaluates ≈ 100 placements per second. Voilà’s algorithms typically need
about 100-150 placement evaluations to repair a violation, regardless of system size.

6.4 Conclusion

Fog computing platforms must carefully control the number and placement of
application replicas to ensure guaranteed proximity between the users and the
replicas serving their requests, while avoiding replica overload and reducing resource
consumption as much as possible. To our best knowledge, Voilà is the only proposed
system which satisfies these three objectives even in challenging situations, and has
been integrated in a popular container orchestration platform.
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Chapter 7

CONCLUSION

7.1 Summary

Although cloud computing offers a reliable solution for a wide range of
applications, this paradigm presents limitations in fulfilling all the requirements of a
family of emerging applications. Most notably, latency-sensitive applications require
their requests to be returned within tight latency bounds. On the other hand, fog
computing extends the cloud data centers with additional resources located in the
vicinity of the end users. This enables latency-sensitive applications to process their
requests without sending them to the cloud and, as a result, to receive a reply with
very low network latency. Fog computing platforms are an aggregation of three layers:
the end users’ devices located at the edge of the network, the edge layer composed of
fog nodes which offer ultra-low latencies for the end users and, finally, the traditional
data centers.

Providing low user-to-resource latency is one of the fundamental objectives of fog
computing. This is achieved by carefully placing hardware and software resources at
the edge of the network. Starting from a geo-distributed user base, the fog nodes are
geo-distributed as well to grant each user resources in their immediate vicinity.
Similarly, fog applications should place their replicas carefully so each user has access
to a nearby application replica.

This thesis addresses the specific needs of replicated service-oriented applications.
These applicationsmay create functionally-equivalent service replicas that are scattered
across the fog nodes, allowing a consistently low user-to-replica latency.

Optimizing network latency in the edge layer for such application model requires
one to implement proximity-aware mechanisms within a mature container
orchestration engine. One needs to estimate the inter-node latencies between the fog
nodes, route the end-users’ requests to nearby replicas, detect the sources of traffic
and provide them with a nearby replica, update the placement of the replicas when
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the workload changes and, finally, scale the replica set to guarantee consistent
performance at the lowest possible cost.

We targeted the challenge of proximity-aware resource management for replicated
latency-sensitive service-oriented applications in order to control the tail
user-perceived latency and to account for the workload non-stationarity in both time
and space. This was done over the three levels of resource management: routing,
placing, and autoscaling.

In the first contribution, we proposed Proxy-mity, a proximity-aware request
routing plugin for Kubernetes. Proxy-mity is able to identify the nearby replicas using
Vivaldi coordinates. It can then route requests to nearby replicas. Proxy-mity exposes
a single variable α which allows system administrators to control the trade-off
between proximity and load imbalance between replicas. The evaluations show the
effectiveness of this system in lowering the average user-to-replica latency compared
to the traditional load balancing mechanisms used by major cloud orchestration
engines.

In the second contribution, we presented Hona, a set of algorithms for replica
placement/re-placement. Hona uses Proxy-mity for routing requests and Vivaldi
coordinates for estimating the inter-node latencies. It then implements periodic checks
to detect the volumes and locations of the sources of traffic. Hona uses heuristics to
find a replica placement that is capable of reducing the tail latency while preserving a
good load balance between the replicas. Hona dynamically identifies changes in the
workload characteristics and updates the placement to maintain performance if a QoS
violation is detected. The evaluations show that the Hona heuristics are capable of
finding a placement that respects the defined latency bound, and that the
re-placement algorithm can cope with a wide variety of changes in the workload.

In the third contribution, we designed Voilà, a tail-latency-aware autoscaler. Voilà
relies on Vivaldi coordinates, Proxy-mity, and Hona’s periodic checks. Voilà’s
algorithms dynamically control the number and placement of the replicas to reduce
the tail latency, potential replica saturations, and the placement cost. The evaluations
show that Voilà guarantees 98% of the requests are routed toward a nearby and
non-overloaded replica. The system also scales well to much larger system sizes.

All of the presented contributionswere implemented on top of Kubernetes and have
been tested using a real testbed of RPi nodes. The aggregation of Proxy-mity, Hona’s
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periodic checks, and Voilà represents a complete proximity-aware solution for amature
cloud orchestration engine.

7.2 Future directions

We presented and evaluated a complete set of algorithms that target
proximity-aware resource management in fog computing platforms. However, this
work allows only a certain type of application and system model defined in
Section 2.5.2. As a result, a sensible direction for future research would be to
investigate similar algorithms for fog computing platforms that differ in terms of
application and/or system model.

7.2.1 Extending the fog with spare nodes

As explained in Section 2.4.3, fog workloads may experience surges as a function
of both time and space. To cope with such variations one needs to implement a robust
autoscaling algorithm like Voilà, capable of scaling the replica set according to the
demand. Yet, some extreme cases may result in the consumption of all the available
resources in the proximity of the surge. Consequently, the end users may suffer from a
degraded quality of service induced by a necessary best-effort approach to offload
their requests to farther fog nodes, or even cloud data centers if no other fog nodes are
available.

A straightforward solution for this problem would consist of increasing the size of
the available resources at the edge layer. As an analogy, cellular networks are usually
provisioned with enough resources to ensure an excellent QoE even under peak traffic
conditions [28]. This leads to a low energy efficiency and resource utilization during
non-peak hours. For cellular companies like Vodafone Germany, this necessary over-
provisioning has resulted in a 6 % annual decrease in revenue during the period of 2000
to 2009, one of the main reasons being the energy cost [140].

An alternative solution would be the capability of leveraging another source for
spare resources [96]. This can be done, for example, by renting nearby resources from
another fog infrastructure provider. In some cases, like fog gaming where the users’
Sega consoles are used as fog nodes [141], the platform can also rent resources from
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currently inactive users in order to process requests originating from nearby active
users.

This approach defines a trade-off between performance and cost, where additional
resources increase the operational cost butmay help in ensuring a better user-perceived
QoE [142]. In addition to the proximitymetrics that define the QoS for latency-sensitive
applications, another type of platform-based requirement emerges. The new end goal
would be providing the applications’ QoS at the lowest cost.

Creating a proximity-aware resource scheduling system which may dynamically
provision and integrate spare nodes would require mechanisms for defining the set of
available spare nodes, control mechanisms to rent a spare node, and mechanisms to
release them as soon as possible to cut down on costs. This approach might be defined
as the fourth level of resource management that controls the scale of the resource pool.

7.2.2 Fog federations

The introduction of cloud computing concepts moved application developers and
businesses from owning private in-house data centers toward accessing multi-tenant
data centers. This architecture have proven to be successful in terms of cost by enabling
the businesses to increase their resource pool in a couple of clicks.

The emerging fog computing industry is following the same footsteps. A number
of private fog platforms have already been implemented [50, 141]. As the demand for
fog computing technologies is increasing, a new type of fog infrastructure providers
will rise to outsource the demand of ultra-low latency resources in the immediate
proximity of end users [143, 144]. Multiple fog infrastructure providers are
anticipated to appear to serve users located in urban centers or rural areas [143, 145].
In such cases the resources provided by different fog infrastructure providers will be
similar in terms of their user-perceived latency.

Instead of directly competing with each other for the same group of end-users,
multiple small- or medium-sized fog providers may decide to cover non-overlapping
areas. Creating a federation of such fog infrastructure providers would therefore
allow the providers to join forces and increase their profits by enabling users to access
a bigger and more diverse resource pool.

However, there is currently no fog federation framework similar to the ones
implemented in cloud computing [33]. One of the reasons is the absence of resource
sharing models and pricing models for the edge layer resources from different
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providers. In consequence, resource management in fog federations may become a
promising research topic.

We believe that our work may be extended to consider the nodes’ provider as a
parameter in the process of node selection, whether for routing, placement, or
autoscaling. The objective functions used in both Proxy-mity and Voilà permit one to
easily add new metrics, which allows one to evaluate placements according to
arbitrarily complex requirements.

7.2.3 Fog node heterogeneity

As discussed in Section 2.3, the research community proposes many different
types of fog nodes that vary in their size, location, and network connectivity. This is
combined with a niche for specialized fog nodes that serve specific types of needs.
Most notably, applications making use of AI algorithms have an interest in locating
hardware-accelerated devices such as NVIDIA Jetson TX2 in the edge layer [146]. This
system-on-module is equipped with special hardware designed to process AI tasks
much faster than traditional CPUs and GPUs.

Other examples of specialized fog nodes are gaming consoles and autonomous
vehicles. In gaming, Sega is trying to use its gaming consoles in Japan to form a “fog
gaming” infrastructure [141]. These consoles are fine tuned to handle gaming tasks.
In autonomous vehicles as well, road-side units may be deployed to allow better
communication with the vehicles [147]. These devices should have the capabilities to
handle an end user moving at high speeds.

In these different use cases, we can expect that a future fog platform composed of
regular fog nodes plus specialized nodes must route, place, and autoscale not only
according to the proximity and availability of the fog nodes but also according to the
node specialization. In this case, AI requests for example have to be specifically routed
toward AI fog nodes. AI application replicas should therefore be
placed/replaced/autoscaled specifically in the AI nodes. Similarly to fog federations,
evaluating possible solutions in such system model require new system metrics that
can be added in the system’s objective functions.
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7.2.4 Fog resource management for microservices

In fog computing platforms, application instances must be distributed over the
coverage area to offer nearby resources to all the end users. These instances can take at
least two forms: functionally-equivalent replicas like the one discussed in this thesis,
or partitioned microservices where different microservices may have different roles.

The main distinction between service replication and partitioning can be
summarized in the way requests behave with each application model. With
replication, a request is routed toward a monolithic instance that is capable of
processing the request and returning the answer. On the other hand, microservice
requests are routed from a front-end usually running on or close to the end user’s
devices toward back-end services located in the edge or the cloud using light
communication protocols like Representational State Transfer (REST) over
HTTP [148, 149]. Moreover, end-users requests may incur complex invocation graphs
involving multiple microservices.

In the literature, most of the work has considered the edge layer as a single entity
where all the edge nodes are capable of delivering low latency [149–151]. An interesting
approach would be taking the resource management of microservices to the next level
where the inter-node latencies are accounted for, rather than considering all the fog
nodes equivalent in terms of their latency to the end users.

Proximity-aware resource management for microservices needs to take another
approach compared to monolithic service replication. Proximity-aware routing in
microservices can be split into two parts: how to route toward the back-end, and how
to route between the different services located in the back-end. Similarly,
proximity-aware placement for microservices does not merely require a mapping
between a set of equivalent instances and suitable nodes, but a set of inter-related
placement problems where the location of each microservice instance can affect the
operation of the whole system. Another interesting research question in this context is
whether it is more suitable to scale horizontally by creating replicas for an overloaded
microservice, or vertically by increasing the amount of resources granted to this
microservice.
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7.3 Closing statement

This work demonstrates that orchestration systems which were originally designed
for cloud-based and cluster-based environments can be extended to become proximity
aware with no need for major structural changes. It paves the way toward extending
some of the major orchestration systems to become mainstream, general-purpose
platforms for future fog computing scenarios.
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Titre : Gestion des Répliques avec Prise en Compte de la Proximité dans les Plates-Formes
Géo-Distribuées de Fog Computing.
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Résumé : L’architecture géo-distribuée de
fog computing fournit aux utilisateurs des
ressources accessibles avec une faible
latence. Cependant, exploiter pleinement
cette architecture nécessite une distribution
similaire de l’application par l’utilisation de
techniques de réplication. Par conséquent,
la gestion de ces répliques doit intégrer
des algorithmes prenant en compte la
proximité aux différents niveaux de gestion
des ressources du système.

Dans cette thèse, nous avons abordé
ce problème à travers trois contributions.

Premièrement, nous avons conçu un système
de routage des requêtes entre les utilisateurs
et les ressource prenant en compte la
proximité. Deuxièmement, nous avons
proposé des algorithmes dynamiques pour le
placement des répliques prenant en compte
les derniers percentiles de la latence. Enfin,
nous avons développé un système de mise à
l’échelle automatique qui ajustent le nombre
des répliques de l’application en fonction
de la charge subie par les applications fog
computing.

Title: Proximity-Aware Replicas Management in Geo-Distributed Fog Computing Platforms.
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Abstract: Geo-distributed fog computing
architectures provide users with resources
reachable within low latency. However, fully
exploiting the fog architecture requires a
similar distribution of the application by
the means of replication. As a result,
fog application replica management should
implement proximity-aware algorithms
to handle different levels of resource
management.

In this thesis, we addressed this
problem over three contributions. First, we
designed a proximity-aware user-to-replica
routing mechanism. Second, we proposed
dynamic tail-latency-aware replica placement
algorithms. Finally, we developed autoscaling
algorithms to dynamically scale the application
resources according to the non-stationary
workload experienced by fog platforms.
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