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Schumpeter’s writing in 1942 highlighted the creative destruction process whereby new 

innovations make old ones obsolete spurring economic dynamism and transformation. From the 

post-war reconstruction effort to today’s knowledge-driven and global economy, economists have 

sought to improve our understanding of the growth process from both theoretical and empirical 

perspectives to better understand its fundamental drivers and inform public policy. At the macro 

level, Solow (1957) showed how economic growth is driven largely by technological change rather 

than the accumulation of capital and labor. Subsequently, the emergence of new growth theory 

emphasized the role of knowledge accumulation in the growth process and the role of the 

production of ideas as non-rivalrous inputs that generate increasing returns to scale (Romer, 1986).   

In contrast to the production of goods and services, non-rivalrous goods create positive 

spillovers for entrepreneurs to build new products and services on top of an existing idea or 

alternatively create new ideas that make use of old ones. Some classic examples are the invention 

of the world wide web or the long list of inventions from Bell Labs throughout the 20th century. 

However, the production of ideas on their own are insufficient as it takes an entrepreneur with a 

vision of how to render such ideas useful to solve human problems and create markets – 

transforming invention to innovation. Some firms attempt to patent ideas that appear to not have 

any immediate commercial viability in order to exclude their use by others, which has become a 

contentious issue in the patent thicket debate, however, even such a practice does not preclude 

such knowledge from entering the public domain. More often, relying on secrecy, first mover 

advantage (particularly for platform or scale businesses) and other specialized knowledge internal 

to the firm provide the needed competitive edge for a time until eroded by competitive forces 

requiring new rounds of innovation to stay on top. Innovations in organizational, management 

practices and culture, and not just technological, also play an important role for the success of 

firms and regions. The ongoing dynamic process of innovation and entrepreneurship has 

historically played an important role in economic growth.  

But where do innovative ideas come from? Peter Drucker wrote that innovation 

occasionally arises from a flash of genius but more often is the result of a systematic pursuit 

through hard work and trial and error. Recently, in advanced economies such as the United States 

business dynamism or turnover of firms has been declining largely driven by a decline in new 

firms. One potential contributing factor to this decline could be driven by a decline in new 
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innovative ideas that can be captured by entrepreneurs; Bloom et al. (2020). Major technological 

breakthroughs seem to only emerge in rapid bursts after many years of aimless, marginal advances. 

The private sector is often unable to make investments in R&D without some reasonable 

expectation of a return in the near term and as a result it traditionally occurs in sectors with deep 

pockets or is financed by mission oriented public sector entities with bold visions. Where will the 

next wave of innovation and entrepreneurship come from, will there be sufficient spillovers to 

drive local economies and is there a role for policy? Understanding the wealth of nations is 

arguably a study on innovation and entrepreneurship: where does it stem from, why does it tend to 

be clustered in certain regions, is it merely a result of individual human achievement or driven by 

environmental factors and so forth. 

Inspired by these issues, this dissertation aims to contribute to some of our understanding 

principally through the economist’s toolkit. In contrast to the case-study approach, sociological or 

historical analyses all which provide their own unique perspective, the economics approach 

typically aims to uncover patterns using observational data towards developing theory about 

underlying behaviour or outcomes driven by incentives and rational choice, or vice versa. Its focus 

is on the systematic; not the flash of genius. While any single individual study might struggle to 

draw convincing conclusions, the success of such an approach occurs over time as a sufficiently 

large body of evidence is obtained that leads to an improved understanding of underlying causal 

factors that can inform policy. Our contribution to the literature lies in using new sources of data 

that make use of improved measures of innovation that help uncover and shed light on underlying 

drivers of firm performance and heterogeneity. We use data derived from novel firm-level surveys 

from three separate regions. First, we begin our analysis using data from a large cross-section of 

developing countries from Africa, South-East Asia, Eastern and Central Europe and the Middle 

East; these countries are thought to have impressive growth prospects with enormous catch-up 

potential. A major potential factor in boosting productivity in developing countries stems from the 

role of innovation in propelling firms towards the technological frontier. Second, the United States, 

a country viewed to be at the forefront of the technological frontier with an entrepreneurial culture 

and growth mindset that the rest of the world tends to aspire to and aims to copy. Third, Italy, an 

advanced economy with both a large small-medium enterprise sector and rich regional diversity 

that struggles to remain competitive amidst forces of globalization. From a methodological 

standpoint, we use micro-econometric and program evaluation methods to both incorporate the 
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nature of the data and to answer questions and untangle relevant margins of interest in a convincing 

way that are useful for policy evaluation and research while paying close attention to the 

measurement of economic variables and the role of heterogeneity. Our main goals are both to 

inform and derive policy implications from the data while contributing to the academic literature 

and body of evidence and knowledge. 

The thesis is situated in the context of a large literature that has sought to understand the 

sources and dynamics of persistent differences across firms using increasing availability of rich 

company (or firm) level micro data.  Empirical analyses have uncovered how the macro economy 

is composed of heterogeneous patterns of firm outcomes and performance (including entry and 

exit). For instance, large mature firms often stagnate after a certain age (Hopenhayn, 1992) and as 

a result aggregate employment and productivity gains tend to come from entry of fast-growing 

younger firms (Haltiwanger, Jarmin, and Miranda, 2013). The model of Klette and Kortum (2004) 

incorporates the concept of innovation from a theoretical perspective that generates rich firm 

dynamics. Firm innovation and research and development (R&D) strategies have been found to be 

a major source of explaining differences in firm outcomes (such as productivity) where R&D 

expenditures are defined as investments to absorb and develop knowledge that can eventually 

translate to innovations such as new products, processes or other capabilities.   

While much of the initial literature focused on studying the effects of competition, market 

structure and firm size on innovation, more recent research has moved beyond the Schumpeterian 

debate to focus on determinants of technical advance more broadly such as the role of firm 

characteristics and industry-level variables such as technological opportunity, appropriability and 

demand conditions (Cohen, 2010).  A primary focus has sought to understand the determination 

and impact of R&D in terms of its effects on firm performance and patenting. However, limitations 

of this research and areas for contribution have stemmed from two shortcomings. First, there has 

been an implicit assumption that all or most innovative activity occurs within formal labs and 

through R&D accounting expenditures. Second, an absence of accurate measures of innovation 

itself in terms of its outputs has restricted the analysis to focus on patents as the principle measure. 

While patents can be an important element of a firm’s strategy, they are not necessarily indicative 

of innovation; particularly for newly launched firms, firms that are far from the technological 

frontier or firms operating in sectors where patents are not a source of competitive advantage. Even 
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more challenging from an empirical perspective is that only few firms have any in practice; and 

when they do, patent valuations have been found to be highly skewed. Any finding of effects on 

the firm stemming from its patenting activity is likely to be driven by other factors. As a result, 

improvements in data – such as including more and better data on firms, better measurement of 

innovative activity, and more granular and richer data on R&D activities as some examples – are 

enabling a richer understanding of economics of innovation and technological change.  

To make progress on the empirical front, incorporating a broader Schumpeterian view of 

innovation that includes the more incremental implementation of ideas and knowledge to improve 

the firm in data collection is needed. Under this view, innovation also includes attempts to try out 

new or improved products or processes and experimentation with alternate ways of doing things. 

Further, a broader view of innovation could be important for studying firm catch-up, which is 

likely associated more so with technology adoption, imitation and adaptation; as opposed to a 

conventional view of innovation narrowly defined as invention, patenting and the use of disruptive 

technologies. The Oslo Manual guidelines launched an attempt to remedy some of these 

measurement challenges where the focus is to survey the firm about the quality and degree of 

novelty of innovation outputs such as product, process and organizational innovations. The Oslo 

Manual is the basis upon which the OECD and other international organizations collect and publish 

statistics on business innovation. Increasingly, these enhanced questions on innovation practices 

are becoming standardized and included in a number of surveys on firms around the world such 

as the Community Innovation Surveys (CIS) in Europe allowing for benchmarking and 

comparative analysis (Mairesse and Mohnen, 2010); similar to the pioneering work of Bloom and 

Van Reenen for management practices. 

In these surveys, a formal definition of innovation encompasses “the implementation of a 

new or significantly improved product or process, marketing method, or a new organizational 

method in business practices, workplace organization n, or external relations” (OECD, 2005). 

The subcategories of product and process innovation are technological in nature and are the focus 

of this dissertation; whereas marketing and organization innovation are considered non-

technological. Product innovation refers specifically to the introduction of a good or service that 

is new or significantly improved with respect to its characteristics or intended use. These include 

significant improvements in technical specifications, components and materials, incorporated 
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software, user friendliness or other functional characteristics. Further, survey questions 

differentiate by degree or complexity of novelty; whether the innovation is new to the firm, to the 

local market or to the international market. In contrast, process innovations are the implementation 

of a new or significantly improved production or delivery methods. These include significant 

changes in techniques, equipment and/or software. 

Armed with these enhanced measures of innovation outputs, a more complete empirical 

assessment of the process of innovation at the firm level can be undertaken. The innovation process 

or function is one characterized by the firm undertaking investments in knowledge activities, both 

tangible and intangible that include training, purchase of equipment, R&D and licensing that 

eventually lead to innovation outcomes such as product or process innovations as well as patents. 

Successful innovations can in turn positively affect firm outcomes such as by increasing 

productivity, increasing the quality of labor and increasing demand for new products. Further, 

more productive and innovative firms can also force competitors to exit the market, increasing 

allocative efficiency. Overall, the effects from innovation at the firm-level will depend on the 

quality of the innovation introduced as well as the ability of the firm to successfully bring its 

innovations to market. As a result, a main contribution of innovation stems from both improving 

efficiency and product quality within the firm and among newly entering firms. In contrast, the 

economics literature has highlighted the role of reallocation to more productive firms as policy 

lever to boost per capita incomes; where differences in per capita income have been shown to be 

roughly 50% explained by differences in firm-level productivity. 

The first chapter, The Returns to Innovation and Imitation in Developing Countries, begins 

the analysis in a developing country context using a unique dataset that comprises 53 firm-level 

innovation surveys from countries in the Africa, South Asia, Europe and Central Asia and Middle 

East and North Africa regions collected by the Enterprise Survey unit of the World Bank. These 

data contain representative samples of firms by country that survey their performance amidst their 

business environment and investment climate and were augmented with an innovation module 

during the 2013-2015 wave. The innovation survey differentiates between types of technological 

innovation outcomes such as product and process innovations as well as their degree of novelty.    

From these data we ask the following set of questions that aim to shed light and fill the gap in the 

literature on the nature of firm level innovation in developing countries. What are the patterns of 
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R&D and innovation among firms in developing countries? Does innovation translate into 

efficiency gains for the firm? Are there differential effects depending on type of innovation?  

Obtaining good answers is critical as innovation in developing countries is thought to be 

less R&D intensive, more focused on incremental adoption of existing technologies or imitation 

while the returns to such types of innovation are not well understood. Based on studies using 

OECD country data, the returns to innovation are generally high and thought to be increasing with 

distance to the technological frontier. Extrapolating to developing countries, one might 

hypothesize that returns to innovation should be exceptionally large; motivating the prioritization 

of innovation related investment. From a policy perspective, if returns to innovation are found to 

be low for existing firms that carry them out, then the potential for lack of enabling factors and 

complementarities is likely to be high.  We rely on the workhorse theoretical model of innovation 

developed by Crépon, Duguet and Mairesse (1998) that posits the sequential relationship between 

innovation inputs, innovation outputs and firm productivity. We estimate the model using our data 

with care to avoid simultaneity and selection bias while incorporating the statistical features of the 

variables. Overall, our empirical findings reveal an innovation paradox: the coexistence of low 

levels of innovation-related investment despite the potential for high returns associated with 

technological adoption. As a result, the promise of Schumpeterian catch-up is far from being 

realized and there is a need for a deeper understanding of the constraints and impediments to the 

innovation process.  

The Effects of Innovation on Employment in Developing Countries: Evidence from 

Enterprise Surveys continues the analysis from the first chapter and examines the relationship 

between innovation and employment. Despite the role of innovation in boosting productivity, there 

is a tension with the goal of maximizing employment in the short-term; particularly with the rapid 

wave of digitalization and automation occurring throughout the world. Similarly, reallocation of 

resources to the most productive or innovative firms in an economy while theoretically sound is 

inherently in conflict with broader policy objectives of inclusion. Further, the small business sector 

while typically less productive, plays an important role in creating employment and developing 

local economies. Fostering innovation throughout the business sector can promote widespread 

economic gains. As a result, determining whether and to what extent innovation generates a 

tradeoff between productivity increases and employment growth could be important for 
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development policy, especially in countries where the needs to absorb new entrants to the labor 

market in formal and higher productivity jobs are greatest. Are there differences in the impact on 

employment depending on the type of innovation as well as the firm’s distance to the technological 

frontier? To shed light on these questions using our data, we estimate reduced form parameters 

from a simple theoretical model that relates changes in production of the firm’s new and old 

products to changes in its labor inputs. Our analysis highlights the role of product innovation as 

the main channel for employment creation while we do not find any negative impact from process 

innovation; potentially due to a skill composition effect.  

The third chapter, The Effects of Innovation and Financing on Startup Firm Survival and 

Growth, turns to a sample from a cohort of startup firms in the US. Previous literature has 

emphasized the role of new firms in contributing to business dynamism and economic growth at 

the macro-level and that particularly only a small share of high-growth startups drives much of 

these economic gains. At the same time, little is known about the nature of innovation activities 

among startup firms and how they affect outcomes. To what extent does innovation play a role in 

the success of the average startup? With this perspective, we study survival and growth of an 

entering cohort of firms that launch in 2004 and are tracked over an 8-year period until 2011; 

overlapping with the Great Recession of 2008-2009. Survival and growth are inextricably linked; 

firms that survive, grow – and vice versa. We study survival to assess firm quality and then 

subsequently study firm growth as a measure of performance accounting for quality (survival).  

Undertaking these separate but linked analyses, we study the role and impacts of financing and 

firm innovation. Financing can affect survival and growth margins but is also endogenous; 

particularly external financing, as a lender (bank) incorporates its own expectation a firm will 

survive. We examine the role of financing on the survival rates of firms and whether differential 

effects are observed as a result of the Great Recession. 

While much of the literature on entrepreneurship has focused on the role of financing and 

the tendency for information asymmetries to result in credit constraints, it is less obvious if 

entrepreneurship is stifled more so by a lack of financing or rather a lack of ideas. How do measures 

of firm innovation affect startup firm outcomes? Does financing or innovation matter more for 

startup firm growth? Hurst and Pugsley (2011) find that many small business entrepreneurs do not 

want to grow (or modernize). But on the other extreme, some startups are borne out of high-tech 
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incubator labs, are financed by venture capital funds, and grow and scale very quickly. We 

hypothesize that the goals and motives of the entrepreneur could matter for untangling firm 

outcomes and so variables that capture firm innovation activities (whether a firm introduces new 

products or services along with their degree of novelty) could be important for explaining startup 

firm growth as well as the ability to raise new funding during the early years of its lifecycle. We 

contrast the effects from using our measures of direct innovation outputs (product innovation) with 

traditional measures of R&D and patents that may be less meaningful for new firms where the 

entrepreneur is likely capturing and exploiting ideas obtained elsewhere. Finally, we compare the 

effects on firm growth for firms that report innovations versus firms that receive higher levels of 

financing. 

In the final and fourth chapter, Firm R&D and Knowledge Spillovers, we study a sample 

of manufacturing firms from Italy to uncover drivers of firm R&D expenditures. The dataset 

contains information on firm R&D expenditures, fiscal subsidies for R&D as well as whether the 

firm cooperates with a university towards R&D. We test hypotheses of crowding-in effects from 

the university sector and contrast our findings with the impact from fiscal subsidies such as tax 

credits. Our findings are relevant for innovation policy and maximizing public sector returns on 

investment.  

As private investment in R&D is risky and can lack appropriability, it is thought to be sub-

optimal in aggregate and generally undertaken by firms with deep pockets or that operate in sectors 

defined by monopolistic competition. Among the policy toolkit available to promote innovation, 

the empirical evidence has highlighted the effectiveness of R&D tax credits and subsidies 

particularly in the short to medium run (Bloom, Van Reenen and Williams, 2019). However, while 

such policies can alleviate financial constraints, they are agnostic about underlying R&D project 

quality. Public sector R&D, including the share that takes place in the university sector (often 

geared towards basic/fundamental research), has historically been instrumental for unleashing 

entire new industries and products commercialized by private firms and can also play a role in 

crowding-in private sector investment through (high-quality) knowledge spillovers. Further, 

university-firm cooperation on R&D can crowd-in firm-level investment as such partnerships can 

minimize risk and costs; they also serve as an indirect mechanism to identify and undertake higher 
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quality investments. Our empirical estimates provide insight into the role of university research 

and cooperation as a key driver and enabler of private investment in R&D. 

As Jean Tirole has written in Economics for the Common Good, technological innovation 

today is at the heart of economic growth and the wealth of nations more so than ever depends on 

staying on top of the value chain. Many public policy challenges remain around the role of 

competition policy, intellectual property, culture and institutions, finance and fostering inclusion 

and the development of human capital; among others. For leading-edge economies, technological 

innovation can expand the technological frontier generating increases in productivity growth. For 

economies and firms that are farther from the technological frontier, a major source of catch up 

growth can occur by acquiring knowledge and ideas and imitating practices and techniques. While 

countries may be at different stages of development, they all face common challenges. Unleashing 

the Schumpeterian forces of innovation and entrepreneurship that drive technological innovation 

could be the key towards sustained economic growth that includes solving humanity’s most 

pressing problems of today. This dissertation aims to paint a picture of innovation and 

entrepreneurship from an empirical, micro data driven perspective so as to contribute to the body 

of knowledge that has reinforced our understanding and created impetus for society to embrace 

entrepreneurship as a powerful force for good. 
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Abstract 

A major factor in reducing the productivity gap between developing and developed 

countries stems from the role of innovation in propelling firms towards the 

technological frontier. This paper uses a unique dataset to empirically characterize 

the nature of firm level innovation in a sample of 53 developing countries across 

Africa, South Asia, Eastern and Central Europe and the Middle East and North Africa 

regions. The analysis shows a negative correlation between the rates of incremental 

innovation/imitation - defined as innovation new to the firm - and income per capita, 

which breaks down when more novel/radical - new to the national/international 

market - forms of innovation are considered. More importantly, when the returns 

to innovation are estimated, they appear to be positive and high, but only 

statistically significant in the case of more radical forms of innovation and in regions 

with higher income per capita. We also document that while the returns to process 

innovation are low or not statistically significant in most regions, this is likely the 

result of the definition used in existing surveys. When process innovation is defined 

by adopting automation processes, the returns are higher than product innovation. 

These results suggest that many innovative efforts in developing economies do not 

translate into efficiency gains given the low quality of the innovations introduced 

and/or a potential absence of key complementary factors. 
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1 Introduction 

 
One of the most important challenges in developing countries is narrowing the existing productivity 

gap for firms operating far from the technological frontier. Productivity can be understood as revealed 

firm capabilities (Sutton (2005)) to produce quantity and quality using factors of production more or 

less efficiently. Innovation that enhances these firm capabilities with the accumulation and investment in 

knowledge capital combined with management and organizational capital and their tacit knowledge is a 

critical element for productivity growth. As a result, it is important to better understand the types of 

innovation activities that are carried out by firms in lower income countries and the impact that these 

activities have on performance. 

However, we know very little about the nature and impact of innovation activities and 

investments in knowledge capital in developing countries. The view that innovation is the work of highly 

educated skilled labor in research and development (R&D) intensive companies with strong ties to the 

scientific community, is inevitably more a first world perspective than an appropriate description of 

innovation activities in developing countries (Fagerberg, Mowery, and Nelson (2006)). Innovation in 

these countries appears to be less R&D intensive and with minimal patenting. In these countries, innova- 

tion is better described as attempts to improve and imitate new products, processes and adopt existing 

technologies (Bell and Pavitt (1997); Kline and Rosenberg (1986)). This is a process of technology 

adoption, imitation and adaptation far from the technological frontier, with little formal R&D, where 

firms adopt incremental (as opposed to radical) changes (Fagerberg, Mowery, and Nelson (2006)). 

Given this different pattern of innovation activities, the critical question becomes whether 

different types of innovative efforts have an impact on performance and on reducing the firm’s distance 

to the technological frontier. This is especially important given that the riskiness associated with 

introducing innovations is potentially higher for firms in developing countries; where the lack of 

complementary factors to innovation, market failures, policy distortions and investment climate costs 

are typically high. From a policy perspective, in order to maximize the contribution of innovation on 

firm-level productivity growth, we need to determine whether firms that innovate experience sufficient 

returns to their investments. If the returns are low, firms will be reluctant to invest in enhancing their 

innovation capabilities. While, Griffith, Huergo, Mairesse, and Peters (2006) suggest that the returns to 

R&D may be greatest for countries farther away from the technological frontier for a sample of OECD 

countries, Goni and Maloney (2014) find for a sample of developing countries that the returns to R&D 

follow an inverted U shape - low for poorer countries and increasing only until a point where the lack of  
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complementary factors lead to diminishing returns to R&D. A similar dynamic occurs with the 

introduction of innovation outcomes, such as product and process innovation. Most of the existing 

evidence in OECD countries finds a positive impact of innovation, especially product innovation, on 

productivity (See survey by Mohnen and Hall (2013). However, the evidence for developing countries 

is scant and mixed. Some exceptions are Crespi, Arias-Ortiz, Tacsir, Vargas, and Zuiga (2014) for Latin 

America who find positive returns, while Goedhuys, Janz, and Mohnen (2008) for Tanzania and Cirera 

(2015) for Kenya find no statistically significant impact of innovation outcomes on productivity. 

In addition to lack of complementary factors, it is important to highlight the importance of firms’ 

capabilities to absorb knowledge in developing countries. Ideas that generate innovation are not cost- 

less, and information even when freely available requires some investment or capability on the part of 

the user in order to fully appropriate its benefits. For example, Cohen and Levinthal (1989) describe 

internal R&D efforts of firms as a dual process of creating new knowledge but also enhancing their 

ability to assimilate and exploit external knowledge, or “absorptive capacity”. This “absorptive capac- 

ity” is likely to be low in developing countries given the significant shortage of skills and low quality of 

managerial practices. 

This paper aims to fill this gap in our understanding of the nature of firm level innovation and the 

link to productivity in developing countries. Specifically, the objective of the paper is threefold. The 

first objective is to provide a description of the nature of firm level innovation activities in developing 

countries. The second objective is to measure the returns to innovation in developing countries. The 

final objective is to decompose how these returns (if any) vary by region, sector and the degree of 

novelty of the innovation introduced. In order to do so, we use a unique dataset that comprises 53 firm-

level innovation surveys from countries in the Africa, South Asia, Europe and Central Asia and Middle 

East and North Africa regions collected by the enterprise survey unit of the World Bank in the period 

2013-2015. To our knowledge this is the most comprehensive and comparable cross-country dataset 

with innovation information. 

To advance some of main conclusions, the analysis confirms some of the findings of the case study 

literature and suggests differences in the nature and impact of innovation in these countries. First 

innovation efforts are primarily non-R&D based. Second, there appears to be a negative correlation 

between the rates of incremental innovation/imitation - defined as innovation new to the firm - and 

income per capita. This correlation, however, disappears when more novel/radical - new to the na- 

tional/international market - forms of innovation are considered. Third, the returns to innovation are 

positive and high, but only statistically significant in the case of more radical forms of innovation 
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and in regions with higher income per capita. Forth, the returns to process innovation are low or not 

statistically significant in most regions; which is likely the result of the definition used in existing 

surveys. When process innovation is defined by adopting automation processes the returns are higher 

than product innovation. 

The paper is organized as follows. Section 2 provides a brief review and summary of the literature 

and empirical evidence on the impact of innovation on productivity. Section 3 discusses our empirical 

methodology and section 4 describes the data used in our analysis. Section 5 presents our results while 

Section 6 concludes. 

 

2 Innovation and Productivity. A Brief Review of the Literature. 

 
A dominant Schumpeterian view of the growth process sees innovation as the engine of the creative 

destruction process that spurs economic dynamism and transformation. This view started to permeate 

growth theory since the seminal work of Solow (1957), which placed innovation at the center of a 

growth process driven by technical change. This influence was reinforced with the emergence of new 

growth theory emphasizing the role of knowledge accumulation for the growth process and Schum- 

peterian creative destruction arising from a competitive R&D sector as the main engine of growth 

(Aghion and Howitt (1992); Romer (1986)). 

This increasingly central role of innovation in endogenous growth theory was not accompanied by 

a similar effort to formalize the rich micro dynamics of firm level innovation that underpin the growth 

process. Innovation is primarily a micro phenomenon. It is the outcome of firms’ investments in knowl- 

edge capital and management decisions. The ultimate objective of these investments is to introduce 

improvements and new products and processes that positively impact firm performance by increasing 

productivity, employment, sales, profits, market share or markups. However, there is uncertainty re- 

garding the extent to which firms are able to convert knowledge capital investments into innovation 

outcomes and furthermore, whether these innovation outcomes are likely to impact firm performance. 

Innovation is risky since it is almost impossible to determine ex ante whether the introduction of new 

products, processes or organizational changes will lead to an increase in sales, employment or produc- 

tivity; and also, whether these firm outcomes will impact the reallocation of factors and firms’ entry 

and exit. 

In the last decade, however, there has been several attempts to model these rich micro firm dynam- 

ics arising from innovation efforts in the tradition of the Schumpeterian creative destruction. Klette and 
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Kortum (2004) develop a general framework of reallocation where firm level innovation increases 

product quality and make firms more competitive, which increases their revenue and size; and forces 

existing firms producing old and obsolete versions of the product to exit the market. Without these in- 

novation forces in action, models of firm dynamics typically predict that firms stagnate after reaching a 

certain size, conditional on survival, as in Hopenhayn (1992). Innovation allows in these heteroge- 

neous firm models the churning of firms that is widely observed in the data. 

Lentz and Mortensen (2008) extend the framework by Klette and Kortum (2004) to include firm 

heterogeneity. This allows to replicate the observed large dispersion in productivity levels across firms. In 

the model, innovation investments increase product quality and allow firms to capture higher prices and 

profits, which allow them to become more productive and larger. Akcigit and Kerr (2010), and 

Acemoglu, Akcigit, Bloom, and Kerr (2013) develop heterogenous firm models that also allow ex- 

ploring reallocation of resources between entrants and incumbents driven by innovation efforts. In 

Acemoglu, Akcigit, Bloom, and Kerr (2013) firms defer on their capacity to transform innovation on 

productivity growth, which creates reallocation of skilled labor across types, and dispersion and exit of 

low capacity entrants and incumbents. A common theme of these models is the importance of the 

creative destruction process and the central role of innovation driving it. 

These models have been calibrated and their predictions validated using US firm level data. An 

important question, however, is whether this process of creative destruction is also in motion in de- 

veloping countries, given that barriers to entry and distortions are likely to be more prevalent in lower 

income countries, see Hsieh and Klenow (2009), and act as a constraint for the reallocation of re- 

sources. A first step, however, to analyze these micro dynamics is related to the ability of firms in 

developing countries to produce innovations, the nature of these innovations and the ability to convert 

these in productivity growth. 

A large literature has examined the relationship between innovation and productivity at the micro 

level. Most of the evidence, however, has used firm level datasets in OECD countries. Hall (2011) 

provides a comprehensive survey of the empirical work in this area. The survey focuses mainly on 16 

existing micro empirical studies using the workhorse empirical model of innovation, the Crepon- 

Douget-Mairesse (CDM) model (Crepon, Duguet, and Mairesse (1998)). The CDM models the re- 

lationship between innovation and productivity as a sequential process in three stages. In the first stage, 

the determinants of knowledge inputs are estimated - R&D and potentially other inputs. In the second 

stage, the relationship between innovation inputs and innovation outcomes - product and/or process - is 

determined. Finally, the last stage estimates the impact of those innovation outputs have on productivity 
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- proxied by sales per worker. Hall (2011) main finding is that in general most studies find a positive 

correlation between product innovation and productivity. 

One important regularity in the findings for developed countries, although slightly counter-intuitive, 

is the fact that product innovation tends to have a larger impact on firm-level productivity than process 

innovation, and even some studies find a puzzling negative impact of process innovation on productiv- 

ity. According to Hall (2011), the problem with process innovation is that it cannot be measured in the 

surveys beyond the dichotomous variable of whether or not the firm implements process innovations. 

More importantly, this variable encapsulates all types of processes, ranging from delivery methods to 

automation. 

One final result in the empirical literature is the heterogeneity in the size of the impact across 

sectors. For example, Criscuolo (2009) show that the productivity elasticity of innovation tends to be 

higher in manufacturing than in services sectors. Mohnen and Hall (2013) confirm these results re- 

viewing a larger sample of studies. Overall, the evidence gathered by these empirical studies suggests 

that the introduction of innovations outcomes by firms, primarily new or upgraded products, have a 

positive impact on productivity. 

The existing evidence for developing countries is, however, scarce; especially regarding low- 

income countries. One relevant study is Goedhuys, Janz, and Mohnen (2008), which examines the main 

drivers of productivity in Tanzania. The authors do not find any link between R&D, product and process 

innovations, licensing of technology or training of employees and productivity. The results suggest that 

Tanzanian firms are struggling to convert knowledge inputs into productivity improvements due to the 

poor enabling environment for business, which is the main constraint on productivity according to their 

empirical results. In addition, there are indications that in developing countries, investments in 

knowledge capital are smaller than in developed countries. Goni and Maloney (2014) show that 

investments in R&D are smaller in developing countries as a share of GDP than in developed countries. 

As suggested above, one potential explanation for this result is the absence of complementary factors 

that enable an efficient use of R&D; such as education, the quality of scientific infrastructure, and the 

private sector; which is weaker in countries far away from the technological frontier. One implication 

of this knowledge capital deficit is the possibility that the quality of the innovations produced and, 

therefore, the returns to innovation are lower in developing countries, see Cirera, Iacovone, and Sabetti 

(2015). 

A related strand of the literature has empirically analyzed some of the complementarities needed 

in innovation. The literature has mainly focused on complementarities between innovation outputs; 
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modes of innovation. The idea is that introducing different types of innovation outputs jointly have an 

additional impact on productivity. Polder, Van Leeuwen, Mohnen, and Raymond (2010) find signifi- 

cant complementarities between different knowledge inputs and innovation outcomes, in the Nether- 

lands. The authors find that (i) ICT investment and usage are important drivers of innovation; (ii) a 

positive effect on productivity of product and process innovation when combined with organizational 

innovation; and (iii) evidence that organizational innovation is complementary to process innovation. 

Miravete and Pernas (2006) find evidence of complementarity between product and process innovation in 

Spanish tile industry. There is also, some evidence of complementarities of knowledge inputs. For ex- 

ample, Cassiman and Veugelers (2006) find important complementarities between internal R&D and 

external knowledge acquisitions for the introduction of innovation outcomes. 

A final element especially important for developing countries when considering the relationship 

between innovation and productivity in developing countries is the lack of an enabling business en- 

vironment. Barriers to physical accumulation are also likely to undermine investments in knowledge 

accumulation. Also, existing market failures in the supply of technical infrastructure, human capital or 

technology are also likely to reduce the quality of the innovation inputs introduced and the returns to 

innovation. 

 

3 Methodology 

3.1 Empirical strategy 
 
In order to estimate the relationship between innovation and productivity given the nature of our data, 

we use the CDM model Crepon, Duguet, and Mairesse (1998) briefly described below. Innovation 

requires the transformation of knowledge capital or innovation inputs, both tangible and intangible, 

such as training, equipment, R&D or the acquisition of intellectual property into innovation outcomes- 

the introduction of new products, improved quality, new production processes or organizational 

changes. Firms invest in accumulating these knowledge inputs in order to increase their capabilities and 

produce innovative outcomes. Once innovation outcomes have been introduced by the firm, these can 

impact firm performance in different ways. Successful innovations are likely to increase firm-level 

productivity by improving the capacity to transform factors of production into new and/or more 

efficiently products of higher value or quality. Second, the increase in productivity is expected to 

increase the marginal productivity of labor, and as a result, increase the quality of jobs (i.e.: more 

productive jobs). Third, more productive firms are expected to push less productive firms out of the 
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market, increasing allocative efficiency, thereby increasing the overall efficiency of the economy. All 

this, however, depends on the quality of the innovation introduced and the ability of firms to successfully 

market new products and sustain new processes. 

The CDM model by Crepon, Duguet, and Mairesse (1998) can capture most of the features 

described above. The model contains a recursive system of equations that characterize the evolution of 

the innovative process in three stages. An initial set of equations in the first stage explain the firm’s de- 

cision to invest in R&D, sometimes referred to as the knowledge equation, influenced by firm specific, 

regional and other factors. The second stage characterizes innovation outcomes, or the likelihood that 

the firm’s investment in knowledge capital translate into successful innovations. In the third stage, an 

equation links innovation outputs to firm productivity. 

Solving each of the equations of the model separately raises endogeneity issues, which would oth- 

erwise lead to biased coefficients and underestimating the true effects of innovation on productivity. For 

example, unobserved factors that make a firm more likely to invest in R&D, such as unobserved 

managerial ability, might be correlated with firm’s higher levels of productivity (selection). Alterna- 

tively, unexpected shocks that lead to higher chances that innovation outcomes are successful may also 

(positively) affect productivity outcomes in the performance equation (simultaneity). Consequently, 

solving the system simultaneously as in the CDM framework can correct some of these issues. 

The literature has tended to use two different empirical strategies when looking at the relationship 

between innovation and productivity. One approach pioneered in the original CDM model (Crepon, 

Duguet, and Mairesse (1998)) uses Asymptotic-Least-Squares, which embodies the jointly estimation of 

the main equations of the model. The second approach, see Griffith, Huergo, Mairesse, and Peters 

(2006), estimates a sequential model, using IV in each stage to account for endogeneity. Under this 

approach, predicted values of endogenous variables in the first stage are included in the estimation of 

the second- and third-stage equations, and correcting the standard errors by bootstrapping methods. 

Hall, Lotti, and Mairesse (2009) and Musolesi and Huiban (2010) compare the results from both 

methods and find that there are not significant differences in the impact of innovation on productivity as 

long as endogeneity and selection are properly treated. Hall, Lotti, and Mairesse (2009) find similar 

results comparing both types of estimation, although larger standard errors using simultaneous max- 

imum likelihood of all three stages than the sequential method. Mohnen and Hall (2013) discuss the 

tradeoffs between efficiency and robustness to misspecification. 

Recent advances in computation, however, have opened the possibility of using more efficient es- 

timation methods. Specifically, Roodman (2011) shows that the case of seemingly unrelated equation 
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(SURE) systems that falls into a class of mixed processes can be modeled recursively where each stage 

is fully observed. Our model falls into this category and therefore a full information maximum 

likelihood (FIML) estimator can obtain consistent estimates for the model’s endogenous, right-hand 

side parameters. Our Structural Equation Modelling (SEM) approach to estimating the CDM model is 

similar to Baum, Loof, Nabavi, and Stephan (2015), who estimate a generalized structural equation 

model of the R&D, innovation and productivity relationship using a panel of Swedish firms from the 

Community Innovation Survey; and Schfer, Stephan, and Mosquera (2015) who study the role of 

financing constraints on innovation outcomes and productivity using the 2007 Mannheim innovation 

survey. 

In the original CDM model, the authors solved the model simultaneously using Asymptotic Least 

Squares (ALS), a minimum distance estimator.1 This approach is advantageous when the joint distri- 

bution of observed variables does not have a closed form and when numerical integration techniques 

are computationally burdensome. Consistent estimates are first obtained in each equation via maxi- 

mum likelihood, and then the structural parameters are obtained by minimizing their distance to the 

reduced form estimates using the empirical covariance matrix weighting function. One benefit to this 

approach lies in its ability to take into account measurement issues arising in the nature of survey data. 

For example, firms that do not report undertaking R&D may in fact still possess knowledge outputs. 

However, one drawback from this approach is its recursive structure, which in principal does not allow 

for feedback effects. Specifically, each block of equations representing a respective stage of the inno- 

vation process is nested in the subsequent stage. Furthermore, standard errors may be underestimated 

in the model’s last stage. 

The SEM methodology implemented on observational data can be interpreted analogously to the 

experimental or program evaluation approach that seeks to obtain causality or identification from nat- 

ural or quasi-natural experiments. Under this setting, when an intervention is completely random, the 

difference between the mean outcome from the control group and a treatment group form an average 

treatment effect. However, usually a selection on observables assumption is required and treatment 

effect estimates are susceptible to bias in the presence of unobserved heterogeneity. Under the SEM 

framework, identification depends on the quality of exclusion restrictions, functional forms and joint 

normality assumptions. See Wooldridge (2015) for a discussion on the use of control functions for 

solving the problem of endogenous explanatory variables in non-linear models. One key advantage of 

our approach is the mixed nature of the estimation, which allows to accommodate non-linear processes 
 

1Alternatively, the model could be solved by GMM but it has been shown to be less efficient in large samples. 
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and fully exploit the complex interactions in the data without relying on approximations to functional 

forms. This is critical given the censored and dichotomous nature of some of the data. 

 

3.2 Overview of the Model 
 
1.1.1 The Knowledge Function 

The first step of the model is to specify the choice of knowledge capital investment intensity. To mea- 

sure knowledge intensity, we use the firm’s investment in R&D per worker. Although, there are other 

important knowledge activities that firm carry out to innovate such as training or use of intellectual 

property, the only information available for all the countries in our sample is R&D. It is likely that some 

of these investments are correlated with R&D intensity and, therefore, the coefficient on R&D captures 

not only the effect of R&D on innovation but also the impact of other knowledge investments. Also, as 

shown in the next section, a large number of innovative firms do not use any formal R&D. Unlike in 

Griffith et al. (2006) we have information on R&D investments for all firms, including non- innovators, 

in the enterprise surveys. As a result, we take into account the fact that the knowledge capital 

investments of some firms do not translate into innovation outcomes, as well as the fact that those 

investments are zero for many firms. One challenge with R&D information in our data is that firms find 

it very difficult to accurately respond the amount of investments on R&D. As a result, we use a probit 

model to include on the model the decision to invest in R&D. In the sensitivity analysis we also try to 

model the intensity of R&D. Specifically, we estimate the following model 

R&Di  =   Xi1 + ǫi1, (1) 

We characterize the determinants of investing in R&D by three sets of factors that are commonly 

found in the literature (in the Schumpeterian tradition): 1) firm characteristics, 2) the firms market 

conditions (including demand pull and technology push factors), and 3) investment climate conditions 

(See Table 3). Firm characteristics include size, age, the presence of foreign capital ownership, the 

degree to which the firm is diversified or operates in multiple markets, and industry. We also include 

measures of the degree of the firm’s capital intensity measured by the capital per worker ratio as well as 

the share of skilled employees with formal education. The firms market conditions can be important for 

incentivizing investments in innovation inputs. Demand pull factors are captured by changes in the firm’s 

market share over the past three years, the degree of integration in international markets such as whether 

the firm exports or imports, and whether the firm competes with the informal sector and the extent to 

which informal firms pose a major obstacle to the firm’s competitiveness.  Technology push factors 
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can be expressed either as the firm’s perception of how important these factors were in influencing its 

innovation activities or can be based on actual reported measures that serve as proxies. We use whether 

the firm has obtained certification and whether it has licensed any foreign technology. The investment 

climate can be an important determinant in firm R&D as a lack of adequate assurance that a firm may 

reap benefits from its investments in knowledge inputs may deter these efforts in the first place. Our 

dataset contains information on the extent to which the firm lacks access to finance, various 

infrastructure related obstacles in trade, telecommunications, educated workforce, and the regulatory 

environment. 

1.1.2 The Innovation Function 

We use a Probit model to estimate the probability the firm undertakes innovation, controlling for a set 

of determinants that include the firm’s investment in knowledge capital. Another important input into 

the innovation function is the number of technical staff in the establishment that can facilitate the 

transformation of knowledge inputs into innovation outcomes. Given that the data on skilled labor is 

not available in all countries, we proxy skilled labor by an index of the extent to which an inadequate 

labor force poses an obstacle. 

i∗ = β3Xi + γ1R&Di + ǫi,2. (2) 

 
1.1.3 Productivity Equation 

Productivity is derived from a Cobb-Douglas function where sales (Y) are a function of capital (K), 

labor (L) and augmented with innovation outputs (I). 

𝑌 = 𝑓(𝐼, 𝐾, 𝐿), 

𝑌𝑖 = 𝐼𝑖𝐾𝑖
𝛼𝐿𝑖

𝛽
, 

𝑌𝑖

𝐿𝑖
= 𝐼𝑖

𝐾𝑖
𝛼

𝐿𝑖
𝛼

𝐿𝑖
𝛽

𝐿𝑖
𝛽

, 

 𝑤ℎ𝑒𝑟𝑒 𝛼 +  𝛽 =  1 . 
             (3) 

We transform the equation 3 logarithm form, add sector controls, Xi, and augment it with an 

indicator variable for innovation. 

1.1.4 Mixed processes model 

Combining equations, we have the multivariate system: 
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𝑙𝑜𝑔 (
𝑌𝑖

𝐿𝑖
) = 𝛿0 + 𝛼𝑙𝑜𝑔 (

𝐾𝑖

𝐿𝑖
) + 𝛽𝑖𝑛𝑛𝑜𝑣(𝑖𝑖

∗ > 0) + 𝛿1𝑋𝑖 + 𝜖𝑖, 

𝑖𝑖
∗ = 𝛽𝑋1𝑖

+ 𝛾1𝑅&𝐷𝑖 + 𝛾2𝑍𝑖 + 𝜂𝑖  

𝑅&𝐷𝑖 = 𝑋3𝑖
𝛽 + 𝜈2𝑖

. 

𝜖𝑗 , 𝜈𝑗𝑎𝑛𝑑 𝜂𝑗 ∼ 𝑀𝑉𝑁(0, 𝜎), 

            (4) 

 
where the error terms of the equation are distributed as multivariate normal with mean zero and 

variance Σ. This system of equation is estimated using Geweke–Hajivassiliou–Keane (GHK) simu- 

lated maximum likelihood and is implemented in Stata; see Drukker (2011) for more details. 

 

4 A Profile of Firm Level Innovation in Developing Countries 

4.1 The dataset 
 
In order to study the role of innovation on firm performance in developing countries, we use the World 

Bank Enterprise Survey and its linked innovation modules that were implemented during the period 

2013 to 2015. This is the most comprehensive set of cross-country surveys on innovation information 

carried out to date using an almost identical questionnaire. The survey used a stratified sampling 

strategy, where firms in the formal sector are stratified by industry, size and location.2 Since in most 

economies the majority of firms are small and medium-sized, Enterprise Surveys tend to over-sample 

larger firms. This is also the case in most innovation surveys around the world. 

An additional advantage of the survey is that it collects substantial balance sheet and other informa- 

tion regarding the investment climate, which enables the linkage of innovation efforts to performance 

and potential obstacles. The core questionnaire of the Enterprise Survey includes information in a large 

array of issues: firm characteristics, gender participation, access to finance, annual sales, costs of 

inputs/labor, workforce composition, bribery, licensing, infrastructure, trade, crime, competition, 

capacity utilization, land and permits, taxation, informality, business-government relations and other 

performance measures. In addition to the core questionnaire, an innovation survey was implemented 

separately to 75% of the firms in the sample. The core innovation questionnaire is based on the Oslo 

manual guidelines3 and the questions are very similar to the Community Innovation Surveys (CIS) 

questionnaires implemented in the European Union. The mode of data collection in both surveys is 

face-to-face interviews. 

 
2 Firm size levels are 5-19 (small), 20-99 (medium), and 100+ employees (large-sized firms) 
3 Available here: http://www.oecd.org/sti/inno/oslomanualguidelinesforcollectingandinterpretinginnovationdata3rdedition.htm 
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Table 1 outlines the list of countries in our sample as well as the number of firms that completed 

the innovation surveys. In total, the pooled sample with innovation questions is 33,462 firms for 53 

countries. Most firms in the sample are concentrated in the manufacturing sector (49%) and wholesale 

and retail (29%); although the sector composition varies by country. The countries with the largest 

representation in the sample are Russia (12%) and India (10%), and some countries in ECA have less 

than 250 firms in the innovation modules. In some countries in the EU, however, the sample size appears 

to be very small for their economic size; for example, Slovenia, Czech Republic and Hungary. Table 2 

provides the size and sector decomposition for the pooled sample. As suggested above, only formal 

firms are surveyed. 

 

4.2 Innovation profile 
 

A first empirical fact arising from the data is the confirmation that most innovation occurs without 

formal R&D activities; sometimes even for more radical innovation defined as new to the national or to 

the international market (see Figure 1). On average, only roughly 20 percent of firms conduct R&D 

based innovation, but this share roughly doubles when only more radical innovation as defined by new to 

the international market is considered. When R&D is low, innovation is likely to be less novel.  We also 

observe in the sample very low firm appropriation patenting activities, which may be partly associated 

to the large prevalence of imitation in innovation - new to the firm or to the local market and low R&D 

activities; as predicted by Schumpeterian theories where intellectual property rights incentivize 

investments in innovation and enable inventors to reap the rewards of their efforts and risk taking. 

Figure 2 plots R&D intensity rates measured as average firm expenditures per worker by GDP per 

capita, a proxy for distance to the technological frontier. A clear positive correlation exists as firms in 

countries closer to the technological frontier tend to be more R&D intensive. Cohen and Levinthal 

(1989) describe internal R&D efforts of firms as a dual process of creating new knowledge but also 

enhancing their ability to assimilate and exploit external knowledge, or absorptive capacity, which is 

weaker in firms farther away from the technological frontier. The bulk of R&D is intramural; extra- 

mural R&D is marginal. While poorer countries tend to do less R&D, R&D expenditure tends to be 

concentrated in a few firms and on average R&D intensity is very low in most countries, especially in 

Africa and South Asia. Firms that are larger, participate in international markets, in high-tech man- 

ufacturing or knowledge intensive services sectors have higher prevalence of investing in R&D. In 

relation to other types of knowledge investments, the purchase of equipment is the main other source 
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of knowledge acquisition; while the purchase of intellectual property is negligible. However, data on 

other types of knowledge activities such as equipment purchase, training and acquisition of knowledge 

such as licensing, patents and inventions, is only available for countries in Africa and South Asia and 

hence our measure of R&D investment in our econometric estimates excludes other categories of 

knowledge. 

Looking more specifically at innovation outcomes, the innovation survey differentiates between 

two technological innovation outcomes, product and process, and two non-technological innovations, 

marketing and organization. However, there are some cognitive problems with the way innovation 

questions are formulated.4 The most important problem is that there is significant confusion when 

identifying the different types of innovation outcomes by firms in the survey. For example, new 

marketing processes such as discounts, new packaging or new client segments are sometimes 

misunderstood as process or product innovations. The fact that interviewees provide a recorded 

description of the product and process innovations that they claim they have introduced allows us to 

verify these innovations, reclassify wrongly attributed cases to their respective category or invalidate 

cases that do not constitute an innovation at all (the detailed methodology to clean the data is described 

in Appendix 2). Overall, the cleaning exercise results in a decrease in both product and process 

innovation rates due to cases of incorrect classifications of innovation or misclassifications of marketing 

as product or process innovations. Figure A1 in the Appendix shows the before and after cleaning country 

averages of product and process innovation. The reduction in innovation rates due to cleaning is 

significantly large in the Africa region and Eastern Europe, and especially for product innovation, and 

suggests that using raw data from innovation outcomes is potentially leading to biased interpretations 

given its subjective nature and the lack of clarity around the definition of the different types of 

innovation. In order to mitigate some of these biases, in what follows only the cleaned data on 

innovation outcomes are used. 

Overall, innovation rates using the baseline definition of new to the firm, are significantly high 

and interestingly tend to be negatively correlated with GDP per capita. Product innovation rates are on 

average 26 percent in Africa, 29 percent in South Asia, 19 percent in ECA and 16 percent in MENA. 

Process innovation rates tend to be higher in Africa (31 percent) and South Asia (35 percent), com- 

pared to ECA (13 percent) and MENA (12 percent). As shown in Table 4, firm-level innovation rates 

 

4See Cirera and Muzi (2016) for a description of the data and the problems with this type of survey when using 

innovation questionnaires.
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fall significantly, especially in Africa and South Asia, when we depart from the definition of at least 

new to the firm (imitation) to more stringent degrees of novelty based on whether the innovation is new to 

the national and international markets (radical innovators). However, radical innovation appears to have 

little correlation with income per capita as shown in Figure 3. This suggests that the bulk of the 

innovation activity, especially in these two regions, corresponds to firm incremental innovation or pure 

firm imitation as has been advanced in the innovation literature. 

These average regional rates described above mask significant heterogeneity across countries. 

Within the same region, the ratio of innovation rates - considering both product and/or process innova- 

tion between high and low innovative countries is in some cases tenfold. For seven countries; India, 

Bangladesh, Namibia, Zambia, South Sudan, Kosovo and Uganda, more than half of the firms have 

introduced product or process innovation. Symmetrically, in six countries; Georgia, Albania, Turkey, 

Sudan, Uzbekistan and Azerbaijan, less than 10 percent of firms have introduced either a product or a 

process innovation or both. Therefore, there appears to be very different innovative dynamics within 

and between regions. In general, larger firms tend to display higher innovation rates, irrespective of the 

type of innovation, although the pattern is not always monotonic, and the gap between small and large 

firms is not very large. 

While higher levels of imitation and technology adoption should be expected in developing  

countries, an important question is whether we observe positive returns from this less novel and more 

incremental type of innovation, since marginal improvements may have little impact on efficiency. This 

may be especially the case for process innovation, since the same definition includes any process 

upgrade ranging from marginal changes in production processes to automation, which can have very 

diverse impacts on efficiency. In the next section we attempt to measure the impact of innovation on 

productivity in developing countries, decomposing the results according to the novelty of the innovation 

introduced and the type of process innovation. 

 

5 Results 
 

We first estimate the baseline structural model described in section 3, which follows closely the struc- 

ture of the CDM model. The model is estimated on the overall sample using sector (ISIC 2 digits) and 

country dummies (Table 5) using FIML. The variables used are based on the literature introduced in 

Section 3 and described in Table 3; and correspond to firm characteristics, market structure and access to 
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finance, technology push factors and spillovers. 

Given the large heterogeneity in innovation outcomes across firms we estimate four different 

specifications trying to capture two dimensions of innovation outcomes: product vs process innovation, 

and the degree of novelty of the innovation outcomes introduced. In specifications (1) and (2) we 

separate between product and process innovation, while in specifications (3) and (4) we use a unique 

output indicator for technological innovations - product and/or process. In specifications (2) and (4) we 

further split innovations based on whether the innovation introduced is new to the firm or the local 

market (imitation) or whether the innovation is new to the national or international market (radical). 

Given the fact that the extent of these innovations is qualitatively different we specify different processes 

for both types of innovation and, therefore, also add to the model imitation and radical product innovation 

equations in the second stage. In what follows we describe the results stage by stage of the model. 

 

5.1 Determinants of R&D incidence 
 
The bottom of Table 5 shows the marginal effects for the first stage, R&D incidence. In line with 

theoretical predictions, larger firms are more likely to engage in R&D activities; although we do not 

find any impact of age on the incidence of doing R&D. More importantly, both importers and exporters 

are also more likely to engage in R&D investments, which emphasize the role of participation in 

international markets in investing in knowledge activities. This can be the result of access to better 

knowledge, inputs and technology through international trading, and through more sophisticated 

demand in international markets forcing firms to become more competitive and increase their knowl- 

edge investments. 

Interestingly, we do not find any significant impacts from our market structure variables whether 

the firm operates in a monopoly/duopoly or the extent to which competition from the informal sector is 

an obstacle, since it is likely that firms doing R&D do not compete directly with informal sector firms. 

One explanation of this result is the low quality of these proxies of market structure, given the difficulties 

to build firm specific variables of market competition that are not endogenous to innovation and 

productivity, such as changes in market shares and markups. 

Existing technology factors such as updated capital stock and license of foreign technologies are 

important correlates of engaging in R&D, since these tend to be complementary factors to R&D ac- 

tivity. More importantly, lack of access to finance proxied by the share of working capital financed by 

own resources appears as an important deterrent of R&D activities, suggesting that the innovation 
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financing gap may be playing an important role in constraining R&D and the quality of innovation 

outcomes. 

 

5.2 Determinants of innovation outcomes 
 
In the second stage we estimate the probability of introducing innovation outputs. We differentiate 

between product and processes in some specifications while in others we merge product and process 

innovation in one indicator. In general, and as expected, firms that perform R&D are more likely to 

innovate. Interestingly, when we estimate the effect of R&D on new to the firm or to the local market -

imitation - the effect is marginally or not statistically significant; suggesting that R&D is not an im- 

portant input for the less novel types of innovation that only require some form of product imitation. 

Similarly, to the case of the determinants of R&D, larger firms and those participating in interna- 

tional markets via exporting and importing are more likely to innovate but more so when more radical 

forms of innovation are introduced. Again, the impact of age is not a significant predictor for most 

forms of innovation. Education as an obstacle as well as demand pull effects tend to positively affect 

innovation in all cases. In the case of skills shortage, it is likely that only those firms that try to intro- 

duce innovation are the ones that perceive to be more constrained, explaining this positive coefficient. 

The impact of the duopoly/monopoly is mainly not statistically significant, only affecting negatively 

some forms of technological innovations. Again, lack of access to finance proxied as the share of 

working capital that is self-financed affects negatively the probability of innovating. 

We also introduced agglomeration and spillovers proxies in the decision to innovate. For agglom- 

eration we use a dummy for whether the firm is located in the main business city. The estimate for this 

variable is mainly positive and statistically significant when more radical forms of innovation are con- 

sidered. Regarding, spillover effects, we use the share of innovators within the same region. Spillovers 

matter for all types of innovation. The role of knowledge spillovers has been highlighted in the litera- 

ture since Jaffe, Trajtenberg, and Henderson (1993). 

Overall, the specifications used based on the innovation literature tend to have a larger explanatory 

power for more radical innovations, which reinforces the idea that there is a continuum of innovation 

possibilities according to the distance to the technological frontier, and that different types of innova- 

tion require different inputs and R&D is less important at the imitation side of this spectrum. 

 

5.3 The impact of innovation on productivity 
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Given the significantly high rates of innovation, especially in Africa and South Asia, an important 

question is whether these translate to significant returns. In addition, one stylized fact of the produc- 

tivity literature is the fact that productivity is highly disperse even within firms in the same sector (see 

Syverson (2011)), especially in developing countries (Hsieh and Klenow (2009)). As a result, innova- 

tion at the firm level, which typically has been an unobserved factor, may be accounting for some of 

this productivity heterogeneity. Innovation might play a dual role in terms of enhancing the produc- 

tivity distribution of firms in an economy. On one hand, marginal innovations may lead to increases in 

productivity for firms in the lower end of the distribution; for example, these firms may be using older 

technologies, have yet to update their IT infrastructure and so forth, or are providing products to the 

market that are marginally less cost effective. On the other hand, radical innovations have the potential 

to be productivity enhancing for the firm that introduces them, but also may have aggregate wide effects 

by rendering inefficient firms obsolete, and at the same time the creation of new demand has the potential 

to generate spillover effects where new industries emerge to provide downstream or complementary 

products and services. These effects are also likely to contribute to the dispersion of productivity. 

The last stage in the top of table 5 shows the results for the productivity equation. Overall, we 

find that the returns to innovation in developing countries are positive and high; and in line with the 

literature the returns are larger for product than for process innovation. The estimates of the productiv- 

ity stage of the structural model pooling all the sample and controlling for sector and country effects 

suggest a return to innovation that are 213%  (100 ∗ (exp(1.143) − 1) for product innovation and 24% 

for process innovation (100 ∗ (exp(0.214) − 1). When considered together, product and process inno- 

vation, in specification (3) the returns are 134%. 

Specifications (2) and (4) decompose innovation according to the novelty of product innovation - 

imitation when new to the firm and local market vs radical when new to the national or international 

market. As expected, the results show that although positive and statistically significant the coefficient 

for imitation is between 3 and 5 times smaller than for radical innovation; which is equivalent to 4 and 

6 times larger in percentage terms. Both types of innovations matter, but the impact of radical innovation 

is significantly larger. 

These results are somewhat similar to the existing evidence for OECD countries in sign but not in 

magnitude. Compared to studies using similar specifications summarized in Mohnen and Hall (2013) 

our pooled estimates are significantly larger, to a magnitude of ten times larger in comparison with some 



32 
 

OECD countries, especially when we disaggregate between product and process innovation. Although 

the literature is not unanimous on what type of product innovation has larger returns, a significant 

number of studies have found higher returns to product innovation. 

 

5.3.1 Disaggregating process innovation: the impact of automation 

 
The fact that the returns to innovation are larger for product than for process innovation is somehow 

puzzling. On the one hand, it is possible that the fact that we proxy productivity as sales per worker 

could play a role explaining this result, since new or upgraded products may increase market power and, 

therefore, sales per worker; reflecting more changes in market structure than real efficiency gains. On the 

other hand, one would expect that the largest productivity effects are related to the introduction of more 

efficient technologies - process innovation. 

The current measuring framework for innovation, the Oslo manual, includes, however, a 

different set of processes under process innovation, such as delivery methods and other processes used 

in the production of goods. The question, therefore, is to what extent the results would change when using 

as process innovation only those cases where the innovation introduced imply to some extent automation 

of the production processes. To explore this question and taking advantage of the fact that our survey 

includes an explanation of the process innovation introduced, we construct a new indicator variable that 

takes value one when the description of the innovation suggests that the new process included some 

degree of automation. Figure A2 in the Appendix shows the percentage of process innovation firms 

where it involved some degree of automation of the production process. 

Table 6 shows the results equivalent to the benchmark model in Table 5 but replacing process 

innovation by automation. The results are striking: the coefficient for process innovation increases six-

fold, increasing the returns from 24% to 250%. The coefficient on technological innovation either 

product and/or automation also increase. In some of the specifications, process innovation moves to be 

statistically significantly larger than product innovation, including imitation and radical innovation. This 

suggests that process innovation can have large productivity effects, but often is poorly measured or 

includes other types of process changes that are not necessarily more efficient. 

5.3.2 Decomposing the productivity effect by income, region and sector 

 
The estimates in Table 5 and Table 6 represent the average estimates for the whole sample. The results, 
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however, mask significantly heterogeneity across regions and sectors. As a result, we further decompose 

the estimates in order to identify this heterogeneity. Instead of estimating the model by sub-samples we 

take advantage of the full sample and the structural equation estimates and estimate interactive 

coefficients for the innovation variables by full-maximum likelihood following Baum et al. (2015). One 

advantage of estimating the full model is that it allows for a straightforward test of the equality of the 

coefficients. 

Table 7 reports the innovation coefficients only by income levels for both process innovation and 

for automation. Product innovation is positive and statistically significant in all regions, and we cannot 

reject the equality of the coefficients. On the other hand, process innovation is not statistically signifi- 

cant in the main or in the technological imitation specifications. The results for automation are again 

strong for all income regions, larger than radical product innovation and much larger than product 

imitation. We do not observe, however, large differences in returns across income regions. 

Table 8 reports the same specifications but by geographical region. The results mimic what is ob- 

served for Table 7 but now there are no positive returns to innovation for product imitation. Also, we 

do not find statistically significant differences in returns across geographical regions. This contrasts 

with previous estimates in Cirera et al. (2015) where the returns to innovation were found to be lower in 

Africa and in low income countries using a dummy variable decomposition. This is likely to be the result 

of two main elements. First, imitation and radical innovation need to be modeled differently in the 

structural model. Second, the large incidence of imitation in the Africa region is likely to explain lower 

returns when decomposing the innovation dummy on the additional returns due to radical innovation. 

Finally, Table 9 reports the estimates of innovation on productivity for different sectors, manufac- 

turing vs services; and in the case of manufacturing, by technological intensity. Interestingly when we 

decompose the returns by type of technology intensity sector, we observe similar returns in high-tech 

sectors and low-tech sectors or in services. Again, imitation is not statistically significant, and most of 

the product innovation returns are related to more radical forms of innovation, also in services. 

5.3.3 Sensitivity analysis 

 
In order to test the effect of functional form in the results we also estimate the model for R&D intensity 

(US dollars per worker); although, this is not our preferred specification given the likely measurement 

error related to inputting R&D expenditure. We use a linear model for R&D since we have significant 

convergence problems when using a censored Tobit model. The results are qualitatively similar, and we 
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find positive and statistically significant high returns to innovation, especially associated to more radical 

forms of innovation and automation. 

Also, a second test is to identify how sensitive are the results to the productivity proxy. This second 

set of estimates uses value added per worker instead of sales per worker as a proxy for productivity in 

the last stage. Although we lose a significant number of observations, the results are also qualitatively 

similar, and again the returns to innovation appear to be significantly high in developing countries; 

although mainly associated to more radical innovations. 

 

6 Conclusion 

 
This paper has sought to address two main gaps in the empirical literature on innovation; improving our 

understanding of the relationship between innovation and productivity in developing countries, and the 

role of different types of innovation - imitation and more radical forms of innovation. The results 

suggest that the returns to innovation are positive and high, but much lower (around 6 times) for imita- 

tion; which is the form of innovation more prevalent in countries furthest away from the technological 

frontier, especially in Sun-Saharan Africa. Indeed, when decomposing the estimates by region the re- 

turns to imitation are not statistically significant. These lower or zero returns to imitation could be the 

result of some measurement problems related to the definition of what constitutes an innovation and the 

distinction between innovation as improvement vs change; the low quality and incremental nature of 

some of these innovations and the lack of adequate complementary factors. In addition, we find that R&D 

is an important input for innovation in more radical forms and not so much for imitation. 

Another important finding of the paper is the fact that in line with a large number of empirical 

papers in OECD countries, we find that the returns to product innovation are significantly larger than 

for process innovation. However, we show that when more restricted definitions of process innovation 

are taken including only the introduction of automation processes, the returns to process innovation 

increase significantly, in some cases above the returns to product innovation. Finally, we do not find 

statistically significant differences in the returns to innovations across regions and sectors. The find- 

ings above appear to hold when considering different sample decompositions. The returns to product 

innovation, radical product innovation and automation are high, while the returns to product imitation 

and process innovations are statistically not significant. 

Overall, the results have important policy implications. The lack of returns to imitation in some 

regions may likely be driven by a lack of investments in some innovation activities, and, therefore, 
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suggest that policy needs to have a greater focus on some of the skills and complementary firm capa- 

bilities required to innovate beyond R&D, as well as some of the potential policy distortions that may 

be bringing down the returns to imitation. 

The paper also has important implications for future research. First, we have identified significant 

measurement problems in terms of what constitutes an innovation, and more efforts to improve current 

frameworks of measuring firm-level innovation under the Oslo manual are needed. Second, more 

research is needed in order to understand what the critical competencies for innovation and productivity 

growth are, especially in poorer countries, such as managerial practices and organizational capabilities. 

Finally, more granularity in the analysis is needed in relation to better measure process innovation and 

the extent of efficiency increasing processes such as automation, and the degree of novelty in product 

innovation. 
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Table 1: List of countries 
 

 
Country Region Income Observations 

Congo,Dem.Rep. Africa Low Income 529 

Ghana Africa Low Income 720 

Kenya Africa Low Income 713 

Namibia Africa Higher Middle Income 379 

Nigeria Africa Low Income 892 

SouthSudan Africa Low Income 543 

Sudan Africa Low Income 412 

Tanzania Africa Low Income 723 

Uganda Africa Low Income 640 

Zambia Africa Low Income 720 

Malawi Africa Low Income 250 

Bangladesh South Asia Low Income 1442 

India South Asia Lower Middle Income 3492 

Nepal South Asia Low Income 482 

Pakistan South Asia Low Income 696 

Albania Eastern Europe Lower Middle Income 360 

Armenia Eastern Europe Lower Middle Income 360 

Azerbaijan Eastern Europe Lower Middle Income 390 

Belarus Eastern Europe Higher Middle Income 360 

Bosnia and Herzegovina Eastern Europe Lower Middle Income 360 

Bulgaria Eastern Europe Higher Middle Income 293 

Croatia Eastern Europe Higher Middle Income 360 

Czech Republic Eastern Europe High Income 254 

Estonia Eastern Europe Higher Middle Income 273 

Georgia Eastern Europe Lower Middle Income 360 

Hungary Eastern Europe Higher Middle Income 310 

Kazakhstan Eastern Europe Higher Middle Income 600 

Kosovo Eastern Europe Lower Middle Income 202 

Kyrgyzstan Eastern Europe Low Income 270 

Latvia Eastern Europe Higher Middle Income 336 

Lithuania Eastern Europe Higher Middle Income 270 

Macedonia Eastern Europe Lower Middle Income 360 

Moldova Eastern Europe Low Income 360 

Mongolia Eastern Europe Lower Middle Income 360 

Montenegro Eastern Europe Higher Middle Income 173 

Poland Eastern Europe Higher Middle Income 542 

Romania Eastern Europe Higher Middle Income 540 

Russia Eastern Europe Higher Middle Income 4220 

Serbia Eastern Europe Higher Middle Income 360 

Slovakia Eastern Europe High Income 285 

Slovenia Eastern Europe High Income 359 

Tajikistan Eastern Europe Low Income 369 

Turkey Eastern Europe Higher Middle Income 1344 

Ukraine Eastern Europe Lower Middle Income 1002 

Uzbekistan Eastern Europe Low Income 390 

Egypt MENA Lower Middle Income 2897 

Israel MENA High Income 483 

Jordan MENA Lower Middle Income 573 

Lebanon MENA Higher Middle Income 561 

Morocco MENA Lower Middle Income 407 

Tunisia MENA Lower Middle Income 592 

West Bank MENA Lower Middle Income 434 

Yemen MENA Low Income 353 

 

Note: Income classification based on GNI per capita and World Bank Atlas method. Source: World Bank Enterprise Surveys with Innovation modules. 
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Table 2: Sample overview 
 

 
 Count Share 

Size   

small($¡$20) 17,594 50.3 

medium(20 to 99) 11,787 33.7 

large(100 and over) 5,574 16 

Industry   

Food 3,127 9.2 

Textiles 1,177 3.5 

Garments 2,030 5.9 

Wood, Paper 852 2.5 

Publishing, Printing 912 2.7 

Chemicals 1,244 3.6 

Plastics 998 2.9 

Non metallic mineral products 1,184 3.5 

Basic metals, products 2,106 6.2 

Machinery 981 2.9 

Electronics 1,219 3.6 

Furniture 1,175 3.4 

Manufacturing total 17,005 49.8 

Construction 1,986 5.8 

Motor vehicle services 1,073 3.1 

Transportation 1,628 4.8 

Wholesale 3,391 9.9 

Retail 6,349 18.6 

Hotels, Restaurants 2,112 3.5 

IT, Professional 611 1.8 

Services total 17,150 50.2 

 

Source: World Bank Enterprise Surveys with Innovation modules. 
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Table 3: Variable Description 

 

Variables Description 

Knowledge intensity 

R&D dummy Dummy with value 1 if firm invests in Intramural or extramural R&D 

R&D intensity (RD+/L) Intramural and extramural R&D expenditure per worker 

Innovation outputs 

Product/process innovation Dummy with value 1 if any new or significantly improved product, service or process introduced by this establishment in last three 
years Product innovation Dummy with value 1 if any new or significantly improved product or service introduced by this establishment in last three years. 

Process innovation Dummy with value 1 if any new or significantly improved processes introduced by this establishment in last three years. 

Productivity 

Sales per worker (sales/L) Logarithm of sales per worker 

Firms Market Condition and Access to Finance 

Working capital Share of working capital financed by internal funds. This is a proxy to measure the degree of external financial constrain for the 
firm Duopoly/monopoly Whether firms face one or two main competitors in the market 

External Market (Exporter and Importer) Export and Import dummies 

Informal Sector Competition How much practices of informal sector is an obstacle. Index 0 not an obstacle to 4 severe obstacle. 

Demand (Increasing) pull effect Dummy indicating whether firms demand has increased by evaluating revenue or employment 
growth Technology Push Factors 

License Foreign Technology Dummy whether a firm use technology licensed from a foreign owned company 

New Capital in Previous Year Dummy whether a firm has purchased any new fixed asset in the last fiscal year 
Firm characteristics 

Log (K/L) Capital intensity defined as the log of the ratio of capital to labor in the firm 

Educational Obstacles Dummy created for those which inadequately educated workforce presents major or severe 
obstacles Age Log of firm’s age 

Log(L) - Size Log of employment,number of workers 

Agglomeration 

Spillovers This is the share of other innovators in the same region and sector 

Business city Dummy with value 1 if location of the establishment is in the main business city 

Other Controls 

Sector Dummy Dummy based on SIC classification 

Country Dummy Dummy for each country 
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Table 4: Benchmarking innovation rates 

 

Product Innovation Process Innovation Organizational Innovation 
 All Imitation Radical All Imitation Radical All 

Africa 26% 22% 4% 31% 26% 4% 43% 

Congo, Dem. Rep. 19% 18% 2% 23% 20% 2% 40% 

Ghana 16% 13% 3% 24% 22% 3% 31% 

Kenya 25% 20% 6% 26% 22% 5% 37% 

Namibia 37% 25% 13% 53% 42% 11% 65% 

Nigeria 13% 12% 2% 29% 25% 4% 47% 

South Sudan 49% 40% 9% 35% 28% 7% 46% 

Sudan 2% 2% 1% 4% 4% 1% 20% 

Tanzania 21% 20% 0% 17% 16% 1% 26% 

Uganda 34% 32% 3% 34% 32% 1% 71% 

Zambia 33% 30% 3% 51% 47% 4% 36% 

Malawi 33% 30% 3% 41% 35% 7% 51% 

Asia 29% 25% 4% 35% 31% 4% 36% 

Bangladesh 44% 37% 7% 61% 55% 7% 37% 

India 53% 47% 6% 61% 54% 7% 55% 

Nepal 12% 12% 0% 10% 9% 1% 37% 

Pakistan 8% 6% 2% 8% 6% 2% 15% 

ECA 19% 10% 10% 13% 8% 5% 53% 

Albania 8% 5% 3% 2% 1% 1% 34% 

Armenia 10% 7% 3% 3% 3% 0% 85% 

Azerbaijan 0% 0% 0% 2% 2% 0% 77% 

Belarus 25% 12% 13% 26% 21% 5% 53% 

Bosnia and Herzegovina 35% 13% 22% 23% 14% 9% 72% 

Bulgaria 21% 13% 7% 14% 11% 3% 54% 

Croatia 32% 17% 15% 11% 7% 3% 47% 

Czech Republic 30% 15% 15% 18% 12% 6% 59% 

Estonia 13% 8% 5% 14% 12% 2% 45% 

Georgia 5% 3% 2% 7% 5% 2% 49% 

Hungary 13% 7% 6% 12% 4% 7% 31% 

Kazakhstan 13% 6% 7% 10% 5% 5% 64% 

Kosovo 49% 19% 30% 27% 8% 20% 83% 

Kyrgyz Republic 34% 7% 27% 23% 7% 16% 77% 

Latvia 13% 9% 4% 7% 7% 1% 42% 

Lithuania 15% 4% 12% 11% 4% 7% 54% 

Macedonia, FYR 20% 8% 12% 14% 10% 4% 48% 

Moldova 27% 11% 15% 14% 5% 10% 73% 

Mongolia 14% 5% 9% 19% 10% 9% 56% 

Montenegro 21% 16% 4% 17% 10% 7% 31% 

Poland 18% 10% 9% 11% 7% 4% 49% 

Romania 32% 24% 8% 24% 19% 4% 49% 

Russian Federation 21% 12% 9% 17% 10% 6% 68% 

Serbia 22% 14% 8% 13% 9% 4% 44% 

Slovak Republic 11% 7% 4% 12% 11% 1% 34% 

Slovenia 13% 6% 7% 8% 5% 3% 51% 

Tajikistan 45% 17% 28% 6% 3% 3% 53% 

Turkey 5% 4% 1% 6% 5% 1% 63% 

Ukraine 7% 6% 1% 7% 6% 1% 45% 

Uzbekistan 4% 2% 2% 0% 0% 0% 10% 

MENA 16% 6% 10% 12% 7% 9% 58% 

Egypt 9% 5% 4% 8% 5% 3% 40% 

Israel 14% 3% 11% 3% 3% 2% 66% 

Jordan 8% 5% 3% 6% 4% 4% 24% 

Lebanon 28% 9% 19% 17% 9% 13% 59% 

Morocco 13% 4% 8% 14% 6% 17% 59% 

Tunisia 22% 6% 15% 23% 11% 13% 69% 

West Bank 11% 6% 5% 10% 7% 6% 59% 

Yemen 23% 11% 12% 11% 9% 13% 87% 

 
Source: Authors elaboration from Enterprise Surveys innovation modules 
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Table 5: Returns of Innovation on Productivity, Full Model 

Product & process Product & process (novelty) Technological Technological (novelty) 

 

Sales per worker 
(1a) (1b) (2a) (2b) (2c) (3) (4a) (4b) 

product/technological 1.143***     0.852***   

 (0.06)     (0.07)   

process 0.214**  0.488***      

 (0.09)  (0.09)      

K/L Ratio 0.172***  0.172***   0.173*** 0.174***  

 (0.01)  (0.01)   (0.01) (0.01)  

Firms Size - in log 0.092***  0.091***   0.098*** 0.106***  

 (0.01)  (0.01)   (0.01) (0.01)  

imitation   0.394***    0.155**  

   (0.10)    (0.07)  

radical   0.995***    0.740***  

   (0.09)    (0.08)  

Constant 11.895***  11.962***   11.821*** 12.058***  

 (0.13)  (0.13)   (0.13) (0.13)  

innovation incidence product process imitation radical process technology tech imitation tech radical 

Invests in R&D 0.657*** 0.626*** 0.182* 0.342*** 0.463*** 0.836*** 0.015 0.372*** 
 (0.10) (0.11) (0.11) (0.10) (0.13) (0.09) (0.09) (0.08) 

Firms Size - in log 0.016* 0.058*** 0.005 0.053*** 0.062*** 0.043*** 0.016* 0.068*** 
 (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) 

Log Firm Age -0.008 0.013 -0.037*** 0.035** 0.014 0.003 -0.024** 0.028** 
 (0.01) (0.01) (0.01) (0.02) (0.01) (0.01) (0.01) (0.01) 

Education as Obstacle 0.102*** 0.166*** 0.075*** 0.062** 0.164*** 0.139*** 0.084*** 0.077*** 
 (0.02) (0.02) (0.03) (0.03) (0.02) (0.02) (0.02) (0.03) 

Importer 0.175*** 0.119*** 0.018 0.206*** 0.143*** 0.193*** -0.017 0.206*** 
 (0.03) (0.03) (0.03) (0.04) (0.03) (0.03) (0.03) (0.03) 

Firm Exports 0.169*** 0.100*** 0.082*** 0.214*** 0.120*** 0.148*** 0.037 0.186*** 
 (0.02) (0.03) (0.03) (0.03) (0.03) (0.02) (0.02) (0.03) 

Demand Pull Effect 0.165*** 0.099*** 0.126*** 0.086*** 0.112*** 0.145*** 0.096*** 0.073*** 
 (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02) 

Duopoly, monopoly -0.015 -0.048 -0.014 -0.001 -0.048* -0.054** -0.077*** 0.015 
 (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03) 

Working K -0.001*** -0.002*** -0.001*** -0.000 -0.002*** -0.002*** -0.001*** -0.001** 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 

Business city 0.086*** -0.036 -0.024 0.169*** -0.023 0.053*** -0.069*** 0.166*** 
 (0.02) (0.02) (0.02) (0.03) (0.02) (0.02) (0.02) (0.03) 

spillover 1.949*** 1.858*** 1.055*** 1.566*** 1.922*** 2.343*** 1.312*** 1.719*** 
 (0.31) (0.33) (0.36) (0.41) (0.33) (0.29) (0.32) (0.38) 

R&D incidence         

Firms Size - in log 0.148***  0.154***   0.149*** 0.156***  

 (0.01)  (0.01)   (0.01) (0.01)  

Log Firm Age 0.019  0.019   0.018 0.019  

 (0.01)  (0.01)   (0.01) (0.01)  

importer 0.134***  0.140***   0.130*** 0.136***  

 (0.03)  (0.03)   (0.03) (0.03)  

Firm Exports 0.283***  0.285***   0.281*** 0.284***  

 (0.03)  (0.03)   (0.03) (0.03)  

New Capital in Previous Year 0.308***  0.274***   0.309*** 0.259***  

 (0.03)  (0.03)   (0.02) (0.02)  

Informal Sector as Obstacle 0.022  0.019   0.025 0.019  

 (0.03)  (0.03)   (0.03) (0.03)  

license foreign 0.298***  0.268***   0.296*** 0.263***  

 (0.03)  (0.03)   (0.03) (0.03)  

working K -0.002***  -0.002***   -0.001*** -0.002***  

 (0.00)  (0.00)   (0.00) (0.00)  

duopoly monopoly -0.032  -0.035   -0.032 -0.034  

 (0.03)  (0.03)   (0.03) (0.03)  

N 30798  30798   30798 30798  

Pseudo log-likelihood -75480.12  -79470.39   -64195.45 -70282.09  

 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and 

*, respectively. All estimates include country and sector fixed effects, not shown. Marginal effects shown for Innovation stage.  Columns 
1a,1b present results from the model where product and process innovation are introduced separately. Columns 2a,2b,2c present the model 

where product innovation is classified by novelty (imitation vs. radical).  Column 3 presents the model where product and process innovation 
are combined as technological innovation. Column 4a, 4b present the model where technological innovation is classified by novelty. 
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Table 6: Returns of Innovation on Productivity, Full Model with Process Automation 

Product & automation Product & automation (novelty) Technological Technological (novelty) 

 

Sales per worker 
(1a) (1b) (2a) (2b) (2c) (3) (4a) (4b) 

product/technological 1.043***     1.184***   

 (0.07)     (0.05)   

process 1.261***  1.328***      

 (0.07)  (0.07)      

K/L Ratio 0.171***  0.171***   0.173*** 0.172***  

 (0.01)  (0.01)   (0.01) (0.01)  

Firms Size - in log 0.093***  0.100***   0.097*** 0.103***  

 (0.01)  (0.01)   (0.01) (0.01)  

imitation   0.330***    0.304***  

   (0.09)    (0.08)  

radical   0.905***    1.071***  

   (0.09)    (0.06)  

Constant 11.904***  12.017***   11.887*** 12.042***  

 (0.13)  (0.13)   (0.13) (0.13)  

innovation incidence product process imitation radical process technology tech 
imitation 

tech radical 

Invests in R&D 0.619*** 0.354*** 0.265*** 0.401*** 0.345*** 0.673*** 0.010 0.349*** 
 (0.09) (0.13) (0.09) (0.09) (0.13) (0.09) (0.09) (0.08) 

Firms Size - in log 0.019** 0.003 0.001 0.053*** 0.002 0.015* -0.003 0.043*** 
 (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) 

Log Firm Age -0.011 0.028 -0.038*** 0.030* 0.025 -0.006 -0.043*** 0.027** 
 (0.01) (0.02) (0.01) (0.02) (0.02) (0.01) (0.01) (0.01) 

Education as Obstacle 0.105*** 0.050 0.074*** 0.070** 0.056 0.100*** 0.061** 0.066*** 
 (0.02) (0.04) (0.03) (0.03) (0.04) (0.02) (0.03) (0.03) 

importer 0.169*** 0.120*** 0.003 0.202*** 0.128*** 0.162*** 0.006 0.126*** 
 (0.03) (0.04) (0.03) (0.04) (0.04) (0.03) (0.03) (0.03) 

Firm Exports 0.169*** 0.119*** 0.070*** 0.211*** 0.131*** 0.181*** 0.080*** 0.202*** 
 (0.02) (0.04) (0.03) (0.03) (0.04) (0.02) (0.03) (0.03) 

Demand Pull Effect 0.161*** 0.144*** 0.123*** 0.081*** 0.157*** 0.178*** 0.120*** 0.120*** 
 (0.02) (0.03) (0.02) (0.02) (0.03) (0.02) (0.02) (0.02) 

duopoly,monopoly -0.014 0.021 -0.017 0.003 0.020 -0.015 -0.026 0.011 
 (0.03) (0.04) (0.03) (0.03) (0.04) (0.03) (0.03) (0.03) 

working K -0.001*** -0.002*** -0.001*** -0.000 -0.002*** -0.001*** -0.000 -0.001*** 
 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 

business 0.080*** -0.054 -0.031 0.171*** -0.050 0.065*** -0.019 0.096*** 
 (0.02) (0.04) (0.02) (0.03) (0.03) (0.02) (0.02) (0.02) 

spillover 1.840*** 2.664*** 0.993*** 1.461*** 2.775*** 2.317*** 0.796** 2.071*** 
 (0.31) (0.62) (0.36) (0.42) (0.61) (0.30) (0.37) (0.37) 

Constant -1.187*** -1.568*** -0.931*** -2.612*** -1.560*** -1.017*** -0.965*** -1.794*** 
 (0.09) (0.14) (0.09) (0.16) (0.14) (0.09) (0.09) (0.11) 

R&D incidence         

Firms Size - in log 0.149***  0.152***   0.149*** 0.154***  

 (0.01)  (0.01)   (0.01) (0.01)  

Log Firm Age 0.019  0.018   0.019 0.019  

 (0.01)  (0.01)   (0.01) (0.01)  

importer 0.134***  0.132***   0.133*** 0.134***  

 (0.03)  (0.03)   (0.03) (0.03)  

Firm Exports 0.282***  0.282***   0.282*** 0.284***  

 (0.03)  (0.03)   (0.03) (0.03)  

New Capital in Previous Year 0.306***  0.292***   0.306*** 0.275***  

 (0.02)  (0.02)   (0.02) (0.02)  

Informal Sector as Obstacle 0.021  0.023   0.022 0.024  

 (0.03)  (0.03)   (0.03) (0.03)  

license foreign 0.294***  0.278***   0.297*** 0.270***  

 (0.03)  (0.03)   (0.03) (0.03)  

working K -0.001***  -0.002***   -0.001*** -0.002***  

 (0.00)  (0.00)   (0.00) (0.00)  

duopoly monopoly -0.032  -0.033   -0.033 -0.032  

 (0.03)  (0.03)   (0.03) (0.03)  

N 30798  30798   30798 30798  

Pseudo log-likelihood -67515.00  -71484.82   -63248.83 -68415.04  

 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and 

*, respectively. All estimates include country and sector fixed effects, not shown. Marginal effects shown for Innovation stage. Columns 
follow similar approach to Table 5. Process innovation restricted to automation. 



42 
 

 

Table 7: Returns of Innovation on Productivity, by GDP 

Probit model One sample interaction (prod and proc) One sample interaction (automation) 
 low income middle income high income low income middle income high income low income middle income high income low income middle income high income 

product 1.189*** 1.109*** 1.136***    1.052*** 0.987*** 1.030***    

 -0.07 -0.06 -0.07    (0.08) (0.07) (0.07)    

process 0.134 0.158* 0.11 0.414*** 0.446*** 0.408*** 1.198*** 1.273*** 1.218*** 1.287*** 1.339*** 1.301*** 
 -0.09 -0.09 -0.09 -0.09 -0.1 -0.1 (0.09) (0.08) (0.10) (0.09) (0.07) (0.09) 

imitation    0.410*** 0.410*** 0.384***    0.299*** 0.311*** 0.295*** 
    -0.1 -0.1 -0.11    (0.09) (0.09) (0.10) 

radical    1.119*** 0.924*** 0.928***    1.010*** 0.802*** 0.849*** 
    -0.11 -0.09 -0.09    (0.11) (0.10) (0.09) 

technological 0.886*** 0.850*** 0.814***    1.240*** 1.159*** 1.138***    

 (0.07) (0.07) (0.07)    (0.06) (0.06) (0.06)    

tech imitation    0.144* 0.141* 0.029    0.355*** 0.349*** 0.224** 
    (0.07) (0.08) (0.08)    (0.09) (0.08) (0.09) 

tech radical    0.806*** 0.631*** 0.679***    1.116*** 1.049*** 0.978*** 

    (0.09) (0.08) (0.08)    (0.07) (0.06) (0.07) 

 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All estimates include country and sector fixed effects, not 
shown. 

 

 

 

Table 8: Returns of Innovation on Productivity, by Region 

Probit model One sample interaction (product, process) One sample interaction (product, automation) 
 Africa Asia ECA MENA Africa Asia ECA MENA Africa Asia ECA MENA Africa Asia ECA MENA 

product 1.094*** 1.007*** 1.099*** 1.018***     0.865*** 0.758*** 0.902*** 0.813***     

 (0.08) (0.07) (0.07) (0.08)     (0.09) (0.09) (0.08) (0.09)     

process -0.057 0.090 -0.018 -0.065 0.167* 0.316*** 0.216** 0.196* 1.173*** 1.303*** 1.214*** 1.601*** 1.218*** 1.333*** 1.266*** 1.662*** 
 (0.09) (0.10) (0.10) (0.11) (0.10) (0.11) (0.11) (0.11) (0.12) (0.07) (0.09) (0.16) (0.12) (0.07) (0.08) (0.16) 

imitation     0.204 0.220* 0.202 0.195     0.199* 0.192* 0.219* 0.203 
     (0.13) (0.13) (0.14) (0.15)     (0.11) (0.10) (0.11) (0.13) 

radical     1.195*** 0.983*** 1.060*** 0.870***     1.052*** 0.738*** 0.908*** 0.729*** 
     (0.13) (0.10) (0.09) (0.10)     (0.13) (0.11) (0.09) (0.10) 

technological 0.600*** 0.719*** 0.652*** 0.617***     0.600*** 0.719*** 0.652*** 0.617***     

 (0.08) (0.09) (0.07) (0.08)     (0.08) (0.09) (0.07) (0.08)     

tech imitation     0.015 0.173* -0.038 -0.010     0.015 0.173* -0.038 -0.010 
     (0.08) (0.09) (0.09) (0.10)     (0.08) (0.09) (0.09) (0.10) 

tech radical     0.666*** 0.677*** 0.720*** 0.575***     0.666*** 0.677*** 0.720*** 0.575*** 

     (0.10) (0.09) (0.08) (0.09)     (0.10) (0.09) (0.08) (0.09) 

 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All estimates include country and sector fixed effects, not 
shown. 
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Table 9: Returns of Innovation on Productivity, by Sector 

Probit model One sample interaction - product and process One sample interaction - product and automation 
 High Medium Low Services High Medium Low Services High Medium Low Services High Medium Low Services 

product 1.107*** 1.175*** 1.139*** 1.252***     0.997*** 1.069*** 1.038*** 1.169***     

 (0.07) (0.07) (0.07) (0.06)     (0.08) (0.08) (0.07) (0.07)     

process 0.210** 0.198** 0.228*** 0.152* 0.505*** 0.519*** 0.534*** 0.478*** 1.219*** 1.238*** 1.229*** 1.438*** 1.268*** 1.319*** 1.311*** 1.543*** 
 (0.10) (0.09) (0.09) (0.09) (0.10) (0.10) (0.09) (0.09) (0.09) (0.09) (0.08) (0.12) (0.09) (0.09) (0.08) (0.12) 

imitation     0.157 0.234** 0.129 0.163     0.153 0.243** 0.139 0.193** 
     (0.11) (0.12) (0.11) (0.11)     (0.10) (0.10) (0.10) (0.10) 

radical     1.143*** 1.012*** 1.100*** 1.266***     1.009*** 0.877*** 0.970*** 1.166*** 
     (0.09) (0.10) (0.09) (0.08)     (0.10) (0.11) (0.10) (0.09) 

Technological 0.930*** 0.905*** 0.891*** 0.912***     1.160*** 1.180*** 1.192*** 1.272***     

 (0.08) (0.08) (0.07) (0.07)     (0.07) (0.07) (0.06) (0.06)     

tech imitation     0.214** 0.180** 0.137* 0.101         

     (0.09) (0.09) (0.08) (0.08)         

tech radical     0.846*** 0.718*** 0.769*** 0.794***         

     (0.10) (0.10) (0.09) (0.09)         

 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All estimates include country and sector fixed effects, not 
shown. Columns  label High, medium, low refer to the technological intensity within the  manufacturing sector.
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Figure 1: Share of Innovators Using R&D, by country 
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Figure 2: Average R&D expenditures by GDP 
 

 
 

 

Figure 3: Innovation rates by GDP 
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A Definitions of Innovation 

 
A challenge of measuring innovation outcomes is the subjective nature of many of the questions used in 

the surveys. The Oslo manual, which is the main reference for these type of surveys, defines innovation 

as “..the implementation of a new or significantly improved product (good or service), or process, a new 

marketing method, or a new organizational method in business practices, workplace organization or 

external relations.” The Enterprise Survey (ES) uses this definition to identify innovations by directly 

asking firm managers and owners whether they have implemented “new” or “significant” changes or 

improvements in the last three years. However, this approach raises additional complexity for the 

researcher as “significant” is highly subjective and self-reported, and implies some confusion about 

identifying innovation. As a result, significant cleaning and re-classification of the data based on the 

written definitions of product and process innovations was performed to improve the quality of the 

data; however, the issue of measurement remains an open area for improvement. The definitions of 

innovation in the survey questionnaire were based on the same interpretation as in the Community 

Innovation Survey and Oslo Manual, outlined below. 

• Product Innovation A product innovation is the introduction of a good or service that is new or 

significantly improved with respect to its characteristics or intended uses. This includes signifi- 

cant improvements in technical specifications, components and materials, incorporated software, 

user friendliness or other functional characteristics. Product innovations can utilize new knowl- 

edge or technologies, or can be based on new uses or combinations of existing knowledge or 

technologies. 

• Process Innovation Process innovation is the implementation of a new or significantly improved 

production or delivery method. This includes significant changes in techniques, equipment 

and/or software. Process innovations can be intended to decrease unit costs of production or 

delivery, to increase quality, or to produce or deliver new or significantly improved products. In 

the questionnaire, process innovation is defined as one of the following: 

 
1. Automate manual processes, partially or fully 

 

2. Adapt a technology or method previously used by this establishment? 
 

3. Introduce a new technology or method 
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4. Use a more efficient technology or method already used by this establishment 

 

• Organizational Innovation 

 
1. Outsourcing tasks & changes in relations 

 

2. Changes in management structures, integrating departments/units 
 

3. Acquiring management systems for information & knowledge 

 
B Re-classification of innovation 

 
We re-classified product and process innovations based on their descriptions provided in the question- 

naire in order to correct for miss-classification. In some cases, there was not enough information to 

validate an innovation, and in other cases innovations were misidentified between product and pro- 

cess innovations or process and marketing innovations. Below are some examples of how the re- 

classification was implemented. Figure A1 reports self-reported and cleaned innovation rates for each 

country in our sample. 

 

 
1. Delivery 

 

• improved delivery process (additional, superior vehicles) = process innovation 

• introduce delivery as new offering (not core business) = product innovation 

• introduce delivery -direct sales (same core business) = marketing 

• delivery method for service sector (restaurants) = process innovation 

• expansion of delivery, such as additional trucks (without specifying improvements) = not 

innovation 

• expansion of delivery to new areas or across country = marketing 

• an upgrade in delivery vehicle = process innovation 

 
2. Distinction between introducing new types of product as product innovation or marketing 

 

• food: new recipe but not necessarily any improvement = marketing 

• garments: new line, new design = product innovation (under assumption that there is prod- 

uct differentiation, quality improvements) 

• wholesaler starts to offer new product or new range of product = product innovation 
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3. Other 

 

• creation of online store = process (services)/marketing (Manufacturing) 

• wholesaler opens own retailer store = product innovation 

• introduced warranty = marketing 

• product innovation same description as main line of business = not innovation 

• Process innovation leading to product innovation = classify as both product and process 

• New brand, type, design without specifying specific attribute changes = marketing 

• Training of employees, improving outcomes = process 

 

 

 

Table A.1: Returns of Innovation on Productivity, Full Model and Uncleaned data 

Product & process Technological Product & automation Technological (prod&automation) 
 Baseline Novelty Baseline Novelty Baseline Novelty Baseline Novelty 

Sales per worker         

product/technological 0.698***  0.445***  0.877***  0.639***  

 (0.09)  (0.06)  (0.07)  (0.07)  

process 0.400*** 0.561***   0.440*** 0.498***   

 (0.09) (0.08)   (0.08) (0.08)   

K/L Ratio 0.172*** 0.172*** 0.173*** 0.174*** 0.172*** 0.173*** 0.173*** 0.173*** 
 (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) 

Firms Size - in log 0.088*** 0.092*** 0.112*** 0.117*** 0.093*** 0.105*** 0.107*** 0.115*** 
 (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) 

imitation  0.095  0.110*  0.191***  0.146** 
  (0.08)  (0.06)  (0.07)  (0.07) 

radical  0.531***  0.421***  0.679***  0.431*** 
  (0.09)  (0.08)  (0.08)  (0.06) 

Constant 11.768*** 11.908*** 11.908*** 12.045*** 11.763*** 11.958*** 11.864*** 11.994*** 
 (0.13) (0.13) (0.13) (0.13) (0.13) (0.13) (0.13) (0.13) 

N 30798 30798 30798 30798 30798 30798 30798 30798 

Pseudo log-likelihood -77569.21 -83127.23 -63395.63 -70287.17 -69946.78 -75418.93 -63650.56 -70919.41 

 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and 
*, respectively. All estimates include country and sector fixed effects, not shown. Marginal effects shown for Innovation stage. 
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Figure A.1: Innovation rates, self-reported and cleaned 
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Figure A.2: Automation rates as share of Process Innovation, by 

country 
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The Effects of Innovation on Employment in 

Developing Countries: Evidence from Enterprise 

Surveys 

Abstract 
This paper sheds light on the direct impact of technological as well as organizational innovation on firm 
level employment growth using a global sample of over 15,000 firms in developing countries. The main 
findings suggest that new sales associated with product innovation are produced, on average, with just 
as much or higher levels of labor intensity than old products. However, the additionality to employment 
decreases with productivity, proxied by income per capita. In line with other studies, process innovation 
does not impact the additionality of employment, but there is some evidence of automation reducing 
the impact of product innovation on employment.  
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1 Introduction 

Innovation is the engine of the creative destruction process that spurs economic dynamism and 

transformation (Schumpeter 1942). At the macro level, theories of economic growth put 

innovation at the center of the growth process since Solow’s (1957) seminal work, where economic 

growth is driven by technical change. The emergence of new growth theory emphasized the role 

of innovation and knowledge accumulation in the growth process and Schumpeterian creative 

destruction arising from a competitive R&D sector as the main engine of economic growth 

(Aghion and Howitt (1992); Romer, 1986). 

At the firm level, Klette and Kortum (2004) show how innovation activities create rich 

firm-level dynamics that translate into firm growth. Unlike previous models where firm growth 

was largely driven by firm learning, in the model of Klette and Kortum (2004), innovation 

increases product quality and makes firms more competitive, which increases their revenue and 

size and forces existing firms producing old and obsolete versions of the product to exit the market. 

While innovation has the potential to generate large productivity gains and significantly 

improve allocative efficiency,3 the short-term direct impacts of innovation on employment remain 

an important policy question, especially in a developing country context where firms operate far 

from the technological frontier. While the introduction of new product lines tends to generate 

employment, new processes using more modern technologies or upgraded products can result in 

more efficient use of labor or labor replacement. Determining what the tradeoff might be (if any) 

between innovation and employment growth is critical for policy, especially in developing 

countries where the needs to absorb new entrants to the labor market in formal and higher 

productivity jobs are greatest. 

 
3 Lentz and Mortensen (2008), using Danish firm-level data, find that up to 75% of productivity growth comes from 

reallocation of inputs to innovating firms, of which 25% is entry and exist of firms and 50% reallocation to growing 

innovative firms. 
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This paper tries to shed some light to this tradeoff and estimates the short-run direct impact 

of firm-level innovation on employment in a sample of developing countries, using a novel dataset 

on firm innovation activities for a large set of developing countries. Our contribution to the 

literature is threefold. First, we expand the existing evidence on employment effects to a large 

number of low and middle-income countries, taking advantage of a unique firm survey 

implemented in 53 countries by the World Bank Enterprise Surveys Unit. Second, we attempt to 

disentangle the effects of process innovation from product innovation on employment when both 

are implemented simultaneously, as well as isolating the impact of automation from process 

innovation more broadly. Finally, we study how the degree of novelty of innovation – new to the 

firm vs new to national or international market - and the level of a country’s development, as a 

proxy for aggregate productivity, affect the elasticity of innovation to employment. Given the 

nature of the data we use, our results focus on average, short-run effects at the firm-level; an 

important building block to arriving at aggregate or sector level effects on employment, which 

inform welfare considerations. 

This paper is structured as follows. The next section briefly summarizes the existing 

evidence, mainly for OECD countries, regarding the impact of innovation on employment. Section 

3 describes the data, while section 4 develops the methodological framework used in the empirical 

section. Section 5 describes the main empirical findings. The last section concludes. 

2 The Direct Impact of Innovation and Employment 

Innovation is the outcome of firms’ investments in knowledge capital, managerial practices and 

organizational decisions. The ultimate objective of these investments is to introduce new or 

upgraded products or processes that positively impact firm performance by increasing 

productivity, sales, profits or markups. However, there is uncertainty regarding the extent to which 

firms are able to convert knowledge capital investments into innovation outcomes and furthermore, 

whether these innovation outcomes are likely to impact firm performance. This uncertainty is 

particularly high in developing countries, where there is a lack of key complementary factors such 
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as skills, managerial and organizational or technology capabilities to support innovation. The 

impact of innovation on employment depends on the allocation of workers complementing 

innovations, and the impact of these innovation efforts on firms’ efficiency. 

To date, most of the evidence on the impact of innovation on employment has focused on 

developed countries. Some of the case study literature has emphasized the role of innovation as a 

force for skill-biased technological change; since increases in firm efficiency can result in more 

efficient use of labor and changes in the relative demand for skilled labor. Few empirical studies, 

however, have found a direct negative impact on employment; although the bulk of studies suggest 

strong evidence of skill-biased technological change. From a theoretical standpoint, predicting the 

effects of innovation on employment can be ambiguous. While product innovation is typically 

aimed at increasing a firm’s demand through the introduction of a new product, process innovation 

usually entails production enhancements that can be labor saving. The existence of these 

competing mechanisms makes the net effects uncertain. 

A strand of the literature has analyzed the impact of technology adoption on employment 

focusing on the general equilibrium effects in the labor market and labor polarization. Brynjolfsson 

and McAfee (2012) suggests that new digital technologies are having a structural impact on 

employment and are to blame for jobless growth. Frey and Osborne (2016) using data on 

occupations for the US labor market predict that about 47% of US jobs could be at risk due to 

computerization. Autor and Dorn (2013) suggest that the falling cost of automating routines and 

codifiable job tasks are one of the main determinants of the polarization of employment and wages 

in the US labor market. A common finding of this employment literature is the fact that new 

technologies, especially via automating routines, are having a strong impact on labor demand and 

the relative returns to different labor tasks and skill intensities. 

In contrast, the empirical literature examining the direct impact of innovation on firm-level 

employment, while providing support to the existence of skill-biased technical change, has been 

more positive about the impact on labor (see Vivarelli (2012) and Calvino and Virgillito (2018) 
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for overviews and other articles in this volume).4 Overall, this literature finds a positive direct link 

between product innovation and firm level employment. Harrison et al. (2014) find positive 

innovation to employment elasticities close to unity for France, Germany, Spain and the UK; while 

Crespi and Tacsir (2013) find also very similar results for Chile, Argentina, Costa Rica and 

Uruguay. A more puzzling result, however, in some of these studies is the fact that the effects of 

process innovation are ambiguous. 

 

3 Methodology 

3.1 Baseline specifications 

To examine the impact of innovation on firm-level employment we adopt the empirical approach 

based on the model developed in Harrison, Jaumandreu, Mairesse, and Peters (2014). This model 

is well suited for cross-sectional data that contain information on a firm’s current activities as well 

as its growth in sales and employment over a recent period. The crucial component of the model 

is the share of current sales due to newly introduced or improved products which is reported in our 

data, and that captures the extent of innovation. In this section, we briefly review key aspects of 

the methodology and our extensions to the model; we refer the reader to the Harrison et al. (2014) 

paper, and Crespi et al. (2018) in this volume for a detailed exposition. 

Under this framework, the impact of innovation on employment depends on product 

innovation, process innovation and the relative efficiency parameters. The effect of product 

innovation on employment growth is represented by the difference in efficiency between the 

production processes of old and new products. When new products are produced more efficiently 

than old ones, output growth due to new products leads to smaller increases in employment 

compared to old products. The relative efficiency parameter could also be capturing to what extent 

product innovations are geared towards being more cost effective versus improving quality, which 

 
4 Some important studies include Harrison, Jaumandreu, Mairesse, and Peters (2014) for France, Germany, Spain, and 

the United Kingdom, Hall, Lotti, and Mairesse (2008) for Italy, Dachs and Peters (2014) for European countries and 

Benavente and Lauterbach (2008) for Chile. Also, see Castillo, Maffioli, Rojo, and Stucchi (2014), Brown, Earle, and 

Lup (2005) for effects of innovation policies on firm performance. 
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are arguably labor eroding and enhancing, respectively. While the relative efficiency parameter is 

firm specific, the country average could be correlated with the level of development of the country 

or the type of innovation introduced, given that firms in more advanced countries may be more 

capable to improve relative efficiency of new products.   

While product innovations are not necessarily related to changes in the efficiency of 

production, process innovations are typically directed towards improvements in efficiency. A 

further complication arises when a firm introduces both product and process innovations 

simultaneously. A priori, it is difficult to predict the relative efficiency of ex post firm-level 

innovation and will depend on the combination of innovation outcomes and the degree of 

efficiency of the firm.  

  Following Harrison et al. (2014), our reduced form estimating equation is as follows: 

 li − g1i = α0 + α1di + β g2i + ui, (1) 

where l stands for rate of employment growth over the period (i.e., between the year t = 0 and t = 

2), g1 and g2 are corresponding rates of nominal sales growth for old and new products, and u is 

the unobserved random disturbance. The change in average efficiency in the production of old 

products is denoted as α0 and di includes an additive component for process-only innovators; β 

measures the relative efficiency gains from the production of new products.  

As discussed in Harrison et al. (2014), sales growth due to new products, g2, can be 

correlated with the error term leading to a downward bias in β. This correlation can be driven by: 

1) economic factors such as unobserved productivity shocks affecting both the decision to innovate 

and sales growth, and 2) measurement error when using nominal sales due to the lack of observed 

prices and appropriate price deflators. Instrumental variable (IV) methods are used to deal with 

the endogeneity stemming from the measurement issue while it is assumed that endogeneity effects 

from unobserved productivity shocks are more benign given timing differences. Variables that 

explain the success of the product innovation’s sales but that are uncorrelated with its price 

differences relative to the old product should serve as good instruments. We use a series of 

indicator variables that measure whether the product innovation was geared towards extending the 
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market, whether the firm invests in R&D, and whether the innovation is completely new to the 

firm; these variables do not imply any necessary impact on prices. In all estimates, we evaluate 

and report the strength of our instruments as suggested in Stock and Yogo (2005) and conduct 

Sargan–Hansen over-identification tests. 

3.2 Extensions to the baseline model  

We consider some extensions to augment our baseline findings on the impact of different 

types of innovation on employment. First, firms can also introduce organizational innovations, 

which lead to change in the organizational structure of the firm such as departments or units within 

the firm, and that can also affect efficiency and the level of employment. Thus, we extend the 

original model in (1) to include the impact of organizational innovation on employment to also 

affect the relative or trend efficiency term. 

 li − y1i = α0 + α1 di + α2 orgi + β y2i + ui, (2) 

Second, the net impact of product and process innovation is not fully identified in (1), since the 

relative efficiency term in β reflects both types of innovation when implemented simultaneously. 

Section 3.3 reviews an approach to further disentangle the impacts of product and process 

innovation on employment. 

A final extension of the model is related to the definition of process innovation. The way 

process innovation is defined in most innovation surveys using Oslo-manual guidelines includes 

any improvements on production or delivery methods, which can range substantially in their 

impact on efficiency and employment. Following the literature emphasizing the impact of 

automation on employment, we extend the model and decompose process innovation between 

innovations that imply some degree of automation in the production process and other types of 

process innovation. 
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3.3 Accounting for heterogeneity of impact 

In our benchmark analysis, we pool the data and estimate equation (4) with controls for each 

country and sector. However, there are strong reasons to believe that unobserved heterogeneity 

can play a role at the country and sector level, given existing technology differences. In order to 

account for these differentiated effects, we extend the model to estimate random intercepts and 

coefficients for different clusters, defined by pairs of country and sectors (see Rabe-Hesketh and 

Skrondal, 2012, for more details on the random effects model).  

Rewriting equation (1) as: 

 lij − g1ij = α0 + α1dij + β g2ij + uij, (3) 

where i indexes over the firm and j represents a distinct industry within a particular country. For 

any two firms from the same country and sector, it might be unrealistic to assume that the residuals 

uij and ui′j are uncorrelated. We decompose the total residual or error, uij, into a shared component 

between firms in the same country and sector group or cluster, ξ1j, and a firm specific component, 

εij, that represents the within group residual – referred to as level-2 and level-1 residuals, 

respectively. Similarly, we can specify a country and sector specific random slope, ξ2j, that affects 

g2 in addition to the fixed component, β. As a result, we allow the intercept and slope to vary by 

each country’s sector. The model becomes, 

 lij − g1ij = (α0 + ξ1j)+ α1 dij +(β + ξ2j) g2ij + εij, (4) 

where it is assumed that the random effects have zero means conditional on observables and the 

level-1 error term has zero mean given the covariates and random effects: 

 E(εij|Xj,ξ1j,ξ2j) = 0 (5) 



61 
 

Furthermore, given Xj the random intercept and random slope follow a bivariate distribution 

assumed to have zero mean and covariance matrix Ψ.5  The model is estimated via maximum 

likelihood with bootstrapped standard errors after obtaining predicted values of growth in new 

sales, g2, in a first-stage equation as in the IV approach outlined in the previous section.6 

The country and industry specific components, ξij, represent the combined effects of 

omitted variables or unobserved heterogeneity at the country and industry level. Because of the 

shared components, the model accounts for within-country and sector dependence among the total 

residuals. The random intercepts and slopes can be interpreted as latent variables whose variance 

terms are estimated along with the other parameters and the variance term of the level 1 residual 

εij. However, after estimating the model’s parameters, including the random intercept and random 

slope variances as well as their covariance, , we can obtain estimates of the random 

intercepts and slopes by an auxiliary regression that regresses the predicted total residuals on g2ij 

and a constant term.7 

The added advantage of exploiting within country and sector variation is that it allows us 

to try to disentangle the impact of different types of innovation measured by β in equation (4) 

discussed above. While the estimate of β is unbiased econometrically, to disentangle the true 

impact of product from process innovation on employment we would need to decompose this 

coefficient. We do so by exploiting the variance across the estimated country-sectors coefficients 

from the random-coefficient model, β + ξ2j , which are regressed on the intensity of product, 

process and organizational innovation in each country-sector cluster. Thus, the following equation 

is estimated: 

βj = α + γwj + u1j,           (6) 

where j denotes the country and sector, α is a constant term and wj is a vector of innovation intensity 

measures representing the incidence of innovation outcomes in each country-sector group. 

 
5 The total residual is ξij ≡ ξ1j + ξ2jxij + εij and its conditional variance is Var(ξij|xij) = ψ11 + 2ψ21xij + ψ22xij2 + θ, where 

the level-1 residual is assumed homoskedastic and with conditional variance V ar(εij|xij,ψij) = θ. 
6 The default case sets ψ21 and the corresponding correlation coefficient to zero but this assumption can be relaxed 

using the option covariance (unstructured). 
7 Alternatively, it can also be estimated using empirical Bayes as described in Rabe-Hesketh and Skrondal (2012). 
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Although imperfect, given the aggregation of the data to the country-sector level, this two-stage 

estimation allows us to explore the effect of combining different types of innovation with product 

innovation on the impact of sales from new products on employment. 

4 The Data 

In order to examine the innovative behavior of firms in developing countries, we use the World 

Bank 2013-2015 Enterprise Survey and its linked innovation modules. This is the most 

comprehensive set of cross-country surveys on innovation with the same sampling methodology 

and questionnaire carried out to date. The survey uses a stratified sampling strategy, where firms 

are stratified by industry, size, and location; and large and medium size firms tend to be over 

represented. An advantage of the survey is that it collects substantial balance sheet and other 

information regarding the investment climate, which enables the linkage of innovation efforts to 

performance and potential obstacles.8 The mode of data collection is face-to-face interviews. 

The innovation survey differentiates between product and process innovation, and two non-

technological innovations, marketing and organization. However, there is significant confusion 

when identifying the different types of innovation outcomes by firms in the survey. For example, 

new marketing processes such as discounts, new packaging or new client segments are sometimes 

identified with process or product innovations. The fact that interviewees provide a recorded 

description of the product and process innovations allows us to verify the identified product and 

process innovations, and clean the wrongly attributed cases, or the cases that do not constitute an 

innovation at all (the detailed methodology to clean the data is described in the Cirera and Sabetti, 

2016). Overall the cleaning exercise results in a significant decrease in both product and process 

innovation rates.9  

 
8 Sector breakdown is usually manufacturing, retail, and other services. For larger economies, specific manufacturing 

sub-sectors are selected as additional strata on the basis of employment, value-added, and total number of 

establishments’ figures. Geographic regions within a country are selected based on which cities/regions collectively 

contain the majority of economic activity. Enterprise Surveys implemented in Eastern Europe and Central Asian 

countries are also known as Business Environment and Enterprise Performance Surveys (BEEPS) and are jointly 

conducted by the World Bank and the European Bank for Reconstruction and Development. For more details see 

Enterprise Surveys (http://www.enterprisesurveys.org). 
9 Overall both product and process innovation rates fall from 37% to 31%. 
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Our final data set consists of samples of firms from 53 countries in manufacturing and 

services across four major regions: Africa, Europe-Central Asia (ECA), Middle-East and North 

Africa (MENA), and South Asia. In total our estimation sample is based on pooled cross-sections 

totaling over 15,000 firms where sufficient information on innovation and employment is 

available.10 Firms report both their sales and employment in the year the survey was conducted, 

which for most firms surveyed was in 2013 or 2014, as well as three years prior. In addition, firms 

report information about their innovation activities, such as product and process innovations but 

also including organization innovations, and the share of sales attributed to new innovations that 

allows us to decompose employment growth into its respective components driven by old products 

and new products growth. 

Table 1 reports the number of firms in our sample across regions and by type of firm 

measured in terms of size, age and sector. Overall, we observe that the firms in our sample tend to 

be small, with fewer than 20 employees, and at the same time tend to be older, with the majority 

of firms operating for more than 10 years. 

5 Results 

5.1 Employment and sales growth among innovators and non-innovators 

Table 2 compares firm employment and sales growth rates over the three-year period from the year 

in which the survey was completed, according to whether firms are non-innovators, process-

innovators only, product innovators, and if so, whether they are also engaged in process innovation, 

by manufacturing and services sectors respectively. Innovation is larger in manufacturing than in 

services; and process and organizational innovation are the less prevalent types of innovation; 

although process innovation is more prevalent when combined with product innovation than 

organizational innovation. In manufacturing, roughly 46% of firms report undertaking some form 

 
10 DRC, Ghana, Kenya, Namibia, Nigeria, South Sudan, Sudan, Tanzania, Uganda, Zambia, Malawi, Bangladesh, 

India, Nepal, Pakistan, Albania, Armenia, Azerbaijan, Belarus, Bosnia and Herzegovina, Bulgaria, Croatia, Czech 

Republic, Estonia, Georgia, Hungary, Kazakhstan, Kosovo,  Kyrgyzstan, Latvia,  Lithuania, Macedonia, Moldova, 

Mongolia, Montenegro, Poland, Romania, Russia, Serbia, Slovakia, Slovenia, Tajikistan, Turkey, Ukraine, 

Uzbekistan, Egypt, Israel, Jordan, Lebanon, Morocco, Tunisia, West Bank and Yemen. 
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of innovation, with roughly 27% of firms reporting product innovations. Slightly over half of firms 

with product innovations have also introduced process innovations. 

The rate of technological innovation is strikingly large in Africa and South Asia. Rates for 

innovations defined as new to the national or international market are much lower, and the gap 

between new to the firm and new to the national market is significantly large for Africa and other 

low-income countries. Radical innovations - innovations new to the international market – and 

patenting are rare in these countries. Overall, this suggests large imitation rates in these regions, 

and the fact that many of the innovations that are new to the firm in most of the countries in our 

sample are likely to be marginally incremental; such as new product additions or small 

improvements. 

On average, firms that have introduced product and/or process innovations tend to display 

higher growth rates both in employment and sales, although these differences are not statistically 

significant. Interestingly, when decomposing sales growth for product innovators into respective 

shares made up of old and new products, we observe that sales growth for old products tends to be 

negative. As a result, much of the overall sales growth for these firms tends to be driven by new 

products, which might be due to cannibalizing old products. We also find that the cumulative 

distribution functions of employment and sales growth for innovators, segmented by firm size, do 

not stochastically dominate those for non-innovators. However, we observe some evidence that 

innovating firms exhibit higher growth rates for parts of the distribution, particularly for larger 

firms. 

  Table 2 also highlights the challenge described in section 3 when trying to disentangle the 

employment effect of product and process innovation. Around half of product innovators in 

manufacturing and 30% in services also implement process innovation. In these cases, process 

innovations are also likely to affect the productivity terms of the new products introduced. 
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5.2 The impact of innovation on employment 

5.2.1 The impact of innovation on employment growth 

Table 3 shows the results of estimating equation (1) by OLS for the pooled sample and by different 

geographical and income regions, using process innovation only dummy, sector-country and size 

dummies.i Starting with the coefficient of process innovation only, this is negative and statistically 

significant, with the exception of ECA, MENA and high-income countries; suggesting that cases 

where firms only introduce new processes, increases in efficiency can result in a decrease in 

employment growth. Adding the process innovation only coefficient to the constant term allows 

retrieving the original intercept that reflects the trend productivity term of old products with 

negative sign.11  The trend productivity parameter (-α) is negative for Africa, MENA and low-

income countries sample, which suggests that labor productivity for all products in these regions 

have decreased. For the entire sample, the trend productivity parameter is positive for process 

innovators only, and also positive for all firms in South Asia, ECA and high-income countries. 

The main coefficient of interest, the elasticity of sales attributed to product innovation on 

employment growth, is statistically significant and positive in all specifications, and 0.6 on average 

for the whole sample. Interestingly, the coefficient is below unity in all OLS specifications, which 

implies that new products are produced more efficiently than old products as in equation (2) and 

suggests a positive but less than proportional employment elasticity to innovative sales that results 

in some labor displacement. This elasticity is also larger in the MENA and South Asia region and 

middle-income countries in general; suggesting lower efficiency impacts arising from innovation. 

However, as discussed in section 3, OLS estimates are likely to be biased due to the 

endogeneity of the sales growth of new products when the true real change in growth of sales is 

unobserved due to the lack of appropriate price deflators. To correct for this potential endogeneity, 

Table 4 shows the instrumental variables estimations. As instruments for sales growth from new 

products, we follow Harrison et al. (2014) and use variables that are correlated with the success of 

 
11 An alternative to splitting the sample by region and income groups would be to estimate the full sample and include 

interaction terms. However, the potential endogeneity of the innovation sales to employment changes described in 

previous sections makes it very difficult to find suitable instruments for the interactive terms. 
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the innovation but that do not necessarily imply any directional change in prices of new products 

relative to old ones; a dummy for whether the product is completely new to the firm and whether 

the firm invests in R&D. R&D investments and innovation decisions are made in advance, prior 

to any information on prices, and, therefore, unlikely to be correlated with the error term, while 

important to determine the success in sales terms of the innovation introduced. The Sargan-Hansen 

Over identification test (Stock and Yogo, 2005) p-value confirms the validity of the instruments 

used.  

The new IV estimates suggest that the previous OLS estimates on the innovation elasticities 

were biased downwards. The new estimates are also statistically significant but much larger, 

especially in Africa and to a lesser extent in low and middle-income countries. This suggests that 

the employment growth associated to product innovations is larger in these lower income regions 

because of having lower efficiency gains from innovation in new and upgraded products. While 

these new or upgraded products are able to capture market share, the fact is that most innovation 

in these regions are marginal – new to the firm and simple upgrades – with little or no efficiency 

gains. The coefficient is significantly lower in the ECA region and high-income countries, 

suggesting that innovation in countries closer to the technological frontier increases employment 

less than proportionally driven by the larger impact of innovation on efficiency in this region. 

While the size of the elasticities is conditional to the instruments used, the estimates for 

middle income-countries are similar to those in Crespi and Tacsir (2013) ranging from 1.16 for 

Argentina to 0.95 in Uruguay, and close to unitary elasticities. The estimates in Table 4 are, 

however, much smaller to our smaller sample of high-income countries than to Harrison et al. 

(2014) sample of EU countries that show unitary elasticities for manufacturing and in some 

countries for services as well. 

In contrast, the impact of process innovation only in the instrumented specifications on 

employment growth is never statistically significant. In addition, regarding the trend productivity 

parameter of all products, in the instrumented specifications the parameters are not statistically 

significant, except for the ECA region where it is positive and marginally significantly negative 

for South Asia, MENA and low-income countries.  
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Given the fact that these results could be explained by the different sector composition in 

these regions, we examine how these elasticities vary across aggregate sectors, technological 

intensity levels and skill intensity. Table 5 examines the employment effects of product innovation 

according to whether the firm operates in the manufacturing or services sector. We find that β is 

on average higher in manufacturing than in services, but in both cases, we cannot reject that the 

elasticity is equal to one, suggesting that product innovations are not labor displacing in both 

sectors. When we disaggregate manufacturing into its degree of technological intensity, measured 

according to a sector’s intensity of R&D expenditures, we find that the effect increases when 

comparing low-tech firms to medium-high tech firms, from 0.917 to 1.002; although again we 

cannot reject that the elasticities are equal to unity. Columns 5 and 6 of Table 5 display results 

from splitting the sample of manufacturing firms into those with high intensity of skilled 

employees and low intensity firms defined as having a share above or below the sector average, 

respectively. As expected, the coefficient is larger in low skill intensity firms than in high skill 

intensity firms, suggesting larger employment effects for firms with less skilled employees, again, 

explained but by lower efficiency gains from innovation in low skill sectors. 

5.2.2 Employment effects of more novel types of innovations 

Typically, product innovation range significantly from radical innovations that are new to national 

or international markets, to cases of marginal product upgrading or introductions of new product 

lines. It is possible, therefore, that the additional impact on employment from introducing product 

innovations largely depends on their degree of novelty, since the elasticity depends on relative 

efficiency; and the more different the new product introduced to existing products, the more likely 

relative efficiencies differ. On the one hand, more radical innovations may have a larger impact 

on relative efficiency and as a result on labor displacement. On the other hand, less novel 

innovations can have a marginal impact on quality attributes and product differentiation, and less 

so on relative efficiency. 

Table 6 displays the results when considering innovation for differing degrees of innovation 

novelty. First, we consider separately when innovation is a product upgrade versus a completely 

new product. On the one hand, if the product upgrade is large, β in equation (1) - the ratio between 
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the efficiency parameter of the old product and the new product – is likely to depart from unity, 

but with unknown direction. On the other hand, small product upgrades are unlikely to change 

relative efficiency. In the case of new products, the size and direction of changes is difficult to 

predict. The estimates show a negative coefficient on product upgrade reducing the elasticity; 

however, both for manufacturing and services, the coefficient is not statistically significant. 

Therefore, we do not find different employment elasticities when comparing quality upgrade vs 

product diversification. 

We extend the analysis to the degree of “novelty” on innovation and compare innovation 

defined as new to the firm vs innovations that are new to the national or international market in 

columns (3) and (4). Again, we should expect changes in relative efficiency correlated with the 

degree of novelty, and likely in some cases to greater relative efficiency, lowering β.  The results 

suggest that in manufacturing there is no additional effect in terms of employment of more radical 

innovations as compared to new to the firm innovation - imitation. On the other hand, the results 

for services suggest a positive employment elasticity premium of more radical innovation. One 

potential explanation of this is the fact that knowledge transmission in service firms often relies on 

human and organizational factors more intensively than in manufacturing, where management 

plays a central coordinating role. This more intensive use of labor, especially skilled labor, can be 

exacerbated in more radical innovations and, therefore, more than offsetting any labor productivity 

changes (see Tether, 2003). 

5.2.3 Process innovation and automation 

Frey and Osborne (2016) discuss how automation and computerization of tasks may eventually 

render many labor tasks obsolete. One caveat of the previous estimates is the fact that the measure 

of process innovation mixes very diverse processes, ranging from the introduction of any new 

process or delivery methods with the introduction of an automated process (see Appendix). Thus, 

the process innovation dummy is likely to be capturing very different efficiency generating 

processes. 

Table 7 reports estimates of the baseline instrumented model where we decompose process 

innovation into two components: innovations that involve automation of any process and non-
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automation innovations.12 The estimates suggest that the effects of automation only on 

employment growth in general are not statistically significant for most sector disaggregation. This 

suggest that while automation is likely to have significant effects on the skill and task composition 

of firms, at least in the short-run and when automation only is implemented as an innovation, it 

does not appear to have a direct impact on firm employment. An exception to this appears to be 

services where we find a marginal statistical negative effect.  

5.2.4 Impact of organizational innovation 

As suggested above, one important type of non-technological innovation that can have an impact 

on employment growth is organizational innovation. Changes in firms’ departments and 

organizational structure, outsourcing of tasks or management structure changes (see Appendix for 

the definition) are likely to have an impact on employment growth. Table 8 shows the baseline 

estimates of including an organizational innovation only dummy. Organizational change was only 

reported in the survey for large and medium size firms, so there is a significant loss of observations 

when analyzing this type of innovation. 

The estimates show that as it was the case for process innovation only, organizational 

innovation only does not seem to impact employment growth in the instrumented regression. 

Improvements in the organizational structure or outsourcing of tasks do not appear to affect the 

level of short-term employment of the firm when implemented in isolation from other types of 

innovation. 

5.2.5 Disentangling the effects from different types of innovations 

As discussed above, a large share of firms conducts both product and process innovation 

simultaneously. As a result, the elasticity on growth in sales due to new products is to some extent 

also capturing the impact of process innovation when implemented along with a product 

innovation. Given the nature of our data and the lack of within firm variation, it is difficult to 

isolate the true effects of each individual type of innovation. As suggested above and given the 

large heterogeneity of impact across sectors and countries, we estimate the model allowing the 

 
12 The size and country-sector dummies are restricted to add up to zero. 



70 
 

elasticities to vary by country and sector pairs j, and then in a second stage, estimate how these βj 

are affected by the intensity of innovation in each country-sector; measured by the share of firms 

in the country-sector doing product and process innovation; organizational innovation and 

automation.  

Table 9 shows the results of estimating the baseline model to obtain the random 

coefficients, including the estimated standard deviations of the random intercept and random slope 

and the residual standard deviation needed for estimating the these βj. Column (1) reports the model 

with random intercept and slope, where we test whether the random slope is needed in addition to 

the random intercept. The likelihood ratio test where the null hypothesis ξj = 0 is strongly rejected 

in favor of the random intercept model. The average elasticity estimate of growth in sales of newly 

introduced or improved products is similar to the results of the fixed effects model in Table 4, 

where we obtained an estimate of 0.938. Based on the estimated variance, roughly 95 % of random 

slopes fall in the interval (0.962 ± 1.96 × √0.243). Column (2) implements the same model but 

includes the effect of organizational innovation only. Column (3) decomposes process innovation 

into automation and process innovation excluding automation. 

  Once these βj for all country sectors are estimated, Table 10 shows the estimates of the 

second stage, where we use the variation of these βj across country-sectors and analyze their 

correlation with the share of product innovators in the country-sector, the share of product and 

process innovators, product and organizational innovators, and product and automation innovators. 

In each model, we include a specification that controls for sector specific effects that may explain 

differences in the elasticity of employment growth with respect to the growth in new products, for 

example the degree of sector capital and labor intensity. The estimates for the share of product 

innovation across specifications is not statistically significant, suggesting that having more 

innovators in the country-sector does not affect the size elasticity. The coefficient on product and 

process innovation is as expected negative in column (1), suggesting that country-sectors that more 

intensively combine product and process innovation have lower elasticities and potential efficiency 

gains from process innovation that reduces the additionality on employment creation. However, 

when we control for sector effects in column (2) the coefficient becomes statistically not 

significant. Overall, our estimates find no impact of the intensity of process innovators on the 
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elasticity of sales of new products on employment, not even when combined with product 

innovation. 

A more interesting picture emerges when using the intensity of product innovation jointly 

with automation. In this case, we find that the employment elasticity of new sales due to innovation 

is lower in sectors where product innovations are more likely to be accompanied by automation of 

production processes. Therefore, while automation alone may not affect short-term employment, 

when accompanied with product innovation is likely to increase efficiency and reduce the ability 

of generating additional employment. 

6 Conclusion 

This paper has analyzed empirically the impact of firm-level innovation on employment. The main 

result of this paper is that product innovation, when successful in bringing additional sales to the 

firm, has a positive direct impact on employment in the short-run. The extent to which sales cause 

additional employment, however, is directly related to the impact on efficiency resulting from the 

innovation process, which seems to vary with the income level of the country. The empirical 

estimates suggest that in lower and middle-income countries, and especially in Africa, where 

innovations are more incremental and there may be less efficiency gains due to the innovation, the 

employment growth associated with a dollar increase in sales from innovative products is larger 

than in middle and high-income countries. In fact, the model estimates predict that for most 

countries if all products could be replaced by new or upgraded products, the overall level of 

employment of the firm would be at least as high as the previous level. This is an important finding 

given some pessimistic views that innovation efforts are often entirely labor saving for the firm. 

On the other hand, for high income countries, new sales attributable to innovation generate new 

employment but at lower rates since the new or upgraded products are more efficient in the use of 

labor than old products, and, therefore, generating some labor displacement. 

The findings point towards product innovation as the main channel of employment 

creation. Organizational innovation does not appear to have any impacts on employment changes, 

when considered alone or when implemented with product innovation. The same occurs with 
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process innovation, which does not seem to impact employment, even when considering the 

introduction of automation processes. It is likely that the main effects of these types of innovation 

are on the type of labor - skill biased technical change - rather than the quantity of labor. However, 

we find some support to the idea that automation may actually displace labor by reducing the 

employment elasticity of product innovation when these are introduced jointly. 

The implication of these results for policy are important. Innovation policy, when effective 

in generating additionality on successful innovation activities, even via imitation, can also be an 

important policy to increase employment in the short-run. This is especially the case for those 

countries farthest away from the technological frontier, where the effect on employment from 

generating new sales due to innovation is largest. On the other hand, for higher income countries, 

the additionality impact on employment is lower given their greater ability to generate productivity 

gains in new products. 

More work is, however, needed to better understand the short-run impact of innovation on 

the skill composition of the firm and the effect of the different types of innovation combined. While 

innovation is likely to be skill biased, we know very little about the extent of potential skill 

displacement within the firm, on the job learning and more generally, what the impact on unskilled 

workers inside innovative firms is. 
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Table 1: Sample description 

  All Africa South Asia ECA MENA 

Total  15033 1652 3322 6658 3401 

Size Small ( < 20) 0.54 0.73 0.36 0.61 0.49 

 Medium (20-99) 0.36 0.23 0.47 0.33 0.38 

 Large (100+) 0.10 0.04 0.17 0.06 0.12 

Age < 5 0.05 0.13 0.04 0.05 0.01 

 5 to 9 0.22 0.30 0.19 0.24 0.16 

 10 to 14 0.21 0.21 0.19 0.24 0.18 

 15 to 19 0.19 0.12 0.17 0.23 0.18 

 20 + 0.32 0.22 0.41 0.23 0.46 

Industry Food 0.08 0.09 0.09 0.06 0.12 

 Textiles 0.04 0.02 0.07 0.02 0.04 

 Garments 0.06 0.04 0.07 0.05 0.10 

 Wood, Paper 0.03 0.03 0.04 0.03 0.02 

 Publishing, Printing 0.03 0.03 0.02 0.03 0.03 

 Chemicals 0.03 0.02 0.06 0.02 0.03 

 Plastics 0.03 0.01 0.07 0.03 0.02 

 Non metallic mineral products 0.03 0.02 0.04 0.04 0.01 

 Basic metals, products 0.07 0.07 0.10 0.05 0.07 

 Machinery 0.03 0.01 0.07 0.03 0.00 

 Electronics 0.04 0.01 0.10 0.03 0.01 

 Furniture 0.03 0.07 0.03 0.03 0.03 

 Construction 0.05 0.04 0.02 0.08 0.03 

 Motor vehicle services 0.03 0.05 0.02 0.03 0.02 

 Transportation 0.05 0.03 0.03 0.05 0.06 

 Wholesale 0.09 0.09 0.02 0.12 0.08 

 Retail 0.18 0.24 0.07 0.24 0.12 

 Hotels & Restaurants 0.06 0.12 0.05 0.04 0.06 

 IT, Professional services 0.02 0.01 0.02 0.02 0.01 

Note: Based on estimation sample covering 53 countries. Source: Enterprise Surveys 2013-2015. 
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Table 2: Growth of employment and sales, innovators and non-innovators 

  Manufacturing      Services   

 All Africa South Asia ECA MENA All Africa South Asia ECA MENA 

No of Firms 7846 691 2541 2665 1949 7187 961 781 3993 1452 

Non-innovators (%) 0.54 0.49 0.26 0.68 0.74 0.74 0.59 0.45 0.79 0.84 

Process-innovators only (%) 0.18 0.23 0.31 0.12 0.09 0.10 0.22 0.23 0.07 0.07 

Product-innovators 0.27 0.28 0.43 0.20 0.16 0.16 0.20 0.31 0.15 0.10 

     of which product & 

process innovators 

0.51 0.52 0.60 0.40 0.37 0.29 0.40 0.26 0.26 0.29 

Employment growth 

All firms 0.05 0.08 0.07 0.05 -0.01 0.06 0.10 0.08 0.06 0.04 

Non-innovators 0.03 0.07 0.05 0.05 -0.02 0.05 0.08 0.09 0.05 0.04 

Process innovators only 0.07 0.06 0.08 0.08 0.00 0.08 0.12 0.07 0.09 0.02 

Product innovators 0.06 0.11 0.08 0.04 0.01 0.08 0.12 0.08 0.07 0.07 

Sales growth (Nominal) 

All firms 0.09 -0.04 0.16 0.16 -0.05 0.07 -0.18 0.16 0.16 -0.07 

Non-innovators 0.06 -0.06 0.14 0.15 -0.06 0.07 -0.13 0.17 0.16 -0.07 

Process-innovators only 0.11 -0.05 0.15 0.18 -0.06 0.05 -0.12 0.15 0.17 -0.10 

Product innovators 0.13 -0.02 0.17 0.16 -0.01 0.05 -0.37 0.16 0.15 -0.01 

     of which: Old products -0.15 -0.33 -0.12 -0.05 -0.34 -0.20 -0.70 -0.13 -0.05 -0.28 

                     New product 0.30 0.28 0.34 0.25 0.28 0.26 0.23 0.36 0.24 0.25 

Note: Employment and sales growth are measured over three-year period from time survey was completed. Employment growth is measured as change in full-time employees. Sales growth is 

measured as change in local nominal currency. For product innovators, we measure overall sales growth, sales growth due to old products, and the share of current period sales attributed to New 

products. Source: Enterprise Surveys 2013-2015. 
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Table 3: Effects of innovation on employment (OLS), by Region and Income Categories 

 All Countries  by Region  by Income 

  Africa South Asia ECA MENA Low Middle High 

Process innovation only -0.037*** -0.104** -0.051*** -0.003 0.026 -0.067** -0.027** 0.005 

 (0.01) (0.04) (0.02) (0.02) (0.03) (0.03) (0.01) (0.02) 

Sales growth in new products 0.640*** 0.373*** 0.686*** 0.597*** 0.817*** 0.583*** 0.756*** 0.479*** 

 (0.04) (0.13) (0.06) (0.06) (0.09) (0.10) (0.04) (0.08) 

Size 20 to 99 0.008 -0.026 0.010 0.022* -0.011 -0.019 0.014 0.016 

 (0.01) (0.04) (0.01) (0.01) (0.02) (0.02) (0.01) (0.01) 

Size 100 and over 0.010 -0.036 0.031* -0.005 -0.002 -0.012 0.015 0.017 

 (0.01) (0.09) (0.02) (0.02) (0.02) (0.04) (0.01) (0.02) 

Constant 0.016** 0.282*** -0.038** -0.061*** 0.076*** 0.113*** 0.004 -0.036*** 

 (0.01) (0.03) (0.02) (0.01) (0.01) (0.02) (0.01) (0.01) 

N 14688 1756 3322 6657 2953 3468 6024 5196 

Note: Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All regressions include country-

industry and size dummies, constrained to sum to zero. Dependent variable is net labor growth (minus growth in sales of old product). Source: Enterprise Surveys 2013-2015. 
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Table 4: Effects of innovation on employment (IV), by Region and Income Categories 

 All Countries  by Region  by Income  

  Africa South Asia ECA MENA Low Middle High 

Process innovation only -0.001 -0.000 0.004 0.007 0.034 -0.024 0.022 0.022 

 (0.01) (0.06) (0.04) (0.02) (0.03) (0.03) (0.02) (0.02) 

Sales growth in new products 0.938*** 1.726*** 0.945*** 0.803*** 1.030*** 1.013*** 1.056*** 0.797*** 

 (0.07) (0.52) (0.20) (0.08) (0.12) (0.25) (0.10) (0.10) 

Size 20 to 99 0.006 -0.043 0.007 0.021* -0.013 -0.022 0.012 0.013 

 (0.01) (0.04) (0.01) (0.01) (0.02) (0.02) (0.01) (0.01) 

Size 100 and over 0.005 -0.077 0.029 -0.008 -0.008 -0.019 0.012 0.011 

 (0.01) (0.09) (0.02) (0.02) (0.03) (0.04) (0.02) (0.03) 

Constant -0.004 0.243* 0.208* -0.133** 0.229* 0.172** -0.039 -0.086 

 (0.01) (0.15) (0.12) (0.06) (0.13) (0.09) (0.08) (0.08) 

N 14688 1756 3322 6657 2953 3468 6024 5196 

R-Squared 0.29 0.32 0.19 0.19 0.14 0.39 0.18 0.18 

First stage F-statistic 404.59 29.35 25.57 268.94 126.34 56.89 136.92 218.77 

Sargan–Hansen test p-value 0.87 0.93 0.44 0.58 0.84 0.64 0.86 0.49 
   Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All regressions include 

country-industry and size dummies, constrained to sum to zero. Dependent variable is net labor growth (minus growth in sales of old product). Instrumental variables are indicator 

whether new product is completely new to the firm and whether firms invest in R&D. Source: Enterprise Surveys 2013-2015. 
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Table 5: Effects of innovation on employment (IV), by Sector and Technological Intensity 

 Manufacturing Low Tech Medium Tech Medium High 

Tech 
High Share of 

Skilled Workers 
Low Share of 

Skilled Workers 
Services 

Process innovation only 0.008 0.022 -0.019 -0.007 -0.007 0.042 -0.007 

 (0.02) (0.02) (0.05) (0.06) (0.02) (0.04) (0.02) 

Sales growth in new products 0.966*** 0.917*** 0.894*** 1.002*** 0.838*** 1.189*** 0.914*** 

 (0.11) (0.13) (0.24) (0.28) (0.14) (0.18) (0.09) 

Size 20 to 99 0.003 -0.004 0.009 -0.004 0.017 -0.012 0.012 

 (0.01) (0.02) (0.02) (0.02) (0.01) (0.02) (0.01) 

Size 100 and over 0.012 0.022 -0.020 0.008 0.010 0.015 -0.013 

 (0.02) (0.02) (0.03) (0.03) (0.02) (0.03) (0.03) 

Constant 0.033 0.190** -0.073 0.011 0.112* -0.180* -0.006 

 (0.05) (0.09) (0.09) (0.08) (0.06) (0.10) (0.09) 

N 7424 3875 1995 1554 4784 2640 7118 

R-Squared 0.23 0.25 0.27 0.23 0.28 0.27 0.34 

First stage F-statistic 144.34 104.88 25.20 18.26 80.13 48.14 286.28 

Sargan–Hansen test p-value 0.90 0.40 0.66 0.14 0.74 0.31 0.60 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All regressions include country-industry 

and size dummies, constrained to sum to zero. Dependent variable is net labor growth (minus growth in sales of old product). Instrumental variables are indicator whether new product is completely 

new to the firm and whether firms invests in R&D. High and Low Share of skilled workers represent firms with share of skilled workers above or below the population mean in the most recent fiscal 

year, respectively. Source: Enterprise Surveys 2013-2015. 
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Table 6: Effects of innovation on employment (IV), by Product Innovation Novelty 

 Product Upgrade vs. 

Completely New 

New to Firm vs New to National 

or International market 

 Manufacturing Services Manufacturing Services 

Process Innovation only 0.004 -0.007 0.013 -0.015 

 (0.01) (0.02) (0.02) (0.02) 

Sales growth in new products 0.963*** 0.918*** 1.031*** 0.742*** 

 (0.06) (0.08) (0.11) (0.11) 

Product Upgrade × Sales growth in new products -0.043 
(0.07) 

0.100 

(0.10) 
  

New to National or Intl × Sales growth in new products   -0.135 
(0.10) 

0.331*** 
(0.12) 

Constant 0.039 0.059 0.036 0.063 

 (0.05) (0.09) (0.05) (0.09) 

N 7424 7264 7424 7264 

R-Squared 0.23 0.33 0.23 0.35 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All regressions include country-industry 

and size dummies, constrained to sum to zero. Dependent variable is net labor growth (minus growth in sales of old product). Instrumental variables are indicator whether new product is completely 

new to the firm and whether firms invests in R&D. Source: Enterprise Surveys 2013-2015. 
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Table 7: Process Automation 

  All Firms Manufacturing Low Tech Medium Tech High Tech Services 

Automation only  0.001 0.023 0.02 0.009 0.029 -0.106*  

 (0.02) (0.03) (0.07) (0.06) (0.04) (0.05) 

Process only (excl. automation) -0.001 0.003 -0.02 -0.032 0.02 -0.002 

 (0.01) (0.02) (0.07) (0.05) (0.03) (0.02) 

Sales growth in new products 0.941*** 0.974*** 1.002*** 0.898*** 0.922*** 0.899*** 

 (0.07) (0.11) (0.27) (0.24) (0.13) (0.09) 

Constant -0.002 0.037 0.012 -0.075 0.194** 0.062 

 (0.01) (0.05) (0.08) (0.09) (0.09)  (0.09) 

N 14688 7424 1554 1995 3875 7264 
Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. All regressions include country-industry 

and size dummies, constrained to sum to zero. Dependent variable is net labor growth (minus growth in sales of old product). Instrumental variables are indicator whether new product is completely 

new to the firm and whether firms invests in R&D. High and Low Share of skilled workers represent firms with share of skilled workers above or below the population mean in the most recent fiscal 

year, respectively. Source: Enterprise Surveys 2013-2015. 
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Table 8: Effects of innovation on employment, accounting for Organizational Innovation 

 OLS IV 

Process innovation only -0.062*** 0.021 

 (0.02) (0.03) 

Organizational only -0.068*** 0.013 

 (0.02) (0.03) 

Sales growth in new products 0.621*** 1.118*** 

 (0.05) (0.12) 

Size 20 to 99 -0.003 -0.006 

 (0.01) (0.02) 

Size over 100 0.000 -0.004 

 (0.000) (0.02) 

Constant 0.074*** 0.070 

 (0.01) (0.08) 

N 4404 4404 

R-Squared 0.35 0.31 

First stage F-statistic  109.43 

Sargan–Hansen test p-value  0.34 

Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, 

respectively. All regressions include country-industry and size dummies, constrained to sum to zero. Dependent variable is net labor growth 

(minus growth in sales of old product). Instrumental variables are indicator whether new product is completely new to the firm and whether 

firms invests in R&D. Source: Enterprise Surveys 2013-2015. 
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Table 9: Effects of innovation on employment, baseline model to compute random coefficients 

 Product, Process Product, Process, Organizational Product, Process, Automation 
Fixed part 

Process Innovation Only -0.007 -0.001 0.000 
 (0.01) (0.03) (0.02) 

Organizational only  -0.004 
(0.03) 

 

Automation only   -0.033* 
(0.02) 

Growth new sales 0.962*** 1.023*** 0.961*** 

 (0.08) (0.12) (0.09) 

Size 20 to 99 -0.038*** -0.080*** -0.038*** 

 (0.01) (0.02) (0.01) 

Size over 100 -0.063*** -0.109*** -0.063*** 

 (0.01) (0.02) (0.01) 

Constant 0.032*** 0.058** 0.032*** 

 (0.01) (0.03) (0.01) 

Random Part 

Ψ11 0.038*** 0.090*** 0.048*** 
 (0.01) (0.02) (0.01) 

Ψ22 0.243*** 0.198*** 0.242*** 

 (0.01) (0.02) (0.01) 

Ɵ 0.432*** 0.413*** 0.432*** 

 (0.00) (0.01) (0.00) 

N 11762 3696 11762 
Pseudo log-likelihood -7154.07 -2114.88 -7153.14 
LR test 0.00 0.00 0.00 

Note: Coefficients and standard errors robust to heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and 

*, respectively. Standard errors computed using 5,000 bootstrapped replications. Dependent variable is net labor growth (minus growth in 

sales of old product). Instrumental variables are indicator whether new product is completely new to the firm and whether firms invests in 

R&D. Based on multilevel mixed-effects linear regression with random intercept and slope for g2 within country and sector. Sample restricted 

to country sector clusters with at least 10 observations. Source: Enterprise Surveys 2013-2015. 
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Table 10: Regressions of Random Coefficients on Innovation intensities 

 Product & Process Automation Organizational 

 (1) (2) (3) (4) (5) (6) 

Share product innovation 0.045** 0.041* 0.043 0.036 0.018 0.023 
 (0.02) (0.02) (0.03) (0.03) (0.02) (0.02) 

Share product and process innovation -0.025 -0.007 0.078 0.101 -0.026 -0.032 

 (0.03) (0.04) (0.07) (0.07) (0.02) (0.03) 

Share product and automation   -0.244** -0.244**   

   (0.11) (0.11)   

Share product and organizational     -0.028 -0.027 

     (0.02) (0.02) 

Constant 0.955*** 0.951*** 0.952*** 0.948*** 1.026*** 1.019*** 

 (0.00) (0.00) (0.00) (0.01) (0.01) (0.01) 

N 306 306 306 306 284 284 
Sector dummy No Yes No Yes No Yes 

R-Squared 0.02 0.07 0.05 0.10 0.01 0.05 
Pseudo log-likelihood 588.81 596.65 521.88 529.38 369.92 376.08 

Note: Dependent variable in all regressions is random slope parameters for country/sector clusters derived from (4). Independent variables 

are respective innovation rates – share of innovators in each country/sector cluster. Coefficients and standard errors robust to 

heteroskedasticity and 1, 5, and 10 percent levels of significance are denoted by ***, ** and *, respectively. Standard errors computed using 

5,000 bootstrapped replications. Based on 306 country sectors with at least 10 observations. Source: Enterprise Surveys 2013-2015. 
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Abstract 

The launch of new business ventures is an important source of dynamism for 

both advanced and transitioning economies. Startups that survive initial years 

(including a small subset that exhibit high-growth) contribute in aggregate to 

economic employment and productivity gains. Using a detailed survey dataset 

with information on firm strategy, financing, innovation activities and founder 

characteristics, we study the performance in terms of survival and growth of a 

representative cohort of American startup firms launched in 2004 over an eight-

year period until 2011; overlapping with the recession of 2008-2009. Our results 

highlight the differential effects of initial financing on survival depending on the 

business cycle and the role of the firm’s technological intensity in lowering hazard 

rates. Rich measures on firm innovation activities related to product innovation 

are key determinants of firm growth. We also investigate the role of innovation 

in securing external financing as a potential mechanism for early stage firm 

survival and growth. 

 
Key Words: new firm entry, duration models, entrepreneurial finance, innovation, 

entrepreneurship. 
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1 Introduction 

Increasing availability of longitudinal datasets have uncovered large and persistent heterogeneity in 

the performance of firms despite the apparent stability in aggregate macro measures; see Dosi, 

Lechevalier, and Secchi (2010) for an overview. Firm dynamics and entrepreneurship literature have 

documented how mature, large firms tend to stagnate whereas new, young firms tend to grow very 

quickly conditional on survival, resulting in an important source of reallocation and aggregate 

productivity growth for both advanced and transitioning economies; Haltiwanger, Jarmin, and Mi- 

randa (2010), Foster, Haltiwanger, and Krizan (2002), Brown and Earle (2010). However, Decker, 

Haltiwanger, Jarmin, and Miranda (2016) have recently documented a decline in business dynam- 

ics, or firm turnover, driven by declining business start-up rates and a decreasing role of dynamic 

young firms in the economy since the onset of the Great Recession. Because of their impact on 

impact broader aggregate variables, the performance of new or early stage firms remains an impor- 

tant public policy issue. 

In this paper, we use a novel dataset that tracks a representative sample of firms from a 

cohort of US-based startups launched in 2004. A major strand of the literature on early stage firms 

focuses on the role of finance, such as credit constraints and sources of funding via debt or equity. 

Another strand highlights the role of the founder, human capital, firm strategy and innovation. In 

this paper, we incorporate both sets of factors with an emphasis on the role of financial variables 

and the degree of innovation of the firm in studying startup firm performance. Whereas traditional 

measures of innovation have focused on R&D expenditures and patents, a third source of indicators 

increasingly made available in surveys emphasizes firm innovation activities such as the success- 

ful introduction of different types of innovation to the market. Further, traditional measures for 

innovation based on R&D expenditures and patents may not be reflective of innovation activities, 

particularly for newly established firms or firms far from the technological frontier. As a result, we 

are able to investigate to what extent these richer measures that capture firm innovation activities 

relate to and affect startup firm performance. Our contribution to the literature stems from deriving 

new empirical evidence on the importance of innovation activities for a sample of startups observed 

over their early life-cycle in the United States. Previous studies using the same dataset did not 

include information on innovation activities which were made available in the survey only 
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in subsequent years. Studies on the role of innovation activities have typically focused on mature 

established firms where the data are often cross-sectional in nature given the challenge of repeat 

sampling.1 Further, these data sometimes lack a complete picture of the firm with less detailed 

measures of financing and characteristics of the founder. 

In our first set of results, we study the factors that drive firm survival, with a particular focus 

on initial financing as well as the degree of firm innovativeness. While financing affects firm survival 

ex post, lenders also incorporate their estimate of firm survival – a measure of firm quality – into their 

lending decisions. In our sample of firms, only a subset launch with formal external debt financing 

as many firms are initially financed with owner equity or debt. Given the timeframe under study, we 

are also able to shed light on the effect of the Great Recession in heightening firm exits or shutdowns. 

We find that a firm’s initial financial position characterized by a greater reliance on formal debt 

financing positively affected survival in normal times, but the effect reverses during the crisis. To 

study the effect of firm innovativeness, we use measures of the firm’s industrial sector’s degree of 

technological intensity as well as whether it performs R&D; which also correlate with proximity to 

the technological frontier. We find strong statistical differences in the hazard rates for firms in the 

high-tech sector which peak mid-way during the observed life-cycle. 

Second, we carry out a set of regressions that explore the link between firm level innova- 

tion and growth, conditional on our sample of surviving firms; growth measures proxy for firm 

performance. Our measures of innovation are expanded to include whether the firm brings product 

innovations to market (outputs). Measures on innovation outputs become available in the survey 

beginning in 2009 – the firm’s sixth year of operation. Applying a quasi difference-in-difference 

framework, we assess the impact of innovation activity occurring through the firm’s observed lifes- 

pan on performance from a before-after perspective exploiting the longitudinal nature of our data. 

For robustness, we test for selection on initial conditions and examine effects on growth in the pre-

treatment period; given a lack of suitable IVs and an experimental setting. 

Finally, a potential mechanism explaining the relationship between firm innovation and 

growth lies in the role between financing and innovation strategy. A firm’s attempt to innovate and 

build competitive advantage potentially influences its ability to apply for and secure additional 
 

1Examples include Community Innovation Surveys (CIS) for Europe and Business Research and Development and 

Innovation Survey (BRDIS) or Annual Survey of Entrepreneurs (ASE) for the US. 
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rounds of external financing over time; simultaneously affecting and driving growth. Alternatively, 

firm innovation activities reveal underlying characteristics of the entrepreneur in terms of his or her 

motivation or degree of confidence which could also influence financing decisions. In a series of 

regressions, we evaluate to what extent firm innovation measures explain the firm’s ability to raise 

additional external debt financing over its lifecycle. 

The rest of the paper continues as follows. Section II provides an overview of the literature 

on firm survival. Section III describes the data and Section IV reviews our empirical methodology. 

Section V discusses our results and Section VI concludes. 

 

2 Connection to the literature 

2.1 The role of finance 

A distinguishing feature of young, startup firms is the opaqueness and information asymmetry sur- 

rounding their future business plans and survival prospects, Robb and Robinson (2014). The extent 

to which young, startup firms are unable to access sufficient financial capital and the resulting ef- 

fects on performance and survival remain open questions. The effect of financing constraints can 

operate through various channels. In seminal papers, Stiglitz and Weiss (1981) showed that banks 

ration credit due to information asymmetries and Berger and Udell (1992) documented evidence of 

credit constraints using data from survey of loan officers. Evans and Jovanovic (1989) test whether 

entrepreneurs are more likely to be wealthy and in their theoretical model some projects become 

unprofitable for a financially constrained entrepreneur. Cabral and Mata (2003) show how much of 

the distribution of firm size evolution can be accounted for by initial startup financial constraints. 

The literature has also emphasized the importance of firm startup financial capital and lever- 

age. Does capital structure drive firm performance or does firm performance drive capital struc- 

ture? Zingales (1998) studied this issue in a period of deregulation in the trucking industry and 

showed how some inefficient firms survive due to deep pockets. A central prediction from the fi- 

nance literature posits that entrepreneurs will rely on a greater share of debt financing to the extent 

that their business venture entails a greater degree of certainty. Myers and Majluf (1984) predicted a 

pecking order theory where firms prefer to finance investment beginning with internal funds, then 

debt and then equity so as to minimize adverse selection. Zetlin-Jones and Shourideh (2012) find 
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that most investment financed by privately held firms is financed through borrowing. However, 

greater leverage may adversely affect a firm’s chances of survival, as discussed in Zingales (1998). 

Firms may eventually suffer from debt overhang, unable to finance new projects, or, they may fall 

victim to predation by deep-pocketed competitors. In contrast, high leverage could work in favor of 

firm’s survival by forcing early restructuring. Furthermore, high leverage may indicate a firm’s 

aggressive expansion strategy. Finally, firms that launch with ample initial financing may also be 

more likely to misallocate that capital compared to leaner startups that expand in a more cautious, 

incremental manner. 

Using data on corporate firms, Spaliara and Tsoukas (2013) find that survival is more sen- 

sitive to financial indicators during a period of crisis as compared to more tranquil times. To the 

extent that the recession was triggered by a financial crisis as opposed to traditional demand or 

supply side factors, the direction of causality should flow from the firm’s financial position to its 

performance and survival. Young firms with a greater reliance on formal outside debt or short-term 

liquidity provisions would be more adversely affected in the event that their banking relationship 

deteriorated or future access to funding was reduced. Furthermore, to the extent that the policy 

response was aimed towards larger financial institutions, which do not typically specialize in small 

business lending, suggest that the financial crisis’ adverse effect on young, startup firms may have 

been amplified. Using the same data as in this paper, Berger, Cerqueiro, and Penas (2014) find that 

a greater small bank geographical presence improves the survival prospects of young firms in normal 

times, but that this effect disappeared during the financial crisis. 

Finally, a historical feature of the US banking sector is its presence of a large number of 

small, local financial institutions which have been found to specialize in forming lending relation- 

ships with small and young businesses. For example, Petersen and Rajan (2002) find that distance 

matters for provision of funds to small firms (though declining with improvements in information 

technology). A priori, the depth of the banking sector in the US might suggest that credit markets 

have largely filled the niche of providing finance to startups, however the evidence is mixed, and 

many argue that a market failure (still) exists. Brown and Earle (2013) have found positive effects 

on job creation from SBA loan programs. 
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2.2 The role of innovation 

Without innovation, models of firm dynamics typically predict that firms stagnate after reaching a 

certain size. A large empirical literature mainly using data for OECD countries documents a robust 

positive relationship between firm-level innovation and productivity (Hall, 2011); innovation and 

employment (Harrison et al., 2008), as well as some innovation inputs, such as R&D, and produc- 

tivity (Hall et al., 2011). Arrighetti and Vivarelli (1999) and Vivarelli and Audretsch (1998) find 

that more innovative new entrant firms tend to enjoy superior post-entry performance. 

To measure innovation, one can focus on both measuring inputs and innovation activities, 

and/or measuring innovation outcomes. The early innovation measurement literature focused on a 

specific set of innovation inputs that were easier to quantify, for instance R&D, or the intensity of 

the technology used. These early efforts were followed by the implementation of the Oslo Manual 

type of surveys, which mainly focus on measuring innovation outcomes such as product/process 

improvements or patents at the firm level. Under the Oslo manual, innovation is principally defined 

as whether the firm introduces a new product to market, a measure which is self-reported. In con- 

trast, firms in the high-tech sector are defined based on whether their ISIC industry has a larger than 

average share of R&D, or higher shares of employment in STEM fields. See Cirera and Maloney 

(2017) for a more detailed discussion. Mairesse and Mohnen (2010) discuss how qualitative ques- 

tions in surveys can provide information on firm innovation activities useful for bench-marking and 

contributing to evidence-based policy; further, they review econometric methods to deal with the 

qualitative nature of responses. 

 

3 The Kauffman Firm Survey 

Almost a half a million startup firms are launched annually in the United States. Yet, little compre- 

hensive data exists that allow researchers to study firms at their most interesting stage: initial years 

from launch. Existing databases, such as Compustat and Amadeus, track mature, established firms 

and generally do not contain information beyond that obtained from publicly available financial 

statements. Some past surveys of startup firms in the US are Survey of Small Business Finances 

and Panel Study of Entrepreneurial Dynamics I and II. 
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To bridge the gap, the Ewing Marion Kaufman Foundation commissioned a longitudinal study of 

new businesses in the US, known as the Kauffman Firm Survey (KFS). The survey follows 4,928 

firms that launched in 2004 annually until 2011. The survey questionnaire contains detailed 

information on the firm, including industry, physical location, employment, profits, intellectual 

property, business strategy, and financial capital, as well as information on business owners, in- 

cluding age, gender, race, ethnicity, education, previous industry experience, and previous start-up 

experience. The initial survey design called for 5,000 interviews, with a target of 3,000 interviews 

for high-technology businesses given particular interest in these firms among researchers. While 

data is collected on firm location, the small samples at the geographic level, such as by county, limit 

the ability to relate variation in local economic conditions to firm level outcomes. 

The sampling frame for the panel of business startups was created using Dun & Bradstreet’s 

(D&B) database of business establishments that started in 2004 in the United States, which totaled 

roughly two hundred and fifty-thousand firms. D&B maintains a large commercial database of 

businesses compiled through various public and industry sources. Year of launch is defined as the 

first year the business began operations and took steps to incorporate itself; as a result, a firm’s first 

year may not always entail sales or hiring employees posing a challenge for accurately measuring 

firm age. 

In order to obtain a larger sample of startups in high-technology fields, the data was par- 

titioned into strata according to industrial technology categories, based on a classification scheme 

developed by Hadlock, Heckler, and Gannon (1991). Table A.1 provides the final classifications of 

high and medium technology businesses, determined according to each industry’s respective share 

of employment in research and development (R&D) using data from the BLS Occupational Em- 

ployment Statistics program and based on three-digit level Standard Industry Classification (SIC) 

code. DesRoches, Barton, Ballou, Potter, Zhao, Santos, and Sebastian (2007) provide additional 

details. 

Figure 1 displays the number of new establishments born as well as jobs created by estab- 

lishments less than 1 year old annually since 1994; data is from the Business Employment Dynam- 

ics (BED) compiled from records from a federal-state cooperative program known as Quarterly 

Census of Employment and Wages (QCEW). While firm-level data can be compiled by aggregat- 

ing establishments under common ownership using employer tax identification numbers, almost all 
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new establishments with fewer than 500 employees represent new firms. Figure 2 compares 

survival rates between establishments in the BED with firms in the KFS. Survival rates for cohorts 

of new business establishments are displayed by year of birth. While some of these new estab- 

lishments may not coincide with new firms, the survival rates track fairly closely the survival rates 

for the firms launched in 2004 in the KFS. To improve the comparison, the survival rates for KFS 

firms are conditioned on firms with positive employment in the startup year. Unlike the KFS, there 

are no sampling error issues with the BED data. Whereas shutdown for BED is defined as estab- 

lishments that revert to no employment for four consecutive quarters, firms in the KFS are deemed 

to shutdown based on direct reporting to the annual follow up survey. 

Figure 3 plots the number of employees across the entire cohort of startup firms in our 

sample over time separately for all firms and surviving firms only. The number of total employees 

climbs rapidly in 2005 but begins to fall in 2006 as firms exit. In contrast, the total number of 

employees across surviving firms exhibits a more steady, gradual increase over time. 

3.1 Overview of Firms in KFS 

A challenge of empirical studies of entrepreneurship is distinguishing between types of entrepreneurs. 

Using data from the Statistics of the U.S. Business (SUSB) compiled by the U.S. Census Bureau, 

Hurst and Pugsley (2011) finds that most small businesses have little intention to grow or innovate. 

More recently, Brown, Earle, Kim, and Lee (2019) find higher levels of innovation in foreign-born 

compared to US-born entrepreneurs in high-tech sectors using data from the US Annual Survey of 

Entrepreneurs. An advantage of the KFS is its oversampling of high-technology firms, which also 

are likely to be high-growth innovative firms, in contrast to typical startups that eventually fall in 

the small business category. According to Table A.2, entrepreneurs in technology industries are more 

likely to have higher levels of human capital, to invest in R&D and to introduce a new product to 

market. Interestingly, however, on average they tend to start up at a smaller size, as measured by 

total assets. 

However, to situate our study relative to popular interest in startups, we emphasize our fo- 

cus is on the median, or typical, new firm compared to that of the high growth startup that is in the 

right tail of the distribution and which is sometimes borne out of incubators or VC financed. Out of 

our sample of 4000 firms, fewer than 1 percent obtain any form of outside equity over the observed 
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eight-year period. Almost all launch from the founder’s home, are financed principally by its 

founder(s) and less than half launch with outside debt (formal bank issued debt). 

Table A.3 provides a count of firm exit by year throughout the time period of study. By 2011 

over half of the firms in the initial baseline year report shutting down their business, which is 

consistent with empirical estimates on new firm survival. Table A.4 breaks down the number of 

firms by two-digit industry according to the NAICS classification. Professional services, manufac- 

turing and the retail sector make up the three largest industries. 

3.2 Financing Decisions 

The standard life-cycle theory of small firm finance assumes that young startups initially rely on 

informal channels of credit followed by increasingly formal sources as the firm establishes its busi- 

ness history. Robb and Robinson (2014) finds that the sample of startup firms in the KFS display a 

heavy reliance on formal debt financing, in line with the notion that startups also seek financing 

where capital is more readily available, Cosh, Cumming, and Hughes (2009). Similarly, we inves- 

tigate firms’ financial decisions based on both the type (debt vs. equity) and source (informal vs. 

formal). Capital can be provided by the business owner, an insider (family, friend), or an outside 

(formal lending institution or venture capital, angel financing). 

While we focus on the source of finance, an important distinction raised by Robb and 

Robinson (2014) is the role of risk-bearing vs. liquidity. For instance, a business loan might be 

obtained via the founder pledging personal assets in the form of collateral, and as a result, the loan 

serves as an equity-like instrument for the founder. Personal bank loans obtained by the owner are 

classified as outside debt. Table 1 provides an overview of the mean levels of initial financing by 

type. We observe that the two main sources of financing are owner equity and outside debt. While 

roughly 40% of firms report some level of outside debt, the average amount is considerably larger 

than that reported by owner equity. In other words, outside debt is important for firms which obtain 

it. Owner debt plays a role for some firms, but the average reported amount is small. A handful of 

firms do report receiving large sums of financing via outside equity. Overall, we observe that outside 

financing is more reliant on debt, while inside financing is composed mostly of equity. 

As a potential mechanism to understand firm exit, Table A.5 provides the evolution of av- 

erage firm capital injections over time for the three most popular sources of finance. Initially in 
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2005 and 2006, the average amount of new capital obtained is similar between firms that survive 

and those that eventually fail. However, beginning in 2007, the average capital injections for exit- 

ing firms begins to drastically decrease, suggesting a precursor to firm exit is the inability to raise 

funds. 

3.3 Firm-level innovation activities 

In addition to sector level differences between firms in terms of intensity of technological inputs, 

the survey introduced questions beginning in calendar year 2009, or in the sixth wave of data 

collection, that asked firms about their innovation activities; namely, whether the firm introduced 

any new or significantly improved product or service and whether the innovation was new to the 

firm or new to the market (regional/national). From the later, we obtain a measure of novelty that 

distinguishes from imitation. Conditional on surviving firms, Table 2 provides a breakdown of 

reported firm-level innovation in the year it occurs by sector technological intensity. Further, it 

reports shares of firms that engage in R&D. 

We observe overall large rates in innovation, patenting and R&D for firms in the medium and 

high-tech sectors.  Most innovation activity occurred in 2009, potentially due to censoring as this 

was also the first year the question was introduced in the survey. Our initial prior is that firms 

launching product innovations sooner are more likely to display positive effects on growth 

measures. Further, not all firms introduce innovations, even in the medium or high-tech sector, and 

not all product innovations are potentially driven by R&D. Similarly, some firms invest in R&D but 

have yet to introduce any product innovation. In summary, Table 2 provides summary statistics of 

our set of innovation measures that form part of our regression approach in the next section.  

 

4 Empirical Methodology & Hypotheses 

As described in the previous section, the Kauffman Firm survey tracks a cohort of startup firms that 

launch in 2004 until 2011. We first study firm-level survival prospects over the period using a 

workhorse duration model. Second, we estimate a series of growth regressions that condition on the 

sample of surviving firms up to 2011; including the predicted survival rates as an explanatory 

variable. Our growth measures capture performance of the firm over an eight-year time span which 
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includes the Great Recession of 2008-2009. While we study separately survival from growth, they 

are inextricably linked as pointed out by Phillips and Kirchhoff (1989). In their study using 

longitudinal microdata on new establishments from the time period 1976-1986, the authors point 

out how firms that exhibit positive growth, particularly early on, have higher survival prospects; 

however, survival alone also tends to lead to (or increase chances of) future growth as most new 

establishments grow little in the first four years. As a result, our approach can be interpreted as 

studying firm survival as a measure of firm quality while firm growth as a measure of performance 

(or intensive margin). 

4.1 Survival 

Empirical studies on firm survival typically find negative duration dependence, the longer a firm 

operates the more likely it is to survive. This is consistent with a model where firms learn about 

their competitiveness as they age. Mature, older firms have very low failure rates. However, survival 

dynamics for in the early years of a firm’s startup is more complex. Initially, a firm may undergo a 

“honeymoon” period for several years where business failure is infrequent. Eventually, firms 

uncover adverse market conditions, or face unsustainable financing, and firm exit peaks. Thereafter, 

firm exit rates decrease steadily with age; see Parker (2009), Huynh, Petrunia, and Voia (2012a), 

Huynh, Petrunia, and Voia (2012b), and Huynh and Petrunia (2010). Under this hypothesis, startup 

firm hazard rates should follow an inverse U-shaped pattern. Duration models are used extensively 

in the literature to estimate the hazard rate, or instantaneous probability of exit, for firms. Unlike 

logit models, they can account for right-censoring which can be important when observing firms for 

shorter time periods. See Cameron and Trivedi (2005) for a more complete discussion. The 

workhorse duration model is the semi-parametric (Cox) proportional hazards model, defined as: 

 
h(t) = h0(t)φ(X, β) (1) 

where h0(t) is called the baseline hazard and is a function of t only with all covariates set to 

zero. h(t) represents the rate of failure at time t given that a firm survived in t − 1. φ(X, β) can be 

interpreted as a scaling factor, and does not depend on t, typically specified in exponential form 

exp() (Alternatively, accelerated failure time models allow the covariates to affect the hazard 

multiplicatively). The advantage of this approach is that the parameters β can be estimated, 
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or identified, without explicitly modeling the functional form of the baseline hazard (via partial 

likelihood). An important assumption in Cox models is the proportionality assumption, that is the 

effect from a covariate on the baseline hazard must be proportional over time, or in other words 

invariant. When the PH test fails, the suggested approach is to include the variable that failed the 

PH test as well as an interaction term with a time variable in a new regression. 

We do not include time-varying firm specific covariates to avoid any feedback or endogene- 

ity issues with respect to survival and as a result, the firm-level covariates are based on a firm’s 

initial conditions. However, we include a time-period dummy variable to capture the role of the 

Great Recession on firms’ hazard rates. The crisis dummy is constructed to take the value of 1 in 

years 2009-2009 and the value 0 otherwise. We interact this variable with the firm initial financial 

conditions and our set of innovation measures. 

Our empirical approach is not immune from potential omitted variable bias, or unobserved 

heterogeneity; see for instance, Huynh and Voia (2017). The role of the entrepreneur in firm 

performance is typically void in economic stud- ies given the difficulty in observing measures of 

ability and talent. As a result, even a model with a comprehensive set of observables may fail to fully 

explain the variability in the data. One way to address the issue of unobserved firm-specific attributes 

is to employ (shared) frailty models, which allow for the presence of a latent multiplicative effect on 

the hazard function. While firm specific factors are important in duration models, unobserved 

heterogeneity can lead to misrepresentation of the overall firm hazard rate. When thinking about the 

role of the entrepreneur, observing information that captures ability and talent is typically sparse. 

Hurst and Pugsley (2011) find that many small business owners, including a share of young startups, 

do not have ambitions of growing their business or innovating. 

One aspect of the firm that is important for understanding outcomes and that typically is 

unobserved is its degree of innovativeness. We do not include our measures on innovation activities 

(whether the firm introduces a new product) in our benchmark survival regression as these survey 

questions are only introduced in 2009. However, we use whether the firm is in the high-tech sector 

and whether it performs R&D as proxies for being close to the technological frontier (R&D 

intensive). Subsequently, we relate the probability a firm exits in 2010 and 2011 to firm innovation 

activities conditional on our sample in 2009. 

Additional explanatory variables included in our benchmark survival model specification 
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control for firm-specific characteristics as well as local factors, according to the available data and 

informed by theory. Business characteristics (industry dummies, business location, legal status), 

founder’s demographics (education, gender) and initial financing conditions, such as startup capital 

(total debt + equity), and leverage (measured as the ratio of outside debt to total debt and equity); 

see Huynh, Petrunia and Voia (2010). We use number of employees as well as startup capital to 

proxy for initial firm size. While the cohort of firms in our study all begin with the same, we include 

the founder’s number of years of work experience. Work experience has been found in the literature 

to play an important role in explaining unobserved factors in firm performance. An entrepreneur 

with more work experience might possess greater knowledge or be better able to evaluate a potential 

business opportunity. Furthermore, work experience might also correlate with the founder’s net 

worth, and ability to raise external finance. 

4.2 Growth 

In the previous section we study survival prospects of our cohort of startup firms over the 2004- 

2012 period conditional on initial conditions and degree of firm level innovation measured by sector 

R&D intensity. In this section, we condition our sample to firms that survive until 2011 and evaluate 

their performance from year of birth using a series of reduced form OLS or binary out- come 

regressions. In these set of estimates, we are able to exploit additional survey questions that were 

added to the survey beginning in 2009 related to firm innovation activities for each calendar year; 

outlined in Table 2. Specifically, these questions ask the firm whether they introduced any new and 

improved product or service and its degree of novelty, such as whether it is new to the firm or a 

regional market. As a result, we investigate the extent to which innovation outputs positively affects 

the growth of the firm beyond measures such as R&D and the firm’s technology sector. Be- cause the 

firm reports introducing product innovations beginning in 2009, roughly midway through its 

observed lifespan, our model setup could be viewed as applying a quasi diff-in-diff framework 

where the dependent variable is measured in terms of a growth rate pre and post intervention; see 

Ci, Galdo, Voia, and Worswick (2015). Our measures of firm growth are in terms of end of period 

observations relative to startup year for 1) revenues, 2) number of full-time employees as well as 3) 

whether the firm experiences positive employment growth (binary). We estimate models separately 

using growth rates derived from the pre-intervention period (2004-2008), post-intervention period 
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(2008 to 2011) and over the entire observed lifecycle (2004 to 2011). In this way, growth regres- 

sions from the pre-intervention period allow us to examine parallel trends prior to the introduction 

of firm innovation reported in the survey as of 2009. 

In these growth regressions, our set of predictors are time-invariant features of the firm and 

characteristics of the founder as well as initial financing and size conditions. Our treatment variables 

are the year in which the firm reports introducing a product innovation as of 2009. The sample of 

firms that report innovations may launch with more resources or unobserved factors that drive a firm 

to innovate would also affect performance simultaneously. While panel data models (or a quasi-

experimental setting) could alleviate some of the endogeneity by differencing out omitted factors, 

our limited time frame and because the impact from time of innovation could span multiple years 

limit their appeal. Further, the available set of time varying predictors are largely limited to the 

evolution of firm financing which are also endogenous. To provide some indication of whether 

selection may be occurring, we estimate a set of regressions that evaluate whether innovative firms 

are larger or obtain greater levels of initial financing at year of birth. Our estimates can be interpreted 

in a reduced form way that measure the average impact after accounting for other available factors 

and conditional on survival. The contribution from our findings stems from providing evidence on 

startup firm performance using information on firm-related innovation activities that are largely 

unavailable in other data sources. 

4.3 Interaction effects between financing and innovation 

As discussed previously, finance plays a key role in affecting firm outcomes. In our survival and 

growth analysis, we evaluated the role of initial financial conditions as well as the role of firm 

innovation measures. However, the ability of a startup to raise additional financing over its life- 

cycle is a key enabler for its survival and growth prospects. One potential mechanism whereby firm 

innovation activities affect firm performance is through their indirect impact on the extent to which 

new, young firms are successful in raising external financing. To test this hypothesis, we undertake 

a series of regressions to explain whether the firm applied for new business loans, the outcome of 

such applications (approved or denied), and the level of additional external debt raised (intensive 

margin). 
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5 Results 

5.1 Survival 

Column 1 of Table 4 presents the results from our benchmark model. A coefficient of δ can be 

interpreted as raising or lowering the hazard by a factor of 1 + δ. Figure 4 evaluates the fit of our 

benchmark model relative to the empirical hazard. Overall, the estimated hazard tracks the 

empirical hazard closely, and we find that the semi-parametric Cox does a better job than a less 

flexible parametric model. However, we are less able to fit the data for 2011 due to censoring. The 

baseline hazard provides the results of the model assuming all coefficients are set to zero, which 

can be interpreted as accounting for the overall risk of firm exit not due to any firm-specific factor. 

Overall, the explanatory variables have expected signs. Work experience, credit riskiness of 

the firm, R&D are all significant at the one percent level. Initial firm size measured by number of 

employees also displays highly statistical effects in lowering the hazard rate; confirming the 

interplay between survival and growth or size. A higher initial outside debt ratio lowers the firm 

hazard rate, but the initial overall level of financial capital has no effect. However, the effects of the 

financial variables are exacerbated when interacted with the economic crisis and play a lesser role 

before and after (or in normal times). A higher level of the outside debt ratio lowers the firm’s hazard 

rate during normal times, but negatively affects the hazard rate during the economic crisis. The 

estimated coefficient switches from 0.716 to 1.423 in column 2. For initial startup capital, the effects 

are intensified when interacted with the economic crisis displaying coefficients above 1, but 

otherwise display muted effects not significantly different than zero in normal times. For example, 

the effect on firms with startup capital in excess of $100,000 switches from 0.892 to 1.4 in column 

2. The results are consistent in further set of models with expanded set of predictors. 

The finding that firms with greater levels of initial startup capital were more adversely af- 

fected during the Great Recession might be surprising or counter-intuitive at first glance but is in 

line with findings from the literature. In a study of banking crises and industry financial depen- 

dence, Kroszner, Laeven, and Klingebiel (2007) find that financially dependent firms grow faster 

in normal times but are hit harder in crisis times. The Great Recession proved to be an especially 

turbulent and uncertain time, and business plans that otherwise seemed a priori reasonable may have 

turned out to be unrealistic considering the shock to the economy and financial system. In 
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contrast, firms that raised smaller levels of initial financing were more likely to grow in stages and 

raise additional capital as their economic prospects improved, without overextending their business 

at the same time. Similarly, in a study using an unbalanced panel of 36,500 French startups from 

the period 1994-2000, Bonnet and Cressy (2016) find that banks incorporate an estimate of firm 

survival in lending decisions; while credit rationing raises failure rates, incorrectly over-extending 

credit could have similar effects. 

With respect to our measures of firm innovation, Figure 5 displays firm hazard rates sepa- 

rately for firms in the high-tech sector compared to all others based on a split sample estimation. 

We observe an inverted U-shaped hazard rate for high tech startups where the hazard rate peaks in 

2008; but an increasing hazard rate up until 2011 for all other firms. Given the empirical hazard rate 

for high-tech firms reaches its peak sooner suggests that these firms more quickly learn about their 

demand and survival prospects, as predicted by the theoretical literature; alternatively, firms in the 

high-tech sector were more able to weather the recession. Based on the survival models in Table 4, 

we find that R&D has a strong statistical effect on lowering the hazard; in contrast, there is no effect 

from patents. For robustness, we also interact these variables with the crisis variable in column 3 but 

do not find any effects. 

Finally, we attempt to exploit the measures of firm innovation activities that are introduced 

into the survey in 2009. Given censoring, we were unable to introduce it in the survival model 

directly as firms exit prior to when the question was introduced. However, we find that firms that 

report introducing new products or service to market as of 2009 display a ten-percentage point 

decrease in their probability of exit in subsequent years (2010 and 2011); see Table 5 for marginal 

effects from a probit model. As a robustness check, we included estimated propensity scores from a 

Probit model on product innovation reported in Table 3 as additional predictors in the survival model 

(results available) but such an approach suffers from generated regressor bias. Overall, our results 

provide evidence on the role of innovation measures as important sources of unobserved 

heterogeneity when unaccounted for in firm survival models. 

5.2 Growth 

In this section, we present results from a set of regressions that evaluate the link between firm inno- 

vation and the resulting effects on firm performance over the time period 2004-2011. Performance 



 

101 
 

is measured in terms of growth in log revenues, change in the number of employees and whether 

the firm displays positive employment growth. Because many firms launch with no revenue in the 

first year, we use the first year where such measures become positive and adjust the growth rate 

based on the number of years until 2011. Our estimation sample comprises roughly 2,000 firms that 

survive until 2011. Our main set of innovation related treatment variables that we are interested in 

are measures of product innovation reported in calendar years 2009 to 2011. Further, we classify 

product innovation according to three types: overall product innovation (new to the firm or regional 

market), product innovation that is new to the market, and product innovation that coincides with 

R&D. In this way, we attempt to isolate differential effects according to the degree of novelty. Other 

set of innovation measures that we include are R&D, patent activities, and whether the firm is in the 

high-tech sector. We use a similar set of controls based on initial conditions of the firm, 

characteristics of its principal founder, along with state and industry effects. Regressions are 

implemented using cross-sectional survey weights. 

Prior to evaluating growth regressions, Table 6 investigates firm initial conditions and 

whether firms that eventually engage in product innovation start off larger or obtaining greater levels 

of initial financing. We find only weak evidence that these firms have more employees at startup 

(coefficient magnitude of 0.393) and no evidence for initial revenues. We find a statistical effect at 

the five percent level, however, for initial levels of financing (log 0.3) which points to a potential 

channel whereby innovation interacts with financing; innovative firms are more likely to obtain 

outside financing which feeds into firm performance measured by size (labor and sales). In contrast, 

we find strong statistical negative effects for firms in the medium or high-tech sector on initial levels 

of financing. 

Table 7 presents our set of growth regressions for sales and employment (where we model 

employment in terms of change in levels and whether growth is positive) according to three peri- 

ods: full period (2004-2011), pre-treatment (2004-2008), and post-treatment (2008-2011). Growth 

results for the entire observed lifecycle show stronger statistical effects from product innovation on 

revenues than employment and the largest impacts occur when product innovation occurs si- 

multaneously with R&D. In the pre-treatment period, we do not find any effects from product 

innovation on revenues and only some modest positive effect on employment growth; suggesting 

that the effect from product innovation is more causal in nature than selection. Growth results 
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for the post-intervention period are similar to the full-time period results but lower in magnitude; 

which could be driven by the Great Recession and the subsequent recovery. 

Interpreting our results suffer from two empirical challenges. First, given that these set of 

innovation survey questions were introduced in 2009, it is possible that reported innovations may 

have in fact occurred sooner which proves to be a limitation in our analysis. Second, a time lag to 

impact from introducing a new product to market on firm outcomes likely holds given the nature of 

innovation. In addition, fewer firms report introducing innovations later in their observed lifecycle 

in 2010 and 2011 creating a censoring problem as we only observe growth up until 2011. 

Table 8 displays the effects from select other predictors we include in our growth models 

based on the full period. We observe a low R2 of 0.065 for the revenue growth regression high- 

lighting the limited explanatory power of our observed variables. We do not find any effect from 

R&D or firms in the high to medium tech sector for any measures of growth while patents display a 

negative effect for employment growth. Both previous startup experience and years of work ex- 

perience have no effect or are possibly negative. Years of experience correlates with founder age 

and the literature finds that successful startups are sometimes launched by younger entrepreneurs as 

well as older ones with greater experience depending on the industry and context; pointing to the 

overall difficulty of any predictor in having direct effects that hold on average. Among the fi- 

nancial variables, firms in the highest category of initial startup capital display statistically positive 

effects for all our growth measures. Initial levels of employment tend to be positively correlated 

with employment growth suggesting the role of persistence with initial startup size; however, we do 

not find an effect on revenue growth. Overall, in terms of economic magnitude of our coefficient 

estimates, we observe that the effects from our product innovation measures are roughly similar or 

larger in magnitude than effects from measures such as initial financing. 

5.3 Interaction effects between innovation and financing 

To investigate further the potential mechanism from the role of finance, Table 9 relates the log 

annual outside debt financing the firm raises over its lifespan post entry to its initial conditions and 

whether the firm innovates in subsequent years. We estimate regressions for the entire sample of 

firms with controls for firm exit by year as well as for the sample of surviving firms separately. Here 

we find statistical effects at the one percent level for firms that report innovation in 2009 (log 
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0.632 to 0.785) of roughly 15% increase relative to the mean; however, the magnitude of the effects 

is lowered when conditioning on the novelty of innovation possibly pointing to the riskiness em- 

bedded in innovation. With respect to other effects, there is some persistence as firms that obtain 

higher initial levels of financing also receive greater injections of outside debt in subsequent years 

on average. We observe that patents exhibit a marginally negative effect possibly in line with the 

literature that finds patent valuations to be highly skewed. 

In Tables 10 and 11 we estimate a series of probability models for whether a firm reports 

applying for a business loan post entry and whether any business loan applications were denied 

(employing a Heckman selection model). Similarly, regressions are estimated for the entire sam- 

ple with year of firm exit and separately for the sample of surviving firms. Firm size and initial 

financing positively affect the probability of loan applications. Perhaps due to endogeneity, outside 

debt ratio lowers the probability of loan denial (and the effect is stronger conditional on the sample 

of surviving firms). In contrast, credit risk increases the probability of loan denial but has no effect 

for the sample of surviving firms. Interestingly, when we examine the effects from our measures of 

innovation activities, we observe a positive effect on loan applications but little to no effect on loan 

denial. 

 

6 Conclusion 

Conventional wisdom holds that young, startup firms face poor survival prospects; let alone the 

prospect for growth and contributing to broader economic gains. However, firm turnover - and the 

role of successful startups - play an important role in driving productivity and employment growth. 

Small businesses - startups that survive but remain small - in aggregate are an important source of 

local employment and economic output; even if they are less efficient than their larger peers. In this 

paper, we use a longitudinal representative panel of US based start-up firms for the period 2004-

2011 to investigate the drivers of firm performance in terms of survival and growth. 

Our results focus on the role of initial financing conditions and measures that capture the 

degree of firm innovation. For firm survival, we find mixed results from the role of initial financ- 

ing. Raising outside debt signals a high-quality firm; but too much debt can drive exit particularly 

during a recession. Conditional on survival, initial financing levels affect firm growth positively. 
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Further, many startups rely on personal/internal funds or personal debt. 

While financing can influence firm outcomes, the nature of the firm in terms of its compet- 

itive strategy and degree of human capital also matter. Our results highlight the founder’s work 

experience as a positive contributor to survival. Further, we measure the degree of firm innovation 

according to traditional measures derived from R&D intensity or whether the firm is in the high- 

tech sector. We find that high-tech firms display an inverted u-shaped hazard rate; compared to non-

tech firms which display an increasing hazard rate during the time period under study. Further, we 

also find positive effects on survival using direct measures of reported firm innovation activities, 

such as whether a firm introduces a new product or service. We also find differential effects on firm 

growth based on these innovation measures; highlighting their importance in uncovering 

heterogeneity. Finally, we investigate a potential causal mechanism whereby more innovative firms 

have a higher probability of raising additional finance in their initial years; a crucial time for firm 

survival and growth. 

Our findings contribute to the literature on startups and entrepreneurship using a novel 

dataset overlapping with the business cycle around the Great Recession of 2008-2009. Our results 

are informative for policymakers in terms of highlighting not only the importance of financing but 

also the role of firm quality proxied by innovation measures. Promoting human capital and 

knowledge diffusion and better understanding their underlying determinants could help drive en- 

trepreneurial businesses that both support local economies and compete on the global stage. 
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Figure 1: Business Employment Dynamics 
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Source: Bureau of Labor Statistics Business Employment Dynamics (BED) 

 

Figure 2: Survival Rates of Establishments and Firms in KFS 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note: Year of birth for new establishments in BED defined by positive employment for the first 

time in the database, while failure is defined by no employment in four consecutive quarters. 

Employment changes are measured from the third month of the previous quarter to the third 

month of the current quarter. 
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Figure 3: Total Stock of Employees from Entering 2004 Cohort of Startup Firms 
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Note: Based on weighted count of 62,452 startup firms in Kauffman Firm Survey. 

 

 
Figure 4: Hazards 
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Note: Baseline and hazard rates based on benchmark model. Empirical hazard based on raw data 

count. 
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Figure 5: Hazards: High-Tech vs. Non-Tech 
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Note: Baseline and hazard rates based on benchmark model. Empirical hazard based on raw data 

count. 

 

 
Table 1: Sources of Financing for 2004 startups 

 

 All Firms Mean if > 0 Count Survive Fail 

Owner Equity 29,188 38,951 3789 25,898 26,819 

Owner Debt 2,592 10,441 1473 2,400 2,690 

Inside Equity 579 43,865 215 264 698 

Inside Debt 2,512 43,179 545 2,452 1,993 

Outside Equity 3,655 550,496 267 2,725 3,576 

Outside Debt 33,416 120,406 1814 39,299 28,352 

Total Capital 91,646 105,887 4340 91,226 87,617 

Note: Based on sample of 4,216 firms in Kauffman Firm Survey. Numbers displayed are in 

average dollar terms. 
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Table 2: Innovation rates 

High Tech All Other 

Product innovation - New to the firm 
2009 22.7 17.2 

2010 9.9 8.8 

2011 7.8 6.4 

Cumulative 40.4 32.4 

Product innovation - New to the market 

2009 

 
12.7 

 
11.0 

2010 5.4 3.6 

2011 3.5 3.0 

Cumulative 21.6 17.6 

Product innovation - backed by R&D 

2009 

 
11.5 

 
7.3 

2010 3.6 1.8 

2011 2.6 1.6 

Cumulative 17.7 10.7 

Patents in First year 5.90 2.00 

Performs R&D 25.7 17.3 

Note: Based on conditional sample of 2,007 surviving firms in Kauffman Firm Survey. All 

numbers are sample weighted and in percentage terms. 
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Table 3: Probability of product innovation, 2009 
 New to the firm New to the market 

Bachelor degree -0.006 0.044** 

 0.02 0.02 

Graduate degree 0.019 0.063*** 

 0.02 0.02 

Number of past businesses 0.001 -0.002 

 0 0 

Years work experience 0.007 -0.003 

 0.01 0.01 
0 < Employees < 5 0.029 0.034* 

 0.02 0.02 

5 < Employees < 10 0.053 0.066** 

 0.03 0.03 

Employees > 10 0.081** 0.071** 

 0.04 0.03 

Outside debt ratio -0.005 -0.025 

 0.03 0.03 

5,000 < Startup capital < 10,000 0.044 0.009 

 0.03 0.03 

10,000 < Startup capital < 25,000 0.075*** 0.050** 

 0.03 0.02 

25,000 < Startup capital < 100,000 0.067** 0.031 

 0.03 0.02 

Startup capital > 100,000 0.088*** 0.057** 

 0.03 0.03 

High credit risk 0.018 0.001 

 0.04 0.04 

High medium tech 0.037 0.021 

 0.02 0.02 

Patents 0.002 0.047 

 0.05 0.04 

R & D 0.310*** 
0.02 

0.197*** 
0.02 

N 2337 2337 

aic 2683 2048 

ll -1255.3 -967.5 

 

Note: Probit marginal effects reported. The dependent variable is a dummy equal to one if the firm reports 

introducing product innovation in 2009, and zero otherwise. *, **, *** denotes statistical significance at the 10, 5 

and 1 % levels respectively. Other founder demographics, business characteristics, state and sector controls not 

shown. 
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Table 4: Hazard Model of Startup Firm Survival: 2004 to 2011 

 
 Model 1 Model 2 Model 3 

Firm owner characteristics Male 0.897** 0.896"* 0.896** 

  0.05 0.05 0.05 
 Bachelor degree 0.963 0.963 0.963 
  0.06 0.06 0.06 
 Graduate degree 0.918 0.918 0.918 
  0.06 0.0ó 0.0ó 
 Number of past businesses 1.005 1.005 1.005 
  0.01 0.01 0.01 
 Years work experience 0.905*** 0.905*** 0.905*** 
  0.02 0.02 0.02 

Firm size and financing 0 < Employees < 5 0.827*** 0.827*** 0.827*** 
  0.05 0.05 0.05 
 5 < Employees <10 0.751*** 0.751*** 0.751"** 
  0.08 0.08 0.08 
 Employees > 10 0.767** 0.767"* 0.767** 
  0.09 0.09 0.09 
 Outside debt ratio 0.812** 0.716*** 0.715*** 
  0.08 0.09 0.09 
 5,000 < Startup capital < 10,000 1.201** 1.035 1.033 
  0.11 0.11 0.11 
 10,000 < Startup capital < 25,000 1.007 0.944 0.941 
  0.08 0.09 0.09 
 25,000 < Startup capital < 100,000 1.111 0.999 0.994 
  0.09 0.1 0.1 
 Startup capital > 100,000 0.987 0.892 0.886 
  0.1 0.1 0.1 
 High credit risk 1.546*** 1.547*** 1.546*** 
  0.14 0.14 0.14 

Innovation measures High, medium tech 0.97 0.971 0.91G 
  0.07 0.07 0.07 
 Patents 1.299 1.297 1.318 
  0.21 0.21 0.26 
 Research&Development 0.272*** 0.272*** 0.297*** 
  0.03 0.03 0.04 

Interaction with 2008-2009 Recession 
Financing 5,000 < Startup capital < 10,000  1.619*** 1.630*** 

   0.3 0.3 
 10,000 < Startup capital < 25,000  1.264 1.278 
   0.21 0.22 
 25,000 < Startup capital < 100,000  1.430** 1.456** 
   0.23 0.23 
 Startup capital > 100,000  1.406** 1.436** 
   0.24 0.25 
 Outside debt ratio  1.423** 1.427** 
   0.25 0.25 

Innovation measures Research&Development   0.741 
    0.21 
 Patents   0.949 
    0.3 
 N 4348 4348 4348 
 arc 32637 32629 32632 
 11 -16261.7 -16252.5 -16251 

Note: Cox regression results are reported. The dependent variable is year of firm exit (or attrition) or whether 
the firm survives until 2011. Predictors are based on initial conditions in columns 1-3. *, **, *** denotes 
statistical significance at the 10, 5 and 1 to levels respectively. Other founder demographics, business 
characteristics, state and sector controls not shown. 
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Table 5: Probability of firm exit post-2009: effects of product innovation 

 
 Exit post 2009, Ml Exit post 2009, M2 

Bachelor degree -0.039* -0.038* 
 0.02 0.02 

Graduate degree 0.028 0.029 
 0.02 0.02 

Number of past businesses 0.003 0.003 
 0 0 

Work experience -0.021*** -0.021*** 
 0.01 0.01 

0 < Employees < 5 -0.02 -0.021 
 0.02 0.02 

5 < Employees < 10 -0.027 -0.028 
 0.03 0.03 

Employees > 10 -0.027 -0.029 
 0.04 0.04 

Outside debt ratio -0.068** -0.064* 
 0.03 0.03 

5,000 < Startup capital < 10,000 -0.005 -0.008 
 0.03 0.03 

10,000 < Startup capital < 25,000 0 -0.002 
 0.02 0.02 

25,000 < Startup capital < 100,000 0 -0.002 
 0.02 0.03 

Startup capital > 100,000 0.036 0.034 
 0.03 0.03 

High credit risk 0.021 0.021 
 0.04 0.04 

High or medium tech -0.036* -0.038" 
 0.02 0.02 

Patents 0.09ó** 0.095** 
 0.04 0.04 

R&D -0.076*** -0.085*** 
 0.02 0.02 

Product innovation   

New to firm, 2009 -0.102***  

 0.02  

New to market, 2009  -0.092*** 
  0.03 

N 2535 2535 
aic 2489 2498 

11 -1186.6 -1191.2 

Note: Probit marginal effects reported. The dependent variable is a dummy equal to one if the firm fails in 
years 2010 or 2011, and zero otherwise. Estimation sample is conditional on firms that report surviving up 
until 2009; the first year survey questions on product innovation are introduced. 
*, **, *** denotes statistical significance at the 10, 5 and 1 to levels respectively. Other founder 
demographics, business characteristics, state and sector controls not shown. 
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Table 6: Firm size and financing in startup year: explanatory factors 

 

 

 

 

0.10 

 

0.17 

 

 

 

 

0.18 

 

0.14 

 

0.14 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note: OLS regression results are reported. Dependent variable is log revenue of the firm in the first year of 

operation (columns 1-3); log number of employees in initial year (columns 4-6); log initial financing (columns 7-9). *, 

**, *** denotes statistical significance at the 10, 5 and 1 % levels respectively. Other founder demographics, 

business characteristics, state and sector controls not shown. 

 Revenue   Employees   Finance  

Number of past businesses -0.004 -0.004 -0.004 -0.008 -0.005 -0.006 0.017 0.019 0.018 

0.02 0.02 0.02 0.05 0.05 0.05 0.03 0.03 0.03 

Years work experience 0.244*** 0.243*** 0.243*** 0.301*** 0.303*** 0.305*** -0.169*** -0.168*** -0.168*** 

0.04 0.04 0.04 0.08 0.08 0.08 0.06 0.06 0.06 

0 < Employees ≤ 5 0.429*** 

5 < Employees ≤ 10 1.125*** 

0.431*** 

0.10 

1.131*** 
0.17 

0.425*** 

0.10 

1.116*** 
0.17 

   0.531*** 

0.16 

0.995*** 
0.29 

0.534*** 

0.16 

0.999*** 
0.29 

0.540*** 

0.16 

1.013*** 
0.29 

Employees > 10 1.733*** 

0.22 
outside debt ratio -0.056 

1.739*** 

0.22 
-0.058 

1.722*** 

0.22 
-0.054 

 

 
0.595 

 

 
0.604 

 

 
0.590 

1.820*** 

0.34 

1.831*** 

0.34 

1.847*** 

0.34 

0.15 

5K < Startup capital ≤ 10K 0.330* 

10K < Startup capital ≤ 25K 0.466*** 

0.15 

0.329* 

0.18 

0.466*** 
0.14 

0.15 

0.330* 

0.18 

0.463*** 
0.14 

0.41 

-0.312* 

0.18 

-0.238* 
0.14 

0.42 

-0.309* 

0.18 

-0.231* 
0.14 

0.42 

-0.308* 

0.18 

-0.216 
0.14 

   

25K < Startup capital ≤ 100K 0.976*** 

 

0.975*** 
0.13 

0.973*** 
0.13 

0.210 
0.25 

0.220 
0.25 

0.234 
0.25 

   

Startup capital > 100K 1.088*** 

0.17 

High credit risk -0.121 

0.24 
High medium tech 0.141 

1.088*** 

0.17 

-0.123 

0.24 
0.139 

1.083*** 

0.17 

-0.119 

0.24 
0.139 

2.099*** 

0.37 

0.748** 

0.34 
0.348 

2.099*** 

0.37 

0.764** 

0.34 
0.357 

2.143*** 

0.38 

0.758** 

0.34 
0.365 

 

 

 
 

-0.478*** 

 

 

 
 

-0.471*** 

 

 

 
 

-0.471*** 

0.11 0.11 0.11 0.24 0.24 0.25 0.17 0.17 0.17 

Has patent -1.074*** -1.071*** -1.089*** 1.123 1.112 1.162 0.114 0.112 0.118 

0.35 0.35 0.35 0.71 0.71 0.71 0.50 0.50 0.50 

R&D 0.021 0.030 -0.065 -0.181 -0.178 0.246 -0.091 -0.037 0.014 

0.13 

Product innovation (2009-2011) 
New to firm -0.062 

0.13 0.21 0.36 

 
0.429* 

0.37 0.66 0.20 

 
0.319** 

0.20 0.30 

0.10 
New to market 

 
-0.111 

 0.25  
0.507 

 0.15  
0.165 

 

 
Interacted with R&D 

0.12  
0.105 

 0.35  
-0.479 

 0.19  
-0.013 

  0.25   0.66   0.36 

N 1784.000 1784.000 1784.000 1918.000 1918.000 1918.000 1991.000 1991.000 1991.000 

R2 0.39 0.39 0.39 0.15 0.15 0.15 0.20 0.19 0.19 
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Table 7: Firm Growth: 2004-2011; Effects of product innovation 
Full period (2004 to 2011) Pre (2004 to 2008) Post (2008 to 2011) 

Revenue Employee growth 

(probit) 

Employee growth 

(nbreg) 

Revenue Employee growth 

(probit) 

Employee growth 

(nbreg) 

Revenue Employee growth 

(probit) 

Employee growth 

(nbreg) 

New to firm, 2009 0.650*** 0.087*** 0.462 0.009 0.124*** 0.192 0.246*** 0.073** 0.189 
 0.23 0.03 0.32 0.29 0.03 0.3 0.08 0.03 0.25 

New to firm, 2010 0.559* 0.122*** 0.626 0.403 0.076* -0.126 0.159 0.111*** 0.342 
 0.31 0.04 0.48 0.34 0.04 0.41 0.11 0.04 0.35 

New to firm, 2011 0.569* 0.034 0.846 -0.327 0.100** 0.585 0.273** 0.069 0.454 
 0.3 0.04 0.56 0.41 0.05 0.52 0.11 0.04 0.42 

New to market, 2009 0.533* 0.127*** 0.814** -0.067 0.154*** 0.352 0.224** 0.093*** 0.519 
 0.29 0.04 0.38 0.33 0.04 0.36 0.1 0.04 0.34 

New to market, 2010 0.309 0.127** 0.465 0.301 0.128** 0.064 0.068 0.128** 0.239 
 0.49 0.06 0.56 0.57 0.06 0.6 0.19 0.05 0.4 

New to market, 2011 0.792* -0.007 1.19 -0.869 0.11 0.692 0.334** 0.059 0.804 
 0.46 0.06 0.88 0.7 0.07 0.83 0.16 0.06 0.75 

Interacted with R&D, 2009 1.011* 0.220*** 1.875*** 0.437 0.222*** 1.461** 0.338* 0.068 0.407 
 0.54 0.06 0.64 0.5 0.06 0.64 0.18 0.06 0.63 

Interacted with R&D, 2010 0.061 0.221** 2.191** 0.655 0.276*** 1.444 -0.082 0.115 0.308 
 0.84 0.09 1.01 0.52 0.09 1.01 0.31 0.09 0.85 

Interacted with R&D, 2011 0.503 0.143 1.822 -0.073 0.201* 2.150* 0.231 0.026 0.088 
 0.74 0.09 1.11 0.81 0.1 1.22 0.25 0.09 0.97 

N 1770 1916 1916 1770 1916 1916 1770 1916 1916 

 
Note: Columns 1, 4 and 7 report OLS estimates where the dependent variable is log annualized revenue growth. Columns 2, 5 and 8 report probit marginal effects where the dependent variable is 

whether the firm displays positive employment growth. Columns 3, 6 and 9 report negative binomial results where the dependent variable is the change in number of full-time employees. *, **, *** 
denotes statistical significance at the 10, 5 and 1 % levels respectively. Other founder demographics, business characteristics, state and sector controls not shown. 
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Table 8: Firm Growth: 2004-2011; Other effects 
Revenue Employee growth (probit) Employee growth (nbreg) 

Number of past businesses -0.017 -0.003 -0.033 
 0.03 0.01 0.05 

Years work experience -0.068 -0.015 -0.11 
 0.11 0.01 0.14 

High, medium tech -0.261 0.006 0.335 
 0.23 0.03 0.34 

0 < Employees ≤ 5 0.083 
0.26 

0.113*** 
0.03 

-0.11 
0.3 

5 < Employees ≤ 10 -0.027 
0.44 

0.247*** 
0.05 

1.028* 
0.56 

Employees > 10 

outside debt ratio 

5K < Startup capital ≤ 10K 

0.423 

0.46 

-0.334 

0.38 

0.167 
0.35 

0.189*** 

0.06 

-0.045 

0.05 

0.027 
0.05 

5.001*** 

0.9 

-0.243 

0.64 

0.095 
0.34 

10K < Startup capital ≤ 25K 0.134 
0.27 

0.133*** 
0.04 

0.553** 
0.28 

25K < Startup capital ≤ 100K 0.35 
0.3 

0.142*** 
0.04 

0.559 
0.43 

Startup capital > 100K 

high credit risk 

Has patents 

R$D 

Predicted hazard ratio 

Constant 

N 

0.723** 

0.33 

0.442 

0.65 

-0.072 

0.54 

-1.036 

0.75 

-0.933 

1.05 

0.816 

1.18 
1770 

0.109** 

0.05 

0.08 

0.08 

-0.287*** 

0.08 

0.02 

0.09 

-0.134 

0.14 

 
 

1916 

1.142** 

0.54 

0.412 

0.75 

-1.742* 

0.9 

-0.27 

0.84 

-1.579 

1.2 

 
 

1916 

R2 0.065 

Note: Growth measures based on full-period (2004 to 2011) as in previous table. Column 1 reports OLS estimates where the dependent variable 

is log annualized revenue growth. Column 2 reports probit marginal effects where the dependent variable is whether the firm exhibits positive 
employment growth. Column 3 reports negative binomial effects where the dependent variable is change in number of full-time employees. 

Product innovation measures are not shown. *, **, *** denotes statistical significance at the 10, 5 and 1 % levels respectively. 
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Table 9: Annual outside debt raised, 2005 to 2011 
Surviving sample Full sample 

(1) (2) (3) (4) (5) (6) 

Number of past businesses 0.035 0.035 0.032 

0.04 0.04 0.04 

Work experience 0.006 0.01 0.017 

0.09 0.09 0.09 

0 < Employees ≤ 5 0.572*** 0.592*** 0.608*** 

0.21 0.21 0.21 

5 < Employees ≤ 10 1.185*** 1.208*** 1.222*** 

0.35 0.35 0.36 

Employees > 10 1.720*** 1.767*** 1.808*** 

0.44  0.44  0.44 

Outside debt ratio 1.563*** 1.576*** 1.592*** 

0.3  0.3  0.3 

Outside debt 0.933*** 0.931*** 0.942*** 

0.21  0.21  0.21 

5,000 < Startup capital ≤ 10,000 0.294 0.292 0.273 
0.34 0.33 0.34 

10,000 < Startup capital ≤ 25,000 0.968*** 0.999*** 0.985*** 

0.24 0.24 0.24 

25,000 < Startup capital ≤ 100,000 1.381*** 1.407*** 1.398*** 

0.28 0.28 0.28 

Startup capital > 100,000 1.898*** 1.915*** 1.919*** 

0.3 0.31 0.3 

High credit risk -0.924* -0.923* -0.980* 

0.54  0.54  0.54 

High or medium tech -0.252 -0.226 -0.229 

0.2 0.2 0.2 

Patents -1.208* -1.211* -1.160* 

0.65  0.65  0.64 

R&D 0.754 0.862 0.811 

0.61 0.61 0.66 

Product innovation 

New to firm, 2009 0.632*** 

0.2 

New to firm, 2010 0.18 

0.3 

New to firm, 2011 0.196 

0.3 

New to market, 2009 0.418* 

0.24 

New to market, 2010 -0.325 

0.4 

New to market, 2011 -0.544 

0.44 

Interacted with R&D, 2009 0.673* 

0.39 

Interacted with R&D, 2010 -0.628 

0.65 

Interacted with R&D, 2011 -0.25 

0.66 

Constant 4.093*** 4.139*** 4.047*** 

1  1  1.01 
N 1916 1916 1916 

R2 0.34 0.338 0.339 

0.012 0.012 0.011 

0.03 0.03 0.03 

0.016 0.021 0.025 

0.07 0.07 0.07 

0.552*** 0.554*** 0.560*** 

0.15 0.15 0.15 

1.134*** 1.142*** 1.158*** 

0.25 0.25 0.25 

1.671*** 1.693*** 1.712*** 

0.31 0.31 0.31 

1.249*** 1.252*** 1.254*** 

0.22 0.22 0.22 

0.818*** 0.821*** 0.825*** 

0.14 0.14 0.14 

0.211 0.221 0.226 

0.21 0.21 0.21 

0.818*** 0.830*** 0.832*** 

0.15 0.15 0.15 

1.329*** 1.340*** 1.344*** 

0.18 0.18 0.18 

1.919*** 1.929*** 1.941*** 

0.2 0.2 0.2 

-0.643* -0.646* -0.670* 

0.36  0.36  0.36 

-0.310** -0.301** -0.298** 

0.13  0.13  0.13 

-1.068*** -1.066*** -1.041*** 

0.4  0.41  0.4 

1.145*** 1.257*** 1.382*** 

0.43 0.43 0.48 

 
0.785*** 

0.19 

0.285 

0.27 

0.372 

0.31 

0.578** 

0.23 

-0.156 

0.37 

-0.381 

0.43 

0.189 

0.34 

-0.455 

0.59 

-0.468 

0.64 

4.239*** 4.339*** 4.317*** 

0.67 0.67 0.67 

4678 4678 4678 

0.357 0.355 0.354 

 
Note: OLS regression results are reported. The dependent variable is log average annual external debt (business loans) raised by the firm over 
the period 2005 to 2011 or until year of exit. *, **, *** denotes statistical significance at the 10, 5 and 1 % levels respectively. Full-sample 

regressions, columns 4-6, include year of exit dummies. Other founder demographics, business characteristics, state and sector controls not 
shown. 
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Table 10: Probability of applying for a business loan, 2007 to 2011 
Full sample Surviving sample 

(1) (2) (3) (4) (5) (6) 

Number of past businesses -0.003 -0.003 -0.003 -0.006 -0.006 -0.007 
 0 0 0 0.01 0.01 0.01 

Work experience -0.003 -0.003 -0.003 -0.014 -0.013 -0.013 
 0.01 0.01 0.01 0.01 0.01 0.01 

0 < Employees ≤ 5 0.067*** 
0.02 

0.067*** 
0.02 

0.067*** 
0.02 

0.063** 
0.03 

0.064** 
0.03 

0.066** 
0.03 

5 < Employees ≤10 0.104*** 
0.03 

0.103*** 
0.03 

0.104*** 
0.03 

0.123*** 
0.05 

0.121*** 
0.05 

0.124*** 
0.05 

Employees > 10 0.127*** 0.125*** 0.127*** 0.062 0.06 0.068 
 0.04 0.04 0.04 0.05 0.05 0.05 

Outside debt ratio 0.066** 0.066** 0.066** 0.057 0.058 0.059 
 0.03 0.03 0.03 0.04 0.04 0.04 

Outside debt 0.011 0.011 0.013 0.027 0.026 0.029 
 0.02 0.02 0.02 0.03 0.03 0.03 

5,000 < Startup capital ≤ 10,000 0.018 
0.03 

0.019 
0.03 

0.022 
0.03 

0.032 
0.05 

0.034 
0.05 

0.034 
0.05 

10,000 < Startup capital ≤ 25,000 0.027 
0.02 

0.027 
0.02 

0.029 
0.02 

0.053 
0.04 

0.055 
0.04 

0.055 
0.04 

25,000 < Startup capital ≤ 100,000 0.086*** 
0.03 

0.088*** 
0.03 

0.090*** 
0.03 

0.137*** 
0.04 

0.141*** 
0.04 

0.140*** 
0.04 

Startup capital > 100,000 0.112*** 0.112*** 0.115*** 0.173*** 0.174*** 0.174*** 
 0.03 0.03 0.03 0.04 0.04 0.04 

High credit risk -0.005 -0.004 -0.004 0.018 0.02 0.016 
 0.05 0.05 0.05 0.08 0.08 0.08 

High or medium tech -0.014 -0.013 -0.013 -0.006 -0.003 -0.005 
 0.02 0.02 0.02 0.03 0.03 0.03 

Patents 0.044 0.043 0.044 -0.008 -0.012 -0.004 
 0.05 0.05 0.05 0.08 0.08 0.08 

R&D -0.002 -0.005 -0.013 -0.08 -0.083 -0.094 
 0.06 0.06 0.07 0.09 0.09 0.1 

New to firm, 2009 0.063***   0.066**   

 0.02   0.03   

New to firm, 2010 -0.011   -0.028   

 0.03   0.04   

New to firm, 2011 0.02   0.015   

 0.03   0.04   

New to market, 2009  0.084***   0.095***  

  0.03   0.03  

New to market, 2010  0.034   -0.013  

  0.04   0.05  

New to market, 2011  0.01   0.006  

  0.05   0.06  

Interacted with R&D, 2009   0.065   0.088 
   0.04   0.06 

Interacted with R&D, 2010   0.011   -0.049 
   0.07   0.08 

Interacted with R&D, 2011   -0.003   0.003 
   0.07   0.09 

Exit, 2008 -0.286*** -0.287*** -0.295***    

 0.03 0.03 0.03    

Exit, 2009 -0.152*** -0.153*** -0.161***    

 0.03 0.03 0.03    

Exit, 2010 -0.112*** -0.111*** -0.117***    

 0.03 0.03 0.03    

Exit, 2011 -0.062** -0.062** -0.064**    

 0.03 0.03 0.03    

N 3319 3319 3319 1916 1916 1916 

Note: Probit marginal effects regression results are reported. The dependent variable is the probability a firm reports applying for a business 

loan from 2007 until 2011 or year of exit. Survey question on loan applications introduced in 2007; estimation sample is conditional on firms that 
survive up until 2007. *, **, *** denotes statistical significance at the 10, 5 and 1 % levels respectively. Full-sample regressions, columns 4-6, 

include year of exit dummies (relative to surviving firms). Other founder demographics, business characteristics, state and sector controls not 
shown. 
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Table 11: Probability of being denied for a business loan, 2007 to 2011 
Full sample Surviving sample 

(1) (2) (3) (4) (5) (6) 

Number of past businesses 0.032*** 0.030*** 0.032*** 0.026* 0.023 0.026* 
 0.01 0.01 0.01 0.01 0.01 0.01 

Work experience -0.021 -0.02 -0.021 -0.008 -0.007 -0.01 
 0.02 0.02 0.02 0.02 0.02 0.02 

0 < Employees ≤ 5 -0.026 
0.05 

-0.023 
0.05 

-0.025 
0.05 

-0.034 
0.06 

-0.032 
0.06 

-0.039 
0.06 

5 < Employees ≤10 0.06 
0.07 

0.058 
0.07 

0.054 
0.07 

0.044 
0.08 

0.038 
0.08 

0.027 
0.08 

Employees > 10 0.069 0.072 0.077 0.009 0.01 0.013 
 0.08 0.08 0.08 0.09 0.09 0.09 

Outside debt ratio -0.151** -0.150** -0.162** -0.201** -0.198** -0.223*** 
 0.07 0.07 0.07 0.08 0.08 0.08 

Outside debt 0.096* 0.092* 0.106** 0.086 0.082 0.101* 
 0.05 0.05 0.05 0.06 0.06 0.06 

5,000 < Startup capital ≤ 10,000 0.139 
0.09 

0.133 
0.09 

0.135 
0.09 

0.063 
0.1 

0.049 
0.1 

0.058 
0.1 

10,000 < Startup capital ≤ 25,000 -0.048 
0.07 

-0.043 
0.07 

-0.046 
0.07 

-0.157* 
0.08 

-0.150* 
0.08 

-0.148* 
0.08 

25,000 < Startup capital ≤ 100,000 0.044 
0.07 

0.045 
0.07 

0.041 
0.07 

-0.009 
0.08 

-0.007 
0.08 

-0.01 
0.08 

Startup capital > 100,000 -0.097 -0.092 -0.103 -0.095 -0.09 -0.1 
 0.08 0.08 0.08 0.09 0.09 0.09 

High credit risk 0.185* 0.183* 0.183* 0.175 0.184 0.164 
 0.1 0.1 0.1 0.12 0.12 0.12 

High or medium tech -0.05 -0.04 -0.051 -0.017 0.001 -0.013 
 0.05 0.05 0.05 0.06 0.06 0.06 

Patents 0.292*** 0.302*** 0.289*** 0.372*** 0.375*** 0.355*** 
 0.11 0.11 0.11 0.12 0.13 0.13 

R&D 0.094 0.105* 0.032 0.133** 0.148** 0.016 
 0.06 0.06 0.09 0.07 0.07 0.1 

New to firm, 2009 0.088   0.114*   

 0.06   0.06   

New to firm, 2010 0.153*   0.199**   

 0.08   0.08   

New to firm, 2011 0.003   0.055   

 0.09   0.09   

New to market, 2009  0.086   0.111  

  0.06   0.07  

New to market, 2010  0.101   0.181*  

  0.1   0.1  

New to market, 2011  -0.077   -0.038  

  0.12   0.12  

Interacted with R&D, 2009   0.123   0.191* 
   0.1   0.11 

Interacted with R&D, 2010   0.279*   0.483*** 
   0.16   0.15 

Interacted with R&D, 2011   0.188   0.264 
   0.19   0.19 

Exit, 2008 0.051 0.035 0.022    

 0.12 0.12 0.12    

Exit, 2009 -0.031 -0.045 -0.043    

 0.09 0.09 0.09    

Exit, 2010 -0.142 -0.152* -0.159*    

 0.09 0.09 0.09    

Exit, 2011 -0.015 -0.023 -0.015    

 0.07 0.07 0.07    

N 3319 3319 3319 1916 1916 1916 

 
Note: Heckman selection probit marginal effects regression results are reported. The dependent variable is the probability a firm 

reports being denied a business loan at least on one occasion from 2007 until 2011 or year of exit. Survey question on loan 
applications introduced in 2007; estimation sample is conditional on firms that survive up until 2007. *, **, *** denotes statistical 

significance at the 10, 5 and 1 % levels respectively. Full-sample regressions, columns 4-6, include year of exit dummies (relative to 
surviving firms). Other founder demographics, business characteristics, state and sector controls not shown. 
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7 A Appendix 

 

 

Table A.1: Technology Sampling Strata Definitions 
 

Technology Sampling Stratum SIC Code Industry 
High 28 Chemicals and allied products 

 35 Industrial machinery and equipment 
 36 Electrical and electronic equipment 
 38 Instruments and related products 

Medium 131 Crude petroleum and natural gas operations 
 211 Cigarettes 
 229 Miscellaneous textile goods 
 261 Pulp mills 
 267 Miscellaneous converted paper products 
 291 Petroleum refining 
 299 Miscellaneous petroleum and coal products 
 335 Nonferrous rolling and drawing 
 348 Ordnance and accessories, not elsewhere classified 
 371 Motor vehicles and equipment 
 372 Aircraft and parts 
 376 Guided missiles, space vehicles, parts 
 379 Miscellaneous transportation equipment 
 737 Computer and data processing services 
 871 Engineering and architectural services 
 873 Research and testing services 
 874 Management and public relations 

 899 Services, not elsewhere classified 

None 
 

All other 

 
Source: KFS Baseline Methodology Report. 
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Table A.2: High Tech vs low tech 
 

 Non-Tech Medium, High-Tech 
Bachelor 0.24 0.28 

Graduate 0.20 0.37 

Years Work Experience 10.1 13.9 

Startup FT Employees 2.95 3.30 

Revenue > 0 0.64 0.66 

Revenue ($) 228,495 318,927 

ROA 0.52 0.66 

Total Assets ($) 372,639 216,289 

Patents 0.02 0.05 

R&D 0.16 0.27 

New Product 0.25 0.31 

Univ Coop 0.09 0.12 

Survive to 2011 0.44 0.53 
N 2894 2034 

Note: Based on 4,298 firms in baseline year. Numbers reported are shares or averages dollar amounts. 

Statistics are all significantly different at 5 percent level across columns. 

Table A.3: Firm Exits 

Unweighted   Weighted 

Survive Fail Survive Fail 

2005 
2006 

 301 
366 

 4653 
5979 

2007  343  5330 

2008  383  5752 

2009  293  4443 

2010  249  3807 

2011 2007 274 28109 4379 

Total 2007 2209 28109 34343 

 
Note: Based on 4,216 firms in baseline year in Kauffman Firm Survey. 

 

 

 

 
Table A.4: Composition of Startup Firms by Industry 

 
 

Industry 

 

NAICS 

Startup Year 

Unweighted Weighted 

Survive Until 2011 

Unweighted Weighted 

Construction 23 308 6503 134 2817 
Manufacturing 31, 32, 33 589 3734 304 1758 

Wholesale Trade 42 186 3426 85 1531 

Retail 44, 45 465 9332 165 3263 

Transportation, Warehousing 48,49 96 1804 41 761 

Information 51 142 1967 66 844 

Finance, Insurance 52 164 3376 69 1411 

Real Estate, Rental, Leasing 53 159 3310 84 1720 

Professional Services 54,55,61 1091 10943 590 5894 

Waste Management, Remediation 56 306 6080 141 2820 

Health Care, Social Assistance 62 95 1937 41 798 

Arts, Entertainment, Recreation 71 92 1536 47 724 

Accomodation, Food Services 72 88 1740 31 590 

Other Services 81, 11, 21 435 6766 209 3178 
 22, 92     

Total  4216 62452 2007 28109 

Note: Based on 4,216 firms in baseline year in Kauffman Firm Survey. 
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Table A.5: Capital Injections: Surviving vs Exiting Firms 
 

 All Firms Mean if > 0 Count Survive Fail 
2005 Owner Equity 10,157 29,358 1878 9,912 9,337 

Owner Debt 2,310 11,899 933 2,096 2,679 

Outside Debt 22,503 83,239 1318 23,733 21,602 

2006 Owner Equity 5,584 25,562 1283 6,720 3,909 

Owner Debt 1,926 11,953 812 2,067 1,837 

Outside Debt 25,063 81,709 1330 25,283 19,948 

2007 Owner Equity 3,587 24,766 941 4,970 1,639 

Owner Debt 1,513 13,547 631 2,106 1,138 

Outside Debt 20,383 82,280 1194 23,647 12,037 

2008 Owner Equity 3,056 27,700 770 5,321 866 

Owner Debt 1,420 14,212 575 2,333 636 
Outside Debt 19,015 95,296 1077 27,105 6,155 

2009 Owner Equity 1,902 27,458 590 4,175 271 

Owner Debt 1,082 13,453 505 1,868 143 

Outside Debt 14,733 94,466 932 25,904 2,067 

2010 Owner Equity 1,418 22,021 491 3,073 10 

Owner Debt 750 14,781 386 1,542 4 

Outside Debt 9,845 99,554 756 22,081 207 

Note: Based on sample of 4,216 firms in Kauffman Firm Survey. Numbers displayed are in average dollar terms. 

 

 

 

 

 

 

 
 



 

115 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

116 
 

Firm R&D and Knowledge Spillovers∗
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Leonard Sabetti§  
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Abstract 

Private investment in research and development (R&D) is risky and sub-optimal in aggre- 

gate; public sector driven R&D, such as those made in the university sector, can play a 

role in crowding in private sector investment through knowledge spillovers. Using data 

on a large number of Italian manufacturing firms over the period 1995 to 2003, we find 

evidence that geographical variation in the R&D intensity of higher education sector, a 

good proxy for the local intensity of knowledge spillovers, affects R&D spending 

decisions of firms, particularly for larger firms and firms in the high-tech sector. Further, 

crowding-in effects from firms cooperating with universities directly on R&D are 

estimated at roughly 30 percentage points. In contrast and in line with previous studies, 

we do not find any effects from local banking development or bank finance; compared 

to the importance of internal funds and government subsidies as main sources of R&D 

financing. In light of our findings, expanding the presence of R&D intensive universities 

or promoting a better spatial match between university R&D and local industry could 

lead to both direct and indirect impacts towards boosting measures of private sector 

R&D intensity. 

 
Key Words: R&D, University-Industry Cooperation, Knowledge Spillovers, Geography. 
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1 Introduction 

Theories of economic growth have largely emphasized the importance of R&D for enhancing 

productivity and creating well-paying jobs, especially for industrialized countries which tend to 

stagnate after picking all the low-hanging fruit. Given the positive externalities, aggregate wide 

spending on R&D is likely to be below the socially optimal level in many countries. For 

example, Bloom, Schankerman, and Reenen (2005) find that the public benefits of firms en- 

gaging in R&D were roughly double the private benefits using a sample of U.S. firms. While 

public sector remains an important source of R&D financing through transfers and tax cred- its, 

tightening budgets suggests that policymakers may need to seek alternative measures to promote 

R&D spending among firms.1 For example, the Lisbon Agenda in Europe called for achieving a 

target ratio of R&D expenditures to GDP of three percent, with two thirds financed by the 

business sector. 

At the micro level, firm R&D is considered an important input into the innovation process 

whereby firms introduce new products or processes; see as an example Mairesse and Mohnen 

(2005). Understanding determinants of R&D spending, which vary across the stage of a firm’s 

life- cycle and particularly as its financial position changes, remains important for understanding 

firm performance. For instance, Phillips and Zhdanov (2012) show how large firms are more 

likely to acquire small innovative firms than to invest in R&D themselves in an active acquisition 

market. Rosenberg (1990) studies what types of American firms invest in basic research with 

their own money and shows that it is highly concentrated in a select number of industrial sectors 

and dominated by a small number of typically large firms within those sectors. 

One important channel for promoting firm R&D expenditures remains the influence of uni- 

versity research as well as university-industry cooperation, as documented in Feller (1990), 

Adams, Chiang, and Starkey (2001), Hall, Link, and Scott (2003), and Siegel and Phan (2004). 

As discussed in Mairesse and Mohnen (2010), cooperation in R&D helps firms share knowledge, 

benefit from complementarities and to reduce risks or save costs. The geography of university-

industry cooperation may also play an important role given evidence that knowledge spillovers 

are mostly localized, for example Jaffe, Trajtenberg, and Henderson (1993), Adams (2002). 

Another important dimension is the ability of the private sector to absorb and apply the ideas 

arising out of the academic spillovers from the higher education sector. For example, Agrawal 
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and Cockburn (2002) show that the presence of a large, local, R&D-intensive firm makes local 

university research more likely to be absorbed and stimulates local industrial R&D (anchor 

tenant hypothesis). In light of these findings, understanding the linkages between the location of 

resources and the effectiveness of R&D, as well as the role of university-industry cooperation, 

could be important for addressing stagnant productivity. More recently, Arora, Belenzon, 

Patacconi, and Suh (2019) document the changing structure of American innovation whereby 

the decline in the corporate R&D lab is being replaced by university R&D as a principle source 

for new ideas. 

We shed light on these issues and contribute to the literature using firm-level survey data 

on Italian manufacturing firms where R&D activities are reported including whether jointly 

undertaken with universities. The data allow us to test for the crowding-in hypothesis as well as 

the role of broader spillover effects. We estimate the impact from university cooperation on the 

intensive margin of firm R&D expenditures using propensity score matching techniques under 

the selection on observables assumption. We find an effect of roughly 5 percentage points and 

roughly equivalent to one third of the effect from public subsidies. 

We also uncover a role from underlying regional knowledge spillovers highlighting the role 

of indirect effects. Because we find that variation in R&D intensity of the higher education sec- 

tor across regions influences the probability of firm-university linkages, local measures of R&D 

intensity of the higher education sector (HES) serve as a suitable proxy for local knowledge 

spillovers. Our regressions reveal that the local intensity of university-knowledge spillovers 

positively affects firm R&D expenditures and are robust across sub-samples (including when 

considering the sub-sample of firms that have no direct links to universities) and using in- 

strumental variables. In contrast, we do not find any positive effect from the local supply of 

banking or credit. Our results suggest the presence of a spatial mismatch in Italy between R&D 

intensive firms located disproportionately in the north and R&D intensive universities located 

primarily near the government center in Rome. The richness of the data, including the infor- 

mation on sources of R&D financing, underly our contribution to the literature. 

While the focus of our paper is on the extensive and intensive margins of firm R&D expen- 

ditures, previous studies have used the same dataset to study determinants of firm innovation. 

For example, Benfratello, Schiantarelli, and Sembenelli (2008) find that local banking develop- 

ment plays an important role in fostering firms’ innovative activities, but the effect is stronger 
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for process innovation than product innovation. Herrera and Minetti (2007) find that informed 

banks, measured by the duration of credit relationships, foster innovation by financing the in- 

troduction of new technologies while in contrast they find no effect on the financing of internal 

research. 

The remainder of the paper is organized into the following sections. Section 2 provides 

some background and historical context related to policy issues in the US and Europe and de- 

scribes how the institutional environment of Italy provides a good laboratory to address our 

research questions. This section also contains an examination of the available data on R&D for 

Italy in comparison with other countries and across Italian regions. Section 3 describes our 

empirical methodology and section 4 provides an analysis of the data used and the measure- 

ment of the variables. Section 5 presents estimation results and robustness checks. Section 6 

concludes. 

 

2 Background and institutional setting 

The debate on university-industry cooperation beginning in the early 1980s has led to a number 

of contributions which have influenced policy in the United States. For example, the Bayh- 

Doyle Act of 1980 established the right for universities to patent inventions resulting from 

federally funded research. The Economic Recovery Tax Act of 1981 granted firms an R&D tax 

credit for company-financed academic research.13 Finally, the Small Business Innovation 

Research Act of 1982 (SBIR) promoted agency-financed start-ups, including those headed by 

university researchers. 

Despite the ambitions of the Lisbon Agenda, structural reforms among many European 

universities remain absent, for instance see Jacobs and van der Ploeg (2006). Specifically, 

Bianchi and Ramacciotti (2005) describe the long period of incomplete reforms among the 

Italian higher education sector. On one hand, reforms ensuring university autonomy in manag- 

ing its own resources and organization were introduced in the 1990s. On the other hand, the 

normative framework on intellectual property rights attributes the property rights exclusively to 

the university researcher, weakening the mechanism that allows universities to finance their 

 
13 However, many small startup firms which typically do not earn profits in first few years of operation and whose 

survival rate is uncertain arguably cannot readily claim this tax credit. 
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development by means of the industrial spillovers of their research. 

The focus of this paper is the period 1995-2003, which corresponds to when our data was 

collected. Figure 1 reports the R&D intensity for developed countries in 2003. Italy’s R&D 

intensity is roughly one percentage point below the EU25 average (two percent) and roughly 

1.5 percent below the R&D intensity of the United States. While the Lisbon Agenda called for 

a target of two-thirds financing of R&D by the business sector, Italy’s ratio is roughly 50 

percent, slightly below the EU25 average. 

Figure 2 depicts the significant variation in R&D intensity across Italian regions. Lazio 

and Piemonte have R&D intensity ratios roughly at the two percent level (in line with EU25 

aver- age), followed by seven regions with values close to one percent and the remaining half of 

the regions fall well below one percent. Further, there has been only modest improvement over 

the period since 1995. Interestingly, several regions with the most developed local economies, 

such as Piemonte, Lombardia and Emilia Romagna, are characterized by R&D intensity levels 

close to one percent, in line with less developed local economies such as Campagna. In 

contrast, Lazio is usually included among the less developed regions (see Guiso, Sapienza, and 

Zingales (2004a)), but it has one of the highest levels of R&D intensity. The right-hand side plot 

shows the R&D intensity of the higher education sector is lower in regions with more developed 

local economies, such as Piemonte, Lombardia, Veneto, and Emilia Romagna (implying a greater 

of the business sector). This data suggests that where firms would benefit from local university 

knowledge spillovers, there are fewer financial resources for the local higher education sector. 

While not shown, more developed but less R&D intensive regions are also those with the higher 

measures of patent intensity. They have experienced increases in the rate of patent in- tensity of 

50 percent or greater over the period 1995 to 2003, and yet R&D expenditures have remained 

mostly unchanged. This may not be surprising in light of Cohen, Nelson, and Walsh (2000) who 

find that U.S. manufacturing firms tend to protect profits from their inventions more so by 

secrecy and lead time as opposed to patents, although less so far large firms who tend to rely 

on patents as a form of barrier to entry. Tabarrok (2002) describes the divergence between the 

actual effects of patent system and its supposed intended effects of incentivizing firms to engage 

in R&D by allowing them to recoup sunk costs. The increasing patent intensity in the north may 

be crowding out R&D spending in more R&D intensive regions. 
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In the remainder of the paper, we conduct an empirical analysis of the causal links between 

university-firm direct cooperation and local university knowledge spillovers on firm R&D in- 

tensity. 

3 Research Design 

The firm’s intensive margin decision of R&D expenditure can be modeled as: 

 
yi = αixi + ziδ11 + ui, (1) 

 
where yi is the amount of R&D expenditure of firm i, xi is a vector of firm-level control 

variables, zi consists of potentially endogenous variables and ui is a stochastic error term. 

Our set of endogenous variables of interest are in the form of both direct and indirect factors 

that could influence firm R&D investment decisions. Uncovering the causal nature of these 

variables and their estimated magnitudes are important for policy implications. 

3.1 Direct effects: firm-university cooperation 

We couch the role of university-industry cooperation in enhancing R&D expenditures in terms 

of a treatment effect according to the program evaluation approach; see Rosenbaum (2002) for 

an overview. While firms are not randomly assigned to collaborate with universities on R&D, 

the potential causal impact of such treatment can be uncovered via comparing treated firms to 

similar non-treated firms using propensity score matching. The approach is similar to estimating 

a two-system equation of the outcome and selection mechanism. In both cases, the use of 

exclusion restrictions help provide identification. Panel data methods are an alternative way to 

account for unobserved heterogeneity.  

The ATE (τAT E|X ) represents the expected treatment on a randomly drawn individual across the 

entire sample whereas the ATT (τATT | X ) measures the mean effect for the sample in the 

treatment group. From a policy perspective, the latter quantity may be more relevant because it 

excludes individuals in the sample who are not very likely to become part of the treatment group. 

In order to estimate τATE|X and τATT |X we rely on the propensity score, p(Ii = 1|Xi), which 

denotes the probability that individual i entered the treatment group conditional on observable 

characteristics. This technique, known as propensity-score matching (PSM), simplifies the 
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estimation of the desired causal impact by reducing the matching problem from a vector of 

observable characteristics to a simple unit-dimensional measure. Firms in the treatment group 

are matched to firms in the control group by the estimated propensity score, p̂(Xi ), based on 

some distance metric. In our implementation, we use both nearest-neighbour matching (NN) 

and kernel matching (KM). The PSM estimators for τATE|X and τATT |X are defined as, 

 

where N1 is the number of firms in the treatment group while N2 are the number of firms in the 

control group; N defines the total number of firms in the sample.  These estimators can be 

interpreted as an average of firm R&D expenditures weighted by propensities to cooperate with 

universities on R&D.  

Overall, inference hinges on the quality of the matching, known as the balanced covariate or 

overlap condition, as well as the lack of selection on unobservables. As discussed in Mairesse and 

Mohnen (2010), a large number of studies on the determinants of cooperation on innovation 

related activities finds that firm size, technology sector, incoming spillovers and appropriability 

are some of the key explanatory factors; see for example Veugelers and Cassiman (2005). 

3.2 Indirect effects: regional knowledge spillovers and local supply of 

credit 

Instrumental variables (IV) are used to account for endogeneity in estimating the relation be- 

tween firm R&D expenditures and local factors categorizing the firm’s environment. Using 

two-stage least squares approach, wi  are a set of variables that explain the endogenous variable 

zi, but are uncorrelated with the error term ui in equation (1). The effect of these instruments 

zi is captured by parameters δ21 in the following equation, 

zi = wiδ21 + vi. (4) 

 
To ensure the validity of our instruments, we also perform diagnostic checks. We test the as- 
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sumption that our instrument is uncorrelated with the true error term in the first equation using 

the Hansen-Sargan over-identification restriction. Rejecting this test of over-identification can 

be interpreted as a failure of the instruments to satisfy the orthogonality conditions. 

In this section we are interested in studying the role of regional R&D intensity of the higher- 

education sector in Italy as a treatment variable (indirect effect), as we find that it serves as a 

good proxy for the local intensity of knowledge spillovers. Specifically, we show that there is a 

significant regional effect due to local differences in the financing of basic research on the 

probability that a firm cooperates with a university on R&D activities. As a result, regional 

differences are also likely to influence firm investment decisions - even when no direct link to a 

university exists - via the potential for knowledge spillovers. For instance, this channel could 

work via including a local firm to invest in R&D to absorb and acquire knowledge in order to 

stay ahead of its competitors. For robustness, we instrument this treatment variable using a set 

of variables that reflect features of the regional structure of higher education: the per capita total 

number of universities and the per capita number of universities with faculty of science in the 

region in 1995. These instrumental variables should account for variation in the treatment 

variable but should be orthogonal to our outcome variable. 

As an additional indirect factor, we consider the role of local supply of credit as a poten- 

tially important determinant of firm R&D spending. If firms in certain regions are more likely 

to obtain financing on more generous terms, then they might also be more likely to engage in 

greater R&D spending. Without controlling for this effect, our results could be biased. In Italy, 

banks are the main source of external finance with a smaller role played by private equity firms 

relative to in the United States where typically credit markets are more advanced. An advantage 

of focusing on evidence from Italy is the delimitation of the banking system by local regions, as 

pointed out in Guiso, Sapienza, and Zingales (2004a). As a result, we are able to make use of 

exogenous restrictions on local supply of finance. 

In particular, following Guiso, Sapienza, and Zingales (2004a), banking development is 

instrumented with a set of variables that describe the banking market as of 1936. The indicator 

of banking development, a measure of households’ likeliness of being credit rationed, is 

constructed based on data from the Survey of Households Income and Wealth (SHIW) over the 

1990s. The survey is conducted by the Bank of Italy and is one of the few comprehensive 

surveys that asks households whether they have been denied credit or have been discouraged 
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from applying and additionally contains precise information on respondents’ location. The au- 

thors show that access to credit in the 1990’s can be explained by the level and composition of 

supply of credit in 1936. The year 1936 coincides with the introduction of a banking law that 

subsequently greatly influenced the availability of branches 50 years later. The constructed 

indicator of banking development is correlated with those variables that describe the nature of 

the banking market in 1936: the share of bank branches owned by local banks, the number of 

saving banks in the region, the number of cooperative banks in the region and the bank branches 

in the region. 

We estimate regressions on the pooled firm level data covering the 1995-2003 period. Since 

our main explanatory variables of interest, banking development and R&D intensity of HES, 

vary only at the regional level, standard errors are adjusted for the possible dependence of the 

residuals within regional clusters. 

 

4 Data 

We use the “VIII Indagine sulle Imprese Manufatturiere”, a survey of manufacturing firms 

conducted by the Italian banking group Capitalia-Mediocredito Centrale. Our analysis builds on 

three waves run in 1998 (covering the period 1995-1997), 2002 (covering the 1998-2000 period) 

and 2004 (covering the 2001-2003 period). The resulting samples are stratified by firm size 

(number of employees), by sectors (four sectors according to Pavvit taxonomy) and by 

geographical area (North and Center-South). The samples are representative of Italian manu- 

facturing firms with more than 10 employees and contain the universe of firms with over 500 

employees. Each sample comprises over 4000 firms. As our primary interest, the survey in- 

vestigates whether firms engage in R&D and whether they cooperate with universities on R&D 

expenditures. It also contains details on firm financing conditions, owner demographics and 

other variables. In general, the survey is highly reliable and comprehensive as it is used for 

providing information for the strategies of the banking group as well as for public policies pro- 

moting firm competitiveness, see Minetti and Zhu (2011) for more details. 

Table A.1 in the appendix provides descriptive statistics of the variables used from the 

survey. Firms’ R&D intensities are R&D expenditure ratios relative to production. R&D 

expenditure is deflated with a weighted average of the hourly earnings in manufacturing index 
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and the aggregate business investment price index, where the weights used are respectively 0.9 

and 0.1, as in Parisi, Schiantarelli, and Sembenelli (2006). Production is computed as the sum 

of sales, capitalized costs and the change in work-in-progress and in finished goods inventories, 

with all variables deflated with the appropriate production price index. South is a dummy for 

regions south of Rome. Firm’s age is the log of the number of years from its birth. Firm size is 

the log of number of employees. We have considered also a set of variables describing the 

sources of finance for investment in R&D: internal funds, new equity, fiscal incentives, public 

transfers, bank debt (subsidized or not). 

Following Guiso, Sapienza, and Zingales (2004a), the maximum rate of growth internally 

financed is given by maxg = ROA/(1 − ROA), where ROA is return on assets. Variables like 

ROA, sales, capitalized costs, and the change in work-in-progress and in finished goods 

inventories, which were derived from firms’ balance sheets, are from AIDA databank. 

Table 1 provides an overview of firm adoption rates of R&D in our sample, broken down 

by firm size, age, as well as whether it is in a high-tech sector. Roughly 35 percent of firms 

invest in R&D, whereas adoption rates tend to increase with firm size, age and in the high-tech 

sector. Further, over time, we see a general increase in R&D adoption from 30 percent to 40 

percent over the three waves. When we condition on the share of firms engaging in R&D, we 

observe that roughly 12 percent have ties or cooperate with universities; which remains fairly 

constant over the time period under consideration. In contrast, the share of R&D firms receiv- 

ing fiscal incentives grows from 5 percent to 10 percent; while the share of firms receiving 

public transfers increases from 10 percent to roughly 19 percent. As a result, one hypothesis for 

the growth of R&D adoption is driven by public-sector financial incentives. Table 1 also reports 

average firm R&D intensity rates across the three waves, broken down by whether a firm 

cooperates with a university or receives financial incentives. For the sample of benchmark firms 

which do not receive any external support, the average R&D intensity measure is lowest at 

roughly 1.7 percent. Firms that report cooperating with a university on R&D activities on av- 

erage display R&D intensity rates at 2.5 percent. Finally, firms with the highest intensity rates 

not surprisingly, roughly 3.5 percent on average, receive financial support in some manner. The 

data suggest an important role for financial incentives but also for universities in influencing 

firm R&D expenditures. 
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Table 2 reveals the main source of financing for R&D investment is internal funds, with 80 

percent on average across the three waves. In contrast, bank lending is considerably less im- 

portant, suggesting that banking development may play a minor role compared to that for fixed 

investments (see Benfratello, Schiantarelli, and Sembenelli (2008)). This can also be seen from 

the relatively large share of firms with 100 percent internal finance and with no bank finance, 

roughly 66 percent and 86 percent respectively on average across the three waves. While on 

average the share of R&D expenditures financed by public transfers or fiscal incentives remain 

low, under ten percent, the share financed is much higher for the subset of firms actually re- 

ceiving either type of financial incentive. 

Finally, we augment the survey with regional data from the Italian Bureau of National 

Statistics (ISTAT) and from Guiso, Sapienza, and Zingales (2004a), Guiso, Sapienza, and Zin- 

gales (2004b). From ISTAT, we take the R&D intensity of higher education sector (HES) 1995, 

the per capita total number of universities and the per capita number of universities with faculty 

of science in the region in 1995, and the GDP per capita in Euro prices in 1991. Per capita GDP 

is the log of per capita net disposable income in the province in 1991. 

From the dataset used in Guiso, Sapienza, and Zingales (2004a) and Guiso, Sapienza, and 

Zingales (2004b), we use the following regional variables: share of bank branches owned by 

local banks, number of savings banks per 10,000 inhabitants, number of cooperative banks per 

10,000 inhabitants and bank branches per 10,000 inhabitants in the region. These variables 

describe the banking market in Italy as of 1936. We use the same indicator of local banking 

development computed by Guiso-Sapienza-Zingales. They show that the determinants of the 

geographical differences in the degree of financial development are those variables that de- 

scribe the structure of the banking market in 1936. Social capital is measured by average voter 

turnout at the provincial level for all referenda in the period between 1946 and 1987. Judicial 

efficiency is the number of years it takes to have a first-degree judgement in the province. 
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5 Results 

5.1 University-firm R&D cooperation 

Our first set of results model the probability a firm cooperates with a university on R&D. Us- 

ing the propensity score and based on matching techniques, we will then obtain measures of a 

treatment effect on the firm’s rate of R&D expenditure that accounts for selection. As a by-

product of the first-stage estimation, we also test whether the regional R&D intensity of HES 

has any predictive power in explaining local cooperation between universities and firms; 

providing evidence on whether such a measure could serve as a good proxy for knowledge 

spillovers. Table 3 presents our estimates of the probability that a firm cooperates with a 

university on R&D activities. Column 1 reports the Probit estimates of the impacts of firm 

specific and regional characteristics on the probability of cooperation with university on R&D 

activities. The regional R&D intensity of HES is statistically significant and has a positive 

impact. The marginal effect of a one percent increase leads to a 0.09 increase in the probability 

of university-industry cooperation. The firm specific characteristics are significant with the 

expected signs, such as firm size and age, while social capital and per capita GDP are not 

significant. Column 2 reports the estimates obtained using the total number of universities and 

the number of universities with faculty of science by region in 1995 as instruments. Column 3 

applies an instrumental variable approach along with a probit model to provide better model 

specification. 

The results confirm the importance of local differences in the financing of basic research 

in affecting the probability of cooperation with university on R&D activities (at the five per- 

cent level). Furthermore, this result offers some support to our indirect measure of university 

knowledge spillovers. Moreover, the Hansen-Sargan test does not reject the joint null hypoth- 

esis that the instruments are valid. The IV estimation method relies on the assumption of a linear 

probability model for university-industry cooperation. Therefore, in column 3, we also provide 

the estimates derived from a conditional maximum likelihood (IV-Probit) technique proposed in 

Wooldridge (2008) which does not require the assumption of a linear probability model. This 

technique uses maximum likelihood to estimate a probit model in the presence of an endogenous 

variable. The Wald test of exogeneity indicates that we cannot reject the null 
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hypothesis of no correlation between the first stage and second stage regression. This result 

provides some evidence that the regional R&D intensity of HES is exogenous. These robust- 

ness checks confirm the importance of local differences in the financing of basic research in 

affecting the probability of firms’ cooperation with university on R&D activities (still at the five 

percent level). The results are similar to what is found by Veugelers and Cassiman (2005). 

5.2 Determinants of Firms’ R&D Expenditures 

We study the determinants of firm R&D expenditures based on the dependent variable in equa- 

tion 4; measured in terms of the deflated logarithm of R&D expenditures which are greater than 

zero. 

5.2.1 Direct effects from university cooperation 

 
Using the propensity score estimates derived previously, we can obtain estimates for the treat- 

ment effect on firm R&D expenditures on average (ATE) and conditional on the sample of 

treated firms (ATT). Table 4 presents the results including estimates from a simple linear model 

(OLS). Overall, our findings point to an effect of a roughly 30 to 40 percentage point increase. 

As a back-of-the-envelope estimate, we observe that the average effect for the treated 

firm is roughly equal in magnitude to the average amount of R&D dollars financed by 

government subsidies (public transfers or fiscal subsidies). While we lack granular information 

about the degree of cooperation between the firm and university, the economic effects should be 

of interest to policymakers given that crowding in occurs without financial incentives. Further, 

it would be interesting to study the impacts of such induced R&D on firm outcomes relative to 

a counter- factual; such as measures of firm growth or productivity. 

5.2.2 Indirect effects from local factors 

 
We examine differences in the intensive margin of investments in R&D induced by local differ- 

ences in banking development and R&D intensity of HES, controlling for firm specific observ- 

ables. Besides calendar year and industry dummies, as control variables, we use a combination 

of individual, provincial and regional characteristics. For individual characteristics of the firm, 

we use measures of internally financed maximum growth, fiscal subsidies (in order to con- 
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trol for sources of finance alternative to bank debt) and firm size; among other variables. For 

provincial characteristics we have per capita GDP and the level of social capital. 

Table 5 presents the results. Column 1 reports the OLS regression estimate of the impact of 

banking development on the amount of R&D expenditures. The indicator of banking develop- 

ment is not statistically significant. The individual characteristics are all statistically significant 

and have the expected effect while the provincial and regional characteristics are not signifi- 

cant. Column 3 estimates the same specification for the control variables but now examines the 

impact of R&D intensity of HES on the amount of R&D expenditures. Opposite to banking 

development, the regional R&D intensity of HES is highly significant (at the 1 percent level) 

and has a positive effect on the amount of R&D investments. This finding might reflect an im- 

portant role played by the local presence of universities through local knowledge spillovers.3 

From column 3 we can observe that again the individual characteristics are all statistically 

significant and have the expected effect. While among the significant provincial and regional 

characteristics, we include per capita GDP and an indicator for the South. 

In order to account for potential endogeneity problems, we estimate the model with IV, 

the specification used in columns 1 and 3. In column 2, we can see that the estimated coefficients 

are almost the same of those reported in column 1 and that the coefficient of the indicator of 

banking development is still not significant. Similarly, we can see from column 4 that the IV 

estimation confirms the significant impact of R&D intensity of HES on the amount of R&D 

expenditures. The mean of local R&D intensity of HES is 0.38 percent of GDP. Focusing on the 

results of column 4, a quantitative magnitude can be calculated for the impact of an increase in 

the local R&D intensity of HES. The impact of increasing R&D intensity of HES by 1 per- cent 

will result in an increase of about 0.97 percent increase in R&D expenditures for the firm. Similar 

conclusions are reached in column 5, where we estimate by means of IV a specification which 

accounts for both local factors under examination. In all cases, as it is possible to see from 

columns 2, 4 and 5 the Hansen-Sargan test cannot reject the joint null hypothesis that the 

instruments are valid. 

The rationale for the finding of the irrelevance of banking development is rooted in the high 
 

3The result is robust to excluding the sample of firms that report cooperating with universities on R&D with 

a coefficient of 0.90 and same degree of statistical significance. 



 

131 
 

degree of risk and the complexity of evaluating future prospects of activities related to innova- 

tion. This uncertainty makes banking intermediaries not ideal for financing R&D expenditures. 

This increases the probability of firms, especially high-tech ones, of being credit constrained 

with respect to investments in non-tangibles (see Guiso (1998)). Additionally, as shown in the 

present analysis, this is true independently of the degree of credit market development. 

This argument is consistent with the findings of Herrera and Minetti (2007). In fact, by 

developing an analysis of the effect of informed finance on technological change, they show 

that banks information promotes an increase in the adoption of new technologies but does not 

affect R&D investments. In particular, by using similar data from the Capitalia survey, Herrera 

and Minetti find that the more intense relationship lending is as measured by the length of the 

relationship between the firm and its main bank the more likely firms feature product or process 

innovations. However, the length of the credit relationship does not play a significant role for 

R&D investments. Moreover, the above argument also explains why the main source of 

financing for R&D investments is internal funds, while, on the contrary, bank lending is 

considerably less important. In the absence of developed venture capital or private equity mar- 

kets, as in Italy, R&D expenditures are forced to rely heavily on internal finance and/or public 

subsidies. In addition, this evidence highlights the disconnect between innovation outputs and 

formal R&D for many firms. 

5.3 Robustness analysis 

In this section we apply some robustness checks to accompany our main results.4 Based on the 

approach in Guiso et al. (2004a), we investigate whether local banking development affect firm 

growth; particularly if there are differential effects for our sample of R&D performing firms. 

Consistent with our previous findings on the irrelevance for R&D expenditures, we might ex- 

pect that banking development does not play an important role for the growth of R&D firms. In 

4A major extension to consider is to account for the role of unobserved heterogeneity using panel data 

analysis. There are some limitations which do not allow for this analysis. Given the short panel component T=3 

the econometric model would have to be simple. With addition of future waves would allow for the 

implementation for a panel component. There is a large amount of attrition with the Capitalia survey.  The 

attrition bias that would be introduced might outweigh the efficiency gains of accounting for unobserved 

heterogeneity (fixed- effects). Another dimension that could be explored is to consider the role of sample 

selection or the selection effect of undergoing R&D investment. A Heckman sample selection model has been 

estimated; the coefficients are similar to the IV and OLS case, therefore, we do not report the results for brevity, 

but they are available upon request. 
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table 6 we report the OLS and IV estimates for the specification used in Guiso et al. (2004a), 

with the same set of instruments. In contrast to our prior, the impact of banking development on 

firm growth is statistically significant and is more pronounced in the case of small firms with 

fewer than 50 employees. Overall, the effects of banking development matter more for R&D 

performing firms. 

Our finding on the role of local access to credit for the growth of R&D firms extends the 

analysis on the importance of banking development for firm growth as in Guiso et al. (2004a). 

The only discriminant found in the literature is the size of the firm, with large firms less ex- 

posed to local banking development. We have found another discriminant for the importance of 

banking development more related to the type of activity of the firm. 

Now we perform a robustness analysis on the local R&D intensity of HES. In table 7 we 

report a number of robustness checks for the estimates reported in table 5, column 4, where the 

dependent variable is the amount of R&D expenditure. First, we divide the sample of R&D firms 

into two subsamples: greater than 500 employees and less than or equal to 500 employees. As 

it is possible to see from columns 1 and 2, the impact of the local R&D intensity of HES is 

stronger for the subsample of big firms. This finding is also confirmed by the interaction analysis 

reported in columns 3-5. The coefficient for the interaction with small firms (with less than 50 

employees) is not statistically significant. While the coefficients for the interactions with high-

tech firms and big firms (with more than 500 employees) are statistically significant. 

 

6 Conclusion 

The empirical evidence of this paper confirms the significant role of university R&D in en- 

hancing or crowding-in R&D expenditures in the business sector found in the literature. In 

particular, novel findings show that the regional R&D intensity of the higher education sector 

plays a key role in increasing the probability of local cooperation between universities and firms 

and thereby stimulates firms R&D expenditures locally through indirect effects (or knowledge 

spillovers). In addition, we estimate a direct effect from firm-university cooperation leading to 

roughly a 30-percentage point increase in firm R&D investment. 

In line with previous evidence, we do not find any effect from local financial development 
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on firm R&D. Due to the high degree of risk and the complexity of evaluating future prospects 

of activities related to innovation, banking intermediaries are not ideal for financing R&D ex- 

penditures. This fact increases the probability of firms, especially high-tech ones, of being credit 

constrained independently of the degree of banking development. In contrast to our result on the 

irrelevance of banking development for R&D expenditures, the analysis of Guiso, Sapienza, and 

Zingales (2004a) is extended by showing that for R&D firms the effect of local banking 

development on growth matters and is more pronounced for smaller firms. 

These findings have important policy implications. First, our findings suggest also an im- 

portant role for the government in promoting industrial research not only through demand for 

subsidies to firms, but also by means of improving the spatial concentration of financial re- 

sources for basic research. In particular, strengthening basic research in order to reflect more 

effectively the needs of the local innovation system could improve local university-industry co- 

operation as well as lead to a greater transmission of knowledge spillovers thereby stimulating 

R&D expenditures by the local business sector both through direct and indirect channels. 

Second, the fact that local banking development does not affect firms R&D expenditures 

clarifies why even in the more financially developed regions, with relatively easier access to 

bank credit, firm R&D intensity can be low. In the absence of developed venture capital or 

private equity markets, such as the case in Italy, it implies R&D expenditures rely heavily on 

internal finance and on transfers and fiscal subsidies. Thus, there might be a fundamental role 

for the government in promoting an active specialized capital market, more ideal for financing 

firms R&D activities. 
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Figure 1: R&D Intensity 

Note: R&D expenditure as percentage of GDP. Source: EUROSTAT. 

 

 

Figure 2: R&D Intensity in Italian Regions; 2003 statistics 

Note: R&D intensity measured by expenditure as percentage of GDP (LHS). Source: ISTAT. 
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Table 1: Firm R&D Intensity 
 1995-1997 1998-2000 2001-2003 

Number of firms 4490 4603 4171 

Share with R&D > 0    

Overall 29.5 34.3 39.8 

Small 20.4 27.4 29.9 

Medium 43.1 56.9 48.8 

Large 65.1 63.3 68.9 

Less than 10 years 29.0 33.0 32.6 

10 to 25 26.9 32.6 38.0 

Over 25 32.8 36.6 42.7 

High Tech 45.2 62.6 59.5 

Share of firms conditional on R&D > 0    

University Cooperation 11.7 12.4 13.8 

Fiscal incentives 4.8 13.6 10.0 

Public transfers 10.0 15.5 18.8 

R&D Intensity    

Firms without ties to university, incentives 1.3 2.5 1.2 

University cooperation 2.2 3.5 2.0 

Fiscal incentives or public transfers 3.3 3.6 3.0 

 
Note: Number of observations refers to firms that have answered the question on R&D in the survey questionnaire. The averages are calculated over each 

three-year period of the survey. Intensities are R&D ratios relative to production. R&D expenditure is deflated with a weighted average of the hourly 

earnings in manufacturing index and the aggregate business investment price index, where the weights used are respective 0.9 and 0.1 (see Parisi, 

Schiantarelli, and Sembenelli (2006)) . Production is computed as the sum of sales, capitalized costs and the change in work-in-progress and in finished 

goods inventories, with all variables deflated with the appropriate production price index. 

 

Table 2: Sources of Finance for Investments in R&D 
1995-1997 1998-2000 2001-2003 

Number of Firms 

Sources of finance (% of expenditure) 

1489 1645 1828 

New Equity 1.6 1.3 0.7 

Internal Funds 82.0 78.8 80.8 

Fiscal Incentives 1.7 4.7 2.8 

Public Transfers 3.2 5.6 5.8 

Bank Debt 9.3 8.3 8.6 

Unsubsidized 5.4 5.3 5.4 

Subsidized 3.9 3.0 3.2 

Importance of bank finance and internal funds    

Share of firms with 100 % internal finance 71.0 63.3 63.0 

Share of firms with no bank finance 84.3 87.3 86.0 

Share of firms with 100 % unsubsidized bank finance 2.6 2.9 2.3 

Share of firms with 100 % subsidized bank finance 1.1 1.2 1.0 
Note: Number of observations refers to firms that have answered the question on the sources of finance for R&D spending in the survey questionnaire. 

Averages are calculated over each three-year period of the survey. 
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Table 3: The effect of local R&D intensity of higher education sector on university-industry coopera- 

tion 
OLS IV IV Probit 

(1) (2) (3) 

Local R&D intensity of HES 

 
Public transfers 

Fiscal incentives 

Age 

Size 

0.456* 

0.25 

1.077*** 

0.07 

0.789*** 

0.15 

0.082* 

0.04 

0.241*** 

0.03 

0.159* 

0.07 

0.309*** 

0.03 

0.206*** 

0.05 

0.015* 

0.01 

0.053*** 

0.01 

0.716* 

0.34 

1.074*** 

0.07 

0.791*** 

0.16 

0.083* 

0.04 

0.242*** 

0.03 

Per capita GDP -0.009 -0.001 -0.008 
 0.01 0.00 0.01 

Social Capital -1.674 -0.487 -2.124 
 1.15 0.30 1.41 

South -0.204 -0.073 -0.328 
 0.22 0.06 0.27 

Number of Observations 3949 3949 3949 

Log likelihood / R2 -1436.88 / 0.127 0.065 1340.62 

Hansen/Sargan (χ2 p-value) 

Wald (χ2 p-value) 

 .609  

0.224 

Notes: Pooled regressions for three waves covering the period 1995-2003. The left-hand variable is a dummy equal to 1 if the firm cooperates with 

university on R&D. The regional R&D intensity of the higher education sector is instrumented with a set of variables that describe the regional structure 

of the higher education sector relevant for knowledge spillovers: the number of universities with faculty of science and the number of total universities in 

the region for 1995. The Hansen-Sargan test is a test of overidentifying restrictions. The joint null hypothesis is that the instruments are valid instruments, 

i.e., uncorrelated with the error term, and that the excluded instruments are correctly excluded from the estimated equation. Under the null, the test 

statistic is distributed as χ2 in the number of overidentifying restrictions. Per capita GDP is the log of per capita net disposable income in the province in 

1991. Public transfers, fiscal incentives represent share of R&D expenditure financing. Social capital is measured by average voter turnout at the province 

level for all referenda in the period between 1946 and 1987 (Guiso, Sapienza, and Zingales (2004b)). South is a dummy for regions of southern Italy, 

with Lazio excluded. Firm size is the log of the number of employees. Firm’s age is the log of the number of years from its birth. Local R&D intensity of 

higher education sector is the regional R&D expenditure as percentage of GDP in 1995. All regressions include a constant, industry and time dummies. 

Robust standard errors, reported in brackets, are adjusted for regional clustering. (*),(**), and (***) are coefficient significant at 10, 5, and 1 percent. 



 

137 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Treatment effect of university-cooperation on R&D expenditures 
 

 

OLS 

NN 

ATE ATT 

KM 

ATE ATT 

Effect of university cooperation (in logs) 0.312 0.292 0.326 0.401 0.293 

(0.076) (0.110) (0.143) (0.096) (0.113) 

      

Note: Numbers displayed are coefficient estimates based on dependent variable of log R&D 

expenditures with standard errors using 250 bootstrapped replications. Standard errors are in 

parentheses. Propensity score matching based on NN (nearest-neighbor) and KM (kernel). In 

percentage effects measured based on ratio of coefficient to average log R&D expenditure for entire 

sample (ATE) and treatment sample (ATT). N= 3523 
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Table 5: Determinants of firm R&D: influence of local factors 

OLS IV OLS IV IV 
 (1) (2) (3) (4) (5) 

Local banking development -0.112 0.574   0.760 
 0.36 0.62   0.51 

Local R&D intensity of HES   0.470*** 0.974* 0.846*** 
   0.10 0.39 0.23 

Public transfers 0.901*** 0.901*** 0.902*** 0.904*** 0.904*** 
 0.12 0.11 0.12 0.11 0.11 

Fiscal incentives 0.733*** 0.731*** 0.741*** 0.750*** 0.746*** 
 0.12 0.11 0.12 0.12 0.12 

Internally financed growth 0.582* 0.568* 0.605* 0.632* 0.611* 
 0.28 0.28 0.28 0.27 0.26 

Size 0.907*** 0.906*** 0.910*** 0.913*** 0.911*** 
 0.01 0.01 0.01 0.01 0.01 

Per capita GDP 0.014 0.016 0.015 0.016* 0.017* 
 0.01 0.01 0.01 0.01 0.01 

Social capital 0.458 0.111 -0.397 -1.250 -1.415 
 1.13 1.05 0.97 1.18 1.15 

South -0.161 0.010 -0.358* -0.598* -0.347 
 0.21 0.31 0.15 0.27 0.21 

Number of Observations 3119 3119 3119 3119 3119 

R2 0.447 0.449 0.401 0.401 0.403 

Hansen/Sargan χ2 p-value 0.401 0.479 0.204 

Notes: Pooled regressions for three waves covering the period 1995-2003. The left-hand variable is the log of R&D expenditure deflated with a weighted 

average of the hourly earnings in manufacturing index and the aggregate business investment price index, where the weights used are respectively 0.9 

and 0.1 (see Parisi, Schiantarelli, and Sembenelli (2006)). There are two set of instruments that are utilized for IV estimation. First, in the IV estimation 

in column (3), the indicator of financial development is instrumented with a set of variables that describes the banking market as of 1936 (see Guiso, 

Sapienza, and Zingales (2004a)). Second, in the IV estimation in column (4), the regional R&D intensity of the higher education sector is instrumented 

with a set of variables that describe the regional structure of the higher education sector relevant for knowledge spillovers: the per capita number of 

universities with faculty of science and the per capita number of total universities in the region for 1995.  In the IV estimation in column (5) both set    of 

instruments are utilized. The Hansen-Sargan test is a test of overidentifying restrictions. The joint null hypothesis is that the instruments are valid 

instruments, i.e., uncorrelated with the error term, and that the excluded instruments are correctly excluded from the estimated equation. Under the null, 

the test statistic is distributed as χ2 in the number of overidentifying restrictions. Banking development is the indicator of local financial development 

computed by Guiso, Sapienza, and Zingales (2004a).  Per capita GDP is the per capita net disposable income in the province in 1991.  Social capital    is 

measured by average voter turnout at the province level for all referenda in the period between 1946 and 1987 (see Guiso, Sapienza, and Zingales 

(2004b)). South is a dummy for regions of southern Italy, with Lazio excluded. The maximum rate of growth internally financed is max g = ROA/(1- 

ROA), where ROA is the return on assets. Firm size is the log of the number of employees. Local R&D intensity of higher education sector is the regional 

R&D expenditure as percentage of GDP in 1995. All regressions include a constant, industry and time dummies. Robust standard errors, reported in 

brackets, are adjusted for regional clustering. (*),(**), and (***) are coefficient significant at 10, 5, and 1 percent. 
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Table 6: The effects of banking development on the growth of R&D firms 
 

 

 

 

 

Local banking development 0.016 0.049** 0.059** 0.023 0.068** 0.131*** 
 0.02 0.02 0.02 0.02 0.03 0.05 

Interacted with R&D 0.024*** 0.023*** 0.022***    

 0.01 0.01 0.01    

Internally financed growth 0.036 0.035 0.044 0.059 0.059* 0.083* 
 0.02 0.02 0.03 0.03 0.03 0.05 

Size 0.004*** 0.004*** 0.016*** 0.002 0.002 0.007 
 0.00 0.00 0.00 0.00 0.00 0.01 

Per capita GDP -0.001*** -0.001*** -0.001** -0.001*** -0.001*** -0.002* 
 0.00 0.00 0.00 0.00 0.00 0.00 

Social Capital 0.039 0.019 0.032 -0.025 -0.049 -0.156 
 0.04 0.05 0.06 0.06 0.07 0.10 

Judicial efficiency -0.003 -0.003 -0.004 -0.003 -0.003 -0.004 
 0.00 0.00 0.00 0.00 0.00 0.00 

South 0.024** 0.032*** 0.031* 0.012 0.024** 0.030 
 0.01 0.01 0.02 0.01 0.01 0.03 

Observations 8782 8779 5347 3115 3114 1403 

Hansen/Sargan χ2 p-value  0.2638 0.0764  0.4540 0.9661 

Notes: Pooled regressions for four waves covering the period 1992-2003. The left-hand variable is the log change in firm production. IV uses as instrument a set of variables that describes the banking market 

as of 1936 (see Guiso, Sapienza, and Zingales (2004a)). The Hansen-Sargan test is a test of overidentifying restrictions. The joint null hypothesis is that the instruments are valid instruments, i.e., uncorrelated 

with the error term, and that the excluded instruments are correctly excluded from the estimated equation. Under the null, the test statistic is distributed as χ2 in the number of overidentifying restrictions.  The 

(1) column includes first two waves, (2) column is last two waves, (3) column is first three waves, and (4) column is all four waves. Banking development is the indicator of local financial development 

computed by Guiso, Sapienza, and Zingales (2004a). Per capita GDP is the per capita net disposable income in the province in 1991. Social capital is measured by average voter turnout at the province level for 

all referenda in the period between 1946 and 1987 (see Guiso, Sapienza, and Zingales (2004b)). South is a dummy for regions of southern Italy, with Lazio excluded. The maximum rate of growth internally 

financed is max g = ROA/(1-ROA), where ROA is the return on assets. Firm size is the log of the number of employees. Local R&D intensity of higher education sector is the regional R&D expenditure as 

percentage of GDP in 1995. All regressions include a constant, industry and time dummies. Robust standard errors, reported in brackets, are adjusted for regional clustering. (*),(**), and (***) are coefficient 

significant at 10, 5, and 1 percent. 

 Full sample  
Small firms 

 R&D firms only 

Small firms 

OLS IV IV OLS IV IV 

(1) (2) (3) (4) (5) (6) 
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Table 7: Robustness for Local R&D intensity of higher education sector 

Subsamples Interaction with 

  > 500 EMP   500 EMP  Hi-tech  Big Firms  Small Firms 

(1) (2)  (3)  (4) (5) 

Local R&D intensity of HES 2.056* 0.797* 0.939* 0.887* 0.871* 
 0.87 0.41 0.41 0.39 0.43 

Hi-tech firms   0.385*   

   0.22   

Large firms    0.633**  

    0.22  

Small firms     0.151 
     0.18 

Public transfers 0.917 0.924*** 0.907*** 0.911*** 0.906*** 
 0.85 0.10 0.11 0.11 0.11 

Fiscal incentives 0.384 0.797*** 0.734*** 0.754*** 0.755*** 
 0.90 0.12 0.12 0.12 0.12 

Internally financed growth 4.115*** 0.318 0.663* 0.636* 0.623* 
 1.07 0.27 0.27 0.27 0.27 

Size 1.246*** 0.857*** 0.912*** 0.883*** 0.932*** 
 0.07 0.02 0.01 0.02 0.02 

Per capita GDP 0.015 0.014** 0.014* 0.014* 0.015* 
 0.03 0.01 0.01 0.01 0.01 

Social capital -5.216* -0.652 -1.367 -1.170 -1.185 
 2.48 1.22 1.24 1.17 1.17 

South -1.331** -0.506 -0.645* -0.585* -0.581* 
 0.49 0.26 0.29 0.27 0.27 

Number of Observations 212 2904 3119 3119 3119 

R2 0.314 0.293 0.402 0.403 0.404 

Hansen/Sargan χ2 p-value 0.424 0.448 0.455 0.449 0.428 

Notes: Pooled regressions for three waves covering the period 1995-2003. The left-hand variable is the log of R&D expenditure deflated with a weighted 

average of the hourly earnings in manufacturing index and the aggregate business investment price index, where the weights used are respectively 0.9 and 

0.1 (see Parisi, Schiantarelli, and Sembenelli (2006)). The regional R&D intensity of the higher education sector is instrumented with a set of variables 

that describe the regional structure of the higher education sector relevant for knowledge spillovers: the per capita number of universities with faculty of 

science and the per capita number of total universities in the region for 1995. The Hansen-Sargan test is a test of overidentifying restrictions. The joint null 

hypothesis is that the instruments are valid instruments, i.e., uncorrelated with the error term, and that the excluded instruments are correctly excluded 

from the estimated equation.  Under the null, the test statistic is distributed as χ2 in the number of overidentifying restrictions.  The (1) column includes 

firms with at least 500 employees, (2) column is less than or equal to 500 employees, (3) column includes interaction with an indicator of high technology 

firms, (4) column is interaction with an indicator of firm with at least 500 employees, and (5) is a combination of all interactions. Local R&D intensity 

of higher education sector is the regional R&D expenditure as percentage of GDP in 1995. Per capita GDP is the per capita net disposable income in the 

province in 1991. Social capital is measured by average voter turnout at the province level for all referenda in the period between 1946 and 1987 (see 

Guiso, Sapienza, and Zingales (2004b)). South is a dummy for regions of southern Italy, with Lazio excluded. The maximum rate of growth internally 

financed is max g = ROA/(1-ROA), where ROA is the return on assets. Firm size is the log of the number of employees. All regressions include a constant, 

industry and time dummies. Robust standard errors, reported in brackets, are adjusted for regional clustering. (*),(**), and (***) are coefficient significant 

at 10, 5, and 1 percent. 
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Table A.1: Descriptive Statistics 
MAX MIN MEDIAN MEAN 1ST PERC 99TH PERC ST 

DEV 

South 1 0 0 0.12 0 1 0.32 

Local banking development 0.59 0 0.44 0.43 0.03 0.59 0.12 

LOG firm’s age 5.26 0 3.14 3.09 1.1 4.67 0.72 

LOG ( number of employees ) 9.39 1.99 3.94 4.18 2.48 7.49 1.21 

GDP per capita in 1991 (euro) 23.53 8.32 16.7 16.71 8.65 23.53 3.38 

Judicial efficiency 7.47 1.44 2.82 3.14 1.88 6.79 0.89 

Social capital 0.92 0.62 0.86 0.85 0.66 0.92 0.05 

Maximum growth internally financed 0.59 0 0.08 0.1 0.01 0.4 0.07 

Local R&D intensity of higher education sector (perc. of GDP) 1.29 0.01 0.28 0.38 0.23 1.29 0.18 

Bank branches per 10000 inhabitants in the region in 1936 5.31 0.57 2.22 2.55 0.83 5.31 1.18 

Share of bank branches owned by local banks in 1936 0.97 0.46 0.89 0.83 0.51 0.97 0.13 

Savings banks per 10000 inhabitants in the region in 1936 0.12 0 0.03 0.03 0 0.1 0.03 

Cooperative banks per 10000 inhabitants in the region in 1936 0.22 0 0.06 0.09 0 0.22 0.06 

Share of new equity used for financing R&D 1 0 0 0.01 0 0.6 0.1 

Share of internal funds used for financing R&D 1 0 1 0.8 0 1 0.34 

Share of fiscal incentives used for financing R&D 1 0 0 0.03 0 0.86 0.13 

Share of public transfers used for financing R&D 1 0 0 0.05 0 1 0.17 

Share of bank debt used for financing R&D 1 0 0 0.06 0 1 0.2 

Share of bank debt subsidized used financing R&D 1 0 0 0.03 0 1 0.15 

Cooperation with university on R&D 1 0 0 0.15 0 1 0.36 

# of universities with faculty of science in the region in 1995 6 1 4 3.54 1 6 1.06 

Total number of universities in the region in 1935 9 1 4 4.95 1 9 2.79 

Rate of growth of production 0.97 -0.82 0.02 0.03 -0.34 0.45 0.14 

Log R&D expenditures 14.86 -2.34 6.69 6.8 2.96 11.76 1.77 

R&D intensity (perc. of production) 21.87 0 0.99 1.99 0.02 14.56 2.8 

 
Note: Descriptive statistics for the data of the Capitalia Survey on Italian SME, for three waves covering the period 1995-2003. 
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Conclusion Générale 
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In this thesis, we study the effects of innovation on firm performance in Chapters I-III as well 

as the determinants of firm-level investment in R&D in Chapter IV. In all cases, we derive empirical 

findings using micro data derived from firm surveys and a combination of econometric methods. In 

Chapters I and II, we study the effects of innovation on firm productivity and subsequently 

investigate the trade-offs between innovation and employment using a large sample of firms from a 

cross-country perspective in the developing world. In chapter 3, we study the role of innovation and 

growth for a representative sample of startups in the United States where we make use of the 

longitudinal nature of the data to observe firm growth before and after innovation. In Chapter 4, we 

study the role of university-firm cooperation on R&D projects as having a crowding-in effect on firm 

R&D investment for a representative cross-sectional sample of manufacturing firms from Italy. Our 

contribution falls in the field of industrial economics with a connection to broader macroeconomic 

growth.  

We highlight some of the key findings and their relevance for policy as follows. When 

benchmarking innovation rates across a set of developing countries, we found that the rate of 

innovation when defined as imitation declines as income per capita increases; but the reverse is the 

case when innovation is defined as radical. Incidence of R&D increases as income per capita 

increases and similarly is most often associated with radical innovation. While the returns to 

innovation are generally positive, we find substantially larger effects for product innovations that are 

deemed radical as compared to imitation. Further, the returns to process innovation are generally 

lower than product innovation; though they are found to be just as large when excluded to 

automation. In contrast to our hypothesis that returns to innovation might be greatest in countries 

farthest from the technological frontier, the lack of higher returns for either imitation or radical 

innovation in these countries suggest that policy could have a greater focus on fostering 

complementary firm capabilities.  

While innovation is seen as an important driver to boost firm-level productivity and 

ultimately increase income per capita, there is a short-term tension with the possible displacement of 

labor. Untangling the short-run effect on employment from firm innovation activities, we generally 

find that product innovation, when successful in bringing additional sales to the firm, has a positive 

direct impact on employment in the short-run. However, the extent to which new sales from product 

innovation cause additional employment, however, is directly related to the impact on efficiency 

resulting from the innovation process, which seems to vary with the income level of the country. 

Interestingly, the efficiency parameter is estimated to be lower in lower income countries resulting 
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in the tendency for innovation to be labor enhancing. However, our results are agnostic about the 

potential effects from innovation on the skill composition of the firm and the potential displacement 

on unskilled workers. As a result, innovation policy can be an effective lever to promote employment 

in the short-run, particularly when combined with job skills training. 

Using a longitudinal representative sample of start-up firms in the United States over the 

period 2004-2011, we investigated the role of innovation and finance in affecting firm performance 

in terms of both survival and growth. The literature has highlighted the role of successful, high-

growth newly launched firms in contributing to aggregate productivity and employment gains. 

However, many new firms face poor survival prospects augmented by financial frictions and 

difficulty in raising external finance. We find that firms in the high-tech sector display an inverted 

U-shaped hazard rate and initial financing levels positively affect survival; but the later effect is 

reversed during a time of recession. The introduction of product innovations midway through the 

firm’s observed lifespan is associated with positive sales growth from a before after perspective but 

we do not find any effect on employment growth. Our results are informative for policymakers in 

terms of highlighting not only the importance of financing but also the role of firm quality proxied 

by innovation outputs. 

In our study on manufacturing firms in Italy, we confirm the significant role of university 

R&D in enhancing or crowding-in R&D expenditures in the business sector found in the literature. 

In particular, regional R&D intensity of the higher education sector both increases the probability of 

local cooperation between universities and firms and stimulates firm R&D expenditures locally 

potentially through indirect effects (or knowledge spillovers). In addition, we estimate a direct effect 

from firm-university cooperation leading to roughly a 30-percentage point increase in firm R&D 

investment which is roughly equal in magnitude to the average R&D tax credit. Our findings suggest 

an important role for policy in promoting industrial research not only through demand for subsidies 

to firms, but also by dedicating financial resources for basic research undertaken by the university 

sector that aligns with the needs of the local innovation system. 

While the quantitative methods we employ are simple, the novelty of our approach lies in 

making use of newly introduced measures of innovation based on the Oslo Manual guidelines in two 

different contexts yet to be studied previously: established firms in developing countries, and newly 

launched startups in an advanced economy. In both cases, our work illustrates the challenge of using 

such innovation questions for research. Survey data collected from the field is often plagued with 

measurement challenges. In the case of newly established firms, care is also needed when dealing 
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with the nature of the variables and corresponding survey responses for new firms that are just getting 

off the ground. In the final chapter, our contribution stems from providing empirical evidence on an 

under-studied policy lever for incentivizing and promoting R&D investment among the private sector 

by encouraging cooperation with the university sector. Our findings contribute to the industrial 

economics literature towards a better understanding of the drivers and heterogeneity of firm 

performance as well as highlighting the role of and importance of innovation. 

Some major limitations of our work lie in the limited time frame with which we observe the 

firm that in some cases exclude more advanced panel-data methods, the focus on average effects that 

could mask heterogenous effects as well as outstanding limitations with the nature of our innovation 

variables. At the same time, the multi-year process of innovation calls for observing the firm over a 

sufficiently long-time frame to adequately assess short-run vs. long-run effects. While the enhanced 

nature of the questions on innovation, such as the degree of novelty, offer avenues to exploit 

heterogeneity and establish patterns in the data, the subjective nature of the data pose risks of 

misinterpretation and misclassification. More recently, an ongoing effort in survey data collection is 

exploring the role of technology adoption. Future research could explore these methodological 

aspects in greater detail and make use of alternate datasets.  
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