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A scanning LiDAR for long range detection and tracking of UAVs

Abstract: Misuse of civil drones, or UAVs (unmanned aerial vehicles) has been a rising
concern in the past few years. As a response, multiple systems including optics, elec-
tronics and even acoustics technologies have been developed for detection and tracking.
Unfortunately, UAVs represent a challenging target to detect and track due to their small,
decimetric size and large variability of shapes and behaviors. In this PhD, we developed
and optimized a LiDAR (light detection and ranging) system to tackle this issue to dis-
tances up to a kilometer.

In our system, range is acquired using the time of �ight principle, and imagery done
by sequentially scanning the scene with a dual-axis galvanometer. We took advantage of
the scanning versatility to develop several operating modes. A standard detection mode
captures the image of the scene using a raster-scan of large �eld of view. Tracking mode
is based on a local pattern surrounding the target, which is updated at a very high rate
to keep the target within its boundaries.

E�orts were put into a theoretical and numerical optimization study of the numerous
parameters involved in our scanning LiDAR, so as to reach su�cient performances
in term of maximal range, localization resolution and rate. Pattern optimization for
both detection and tracking mode was a primary focus, using the target probability
of detection as the function to maximize. Target size, speed and re�ectivity was also
introduced in the probability of detection, giving a complete overview of the system
performance. On our LiDAR platform, developed from the ground up, each component
was characterized to enrich and validate our models. This prototype was tested for
UAVs detection and tracking during several weeks of trials. Following this success, a
pre-industrial integration process was launched and supervised by the candidate.

Keywords: LiDAR scanner, LiDAR tracker, ToF system, UAV tracking



Développement d'un LiDAR à balayage pour la détection et la poursuite
longue portée de drones

Résumé: L'utilisation abusive de drones civils est une préoccupation croissante depuis ces
dernières années. En réponse, de multiples systèmes basés sur des technologies optiques,
électroniques et même acoustiques ont été développés pour la détection et la poursuite
de ces drones. Cela représente néanmoins un challenge en raison de leur faible taille et
de leur grande diversité de formes et de trajectoire. A�n de répondre à ce besoin pour
des distances allant jusqu'au kilomètre, nous avons recherché, développé et optimisé un
système LiDAR (light detection and ranging) à balayage.

Dans notre système, la mesure de distance est réalisée via le principe du temps de vol,
et l'imagerie est e�ectuée en scannant séquentiellement la scène en utilisant un système
de miroir galvanométrique à deux axes. Nous avons pro�té de la polyvalence du système
de balayage pour développer plusieurs modes de fonctionnement. Un mode de détection
classique réalise l'image de la scène à l'aide d'un balayage ligne par ligne de type grand
champ. Le mode de suivi est basé sur un motif local entourant la cible, qui est mis à jour
à une très haute cadence a�n de maintenir la cible dans les limites de ce motif.

Nous avons réalisé une étude d'optimisation, théorique et numérique, des nombreux
paramètres impliqués dans le balayage LiDAR a�n d'atteindre des performances su�-
isantes en termes de portée maximale, de résolution et de fréquence de localisation.
L'optimisation des modèles pour les modes de détection et de poursuite a été le principal
focus, en utilisant la probabilité de détection cible comme fonction à maximiser. La taille,
la vitesse et la ré�ectivité de la cible ont également été incluses dans la probabilité de
détection, donnant un aperçu complet des performances du système. Sur la plateforme
LiDAR, chaque composant a été caractérisé a�n d'enrichir et de valider nos modèles.
Cette plateforme a été testée durant plusieurs semaines d'essais, au cours desquelles nous
avons réalisé la détection et la poursuite de divers types de drones. S'en est suivi un pro-
cessus d'intégration pré-industrielle des chaînes optiques, électroniques et algorithmiques.

Mots clés : LiDAR à balayage, LiDAR de poursuite, temps de vol, poursuite de
drone
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Chapter 1

Introduction

Misuse of civil drones, or unmanned aerial vehicle (UAV), has been a rising concern in the past
few years. Their availability, low cost, high speed and usable payload makes them a serious
threat for some restricted areas. They raise security concerns in airports because of potential of
collision with aircraft [Gettinger & Michel 2015] and threaten government buildings and o�cials
[Sturdivant & Chong 2017]. As a response, multiple systems speci�cally developed to detect,
track and even neutralize drones have come to light [Birch et al. 2015]. Unfortunately, drones
are a very challenging target, with a small, decimetric size and a large variability of shapes and be-
haviors. Moreover, they can be operated in an urban or a more open environment, meaning that
perception algorithms must work with very diverse backgrounds. Reaching good performance
can be done with a single, or more likely plural technologies, ranging from radio frequency (RF)
to optics and even acoustics [Guvenc et al. 2018, Shi et al. 2018, Christnacher et al. 2016].

Complementary to these technical solutions, laser-based detection and imaging systems (light
detection and ranging (LiDAR)) are currently getting more development and usage. This in-
creasing popularity is directly linked to the recent need for more accurate, more resolved, cheaper
and smaller 3D imagers for autonomous vehicles. The automotive mass market perspective has
indeed been drawing component maturation and system development for the past few years
[Hecht 2018]. The versatility, compact size, and potential kilometric range of LiDAR systems
make them a potentially viable solution to detect and track small and agile targets such as
UAVs. The use of laser light allows for very precise and resolved three-dimensional localization,
especially compared to other technological solutions.

LiDAR systems in themselves are rich in phenomenology. Shortly after the invention
of the laser, large scale experiments were already conducted to get distance measurement
for atmospheric studies [Fiocco & Smullin 1963]. The �eld expanded to aerosol and wind
sensing [Vaughan et al. 1996], 3D topography [Shan & Toth 2018], and structural vibrometry
[Lutzmann et al. 2011]. For this manuscript, we will focus on hard target imagery, which is the
application of choice for current generations of LiDARs.

Flash LiDAR technologies use a 2D matrix detector (camera), which is electronically gated to
detect the synchronized laser pulse only during the speci�ed time gate. One interesting aspect of
gated imaging is the ability to suppress background and foreground, making image processing al-
gorithms more robust compared to full 2D images [Laurenzis et al. 2019]. But a major drawback
is the very small �eld of view (FoV) accessible at the needed resolution to detect and recognize tar-
gets such as UAV at long range [Christnacher et al. 2016, Woods et al. 2019, Breiter et al. 2018].
To address a considerably wider FoV, there is always the possibility to multiply the sensors. Nev-
ertheless, independent multi-sensor calibrations and fusion presents its own di�culties and is a
current area of research [Kim et al. 2008], especially regarding autonomous vehicles.

Another option is to build the sensor on a dynamic pointing device such as a turret, but at
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the expense of high cost and bulkiness for high reliability. Lastly, one can use a scanning LiDAR.
Scanning LiDAR can be built on a variety of beam steering setups to sequentially scan a laser
beam within a scene, producing a fully three dimensional image. Compared to �ash LiDAR,
the resolution between points and the FoV can be dynamically tuned, at the expanse of a larger
acquisition time.

During this thesis, we developed a scanning LiDAR aimed toward kilometric range detection
and tracking of UAV at really high refresh rate. We aimed to keep the laser source as low
power as possible to keep the platform light in cost, volume and security. We took advantage
of the scanning device versatility to develop speci�c modes for both detection and tracking. A
mode for detection of intrusion, based on a previous patent, was also implemented. The main
interrogations, which served as the guideline of this thesis, is as follow:

� how to design a scanning LiDAR to detect such a small target at such a long range and
high refresh rate?

� Which parameters are the most crucial to optimize its performance, and how are they
linked together?

To answer this questions, we had to take a deeply multi-parametric approach. We studied
each component, and merged the equations together to obtain global performance indicators,
mainly in the form of the probability to get one or several echoes on the target. As such, each
chapter is either a development to characterize individual sub-systems, or a progression toward
the end goal of a global model applied to each mode. We also had the chance to develop a
physical platform, which served as a reference point and allowed us to compare our models with
experimental data. As a result, this document is divided into multiple chapters which address
each step of our LiDAR system modeling and prototyping.

The manuscript is organised as follow:

� Chapter 2 covers the main concept of LiDAR systems.

� Chapter 3 details technical solutions regarding UAV detection and tracking, including
LiDAR.

� Chapter 4 describes the principle of operation of our system, and each of its operating
mode.

� In chapter 5 we study the static model of the system, including the link budget, the false
alarm rate and the probability of detection.

� Chapter 6 exposes the dynamic models of our LiDAR scanner, in the form of pattern
parameters of each mode, including the interaction with the UAV (size and speed).

� Chapter 7 is the description of the experimental platform, with a detailed analysis on each
component, their performance and limitation.

� Chapter 8 presents the data gathered by our platform during two sets of trials regarding
UAV detection and tracking.

� Finally, in chapter 9 simulations are run to compare our models with the experimental
data.
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LiDAR main concepts and designs
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Throughout LiDAR developments, researchers and engineers have sought to apply methods
and processes that were already used in radio wave applications (radar), as both techniques
use an electromagnetic wave emitter and receptor. Independently of its detailed structure, a
LiDAR is composed of a single or plural laser emitter, a single or plural photodetectors and
an optical emitting and receiving aperture. Once emitted, the laser light travels through the
medium, usually the atmosphere, before reaching the scene to image. The light then scatters on
the objects, and a portion travels back to the receiving aperture. It is this portion of light that
must be processed to extract the range information.

This chapter is meant to give a description of the principles and technologies used in
LiDAR system. More details can be found in various books [Richmond & Cain 2010a,
McManamon 2019a] and articles [Horaud et al. 2016, Royo & Ballesta-Garcia 2019,
Behroozpour et al. 2017, McManamon 2019b].

2.1 Accessing range

Light is a wave that, when emitted, propagates through a medium. Because the wave travels at
the speed of light c (we consider a low density medium, like the atmophere, such as the index
can be approximated to 1), the wave instantaneous module and phase acquire an o�set. The
light complex amplitude E can be written in the form

E[t] = M
[
t− x

c

]
exp

(
i
(
ω0

(
t− x

c

)
+ φ

[
t− x

c

]))
, (2.1)

with t representing time, ω0 the angular frequency and x the traveled distance. The module M
and the phase φ are written here as functions of time, as they can potentially be modulated.
Range information is also contained in the frequency term, but because the light wavelength
is in the order of the micro-meter, the 2π ambiguity makes it unusable for most applications.
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Therefore it is dropped in the following equations of this manuscript. The light intensity I is
proportional to the square of the amplitude T ∝ |E|2. With the wave equation detailed, we can
review the di�erent ways to access the range information.

2.1.1 Frequency Modulation

This method, which is the most complex, relies on light coherence. Most LiDAR systems employ-
ing this method for hard target detection use frequency modulated continuous wave (FMCW).
The main principle is to chirp the laser optical frequency across time, using for instance a tri-
angular frequency modulation. When the wave propagates in the medium, it acquires a phase
delay proportional to the traveled distance. The laser angular frequency ω is modulated, rather
than the phase φ. If we wish to use Eq. (2.1), we therefore have to write that φ[t] = ω[t]t.

Because of the very high frequency of visible or infrared light (terahertz band), working
with the full waveform in the electronic domain like what is done with radar is impossible.
Therefore, one need to use the coherence property of laser light to create an optical interference
pattern on the detector by superposing the reference wave, called the local oscillator, lo, with the
backscattered one, ba. This process acts as a frequency subtraction between the waves, lowering
the center frequency. Let ω be the modulated angular frequency, added to the referent angular
frequency ω0. The coherent light amplitude subtraction produces on the photodetector a light
intensity I of expression

I[t] ∝
∣∣∣Mlo exp (i (ω0 + ω[t]) t) +Mba exp

(
i
(
ω0 + ω

[
t− x

c

])
t
)∣∣∣2 , (2.2)

∝ M2
lo +M2

ba + 2MloMba cos
((
ω
[
t− x

c

]
− ω[t]

)
t
)
. (2.3)

If the frequency modulation used is a triangle wave of period T and peak-to-peak amplitude
Bfm, then on the up-ramp, we have

ω[t] = 2π
2Bfm
T

t . (2.4)

If the system points at a single static target at a distance R = x/2, then the obtained
electrical signal after optical interference contains a single intermediate frequency, fIF of value
fIF = 4RBfm/(cT ). If the target is moving, the frequency content of the backscattered wave
is shifted due to the Doppler e�ect. This shift can be uncoupled from the distance in the
intermediate frequency by analyzing the behavior in the up-ramp compared to the down-ramp
[Pierrottet et al. 2008]. The range is then given by

R =

(
f+ + f−

2

)
cT

4Bfm
, (2.5)

with f+= fIF + fd and f−= fIF − fd, fd being the Doppler shift. The object radial speed Vc is

Vc =

(
f+ − f−

2

)
λ

2
, (2.6)

with λ the laser wavelength. Therefore, a well designed FMCW LiDAR provides both range and
speed information, at least in the illumination direction. These considerations are illustrated in
Fig. 2.1.
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Figure 2.1: (Up) schematic of a FMCW LiDAR . (Down, up left) emitted (red) and received
(green) light amplitude as a function of time for a distant moving target. (Down, up right)
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of the photodetector as a function of time, showing interference pattern. (Down, down right)
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Because of the speed information, FMCW LiDAR is a very interesting option. Moreover, it
is based on light coherence, thus rejecting all other light sources that does not comes from the
laser itself, including solar background. Yet to maximize the signal that can be exploited, the
two beams must overlap, with as little wavefront and polarization distortion as possible. The
alignment is thus very critical. Moreover, the modulated waveform linearity is a key factor for
good signal to noise ratio (SNR) [Karlsson & Olsson 1999]. Because it is an indirect measure-
ment, an important amount of processing must be performed to gather distance and speed. This
can be done in the analog or digital domain, using for the latter appropriate analog to digital
converter (ADC) and fast Fourier transform algorithms.

The laser line-width (the frequency spread of the optical wave frequency content) limits the
maximum accessible range. After this distance, the return frequency gets too broaden and sink
into noise. A kilometer range would for instance require a 100 kHz linewidth, which may be
di�cult to get across with compact laser diodes. Advanced signal processing can be used to
improve detection at long range [Kim et al. 2018c], but the fundamental limits remains. The
source stability is also impacted by other factors such as temperature and usage wear. Due to
those strong requirements in linearity and line-width, limitations in average power for commercial
products can inherently limits the maximum range. Because of these constraints and the overall
complexity, FMCW was not the retained solution for the system developed during this thesis.

Finally, for wind sensing, pulsed - rather than continuous - coherent sources are used, with
relatively long (a few hundreds of nanoseconds) pulse length. Coherent lasers are de�ned by a
very narrow bandwidth, which is required to be able to extract information from the interfer-
ence pattern between the emitted and received pulse. This notion of coherence is akin to the
comparison of a two clocks, synchronized at a time t0, and then compared at a time t1. If clock
frequency stability is poor (large bandwidth in case of a laser), then drift may cause both clocks to
be out of sync, losing coherence. In the case of wind sensing, the laser wavelength is not chirped,
but simply o�seted by using for instance an acousto-optical modulator [Kameyama et al. 2007].
Therefore, range measurements can only be performed via pulse envelop detection, which yield
poor range resolution due to large pulse width. Yet it allows for better decoupling between ve-
locity and range compared to FMCW. The higher peak power also allows to reach much higher
range while keeping a lower, more "eye-safe" average power.

2.1.2 Intensity Modulation

The other option is to modulate the module of the light wave. For this method, incoherent
detection - or energy detection, is used. As explained before, the frequency of light is too high to
be directly acquired by any electronics, and therefore photodetectors can only access the intensity
envelope. To use a radio-wave analogy, the lightwave acts as a carrier frequency for intensity
modulation distance measurement.

Amplitude modulated continuous wave In amplitude modulated continuous wave
(AMCW) LiDAR, the intensity is modulated using a periodic signal. We wish to present
here a way to extract range using direct signal multiplication and �ltering, such as shown in
[Melexis 2018]. Yet some commercial systems employ signal digitization to perform correlation
between the reference and the back-scattered light intensity, using either cross-correlation or
Fourier transform multiplication [Godbaz et al. 2012]. We present here a "lock-in" type of de-
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tection, in which the reference and the back-scattered light intensity must be mixed, resulting
in

U [t] ∝ |M [t− x

c
]exp(i(ω0t+ φ))|2 |M [t]exp(i(ω0t+ φ))|2 , (2.7)

∝ M [t− x

c
]2 M [t]2 , (2.8)

∝ I[t− x

c
] I[t] . (2.9)

If the modulation is sinusoidal, then

I[t] = Mmcos(ωmt) , (2.10)

with ωm the modulated angular frequency and Mm its amplitude. The direct and quadratic
product U and V can then be written as

U [t] =
M2
m

2
(cos(2(ωm(t− x

c
))) + cos(ωm

x

c
)) , (2.11)

V [t] =
M2
m

2
(sin(2(ωm(t− x

c
))) + sin(ωm

x

c
)) . (2.12)

By using low-pass �ltering or time integration to remove the time dependence, we obtain
Ufilt and Vfilt:

Ufilt =
M2
m

2
cos(ωm

x

c
)) , (2.13)

Vfilt =
M2
m

2
sin(ωm

x

c
) . (2.14)

In the end, we can extract the distance R = x/2 by computing the angle ΩAM :

ΩAM = arctan(Vfilt/Ufilt) = ωn
2R

c
, (2.15)

⇐⇒ R =
cΩ

2ωn
. (2.16)

In most systems, to get a more accurate range, the algorithm (lock-in type or cross-
correlation) is usually performed at 4 four di�erent phase shifts. Increasing the angular frequency
ωm directly increases range resolution, but at the same time shortens the unambiguous range, i.e.
the range at which a 2π period of the modulation is reached. For instance a 10 MHz modulation
correspond to a maximum distance of a few tens of meters. Moreover, because of the �ltering
process, getting range with enough accuracy requires multiple waveform periods, which directly
increases the time needed for each point. Eye-safety legislation also restricts the value of the laser
light average power that can be emitted. In this direct detection setup, sensitivity is directly
proportional to the power amplitude of the laser source, and inversely proportional to the noise
�oor of the detection chain. A example of architecture of a AMCW LiDAR is shown in Fig. 2.2.

Because of these aforementioned arguments, most commercial applications are limited to very
short distances, usually ten meters, or the size of a room. Silicium-based detector arrays are
usually used, coupled with near-infrared LED rather than lasers [Royo & Ballesta-Garcia 2019].
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Figure 2.2: (Up) schematic of an AMCW LiDAR. (Down, left) local oscillator (black) and
received (red) light intensity as a function of time, for two di�erent ranges R1 and R2. (Down,
right) XY plane representation of the �ltered product. R1 and R2 can be deducted from the
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Pulsed time of �ight The second, most common form of intensity modulation is very certainly
the pulsed time of �ight (ToF) LiDAR. In this method, the laser emits a very short laser pulse.
By acquiring the time di�erence between the emitted and received pulse, it is possible to perform
a direct distance measurement with R = cToF/2. Usually, to get as much peak power as possible
while keeping a reasonable photodetector bandwidth, pulse duration is in the nanosecond range
[Behroozpour et al. 2017]. Compared to AMCW, the narrow pulses allows for high peak power
while keeping a low average power, therefore keeping up with the eye-safety limit.

Pulse time-stamping can be done by processing the digitized return waveform, yet this ap-
proach requires a very high sampling rate digitizer and heavy data computation for real time
application. Most systems uses fast analog triggering electronics [Chevrier & Campanella 2016].
Compared to the FMCW, the technique is sensitive to other light sources, most importantly
the solar background. The use of a narrow bandpass optical �lter can help mitigate its impact.
Moreover, range accuracy is not a function of the modulation bandwidth like with FMCW or
AMCW, but is limited by rising edge or pulse centroïd detection precision, adding to jitters
within the electronics. Changes in amplitude, or pulse broadening can therefore create pulse
walk [Williams 2017], which needs to be compensated. For those reasons, the overall ranging
performance is usually in the centimeter range at best. Schematic of a pulsed LiDAR is presented
in Fig. 2.3.

2.2 Making a line of sight 3D image

Once we viewed the main options to retrieve distance, we can address the way LiDAR systems
create a 3D image. There are three main types of LiDAR : staring, scanning, and hybrids. Each
design possess its own advantages and drawbacks, but the core constraint is often the choice of
detector, which limits either the FoV or the resolution. Therefore, we choose here a presentation
based on the detector type.

2.2.1 2D detector array

The detector can be comprised of a 2D array of pixels, working just like a camera, except it can
perform range measurements. For FMCW and AMCW, the illumination is continuous. For pulse
ToF, the illumination is pulsed, and the resulting system is called a �ash LiDAR. In �ash systems,
the whole scene can be theoretically acquired in a single nanosecond �ash, providing high refresh
rates and a "frozen" image of the scene. Independently of the range method used, the laser has
to illuminates the full FoV seen by the 2D array. Because of the loss in energy density, which
squares with the FoV to cover, the maximum available range shortens very quickly. Moreover,
the threshold for eye-safety also limits the laser power. An illustration of a �ash LiDAR design
is shown in Fig. 2.4.

The array pixel density and size brings its own limits regarding the compromise between
FoV and resolution. In the NIR wavelength, around 900 nm, charge-coupled device (CCD) or
complementary metal-oxide-semiconductor (CMOS) silicium based arrays are widely available at
a low cost. They are mainly used for AMCW LiDAR, with specialized electronics to allow for light
demodulation, such as the 320 x 240 pixels of [Melexis 2018]. The same type of detector could
potentially be used for FMCW LiDAR, but processing the MHz intermediate beat frequency
requires specialized electronics and signal processing functions that is very complex to implement
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on such a huge number of pixels. To the best knowledge of the author, a full 2D array for FMCW
LiDAR has not yet be realized with more than a few pixels. A workaround must be found to
increase pixel resolution, like using an AMCW camera [Mitchell et al. 2019].

For pulsed �ash LiDAR, the constraint is even higher, as a true ToF system with centimetric
accuracy requires a high bandwidth photodetector and ampli�er including a very high speed
readout integrated circuit (ROIC). Another option is to directly link the output of the pho-
todetector to a digital electronics, bypassing the ROIC, but lowering either the dynamic range
of the sensitivity of the device [Horaud et al. 2016]. To increase the SNR, extremely sensitive
arrays of detectors are usually used in this direct detection setup. In the NIR wavelength, which
is the most widely used for current automotive LiDAR, silicium avalanche photodiode (APD)
is the component of choice. An emerging trend see the use of arrays of silicon photomultipliers
(SiPM) [Agishev et al. 2013], which are constituted of APD biased beyond their breakdown volt-
age, and are able to detect a single photon event. They are also called single photo avalanche
diode (SPAD) or Geiger-mode APD. With any single photo detector, there is a short time period
(at the very minimum 100 ns) after each detection where the detector is blinded, called dead
time. Moreoever, a phenomenom called after-pulses increases the false alarm rate right after
this dead time, for a short period. Therefore, operation in a photon-rich environment such as
daytime can be very challenging.

To alleviate eye-safety constraints for longer range system, it is possible to operate in the
short-wavelength infrared, 1400 - 3000 nm (SWIR) band. At this wavelength, light does not
penetrate cornea and therefore damage appears at higher power density. In this waveband,
commercially available arrays can be based on HgCdTe, which must be cooled, or on the more
used indium gallium arsenide (InGaAs) crystal. APD arrays on these materials are commer-
cially available, reaching resolutions of 512x640 pixels [Rutz et al. 2018]. Unfortunately, prop-
erly implementing ROIC able to time the nanosecond returning pulse seems, at current time,
too complex to be done on such an important amount of pixels. To alleviate that constraint,
these arrays are used for ToF application by applying an electronic shutter on the ROIC, so as
to only accept light �ux coming from a speci�c distance slice on the scene. Gate width is often in
the tens of nanosecond order, which means a distance resolution of few tens of meters. Because
these camera usually run at a few tens of hertz, varying the gate center image after image can
be done to improve the range resolution of the image [Wu et al. 2011], while keeping refresh rate
relatively high. Increasing range resolution has also been demonstrated using diverse compress
sensing algorithms [Laurenzis & Woiselle 2014].

2.2.2 1D or quasi 1D linear detector array

With a 1D detector matrix, the laser light must illuminate a horizontal or vertical band of the
scene, which is then swept across the orthogonal direction to produce the 2D image. Therefore, a
beam steering component must be used. This setup is most often used for direct pulse detection,
as the lower number of elements allows for implementation of high-bandwidth ROIC for real,
direct pulse ToF measurements [Yang et al. 2019]. Such a setup also allows to increase laser
power density on the scene, as the instantaneous FoV will be smaller than for a 2D array. The
loss in FoV must be compensated by the beam steerer, but scanning a single dimension may
be acceptable and causes less wear than scanning in 2D [Imaki et al. 2015]. Like previously
mentioned, the technology is more mature, widespread and provides better performances in the
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near infrared, 750 - 1400 nm (NIR) with silicon (Si) components than in the SWIR with InGaAs
components.

Another solution commonly seen, most notably in systems developed by the company Velo-
dyne, is the use of one or more linear array of both laser emitters and receivers. Each laser
is coupled to its single element photodetector in a vertical arrangement. The resulting system
illuminates a vertical band, and is rotated in the horizontal direction to generate a 360◦point
cloud. The resolution on the other direction is given by the number of elements within the line
FoV [Hall 2011]. Ouster LiDAR systems also employ this design, except that they are using
microelectricomechanical system (MEMS) mirrors instead, increasing compactness and lowering
power consumption [Pacala & Frichtl 2019]. Another solution is to electronically scan a 2D de-
tector array, the rows being addressed sequentially. Therefore a way lower number of ROIC and
timing electronics is needed for accurate pulse detection, as they can be sequentially routed to
the active pixels. Such a method can be called quasi 1D. An illustration using a MEMS is shown
in Fig. 2.5.

Detetector
array

1D MEMS
mirror

Pulsed laser line array

Line scan direction

Scene

Detecto
r

sc
an dire

cti
on

Lens

Figure 2.5: Illustration of a mixed-approach with a pulsed laser line array, a 1DMEMS mirror
scanner and a synchronized electrically scanned 2D detector array.

2.2.3 Single element photodetector

LiDAR comprising of single element photodetector are referred as purely scanning LiDAR. In
this architecture, a narrow laser beam is continuously swept across the FoV. Each position of
the beam scanner is stored to sequentially reconstruct the image. This method can provide
both a long range, a wide FoV, and a high resolution depending on the scanner performances.
2D beam steering can be realized with a number of solutions such as mechanical galvanome-
ters [Nguyen et al. 2017b] or non-mechanical MEMS mirrors [Yoo et al. 2018], rotating polygons
[Sato et al. 2010] or prisms [Zhu 2017], and even solid-state photonics phase array [Eldada 2018].
Each one of these beam steerers can be clustered into di�erent applications depending on their
size, cost, mechanical bandwidth, laser power handling, access to position feedback and aperture.
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We can make a comparison of main available technologies that can be used for 2D beam
steering. We exclude rotating polygons due to the �xed scanning pattern that they produce, as
we want to have more scanning freedom (see operating modes of chapter 4. The comparison is
displayed in Table 2.1.

MEMS mirrors

[Wang et al. 2020]

OPA

[Poulton et al. 2017]

Galvanometer

mirrors

[Aylward 2003]

FoV Medium to high (≥
10◦x10◦)

Medium to high (≥
10◦x10◦)

High (40◦x40◦)

Aperture Small (few
millimeters)

Small (few
millimeters)

Large (up to several
centimeters)

Bandwidth High (≥ 1 kHz) Very high (≥ 10
kHz)

Medium (up to the
kHz depending on
size)

Size - Weight Low Low High (bulky)
Control type Open loop Open loop Closed loop
Maturity level Medium at mm size

(micro-mechanics)
Low (photonics) High (actuator)

Table 2.1: Comparison of the three main beam steering technologies for a mono-static design.

We can see here that each technology possess its strength in terms of aperture, bandwidth,
size or consumption.

Coming back to the scanning principle, another advantage of scanning LiDAR is the pho-
todetector. Single element photodetectors are cheaper, usually more sensitive and more widely
spread than arrays. Nevertheless, when considering a single source and single detector, �ash
LiDAR sensor will always have a far greater refresh rate at the equivalent FoV and resolution.
Moreover, very intensive data processing may be required to analyze hundreds of thousands of
3D point clouds in real time, requiring advanced hardware and software. At last, designing a
scanning LiDAR to meet given requirements in angular resolution, refresh rate, range and FoV
is a complex problem, as most parameters critically depends on each other [Quentel et al. 2019].
A monostatic scanning LiDAR implementation is shown in Fig. 2.6.

2.3 Conclusion

Range can be retrieved in two main ways. Firstly, one can rely on optical frequency modulation
and interferometry, using continuous laser source (FMCW). The main drawbacks for long range
are source power, coherence length and linearity, as well as a complex optical architecture and
alignment. Decoherence e�ect produced by atmospheric turbulence, target surface roughness and
other aberration can also signi�cantly impact long range performance [Cao et al. 2020]. Coherent
pulsed laser sources are un�t for proper LiDAR imagery because range can only be obtained using
the ToF of the 100 ns or more pulse envelop.

The second technique is to use intensity modulation. Using modulated continuous waves
(AMCW) for long range requires a very high average power and very good linearity, which is
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Scene

Single 
pulsed laser

Single 
photodetector
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Optical
splitter

Raster-scan

Figure 2.6: Illustration of a 2D scanning LiDAR using two galvanometer mirrors. The con�gu-
ration is monostatic with a single laser emitter and a single photodetector.

di�cult to come across. On the contrary, high peak power laser sources with nanosecond pulse
widths are readily available for a ToF architecture. Because of its simplicity of implementation
and long ranges performance, the pulse ToF LiDAR was the retained solution for our system.

Concerning the imagery method, commercially available arrays of ToF sensors with materials
other than silicon lack the maturity to provide a large pixel count, therefore providing a poor
ratio between FoV and resolution. For ease of implementation and performance, we chose to
rely on a single photodetector and a dual-axis beam steering component, realizing a scanning
LiDAR. More details on the architecture are given in chapter 4.
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Multiples options has been consistently used for remote, automated detection and tracking of
drones or UAV. They indeed represent a challenging target in terms of size, speed and variability
of behavior. Moreover, they can be operated in an urban or a more open environment, meaning
that perception algorithms must work with very diverse backgrounds. Multiple acousto-electro-
optical solutions have been developed to provide a solution to this problem, including LiDAR
systems.

3.1 Not laser-based

This section describes the state of the art of UAV, drones, and more generally small, agile targets
detection and tracking using systems other than laser-based. A selection of examples and systems
is provided here, but more details can be found on the following articles [Guvenc et al. 2018,
Shi et al. 2018, Kim et al. 2019, Birch et al. 2015].

3.1.1 Passive radio-frequency and active RADAR

The RF domain extents from 3 kHz to 300 GHz. Amateur commercially available UAV are
operated using a remote controller operating in the RF domain. By spying this link, it is possible
to detect and track the UAV using a completely passive system. In the same waveband, an active
radar emits and receives its own RF waves to detect and image the target. Inherently, a radar
or a passive RF system has much less resolution than a LiDAR. Exactly like with a laser, the
wave emitted or received by an antenna retains coherence properties. Di�raction theory shows
that the full angle beam divergence Θb can be given in order of magnitudes by:

Θb ∝
λ

Dr
[rad] , (3.1)
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with λ the wavelength, and Dr the aperture. In the NIR, at a 1 µm wavelength, a laser of 1 cm
of diameter at the exit of the system produces a beamwidth of 0.006◦. This represents 10 cm at
1 km. With RF systems, the aperture is complex to accurately compute. The beam divergence
can instead be derived from the value of its directional gain Gi relative to an isotopic antenna
by the approximate formula

Θb =
√

29000/Gi [◦] . (3.2)

To give an order of magnitude, a 20 dBi antenna, such as the one used for RF drone detection
in [Nguyen et al. 2017a], produces a beamwidth of around 20◦. This is the raw lateral resolution
of the system, considerably lower than in the optical domain.

The advantage of the passive RF option is the relatively inexpensive components compared
to the other solutions. Yet, non trivial line of sight and multipath propagation must be carefully
studied to acquire the distance with a single receiver. Detection was experimentally demonstrated
on distances of several hundred of meters [Nguyen et al. 2017a]. The main di�culty resides
in isolating the correct frequency band and channel and keeping tracks of potential hopping
sequences on the carrier frequency [Shin et al. 2015]. Moreover, there are many types of hardware
and software implementations across manufacturers and models. The control on older model can
be analog, using a ten of MHz carrier frequency, or digital in newer model using classical Wi�
band of 2.4 or 5.8 GHz, or even dual-band [Haluza & �echák 2016]. Adding the likely presence
of other communications channels (from GSM, Wi�, radio, etc... ) sinking the signal into noise,
it is easy to see how challenging of an approach it is. Nevertheless, recognizing the drone model
is possible if a data bank was previously built. The team from [Farlik et al. 2019] showed diverse
drone identi�cation from up to 1400 m. Jamming the communication link once detected is also
available with a correctly tuned emitter.

To improve accuracy and detection range, radar systems must be employed. Radar have very
good penetration in bad weather (rain, fog, etc...), and can be operated during the night. By
exploiting doppler e�ect like with the FMCW LiDAR, radar gets access to the instantaneous
target speed. The main challenge that must be faced is the low radar cross-section of drones,
and their low speed compared to usual radar targets. Drone discrimination against noise and
clutter was shown to be improved by using micro-Doppler signatures in a multistatic con�guration
[Ho�mann et al. 2016]. In [Caris et al. 2015], a 94 GHz radar (mm wave) was shown to produce a
15 cm range resolution, and was able to track target from 10 m up to several hundreds of meters.
Finally, we can cite here experiments with DJI Phantom 2 and a radar prototype showing a
maximum detection range of about 3 km [Farlik et al. 2016].

Nevertheless, it should be stated that strong radar signals may not be suitable for a continuous
urban use. Day long operation could potentially disrupt electro-sensitive equipment. Moreover,
radar systems used in civil area should comply to exposure limits within the norm of the country
[ICN 1998], which could limit its accessible power and thus maximal range. These constraints
are obviously shared with active LiDAR systems.

3.1.2 Acoustic sensor

When �ying, drones produce a very recognizable buzzing sound due to its electric propellers.
Therefore, and as demonstrated up to 800 meters in [Benyamin & Goldman 2014], it is possible
to use acoustic sensors to detect and track these types of UAV. In this paper, a single tetrahedric
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array of 4 sensors was used. By using this array instead of a single detector, coherent beamforming
techniques were used to increase the aperture (see Eq. (3.1)) and to considerably improve
resolution, even with the kHz wave frequency. It was comparable to a GPS tracker within a
10◦accuracy. Authors of [Busset et al. 2015] proposes a more complex set-up using an "acoustic
camera" comprised of a sphere of 120 sensors. The given angular resolution is 0.5◦, and maximum
range in a urban environment is given at around 300 m for the DJI Phantom 2. Reliability of
the detection can be improved by using a data bank of known signatures.

The main drawback of the system, as discussed in both articles, is the surrounding noise.
Whereas it comes from busy roads or helicopters, it can sink signal into noise, even with the use
of dedicated bandpass �lters [Benyamin & Goldman 2014]. Nevertheless, it is a purely passive
solution, using relatively cheap components, and which can be operated at night. Using the
coherence properties of sound wave, a multistatic acoustic receiver could potentially increase
both range and angular precision, and could be an option for site surveillance.

3.1.3 Passive imagery

Camera and image processing are a natural solution for UAV detection and tracking, as they
are used in most generic surveillance systems. Algorithms can use either, or both, features
characteristics and motion [Zhang et al. 2016]. Apart from stereoscopic, multistatic systems
using multiple cameras, the data produced is only 2D, and therefore there is no access to range.
As mentioned with �ash LiDAR, the compromise between scene resolution and FoV coverage is
set by the matrix size, number of elements and the optics focal length. To improve the system,
multiple cameras with multiple FoV can be employed. The �rst, wider FoV camera can be for
instance dedicated to rough detection of potential objects, which can be re�ned with the smaller
FoV, higher resolution camera. Of course, such a set-up would require mobile elements such as
point-tilt systems, which can heavily increase the total price.

Camera are very widespread, and therefore relatively cheap. Image processing algorithms
for detection, recognition and tracking are also been developed for decades, therefore the �eld is
mature. Another advantage is the high precision of camera compared to RF-based system, as
it relies on light wave with a lower di�raction limit. The main drawback of passive imagery is
poor performances in lower visibility scenario such as foggy, rainy, clouding weather and during
the night. Using infrared camera help with penetration through obscurants [Kim et al. 2018b],
but resolution is limited and price is usually high. Non line-of-sight imaging is also a challenge
in most urban environment.

3.2 Active LiDAR

As seen previously, no stand-alone solution seems ideal to detect and track UAV. Each have its
own advantages and drawbacks. To improve global performances, LiDAR was therefore tested as
a complementary sensor. Compared to passive imagery, the system can work in degraded weather
or during the night, and produces range information. Because it is an active system, signal to
noise ratio is expected to be better than for passive systems such as RF and acoustic sensors,
while being more resolved due to optical wavelength. Resolution will be better compared to
radar, but non-line of sight imaging is not possible, and bad weather scene penetration is lower.
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Moreover, laser based systems must be limited in power due to eye-safety regulation, therefore
a long range system may not be suitable in populated areas.

We describe here two types or LiDAR applied to this speci�c application. One use gated
imagery, and the other a scanning mechanism.

3.2.1 Flash, gated imager

Flash, gated imagers usually operate in the IR region. For eye-safety consideration, the wave-
length of predilection is often in the SWIR, close to 1500 nm to maximize usable peak power.
Flash imagers are made with a 2D matrix detector (camera), which is electronically gated to
detect light only during the speci�ed time gate. Used with a �ash laser, it is possible to ac-
quire a range slice of a few tens of meters wide. Apart for signal to noise ratio and night
operation, another interesting aspect of gated imaging is the ability to suppress background and
foreground, making image processing algorithms more robust compared to complete 2D images
[Laurenzis et al. 2019].

As an example, we can cite here a cryocooled, 640x512 pixels, 15 µm pitch gated HgCdTe
APD camera to identify diverse targets [Breiter et al. 2018]. The camera FoV is 0.9◦x0.7◦and is
able to resolve a 2.5 cm object at 1 km. The �ash system is mounted on a motorized tripod and
is the zoom relay option of a wider FoV (6◦x5◦), passive camera in the mid-wavelength infrared,
3000 - 8000 nm (MWIR) region. With this type of resolution, long range drone recognition
is possible. Nevertheless, tracking quality will heavily depends on the mechanical response of
the tripod, as the camera FoV is very narrow and must be constantly tilted to follow the drone
trajectory. A similar demonstrator can be cited here, speci�cally dedicated to drone detection and
tracking [Christnacher et al. 2016]. The authors used an EBCMOS InGaAs/indium phosphide
(InP) camera of 640x480 pixels, with a FoV of 0.9◦x1.2◦, mounted on a pan and tilt device. An
EBCMOS camera is comprised of at least two major layers: one photocathode, and one CMOS
thinned layer. Here a InGaAs/InP photocathode is used to convert incidents photons of the
SWIR band into electrons, which are accelerated by several kV of static electric �eld into the
backsided CMOS layer, acting as the �nal array of pixels. The sensitivity of this sensor is close
to the single photon. The measurements show tracking improvements over conventional camera
while the drone was �ying in front of a forest, because the background disappear with gated
imaging. Kilometer range was also disclosed with this system.

At last, the authors of [Woods et al. 2019] used a 32x32, Si based SPAD array in a LiDAR
system, light sensitive from a wavelenght of 0.3 to 0.9 µm. On the same optical axis, the SPAD
array was coupled to a passive thermal camera sensitive from 8 to 12 µm. The thermal camera
is used for detection of object of interest in a relatively large FoV, then transitioning to LiDAR
for a higher resolution depth map. The optronics head is mounted on a gimbal turret. Depth
resolution was disclosed to be 50 cm, with a small LiDAR FoV of 0.1◦and a 100 Hz refresh rate.
Detection of a �xed-wing UAV was performed at 1.5 km. Other images were acquired with a
LiDAR operating in the SWIR for eye-safety considerations.

3.2.2 Scanning LiDAR

Conversely, scanning LiDAR systems are less employed for drone and UAV detection. The
main advantage of scanning LiDAR is the considerably wider addressable FoV compared to �ash
imager, at the expanse of acquisition time if image resolution is kept equal. Therefore at �rst
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glance, the system does not seem to be adapted to the detection of agile and small targets. But
prototypes and commercial systems are developed to challenge this idea. All systems described
here are pulsed ToF based.

The OPAL product from Neptec was tested and shown to be able to detect a drone up to
600 m[Church et al. 2018]. The design is based on rotating prisms, and was able to achieve
detection while scanning 30◦of FoV at a refresh rate lower than 1 Hz. The pattern drawn is
a rose with an uneven laser point density across the scene. Detection was performed when at
least two echoes were found originating from the same localization, as a mean to �lter false
alarms. Another demonstrator developed by Hanwah systems aims to reach the 2 km range.
They propose a scanning LiDAR system able to cover a FoV of 350◦x120◦while able to focus on
a FoV of 0.5◦to increase resolution [Kim et al. 2019]. The system is based on 1 kHz bandwidth
galvanometer mirrors, and mounted on a gimbal to reach this wide FoV. Resolution is very high,
reaching 0.003◦x0.025◦. Data processing is more intensive than with the Neptec demonstration
and is based on neighbor clustering to segment the scene and track the target among the noise
[Kim et al. 2018a].

At last, another approach is to use commercial scanning systems targeted toward automotive
industry. One team used Velodyne 360◦rotating scanning LiDAR with both 64 and 16 lines
mounted on a vehicle to detect and track an UAV [Hammer et al. 2018]. Detection range is
very limited with this set-up, only up to 50 m. Vertical resolution of is 0.4 ◦, while horizontal
resolution is 0.17◦for the 64 lines, and 2◦for the 16 lines. Due to the low resolution, even at this
close range, the system has to rely on less than 10 points for clustering. Identi�cation of the
UAV was therefore challenging and false alarms were complex to sort due to the amount of other
objects on the scene.

3.3 Conclusion

We propose on Table 3.1 a summary about existing technologies able to detect and track drones.
Unfortunately, precise range, FoV and overall performance are di�cult to come by, even in the
literature. Moreover, the scale of some systems compared to more modest setups can induce
a comparative bias (for instance comparing a 100 m range scanning LiDAR for automobile
compared to a military oriented 2 km range �ash LiDAR). To this e�ect, the candidate tried
to use sources describing systems speci�cally oriented toward drone detection, and based on a
single technology, as the one described previously. This summary is also inspired by multiples
reviews [Guvenc et al. 2018, Birch et al. 2015, Taha & Shoufan 2019, Shi et al. 2018].

Commercial drone detection systems are often based on a plurality of technical solutions,
especially passive imagery and radar. The use of LiDAR for this application is more marginal,
which can be explained by the cost of high performing systems and the potential eye-safety issues.
Nevertheless, as discussed in chapter 4, we propose to take full advantage of the high resolution
and dynamic performances of a scanning LiDAR to answer speci�c requirements.
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Table 3.1: Comparison table between technologies for drone detection and tracking.
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4.1 Speci�cations and proposed solution

The purpose of our LiDAR system is to detect and track small, agile targets such as drones at
a long, kilometer range as well as close range. The system must have precise positioning, lower
than the target dimensions, and should be able to refresh the target position at a high rate during
tracking. High dynamic ranges are required, in terms of target range, acceleration, speed and
trajectories. We wish to respect the speci�cations shown in Table 4.1, in order of importance.

The angular accuracy is partly constraining, but good quality beam steering systems can
have a much better resolution than what we want to achieve. The real constraint for a scanning
LiDAR is the refresh rate. Conventional imagery of a large FoV with enough resolution to detect
drones at several hundred of meters may take up to a few seconds [Church et al. 2018]. Therefore,
for high localization rates, the system must use a local scan of a reduced FoV, which itself should
be centered on the target at all time.

Because of the risk of lowering tracking quality with heavy data processing algorithms, we
choose to rely on a easier, more robust method based on a binary assumption: if an echo is
produced during a local scan, then the target is present. This is particularly relevant for drones
against non-signing backgrounds such as the sky. This was demonstrated for space docking
rendez-vous [Blais et al. 2000], and more recently applied to UAV tracking [Kasturi et al. 2016].

We were inspired by these two articles and proposed the following improved solution:
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Parameter Value

Detection FoV ≤ 10◦x10◦

Scanning duration ≤ 10 s for 10◦x10◦

Range From 50 m to 1000 m
Tracking localization rate > 100 Hz
Angular accuracy < 300 µrad at 1 km (size of the drone)
Range accuracy < 1 m
Max tracked angular speed 5◦/s (more than 40 m/s at 500 meters range)
Laser hazard As low as possible
Dimensions & weight Low enough to be included in another system
Modes Detection, tracking and intrusion detection

in a given angular zone

Table 4.1: Speci�cations of our LiDAR.

1. The �rst phase is target detection among a given, large FoV which is void of any targets
other than the drone. The LiDAR scans this large zone, which may take a few seconds.

2. If a target is detected, then the systems switch to tracking mode with a local scanning
pattern. The target is kept within the local pattern boundaries. The method relies on
minimizing the error between the center of the local scanning pattern and the average of
the echoes received during a period. It is akin to an ecartometry principle. Because of the
narrow FoV, localization rate can be very high.

3. Concerning the intrusion detection, we chose to draw a laser cone which encloses an angular
zone. If an object penetrates the zone, it crosses this laser boundary and should be detected,
triggering an alarm and e�ectively securing the zone.

The three modes and their succession are presented in Fig. 4.1

  

DETECTION TRACKING INTRUSION

Figure 4.1: Representation of the three di�erent modes of the system for a drone target (blue)
moving at a distance from the LiDAR (grey box). To illustrate, a raster-scan is used for detection,
a Lissajous is used for tracking, and a circle-spiral used for intrusion detection.

Finally, A graph showing the correspondence between target angular speed and metric speed
as a function of range is shown in Fig. 4.2. On this �gure we can see how widely di�erent angular
speed traduces to metric speed depending on range.
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Figure 4.2: Conversion between angular and metric speed for target range from 100 meters to
1500 meters.

4.2 Coordinate system

We chose to use the horizontal coordinate system, with the two angles being azimuth θ and
elevation ϕ. This is particularly adapted for a LiDAR aimed at �ying targets because it is
referenced to ground. Using Fig. 4.3, we can deduce the following transformation from our
horizontal coordinate system (θ, θ, ϕ) to the Cartesian one (x ,y, z):

x =R cos(θ)cos(ϕ)

y =R sin(θ)cos(ϕ)

z =R sin(ϕ)

. (4.1)

Figure 4.3: Presentation of the LiDAR horizontal coordinate system. The grey area represents
a spherical portion at constant range R.
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4.3 Designing an optical architecture

Scanning LiDAR is our preferred solution to answer the requirements presented. In terms of
range, resolution and component availability, �ash LiDAR is another good proposition, but the
very narrow FoV needed (around 1◦x1◦ for the range we wish to obtain [Breiter et al. 2018,
Christnacher et al. 2016, Woods et al. 2019]) makes it incompatible with some of our require-
ments. One workaround would be to scan this narrow �ash LiDAR FoV across the scene, but
it would require mounting the system on a pan and tilt unit, which breaks the compactness re-
quirement. On the other hand, a carefully designed scanning LiDAR can produce the necessary
range, resolution, FoV and �exibility within the initial speci�cations.

More details on the speci�c components used can be found on chapter 7.

4.3.1 Con�gurations available

We built our LiDAR around the scanning ToF principle with a threshold pulse detection. When
the emitted laser pulse intersects with an object on the scene, part of the energy is back-scattered
to the system. Depending on a number of parameters such as re�ectivity, energy density, at-
mospheric transmission and more, the back-scattered pulse may be intense enough to trigger an
echo. By time-stamping the echo and reading the beam steering pointing coordinates, one has
access to the azimuth θc, elevation ϕc and range R of the object.

Because of the required kilometer range, high peak power lasers must be used. This com-
ponent is expensive and may be bulky, therefore we are limited to a single source. Multiple
channels LiDAR, such as the one currently used in systems developed by the company Velodyne
is thus not within our possibilities. Laser pulse width should be in the nanosecond range, com-
bining high peak power with a relatively low pulse energy. For performance issues and ease of
integration, we are also using a single element photodetector. The photodetector bandwidth and
very low noise needed means an APD should be used, with an active cell as small as possible.

In terms of design, there are two main architectures. One is bi-static, where emission and
reception channels are separated. The other is mono-static, where the emission and reception
channels are shared. We are going to review these two.

4.3.1.1 Bi-static (scanning emission, staring reception)

In this setup, the emitted laser beam is scanned on the scene using a beam steerer. The detector
stares at the whole FoV. This may be the most intuitive design, but it has two main drawbacks.
At �rst, because of the wide FoV, noise coming from background illumination (the sun) is very
high, even if it could be mitigated by using a narrow optical bandpass �lter.

Another critical aspect is the aperture. Let Dr be the collection diameter (aperture), and
fo the focal of the system. If we consider an input beam of collimated light, then the f-number
nf=fo/Dr conditions the maximal value of the cone angle that can be focalised by the optical
system. On the other hand, the relationship between FoVi, DAPD and the lens focal fo is given
by geometric optics:

FoVi =
DAPD

fo
. (4.2)

Therefore, we can express the collection diameter as
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Dr = DAPD
1

nfFoVi
. (4.3)

Very high aperture lens have f-number close to one (nf ∼ 1.4). Current technical limitations
make it di�cult and expensive to get f-number smaller than 1. Therefore, for a 75 µm APD
and a FoVi=10◦, the corresponding aperture is smaller than 1 mm. This is far too small for the
wanted kilometer range. Therefore, this option is not realistic.

Some systems have successfully employed bi-static approach for a scanning LiDAR. They
rely for instance on a single scanner for emission and reception in an autosynchronous design,
but this requires a massively sized second axis [Laurin et al. 1999], incompatible with our speed
constraints. Another solution is to use two scanning devices [ROYO et al. 2018], but alignments
and synchronization can become very tedious for the precision we need at a kilometer range.

4.3.1.2 Mono-static (single scanner for emission and reception)

The other option is to scan a much smaller detector instantaneous FoV across the scene in
synchronization with the laser. One way to readily synchronize emission and reception is to
share the same scanner for both. The drawback is that collection diameter is directly limited
by the scanner aperture. A bigger collection would imply a bigger scanner, and therefore less
dynamic capabilities.

The complexity of mono-static systems resides in the separation between the emission and
the reception. This separation can be physical, by using a holed mirror for instance, or optical,
using polarization with a beamsplitter (BS). A high degree of optical isolation is critical between
each channel so as not to blind or damage the detector with the emitted pulse, whose peak power
can be very high. Unfortunately, each optical component introduce a new interface, which can
potentially create unwanted backscattering.

A schematic of mono-static and bi-static architectures is presented in Fig. 4.4.

4.3.2 Iterations and �nal architecture

Our �nal design is comprised of a mono-static con�guration with a single laser source, beam
steering element and photodetector (cf Fig. 4.5). A dual axis galvanometer, which has position
feedback implemented, is used as the steering element and allows for a wide range of scanning
patterns. A bandpass spectral �lter is added in front of the photodetector to reduce shot noise
coming from background light. The beam rays should have a low enough angle of incidence to
preserve the optical bandpass �lter characteristics (high f-number needed).

The pulsed laser source is de�ned by its mean power Pmean, its peak power Pe, its pulse
repetition frequency (PRF) fl and its pulse width τp. In linear regime, we got the equation

Pe =
Pmean
τpfl

. (4.4)

This pulsed operation means that every pattern drawn by the system is not continuous, but
rather sampled at the laser PRF fl.

In the �rst iteration, separation between emission was done with a BS. The source was
unpolarized, and so was the BS. As a result, both the transmission coe�cients in emission and
reception, ηBSe and ηBSr , are roughly to 0.5. The total losses in the path amount to 75% of
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Scanner Scanner

BS

Laser

Detector

Laser

Detector

Collection
aperture
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aperture

BS: beam separator

MONO-STATICBI-STATIC

Figure 4.4: Schematic of two main types of architectures for a single emitter LiDAR scan-
ner. (Left) Bi-static con�guration with a scanning emission and a staring single photodetector.
(Right) Mono-static con�guration using the same scanner for both emission and reception. The
critical component is the beam separator.

the total energy, which is very high. Using a polarized source and BS was considered to reduce
losses. Many LiDAR architectures use polarization to this e�ect, with some optimization to
reduce cross-talk [Wang et al. 2016, Qu et al. 2018]. Nevertheless, it can be challenging because
of the depolarization e�ects previously mentioned in chapter 2.

In the second iteration, separation between the emitted and received pulse is done with a
holed o�-axis parabolic mirror (PM). The emitted laser beam goes through a hole in the mirror
and is then oriented in the scene by the galvanometer. The back-scattered wave retraces the
same trajectory, except it is re�ected by the PM and focused onto the detector. As a result, the
received aperture is annular. This induces some losses in the reception path, but creates a good
optical isolation between the paths while minimizing the number of optical surfaces.

The transmission coe�cients in emission and reception, ηPMe and ηPMr , can be expressed in
this case as


ηPMe =1− exp

(
−

2D2
h

W 2
0

)
ηPMr =1−

D2
h

D2
r

, (4.5)

with W0 the laser beam waist diameter assuming a Gaussian beam and Dh the mirror hole
diameter.
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Figure 4.5: Presentation of the LiDAR �nal optical architecture.

4.3.3 Wavelength selection

Now that the LiDAR architecture has been described, we have to select the operating wavelength
of our LiDAR. This issue in itself is quite complex, because there are a lot of parameters involved
depending the application. We show on Table 4.2 the main contributing ones as well as the
wavelengths we can choose from.

Parameters Wavelengths

- source at the desired peak power and PRF - ultraviolet, 10 nm - 400 nm (UV)
- photo-detector performance - visible wavelength, 400 - 750 nm (VIS)
- optics and coating availability - near infrared, 750 - 1400 nm (NIR)
- component prices - short-wavelength infrared, 1400 - 3000

nm (SWIR)
- atmospheric transmission - mid-wavelength infrared, 3000 - 8000

nm (MWIR)
- background illumination (solar or
terrestrial)

- long-wavelength infrared, 8000 - 15000
nm (LWIR)

- eye-safety limits

Table 4.2: Main contributing parameters for wavelength selection.

The UV, MWIR and LWIR are fairly "exotic" and require speci�c, costly material, with
often less performance than more widespread components. The VIS wavelength is also not suited
for a scanning LiDAR application because of its visibility to the human eye (glare, temporary
blindness, etc...). Therefore, we are only left with either the NIR or the short SWIR (up to 1800
nm). As mentioned on chapter 2, the APD can be based on either Si or InGaAs crystal. Their
fabrication process, properties and prices are di�erent with an advantage given to the silicon,
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but not too signi�cant. In our case, re�ectivity is not a deciding factor because drones can be
constituted of a wide range of materials, some with a higher signature in the NIR, others in the
SWIR.

The selection can be made by looking at the laser safety issue. International laser safety
standard EN 60825-1:2014 de�nes a maximal permitted exposure (MPE) of the eye in [J/m2 or
W/m2] for each wavelength and observation time. We plotted in Fig. 4.6 the MPE of the eye
from 750 to 1800 nm, for pulses ranging from 1 ns to 1 µs and for average emission (> 10 s)
and for laser divergence lower than 1.5 mrad (narrow beams). The continuous emission can be
applied to pulsed sources, by considering pulse accumulation for more than 10 s.

Figure 4.6: MPE of the eye for single pulse (1 ns - 1 µs) and continuous emission (> 10 s). Both
ordinate scales are very di�erent as one deals with average power, and the other with energy per
pulse. The selected wavelength is 1550 nm (black dotted line), in the most permissive region.

We can see on this �gure that the most permissive region for laser exposure is between 1500
and 1800 nm. In this region, radiations do not reach the retina and are stopped by the cornea
and other parts. This implies that the same MPE is used for the skin at this wavelength. Due
to the high repetition rate of most scanning LiDAR, the most restricting MPE is often the
continuous one. Values higher than the MPE can cause thermal damage such as burns. In our
application, we selected 1550 nm because of the availability of Erbium laser sources, developed
for �ber communication.
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4.4 Modes

4.4.1 Detection mode

In detection mode, the LiDAR scan a relatively wide FoV (for instance 10◦x10◦). The most
common scanning operation is a raster-scan. It is a non-overlapping directional sequential scan
in two dimensions. The pattern can be achieved by driving the azimuth axis, θ, with a triangular
waveform and the elevation axis, ϕ, with a stair waveform. By this description, θ must be driven
at a much higher frequency than ϕ, which incidentally is adapted to dual-axis galvanometer
scanner which possesses a fast and a slow axis.

To study this pattern and its performance, we need to take a closer look at its structure.
Even though the raster-scan is continuously drawn, each laser pulse is separated on the θ and
ϕ axis. The separation on θ depends on the laser PRF and the triangular waveform frequency.
The separation on ϕ depends on the stair step size. These separations are the corresponding
resolution δθ and δϕ. With a Gaussian beam of given full angle divergence Θb, there may be
signi�cant overlap between each pulse.

The arrangement between each azimuth sweep must also be de�ned. For maximal density, it
is possible to arrange the successive laser beams in an uniform hexagonal lattice, which is known
to present the highest density when stacking disks [Fukshansky 2009]. To use this pattern and
arrangement in practice, timing and synchronization between the beam scanner and the laser
must be handled with care to keep drift to a minimum. This level of control is very di�cult
to achieve in practice. Therefore, we choose to base further studies on the worst case, which is
when the pulses are kept on top of each other. The pattern then forms a rectangular (or square)
lattice, which possesses the lowest compactness of any type of stack.

In this raster-scan, the critical parameters are the scanning time, Tscan, and the angle resolu-
tion, δθ and δϕ. A perfect scanner would have both a high resolution and a short scanning time.
With Fig. 4.7, we can show these quantities by introducing the triangular waveform frequency
fθ. Using the desired FoV (Aθ, Aϕ), both resolutions can then be expressed as

δθ =
2fθ
fl
Aθ

δϕ =
1

2Tscanfθ
Aϕ

. (4.6)

These equations can be used to verify that the desired performance of the raster-scan is within
the dynamic capabilities of the scanner, particularly for the azimuth axis (fast axis) frequency
fθ. We can reformulate Eq. (4.6) to express the scanning time directly as the function of the
resolution, the FoV and the laser PRF as

Tscan =
AθAϕ
δθδϕ

1

fl
. (4.7)

This equation will be used in chapter 6 as a link between the laser characteristics (fl), the
operational constraint (Tscan, Aθ, Aϕ), and the needed system resolution (δθ, δϕ).

This mode end when a detection occurs. The detection mode is binary and therefore not
robust to other elements on the scene. It can be improved by range gating so as to exclude
background or foreground.
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Figure 4.7: Representation of the scanning pattern (left) and each corresponding one-dimensional
waveform (right). On the left the laser pulse beam distribution is highlighted in red dashed
circles, Θb being the beam diameter projected on the scene. The laser beams distribution follows
a square (or rectangular) pattern, which is a worst case with the lowest compacity.

4.4.2 Tracking mode

In a general manner, tracking consists in gaining access to the target coordinates in real-time, or
more precisely at a given refresh rate. As described previously, because we wish to have a very
high refresh-rate, we adapted a method found on [Blais et al. 2000] and [Kasturi et al. 2016].
The core principle is to periodically re-center a laser pattern on the target position found at the
end of the current iteration, so as to minimize the error between the previous pattern center and
the newly detected target position. To keep refresh rate as high as possible while complying with
the bandwidth of the scanners, we have to use relatively simple and angularly small patterns.
In fact, the pattern may be only a few times as big as the target. Therefore, a relatively precise
primo-detection is needed to initialize tracking by localizing the target within a scene which may
be tens of degrees wide. This primo-detection can be provided by other systems, or by the same
LiDAR such as previously described.

The pattern shape was selected according to the target estimated diameter, Dc, to improve
tracking quality. Dc can be a prior if the target dimensions are known, or can be found and
re�ned during tracking, as described in [Blais et al. 2000]. The tracking algorithm is as follow:

1. at the iteration i, the laser system draws a local pattern surrounding the target, centered on
coordinates (θpi,ϕpi). During the pattern period Tp, the beam may overlap with the target
multiple times, potentially producing echos. These three dimensional echo coordinates are
stored.

2. At the end of the period, the average (θ̃c ,ϕ̃c, R) of the echoes coordinates is computed.
This produces an estimation of the target coordinates.

3. The pattern center is updated using (θpi+1=θ̃c ,ϕpi+1=ϕ̃c). Then, go back to 1.
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With this algorithm, if there are echoes at each period, the localization frequency floc is the
inverse of the pattern period, floc=1/Tp. If no detection is made during a set number of periods,
then tracking is considered lost (timeout). A visual description is made in Fig. 4.8. Thank
to the recursivity of the algorithm, a dynamic range gating can be implemented to remove any
potential foreground or background echoes.

Tracking error

Period Ti
Period Ti+1

Figure 4.8: Core tracking strategy relying on minizing the tracking error between each pattern
period. Pattern shape adaptation is not displayed here.

The main drawback of our strategy is that the LiDAR is entirely focused on the target and
therefore blind toward the rest of the environment. Multi-target tracking can be enabled by
temporally switching between targets, with a degradation of performance.

For single target tracking, performance is fundamentally linked to some parameters such as
the number and homogeneity of laser beams within the pattern, the diameter of the pattern,
and its period. A small target may slip within the "holes" of the grid-like pattern, and a fast
target may escape the pattern boundaries before it has time to complete its revolution. Adequate
pattern con�guration is then critical to meet the required performance. Therefore, we propose
in chapter 6 an approach to rank patterns regarding their performances in terms of probability
of intersecting the target.

4.4.3 Intrusion mode

One interesting aspect of our LiDAR is its detection capabilities. In our speci�cations, a large
angular zone around the target must be secured. Based on a previous patent [Haag et al. 2019],
the LiDAR system is used to secure a zone by drawing an angular cone around the target. In
this mode, there is another object, called the intruder, which wishes to penetrate the angular
zone close to the target. The securisation cone is there to detect it when it crosses the barrier.
As detailed previously, the pulsed nature of the source creates "holes" in the angular cone. To
guarantee a detection, one need to play on the frequency of rotation fi and the laser PRF. These
design considerations are at the heart of this mode performances.

In parallel to the intrusion detection, the target still needs to be tracked. This is done by
another system, but this one need a telemetry on the target at a given rate. To answer this
requirement, a spiral is spliced within the cone at a low frequency (1 Hz). Separation between
target detection and intruder detection is done by splitting the pattern into two angular zones
using a coe�cient s, which can take values between 0 and 1. If As is the circle or cone angular
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diameter, then

{
If detection at coordinates (θ, ϕ) such as

√
θ2 + ϕ2 ≥ sAs/2, then it is an intruder,

else detection is assigned to the target.
(4.8)

This description is only valid if the center position of the cone is regularly updated by the
other system realizing tracking. A description of the waveform used is shown in Fig. 4.9.

 

1/ 

Figure 4.9: Representation of the pattern (left) and each corresponding one-dimensional wave-
form (right). On the left the laser pulse beam distribution is highlighted in red dashed circles,
Θb being the beam diameter projected on the scene. The beam distribution is an angular cone
with a spiral spliced at a given number of cone iterations (5 here).

4.5 Conclusion

The three modes implemented in our LiDAR are summarized in Fig. 4.1. Beside implementation,
our work consisted in modeling and optimizing each individual modes regarding the needed
speci�cations. To summarize, the theoretical work presented in the following chapters covers:

1. for detection mode, an optimization of the probability of detection of a given target at a
given distance while minimizing operational constraints such as the scanning duration,

2. for tracking mode, a model for best pattern selection regarding echo density and overall
performance,

3. for intrusion mode, a model to �nd the adequate cone frequency to always detect target of
given speed and size at a given distance. This is critical for an intrusion-proof setup.

Experimental con�rmation was also performed, essentially for tracking in which we gathered
the most data. In any case, these models provide a global comprehensive study and a performance
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analysis to indicate trends and working points. All these models take root in our extended link
budget, which is described in the following chapter.
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5.1 3D Accuracy, precision and resolution

This section covers the generic optical concepts regarding static accuracy performance of a scan-
ning LiDAR using pulsed ToF.

5.1.1 Beam width and lateral resolution

Any type of pulsed light can be used to achieve ranging. In practice, except for close range
AMCW LiDAR (a few meters), laser sources rather than LED are employed. Spatial coherence
of lasers allows to keep a high energy density across range, which is not possible for incoherent
sources such as LED. Beamforming is a possibility to project a speci�c laser shape on the scene,
especially in �ash LiDAR where the illuminated FoV should be rectangular and uniform. Never-
theless, the fundamental Gaussian mode happens to be the solution of the paraxial wave equation
that minimizes far-�eld divergence, as well as minimize spot size when focused [Paschotta 2006].
Because energy density is such a concern for long range LiDAR, using a laser with a di�raction
limited Gaussian pro�le is therefore the best option. The power density I of the beam in the
direction of propagation x, normalized to the emitted peak laser power Pe, is given in the LiDAR
coordinate system (cf Fig. 4.3) by:

I(y, z, x) = Pe
8

πW (x)2
exp

(
−8(y2 + z2)

W (x)2

)
, (5.1)
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with W the waist diameter, which is a function of range x. W is de�ned as twice the distance
from the center of the beam where the intensity drops to 1/e2. The waist diameter is linked to
the laser wavelength, λ, and the initial waist (at emission), W0, by the formula [Paschotta 2011]

W = W0

√
1 +

(
4λx

πW 2
0

)2

. (5.2)

It is important to note that the larger the beam at emission, the smaller its divergence is.
This e�ect is directly linked to the physics of di�raction in wave propagation, which is similar to
a Fourier transform. In our architecture, the Gaussian beam passes through a hole in a parabolic
mirror. This may truncate the beam, which in turns will increase the divergence. This issue was
studied in [Drège et al. 2000], resulting in an approximated formula of the full beam divergence,
Θb, as a function of the hole diameter, Dh, and λ as

Θb = 0.9712
λ

W0

 e

1− exp
[
−
(

Dh
1.0271W0

)2
] − 1


1/2

. (5.3)

Laser are often provided with a parameter, noted M2 (M-square), which is the beam quality
factor. It measures the beam shape deviation from a perfect Gaussian (M2=1). Their �nal
divergence can be approximated by Eq. (5.3) multiplied by

√
M2 [NelsoN & Crist 2012].

The full beam divergence directly relates to the footprint of the beam on the scene. By
adapting the Rayleigh criterion to laser imaging, two object can be discriminated if they are
angularly separated by at least Θb. This is analog to saying that the produced point cloud in
dimension (θ,ϕ) can be approximated by the convolution between the scene and a Gaussian blur
of size Θb. The angular separation between points is given by the chosen resolution (δθ,δϕ),
which is de�ned in chapter 4 with a raster-scan example.

A beam steerer having a better resolution than Θb can still be usable to reduce the error
between the actual target position and the one seen by the system, particularly in tracking mode
as demonstrated on chapter 7. Moreover, more resolution can be pro�table in laser imagery if
two-dimensional deconvolution algorithms are applied to the point cloud, similarly to what is
done in image processing [Luo et al. 2019].

5.1.2 Pulse width and range precision

Range precision in direct ToF LiDAR is a relatively complex problem. As shown on Fig. 2.3,
range is found by measuring the time between pulse emission and pulse reception (which is the
ToF), producing R = cToF/2. Because the pulse has a given width, some processing must be
applied to reduce it to a single time value. The most common time-stamping methods are based
on either peak detection, matched �lter detection (or correlation detection) or leading-edge pulse
detection. Matched �ltering or peak detection requires very high-speed digitizer (≥ 1 GSa/s)
for digital signal processing, which is costly and complex to integrate for real-time applications.
Leading-edge pulse detection has a simpler electric architecture with an ampli�er directly feeded
into a comparator for threshold detection.

The output of the comparator is a digital pulse, which is sent to a time-to-digital converter
(TDC) for time-stamping. Range resolution δR is given by its clock rate fclock
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δR =
c

2fclock
. (5.4)

Ranging measurements are subject to systematic errors, which can be corrected by calibra-
tion, and random errors, which cannot. Systematic errors lead to loss of range accuracy and
random errors lead to loss of range precision.

Systemic errors with leading-edge pulse detection stems from variations in the strength of the
signal, which has an impact on the instant at which the edge crosses the threshold (range-walk
errors). This error can be important in detection systems with large dynamic range, resulting
in massive signal strength variation on the detector. Because pulse amplitude scales with pulse
width (found by leading-edge and falling-edge time-stamping), look-up tables with polynomial
�tting can be implemented to mitigate this e�ect [Williams 2018].

Random errors are caused by pulse-to-pulse variations in the returned pulse, therefore im-
pacting the leading edge time-stamping. Atmospheric turbulence, noise sources in reception
chain and optical SNR can generate jitter [Grönwall et al. 2007]. For a very simpli�ed case of a
�at di�use target, the impact of a Gaussian noise of the detection chain produces a jitter σR of
expression [Steinvall & Chevalier 2005]

σR ≈ 0.1
c

B SNR
, (5.5)

with B the reception chain bandwidth, which in case of a matched detector can be exchanged
for the inverse of the pulse width 1/ τp. As a general guide, a smaller pulse width is directly
correlated with more range precision.

5.2 Extended link budget

To model the static performance of our system, we need to compute the link budget, which is the
average expected number of photon received as a function of the average number of photon sent.
The analytic expression is a description of the photon losses from the emission out of the laser
to the atmospheric propagation toward the target and back at the detector. The key element is
the beam-target interaction, which for best accuracy must take into account geometrical overlap
between the two as well as the re�ective properties of the target.

In our model, we suppose a target at a �xed range R to our LiDAR. We are writing our link
budget in terms of peak power instead of photons (energy) so that it can be directly compared
to the sensitivity of the photo-detector, often expressed in power unit.

5.2.1 Generic expression

We can separate the expression into two components. First, the emission from the output of the
laser up to the target surface. The peak power Pts at the target plane is given by

Pts = PeηeTa , (5.6)

with Pe the emitted peak power at the laser output, ηe the emission transmission e�ciency of
the LiDAR and Ta the atmospheric transmission. Then, the interaction between the beam and
the target is the most challenging part. The way a material scatters light is modeled using the



38 Chapter 5. Static Model

bi-directional re�ectivity distribution function (BRDF), in steriadian, noted fBRDF. Strictly,
this function is de�ned for a single point source uniformly illuminating a in�nitesimal surface
area with a single point source collecting a in�nitesimal solid angle. Here, we are illuminating
a macroscopic target, which area is given by the surface mask T , with a beam of a given beam
pro�le B (

∫∫
B(u, v)dudv = 1). We can write the produced integral in the local (u,v) plane,

which is a projection of the (y, z) LiDAR plane at target distance x=R. We de�ne the beam
center coordinates in this plane from its angular coordinates (θb, ϕb) as{

ub =R tan θb

vb =R tanϕb
, (5.7)

and similarly the target center coordinates in this plane from its angular coordinates (θc, ϕc)
as {

uc =R tan θc

vc =R tanϕc
. (5.8)

A representation of these parameter in case of a Gaussian beam is done on Fig. 5.1.

Beam

(    ,    )

Target

(    ,    )

Figure 5.1: Representation of a Gaussian beam emitted by the LiDAR at coordinates (θb, ϕb)
with a target present at coordinates (θc, ϕc). We show here the local coordinate system in the
target plane (u,v) as well as the interaction between the beam pro�le B and the target pro�le T .

fBRDF is the local BRDF of the target, and can take di�erent values across the surface, which
is a function of (u, v). Its value is also dependent on both the incident angle (θb, ϕb) and the
photodetector angular direction (θ, ϕ). We wish to have a macroscopic target BRDF function
FBRDF which takes into account the illumination on the target and all the local BRDF fBRDF
composing the target. We can thus de�ne this function by using a surface integral of expression

FBRDF(θb, ϕb, θc, ϕc, θ, ϕ) =

∫∫ +∞

−∞
B(u−R tan θb, v−R tanϕb) fBRDF(u−R tan θc, v−R tanϕb; θb, φb, θ, ϕ) dudv .

(5.9)
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The target mask and orientation T is included within fBRDF. It should be noted that if the
beam is a 2D Dirac function centered on (θb, ϕb), then the macroscopic BRDF is equal to the
microscopic BRDF of this position.

With this development, we now have an expression of the proportion of light scattered back
at a in�nitesimal solid angle in the direction (θ,ϕ). The in�nitesimal solid angle is de�ned by
d2O = sin(θ)dθdϕ. We have to perform a �nal integration to get the target re�ectivity into the
LiDAR aperture of diameter Dr, noted RDr . This integral also have to take into account the
incident projection angle of the irradiance, which is traduced by a cos(θ):

RDr(θb, ϕb, θc, ϕc) =

∫∫
FBRDF(θb, ϕb, θc, ϕc, θ, ϕ)cos(θ)d2O . (5.10)

The solid angle of this aperture is de�ned by a cone of aperture arctan(Dr/(2R)) as seen by
the target. Therefore, we have the following integral:

RDr(θb, ϕb, θc, ϕc) =

2π∫
0

arctan(Dr2R )∫
0

FBRDF(θb, ϕb, θc, ϕc, θ, ϕ)cos(θ)sin(θ) dθdϕ . (5.11)

This expression is only strictly true if the re�ected direction is oriented on the normal of
the target surface, which is what we suppose here. The �nal expression for the re�ectivity
depends on both the beam and target angular coordinates. This dependence can be found in the
geometrical surface overlap between the two, as well as in the angle of incidence and re�ection in
the BRDF. Much more parameters are hidden into this function, like range or beam divergence.
This description of the re�ectivity can be found in a di�erent formalism in [Jenn 2005].

If we come back to our link budget, we can write that the received power Pr on the detector
is then

Pr = PtsRDrTaηr . (5.12)

The re�ectivity RDr is akin to a gain factor, depending on the target incline to back-scatter
energy into the solid angle de�ned by the collection aperture Dr. Using Eq. (5.6), the global
link budget can then be written as

Pr = PeηeηrRDrT 2
a . (5.13)

A representation of the back-scattered energy is done on Fig. 5.2.
Atmospheric transmission is lowered by both light absorption and di�usion. Both components

can be expressed using Beer-Lambert law under the expression:

Ta = exp

− R∫
0

κ(l)dl

 , (5.14)

with κ the extinction coe�cient in km−1. In case of an uniform medium during propagation,
we simply have Ta = exp(−κR). The value of the coe�cient can be found in data tables for
di�erent wavelengths and atmospheric conditions (visibility, humidity, etc...).
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Target

(    ,    )

LiDAR

(    ,    )

Figure 5.2: Representation of the back-scattered energy by the target surface, here shown as
a speckle pro�le. We only show a portion of the back-scattered hemisphere. The LiDAR col-
lects a fraction of light through its aperture Dr, the sensor being oriented in direction (θb, ϕb)
(monostatic architecture).

5.2.2 Particular case of a lambertian target

We wish to simplify the expression found in Eq. (5.13) for an uniform lambertian target. Lam-
bertian surfaces uniformly scatters back the energy into an hemisphere. They are de�ned by
fBRDF = ρ0T (u, v), with ρ0 the constant BRDF, uniform in all direction. With this expression,
the target surface mask on the microscopic BRDF formula becomes explicit. With that in mind,
the macroscopic target BRDF function FBRDF becomes:

FBRDF(θb, ϕb, θc, ϕc) = ρ0

∫∫ +∞

−∞
B(u−R(tan θb − tan θc), v −R(tanϕb − tanϕb)) T (u, v) dudv

= ρ0 G(θb − θc, ϕb − ϕc)
.

(5.15)
Here we have introduced G, which we call the surface overlap function. This function is

parametrized by the beam and target pro�le, and by the angular depointing between the beam
and the target center position, provided that the angle di�erence is small:

G(θb − θc, ϕb − ϕc) ∼
∫∫ +∞

−∞
B(u−R(θb − θc), v −R(ϕb − ϕc)) T (u, v) dudv . (5.16)

We can then simplify write Eq. (5.11) as:

RDr(θb, ϕb, θc, ϕc) = 2πρ0G(θb − θc, ϕb − ϕc)

arctan(Dr2R )∫
0

cos(θ)sin(θ) dθ . (5.17)

We can recognize that sin(2θ) = 2 cos(θ) sin(θ), leading to
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RDr(θb, ϕb, θc, ϕc) = 2πρ0G(θb − θc, ϕb − ϕc)

arctan(Dr2R )∫
0

sin(2θ)

2
dθ . (5.18)

And therefore

RDr(θb, ϕb, θc, ϕc) = πρ0G(θb − θc, ϕb − ϕc)

(
1− cos

(
2 arctan

(
Dr
2R

))
2

)
. (5.19)

Because the target distance is so much larger than the aperture, we have R�Dr, and
arctan(Dr/(2R)) ∼ Dr/(2R) (the aperture is reduced to a �at disk rather than a por-
tion of sphere). And then, we can use the limited development of the function cosinus,
((1− cos(Dr/R))/2) ∼ (Dr/(2R))2 to �nally get

RDr(θb, ϕb, θc, ϕc) ∼ πρ0G(θb − θc, ϕb − ϕc)
(
Dr

2R

)2

. (5.20)

Instead of using the lambertian BRDF, it is more convenient to use the hemispheric re�ec-
tivity Rπ= π ρ0, which can be measured with relative ease. For an uniform lambertian target,
at normal incidence, we can thus expect the following returned power (using Eq. (5.13), (5.14)
and (5.11)):

Pr = PeηeηrG(θb − θc, ϕb − ϕc)Rπ
(
Dr

2R

)2

exp(−2κR) , (5.21)

with G the surface overlap coe�cient between the beam pro�le and the target at range R.

5.3 Detection chain

In this section we describe the model for the detection chain of our system. At �rst we are
looking at the di�erent noise sources which can impact the detector, and then we are interested
in more operational constraints such as the false alarm rate (FAR) and the probability of pulse
detection. We are doing this analysis for an APD detector in linear mode, as it provides better
sensitivity compared to p-i-n photodiode. APD have the advantage of an avalanche gain G,
which boost the photon signal, over p-i-n photodiodes. As we will see, this gain does not come
without drawbacks, especially regarding the FAR.

5.3.1 Detector structure and binary hypothesis

The structure of the detector is important to understand how it performs and how it behaves.
The detector is comprised of four main parts. An APD, which is light sensitive and converts
a set of photons to electrons with a given avalanche gain. A transimpedance ampli�er (TIA),
which converts and ampli�es the current into a given voltage. A voltage threshold comparator,
which acts as a leading edge detector and output a digital "0 or 1" high level voltage. At last, a
TDC time-stamp the digital voltage, provide range resolution. Detection is only acknowledged if
the output of the TIA goes above a threshold. Because the output of the TIA presents random
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temporal �uctuations (noise), the threshold may be crossed in the absence of signal, producing
a false alarm.

For simpli�cation purposes, we are going to use optical power in Watt instead of electrical
voltage in Volt, which is only a matter of conversion factor. Let Pn be the output of the TIA
(in optical Watt) without laser signal. It is a random variable of zero mean (low-pass �ltered)
and standard deviation σn, distributed along a function Dn (Pn ∼ Dn(µ = 0, σ = σn), with ∼
meaning "distributed along"). A false alarm occurs when Pn gets above a threshold, which we
set as k times the standard deviation of the noise σn. We thus have the following proposition:

in the absence of signal, a false alarm occurs IFF at an instant t, Pn ≥ kσn . (5.22)

Now let Ps be the output of the TIA during a laser pulse return. Ps is also a random variable,
whose average Pr can be calculated by the link budget shown in the previous section. It could be
tempting to say that Ps is distributed along Dn, meaning that the noise is purely additive and
Ps deterministic. But this may not be the case, as signal carries its own �uctuations (pulse to
pulse laser �uctuation, atmospheric turbulence, target speckle, shot noise, etc...). We therefore
introduce the signal distribution Ds, of mean Pr and standard deviation σs (Ps ∼ Ds(µ = Pr, σ =

σs)). We can then have the following proposition:

in the presence of signal, a detection occurs IFF at an instant t, Ps ≥ kσn . (5.23)

Finally, we can introduce the SNR as the ratio between the signal average value Pr and the
standard deviation of the noise σn. We choose to use σn instead of σs to have a �xed noise �oor.

SNR =
Pr
σn

. (5.24)

Both Pr and σn are in optical power (Watt). To optimize the probability of detection while
minizing the FAR, we must understand the di�erent noise sources. Measuring and modeling both
Dn and Ds as well as their standard deviation is also essential to be able to predict performance
in di�erent scenario. The detector structure is schematized in Fig. 5.3.

5.3.2 Noise sources

In this section we are only looking at the sources of noise without signal, therefore relating to the
FAR. Signal �uctuation (signal noise) will be described in the section dedicated to the probability
of detection. The noise theory for APD made from Si (VIS-NIR) or InGaAs (NIR-SWIR) crystals
can be found in more details in [Huntington 2016]. The sources are the following

� Thermal noise. This type of noise is present in every electronic system and comes from
thermal agitation of the signal carrier in the medium. In APD, it mainly comes from
the TIA which convert and amplify the low electron current into measurable voltage. Its
standard deviation σth is proportional to the Boltzmann constant, the bandwidth of the
receiver B, the temperature and the ampli�er impedance.
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� Primary dark current shot noise, or leakage current. Leakage current is due to the random
generation and recombination of electrons and holes within the depletion region of the APD.
There are two types of leakage, one on the bulk, which goes through the same ampli�cation
process, and one of the surface, which does not. Because the surface current is negligible in
practice, the primary dark current mean value Ipd can be assimilated to the bulk current.
The standard deviation σpd can be written as

σpd =

√
2qIpdG2FB

R0G
[W], (5.25)

with q the electron charge, G the avalanche gain, F the excess noise factor and R0 the
unity-gain responsivity [A/W]. The excess noise factor F is a compensation for the tendency
of APD to generate an excess of noise compared to what is expected from the dark current
and ampli�cation alone. The dark current follows a Poisson distribution, akin to shot noise.
It is usually the main contributor of APD noise.

It is interesting to note that the gain G can be simpli�ed from this equation. This is due to
our de�nition of the SNR in Eq. (5.24), as we compare the raw returned signal against an
equivalent noise power. In other words, the primary dark current and the returned power
follows the same ampli�cation, and therefore the gain do not impact the noise value in that
regard.

� Background shot noise. The background comes from the exposition of the APD, during
LiDAR operation, to other light sources than the laser, such as the sun. If the average
value, or its slow �uctuations, can be easily �ltered, there is still shot noise created. This
type of noise results from the discrete time of arrival of photons, which produces a high
speed �uctuation of background power, proportional to its mean value Pbg. The standard
deviation σbg is given by

σbg =

√
2qR0PbgG2FB

R0G
[W], (5.26)

Pbg can be drastically reduced by using a narrow optical band-pass �lter of width ∆λ.
We can write the �lter width as a function of the background light noise, Pbg, using the
equation adapted from [Richmond & Cain 2010b] as

Pbg = LF
π

4
D2
rFoV

2
i∆λ , (5.27)

where LF is the background radiance and FoVi the photodetector instantaneous FoV.
Ideally, the �lter width should be chosen narrow enough so that the background noise is
negligible compared to the other sources.

The detection chain and noise sources are described in Fig. 5.3. The noise of the detec-
tion chain can be reduced to the global noise standard deviation σn. If the background noise
is negligible compared to the other sources of noise, then this value can be found under the
term noise equivalent power (NEP) on most photodetector datasheets as a single, readily usable
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performance metric. σn is the square root of the quadratic sum of every standard deviation,
producing

σn =

√
2qM2F (Ipd +R0Pb)B + σ2

th

R0G
[W]. (5.28)

In most cases, if the band-pass �lter is narrow enough and the TIA chosen so that its noise if
negligible, the primary dark current is the main contributor. The �nal noise standard deviation
can then be reduced to

σn =

√
2qFIpdB

R0
[W]. (5.29)

As previously mentioned, the avalanche gain G only improves the noise �gure if the ampli�er
noise dominates, which usually is not the case for an APD. Bandwidth selection is also critical
here to minimize noise while being large enough to detect short, nanosecond pulses. Excess noise
factor and primary dark current are related to the fabrication process of the APD.

TIA
APD

Leading edge
threshold

Time-
stamping

BP
Filter

ANALOG NUMERIC

TDC

Figure 5.3: Schematic of the reception chain comprising of an optical band-pass �lter (BP), an
APD, a TIA, a comparator for threshold detection and the TDC for time-stamping. The noise
sources, without signal, are highlighted for each component.

It is possible to measure σn, which is equivalent to the NEP (the detector sensitivity at a
SNR=1). To achieve this, we can use a large, perfectly lambertian target of calibrated hemi-
spherical re�ectivity. The expression of σn as a function of range R can be found from Eq. (4.4)
and (5.21):

σn =
Pmean
SNR

1

τpfl

D2
r

4R2
Rπηr . (5.30)

Here we drop the atmospheric attenuation assuming a close range target, and G = 1 because
the target is supposed to be big enough to cover the totality of the laser beam. ηe can also
be equated to 1 as the mean laser power can be directly measured outside of the system. The
numerical application is disclosed on chapter 7.
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5.3.3 False alarm rate

5.3.3.1 Analytic development

In this subsection, no laser signal is present. We want to model the distribution of the noise Dn,
of standard deviation σn. Contrary to the probability of false alarm, the FAR has a temporal
component, which is directly proportional to the TDC clock rate fclock for time-stamping. Indeed,
if the probability of having a false alarm is equal to one, then a detection will occur at every
clock cycle of the TDC, meaning that FAR= fclock in this case. We can then give a general
expression of the FAR as

FAR(k) = fclock

+∞∫
kσn

Dn(x|µ = 0, σ = σn) dx , (5.31)

where µ is the mean value of the noise distribution, σ its standard deviation. The FAR is
a function of the threshold factor k. The noise distribution is critical to get an accurate value
of the FAR at a given threshold, but is often overlooked. For instance, with a classic Gaussian
assumption, we have

FARgauss(k) = fclock

+∞∫
kσn

1

σn
√

2π
exp

(
− x2

2σ2
n

)
dx

=
fclock

2

(
1− erf

(
k√
2

)) (5.32)

One distinctive characteristics of APD is that the secondary carriers that are generated
from the primary carriers (from dark current, background and laser photo-current) follow a
MacIntyre noise distribution. For these photodetectors, the avalanche process induces an excess
of noise, meaning that unwanted events of large magnitude happens more frequently. This
leads to a tail in the distribution function, which means that for high gain values, important
false alarm rates can be observed at thresholds where it should be negligible compared to the
Gaussian assumption [Huntington et al. 2018]. The resulting Dn is the convolution of a Poisson
distribution (primary carriers are Poisson distributed) with a MacIntyre distribution (secondary
carriers). Unfortunately, there is no closed-form for this distribution, and is complex to compute
due to multiple in�nite series.

5.3.3.2 Experimental con�rmation

Rather than making further assumptions on theoretical models, we performed a direct FAR
measurement of our detection chain (cf Fig. 5.3). We fed the output of the threshold comparator
to a counter of sampling frequency fcount, and swept the value of k across a full range. In practice,
we don't have direct access to k, but we rather had to sweep a gain on the ampli�er before the
comparator input of the integrated APD. A voltage gain and o�set is done on this input, and
therefore we need a way to transform kmV into the actual value k.

Moreover, we observed on our APD a cross-talk e�ect between the analog and the digital
output. Each time the comparator is triggered, it emits a 1 V digital pulse which arti�cially
increases the value of the analog output pulse. When plotting the histogram of the maxima of
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this analog output we can then observed a bimodal distribution (cf Fig. 5.4). The distribution of
lower amplitude is populated by the maxima of the noise that did not triggered the comparator,
and the distribution of higher amplitude is populated by the maxima of the noise that triggered
the comparator and created a false alarm.

The intersection of both distributions is the best way to separate the noise that triggered a
false alarm from the noise that did not trigger it. Thus, this value was accepted as the threshold.
k can be deduced by dividing this value by the standard deviation of the analog noise (measured
when the trigger is set very high so no cross-talk can happen). We obtained a linear �t of
expression

k =
kmV − 476

4
(5.33)

The data we had to gather to �nd this expression is illustrated in Fig. 5.4.
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Figure 5.4: (Up left) digital output of the comparator, (down left) analog output of the com-
parator, (right) histogram of the maxima of the analog output, and Gaussian �t of the bimodal
distribution (red and green dots). The bimodal histogram reveals a cross-talk between the analog
and the digital output, e�ectively dividing the noise maxima between the values triggering and
not triggering the comparator.

Then, we can measure the FAR as a function of kmV , translated into k by using Eq. (5.33),
with a counter sampling frequency of fcount=200 MHz. This measurement was made with the
APD mounted on the architecture described in Fig. 4.5, pointed toward an outdoor wall during
a sunny day of summer. A 12 nm width optical �lter was used to keep noise contribution from
the solar background minimal. This setup was purposely done so that the FAR could be more
representative of real operating conditions. The APD model used is an InGaAs, with a 75 µm
diameter, operated at a high gain (G ∼ 20). The results are presented in Fig. 5.5.

The �rst observation we can make is that the FAR is at half value for k=2.7. In theory,
because the analog noise average is null, it should be at half value for k=0. By analyzing the
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1e8

Figure 5.5: Linear and logarithmic plot of the FAR as a function of the threshold k (blue
dots), with a Gaussian cumulative distribution �t (red line) and an exponential �t (green line).
(Insert) Analog noise from the APD (blue) and comparator output (red). The spacing between
dots represents the counter sampling frequency fcount.

behavior of the digital output compared to the analog output, we observed that the comparator
behavior was not strictly a "sample by sample" comparison. For low values of k, there seems to
be a hysteresis component, as the digital output does not immediately goes back to low level if
the analog value crosses back the threshold. This e�ect, which can be seen in Fig. 5.4 (top left),
is believed to produce a higher FAR that what could be expected for relatively high values of k
compared to σn. The Gaussian model used to �t the FAR produced

FARgauss(k) =
fcount

2

(
1− erf

(
k − 2.7√

2 0.8

))
. (5.34)

We can observe in Fig. 5.5 that this Gaussian assumption underestimates the number of false
alarms observed for high values of k. For instance, at a threshold k=9, we can observe 1 false
alarm every 15 seconds, whereas the Gaussian assumption prediction is completely negligible.
This behavior has been extensively studied since the assembly of the �rst APD, and the noise
is known to follow the MacIntyre distribution [Huntington et al. 2018]. Here, because we want
to provide a simple way to �t the data, we choose to �t the tail with an exponential function of
expression

FARexp(k) = exp(−3.82 k + 31.83) , (5.35)

valid for k ≥ 4.6. We can now set a threshold value k producing a negligible amount of false
alarm. Here we used a threshold k=10, resulting in about 1 false alarm every six minutes.
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5.3.4 Probability of detection

5.3.4.1 Analytic development

Now we consider that a return pulse is present. We can �rst de�ne the probability of detection
Pd as the ratio between the number of pulse emitted and the number of pulse received. Math-
ematically, the probability of detection is akin to the cumulative distribution function of the
signal random variable Ps. Therefore, we can write Pd as

Pd(k, Pr) =

+∞∫
kσn

Ds(x|µ = Pr, σ = σs) dx , (5.36)

where µ is the mean value of the signal distribution, σ its standard deviation. Pd is a function
of the threshold factor k and the mean return signal Pr. For a classic Gaussian assumption, we
have

Pd(k, SNR) =

+∞∫
kσn

1

σs
√

2π
exp

(
−(x− Pr)2

2σ2
s

)
dx

=
1

2

(
1− erf

(
k − SNR√

2σs/σn

)) (5.37)

In this equation we have replaced Pr by the SNR using Eq. (5.24). The signal �uctuations
can come from multiple sources. The laser stability pulse to pulse was tested but rejected as a
noise source (less than 1% peak power �uctuation). Atmospheric turbulence and speckle may
create �uctuations, and have been extensively studied [Goodman 2007]. Nevertheless, the most
prevalent source of noise is often the signal shot noise, which is linked to the discrete time of
arrival of photons. Because the signal is added to the already existing detector noise, we can
add the signal shot noise in quadrature to the standard deviation of the noise, producing:

σs =

√
σ2
n +

2qFPrB

R0
[W]. (5.38)

We can then write that:

σs/σn =

√
1 +

2qFB

R0σn
SNR . (5.39)

And �nally:

Pd(k, SNR) =
1

2

(
1− erf

(
k − SNR√

2(1 + aSNR)

))
, (5.40)

with a = 2qFB/R0σn, a being unit-less.

5.3.4.2 Experimental con�rmation

Even though theoretical value for a is computable, we have to confront our model with exper-
imental data. Especially to see if other noise sources could impact Pd. Therefore, by pointing
the system at a given target, we swept the laser peak power Pe and measured the probability
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of detection Pd=[number of pulses received]/[number of pulses sent] as a function of the signal
to noise ratio SNR=Pr/σn. Pr is measured using the analog output of the APD, and σn is as
mentioned the standard deviation of the noise on this analog output without signal. In Fig. 5.6,
Pd was measured for three di�erent static targets at di�erent ranges. The threshold was set at
k=10, which corresponds to a very low FAR of around one false alarm every six minutes. The
plot of Pd is presented in Fig. 5.6. The best �t was found for a = 0.35.

Figure 5.6: Linear and logarithmic plot of the probability of detection for three types of targets
at various distances and angles of incidence, and in the laboratory with the laser directly illu-
minating the detector (using densities to lower the power). The orange dotted line is from Eq.
(5.40), with a = 0.35 and the red one is from noise contribution only with a = 0.

Interestingly, the probability of detection seems independent on both the nature of the ma-
terial and the angle of incidence. No variations were also observed if the beam divergence or
the collection aperture were modi�ed. This was con�rmed by making the measurement again
in a lab, using neutral densities to point the laser beam directly on the APD (pentagon dots in
Fig. 5.6). This result may be surprising, as it tends to indicate that neither the atmospheric
turbulence nor target speckle seem to have measurable impact on the probability of detection.
Yet it must be kept in mind that these measurements are only a subset of data and may not
represent the complete behavior of the system. For instance the impact of the detector gain,
FAR, or laser coherence length was not tested.

Another thing that can be noted is that even if the threshold was set at k=10, we observe
that the 50% probability of detection point is realized at SNR=11. This e�ect was consistently
reproduced, and can be interpreted in the way that more power is needed to trigger an event
than to trigger a false alarm. This di�erence could be linked to the comparator non-linearities
previously highlighted, but the layout of the circuit would be needed to reach a de�nitive con-
clusion. It could also be linked to the limitation of our digital electronics. A low SNR means
a smaller pulse width than a high SNR due to pulse walk e�ect. And a pulse width of a few
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nanoseconds, with only 1 V amplitude, could indeed be challenging for many digital electronics.
This e�ect could potentially bias the probability of detection toward larger SNR, and could also
explain why it is independent of the target type.

Now in theory, we can compute a with q=1.6 ∗ 10−19 C, F=5.6, R0=1 A/W, B=17 MHz
and σn=0.56 nW (from the APD datasheet and measurements). We obtain as a result a = 65,
which is two order of magnitude bigger than the experimental a. An explanation can be that the
variance use comes from a Poisson distribution of the signal shot noise, rather than the MacIntyre
distribution. In any case, the presence of the square root of the SNR in the denominator of Eq.
(5.40), which is a good �t to the data, seems to imply a shot noise type of �uctuation.

Finally the noise and signal distributions Dn and Ds can be deducted from the equation of
the FAR and Pd respectively. We chose to put them on the same axis with a signal SNR=11. It
is presented in Fig. 5.7.

SNR=11

Figure 5.7: Linear and logarithmic plot of the distribution density for the noise and the signal
(with SNR=11 for the signal). The transition between the Gaussian and exponential function
is visible in the change of slope in the noise distribution at x=4.6. The distribution around the
average is much wider for the signal than for the noise.

5.4 Conclusion

We now have a detailed model for the static capabilities of our system. Static inaccuracies are
linked to the beam divergence and pulse width, if we except beam steerer pointing stability.
Thanks to the link budget, we can have the expected average return power as function of a great
number of parameters, which can be simpli�ed or complexi�ed depending on the application.
Deep understanding and measurements on the detection chain gave us �tted models for both the
FAR and the probability of detection, as well as the value of its sensitivity (NEP or σn).
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This development was critical to accurately compute the probability to detect a given object
at a given range. Transitioning to the dynamic model can be done by using the surface overlap
function G introduced in the link budget, which is function of the relative position of the beam
compared to the target center position. This function was used in our �rst paper on scanning
optimization [Quentel et al. 2019].
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This chapter is dedicated to model the dynamic performances of the LiDAR. This develop-
ment is made regarding the three LiDAR modes described on chapter 4, which are the detection,
tracking and intrusion mode. To this e�ect, we wish to bring together the pattern parameters
of each mode (angular resolution, duration, amplitude, etc...) and the probability of detection
previously found. By using the probability to get one - or more - echo from the target as our
main criteria, we can highlight trends and lay the foundations of a parametric study.

6.1 Scanning optimization for detection mode

6.1.1 Probability of multiple echoes

In detection mode, we are using the target coordinates (θc, ϕc) relative to the beam (θb, ϕb) to
�nd the probability of echoes. They are linked to the probability of detection in the link budget
expression (via the surface overlap function), and to the raster scan via the beam disposition on
the scene. We can then introduce the angular beam-target depointing in both directions (∆θi,
∆ϕi): {

∆θi =θib − θc
∆ϕi =ϕib − ϕc

, (6.1)

with the subscript i being a reference for a given laser beam within the raster-scan pattern
considered.
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The target is supposed to be perfectly uniform, with lambertian back-scattering properties.
A more accurate model can be employed, yet a low re�ectivity lambertian target is usually met
in literature as a generic target providing an overall performance value [Williams 2017]. This
is especially useful when the target properties are not known, or if they are too diverse to be
restricted to a speci�c re�ectivity model.

For a lambertian target, the link budget can be adapter from Eq. (5.21) using the depointing
as

Pr(∆θ
i,∆ϕi) = PeηeηrG(∆θi,∆ϕi)

(
Dr

2R

)2

exp(−2κR) . (6.2)

Similarly, the SNR becomes

SNR(∆θi,∆ϕi) =
Pr(∆θ

i,∆ϕi)

σn
= b G(∆θi,∆ϕi) , (6.3)

with b = Pe
σn
ηeηr

(
Dr
2R

)2
exp(−2κR), b being unit-less. Finally, we can write the probability of

pulse detection from Eq. (5.40) as

Pd(∆θi,∆ϕi) =
1

2

(
1− erf

(
k − b G(∆θi,∆ϕi)√

2(1 + a b G(∆θi,∆ϕi))

))
. (6.4)

Now as discussed previously, the pulsed laser is sequentially scanned on the scene during
the raster-scan, producing a rectangular grid-like scan pattern. Each laser beam is separated
in azimuth by δθ and in elevation by δϕ. Because of the repetitive nature of the scan pattern,
it forms a lattice. From this observation, we can reduce our study to the target positions in a
single mesh element Z of size (δθ, δϕ). Pd is a function of the depointing (∆θi, ∆ϕi) between
beam and target, therefore it can be expressed for each target position (θc, ϕc) within Z, and
for every pulses of the raster-scan grid. This implies that for a single target position within Z,
there is potentially as much echoes as the number of pulses on the raster-scan (as illustrated on
Fig. 6.1).

To better explicit our development, we can show an example of the probability to get a single
echo from a pulse numbered i, among the total number of pulses N of the raster-scan. The
pulses indexation is arbitrary, and its purpose is only for notation. For instance, we can choose
to number the pulses starting from left to right, and up to down. The probability P(m = 1|i)
to get one echo from the pulse i, among the N pulses within the raster-scan, is then

P(m = 1|i) =

∫∫
δθ,δϕ

Pd(θib − θc, ϕib − ϕc)
N∏

j 6=i,1
[1− Pd(θib − θc, ϕib − ϕc)] dθcdϕc

δθδϕ
. (6.5)

This expression was put together by computing the probability to have exactly 1 echo for
one given pulse, and none for the other pulses (Pd

∏
(1−Pd)), for one given target position. We

then performed an integration for every target positions over the Z area, which gives a global
probability to get 1 echo for a given pulse i. There is no need to integrate positions outside of Z
because the raster-scan is a repeated mesh of cell Z. The global probability to get a single echo
P(m = 1), from any of the N pulses is then simply
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Figure 6.1: Illustration of a pulsed laser beam (red disks) raster-scan pattern with a grid
parameter (δθ, δϕ) and an elliptic target (blue ellipse). The depointing between each laser beam
and the target is given by (∆θi, ∆ϕi) (dotted lines).

P(m = 1) =
N∑
i=1

P(m = 1|i) (6.6)

To account for 2 or more echoes, the formula has to evolve drastically. Indeed, we have to
�nd all the combinations for the pulses i or j among the N possible pulses. The total number
of combinations to take into account is classically given by

(
l
N

)
. To this e�ect, we introduce

ζl,N , which is the ordered combination of the probability of echoes from l pulses among N . This
expression cannot be written formally, but we can give an example for 2 echoes among 4 pulses.
To simplify notations, we will use Pd(j) = Pd(θjb − θc, ϕ

j
b − ϕc) in our example:

ζ2,4(1) =Pd(1)Pd(2)(1− Pd(3))(1− Pd(4)) ,

ζ2,4(2) =Pd(1)Pd(3)(1− Pd(2))(1− Pd(4)) ,

ζ2,4(3) =Pd(1)Pd(4)(1− Pd(2))(1− Pd(3)) ,

ζ2,4(4) =Pd(2)Pd(3)(1− Pd(1))(1− Pd(4)) ,

ζ2,4(5) =Pd(2)Pd(4)(1− Pd(1))(1− Pd(3)) ,

ζ2,4(6) =Pd(3)Pd(4)(1− Pd(1))(1− Pd(2)) ,

(6.7)

There are
(

2
4

)
= 6 required expression of ζ2,4 to account for all cases. The variable i of ζ2,4

is randomly ordered, and is simply use to index this function. We can then generalize Eq. (6.6)
and write that the probability to have l echoes among N pulses P(m = l) is
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P(m = l) =
1

δθδϕ

( lN)∑
i=1

∫∫
δθ,δϕ

ζl,N (i, θc, ϕc) dθcdϕc . (6.8)

The probability of having at least l echoes among N pulses P(m ≥ l) is the sum P(m ≥ l) =∑N
j=l P(m = j). The full expression is then given by

P(m ≥ l) =
1

δθδϕ

N∑
j=l

( jN)∑
i=1

∫∫
δθ,δϕ

ζl,N (i, θc, ϕc) dθcdϕc . (6.9)

It is important to highlight that this expression is not a mathematical closed-form. Each
expression of ζl,N must be calculated by an iterative algorithm. The number of elements to sum
and the complexity of the algorithm is, from the formula, at best 2N − 1. Therefore, increasing
the number of echoes will increase computation time in an exponential manner.

Beside the sum of combinations, the key to the algorithm is the computation of the surface
overlap function G. This function is de�ned by Eq. (5.16) with a given beam and target pro�les,
B and T . The expression can be either formally integrated into a closed form for speci�c target
and beam shape, or numerically integrated using 2D matrix and convolution. This is what we
chose to do, by computing both the laser beam and the target in the form of a 2D matrix at
a given range. The overlap function G (and therefore Pd) can then be numerically computed
for every position of the target (θ, ϕ) within Z, and for every of the N pulses. We choose to
reduce the target to two parameters, one along the azimuth, Dθ, and one along the elevation
Dϕ. Its shape is in this case elliptical. The laser beam intensity is supposed to be Gaussian. An
illustration is presented in Fig. 6.3.

For each range R, the algorithm is the following:

1. create a resolved enough 2D matrix for both the beam and the target (cf Fig. 6.3 and 6.2).
This mesh has to be re-computed for each range because the laser beam diameter increases
with range (due to its divergence),

2. for each pulse on the raster-scan, compute the overlap surface coe�cient G (with a numerical
convolution) using each pulse position relative to the target. Repeat this operation for
each target position within Z (illustration in Fig. 6.1). We obtain N 2 dimensional matrix
representing the value of G for each target position within Z,

3. using Eq. (6.4), for each pulse, compute b, then Pd from the G matrix. We obtain N 2
dimensional matrix representing Pd,

4. using Eq. (6.9), compute P(m ≥ l) from the Pd matrix, by summing over the 2 dimensional
matrix elements.

5. go back to 1) for another value of the range R.

Because of the number of iterations needed to explore the probability of echoes as a function
of R, this method is computation heavy. Let K be the number of ranges R considered. Then,
the number of operations to perform is K2N . It is exponentially increasing with the number of
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A B

C D

Figure 6.2: Illustration of the resulting probability of detection for 4 pulses (number 2,7,12 and
16) among 21, for each target position (θ, ϕ) within Z (wave pattern at the center). The red
dots represents the centers of the beams, the blue ellipse the target, and the Gaussian image the
beam. In this example, the target is too small compared to the beam waist for the outer ring of
the raster-scan to produce echoes. Nevertheless, it will produce echoes at closer distance, where
the target is much larger.
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Ellipsoidal target

Gaussian laser beam

Probability of detection

Pulse #1

Pulse #21

Figure 6.3: Probability of detection Pd(∆θi,∆ϕi) for each target position (θ, ϕ) within Z,
and for every one of the 21 laser pulses considered. Each element is shown at their respective
pulse position, but separated by a white space for convenience (in reality they are continuous).
The target is elliptical with dimensions Dϕ=3Dθ. The raster scan has a dimension δϕ=2δθ.
Dimensions and colors are not to scale between inserts.

laser beams considered. The accuracy of the model will also increases with the number of echoes
considered.

Now, we developed a forward model giving the probability to detect a given target from a
given number of parameters. This means that �nding an optimal parameter (laser peak power,
angular resolution, divergence, etc...) requires an extensive iterative process. It is even worse
when multiple parameters must be optimized from each other, without mentioning computation
time. Nevertheless, it is still a very complete approach which can be use as a tool to complete
other approaches.

6.1.2 Model simpli�cation using the probability to detect a single echo

In this subsection, we wish to develop a faster model to be able to dynamically optimize some
parameters of our LiDAR. To achieve this, we have to make certain simpli�cation steps. We can
list them here:

� we are only considering the probability to have a single echo. Moreover, we are only looking
at a single beam i, which is the closest from the target. This assumption considerably
simpli�es our problem because there is no need to use combinations,

� the beam is Gaussian during its whole propagation path, meaning that atmospheric tur-
bulence are neglected,

� the target is a disk of diameter Dc, of uniform lambertian re�ectivity.
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Using a disk target is important to achieve a symmetry of revolution in the overlap function
G. In that case, the depointing between a beam and the target is only depending on the distance
r between the center of the target and the center of the beam in the target plane (in the local
coordinate system (u, v)). This heavily reduce computation time.

In this subsection, we are trying to keep using the angular parameters (θ,ϕ), rather than the
local coordinate system at range R, (u = R tan θ, v = R tan θ). As we are only considering a
single echo, we can simplify our notations. We consider that the beam is centered in our reference
frame, (ub= 0, vb= 0) and (θb= 0, ϕb= 0). The target coordinates can thus be simpli�ed (uc=u,
vc=v) and (θc=θ, ϕc=ϕ). The overlap function can then be simpli�ed:

G(θb − θc, ϕb − ϕc) = G(θ, ϕ) (6.10)

Because of this symmetry of revolution, we can restraint our study to depointing on the single
axis u. The expression for the target pro�le T becomesT (u, v) = 1 i� (u− r)2 + v2 ≤ D2

c

4

T (u, v) = 0 otherwise
. (6.11)

with r =
√
u2 + v2 = R

√
(tan θ2 + tanϕ2) ∼ R

√
θ2 + ϕ2) for small angles. The planar distance

between the beam and the target center position. The beam pro�le is considered Gaussian. It
was presented in Eq. (5.1), and we can write here in our coordinate system as:

B(u, v) = Pe
8

πW 2
exp

(
−8(u2 + v2)

W 2

)
, (6.12)

with W the waist diameter. The overlap function G, introduced in Eq. (5.16), can then be
expressed as

G(θ, ϕ) =

∫∫
(
u−R
√
θ2+ϕ2

)2
+v2≤D

2
c
4

8

πW 2
exp

(
−8(u2 + v2)

W 2

)
dudv . (6.13)

We can simplify the previous equation by using the local polar coordinate system (r, ν) for
integration (r =

√
u2 + v2, u = r cos ν, v = r sin ν). The expression becomes

G(θ, ϕ) =
8

πW 2

2π∫
0

Dc/2∫
0

r exp

(
−8(r2 +R2(θ2 + ϕ2) + 2rR

√
θ2 + ϕ2cos(ν))

W 2

)
drdν . (6.14)

The overlap surface coe�cient is presented in Fig. 6.4.
Unfortunately the expression does not have a closed form, so it has to be numerically com-

puted. The probability of detection as a function of the angular depointing can be written using
Eq. (6.4) as

Pd(θ, ϕ) =
1

2

(
1− erf

(
k − b G(θ, ϕ)√

2(1 + a b G(θ, ϕ))

))
. (6.15)
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Figure 6.4: (Right) representation of the surface overlap coe�cient between a Gaussian laser
beam of waist diameter W and a disk target of diameter Dc. On the left is represented one
position of the beam (red disk) (u ∼ Rθ, v ∼ Rϕ) relative to the target (blue disk), producing
a single point in the 2D grid. The only variable is the planar distance r ∼ R

√
θ2 + ϕ2.

When applied to the rectangular grid-like pattern of the raster-scan, we can clearly see the
layout of the lattice with the mesh element Z of size (δθ, δϕ). Similarly to the previous subsection,
we can reduce our study to the mesh element Z (see Fig. 6.5). The simpli�ed probability to get
1 echo from the closest beam to the target is then the integral of Pd over the area Z:

P (m = 1) =
1

δθδϕ

δϕ/2∫
−δϕ/2

δθ/2∫
−δθ/2

Pd(θ, ϕ) dθdϕ . (6.16)

Compared to Eq. (6.5), we have made a number of simpli�cations. As stated previously, we
have only taken into account the beam closest to the target, which avoids heavy combinatory
computations. In practice, some deviation can be observed when comparing single echo to multi-
echo computations. Nevertheless, the gain in computing duration (more than 100 times faster)
makes the single echo the best alternative. Comparisons between the two algorithms are shown
on subsection 9.2.

With the model that we developed, we can possibly �nd the values of a set of chosen param-
eters among all (peak power, collection, scanning time, etc...) which will guarantee a probability
p to get an echo. The simpli�cations done in this subsection should allow for relatively fast
iterative implementation to quickly optimize chosen parameters using the following equation:

P (m = 1) =
1

2δθδϕ

δϕ/2∫
−δϕ/2

δθ/2∫
−δθ/2

(
1− erf

(
k − b G(θ, ϕ)√

2 (1 + a b G(θ, ϕ))

))
dθdϕ . (6.17)

The dependency of most the variables are hidden in b, including the range R. The scanning
time Tscan can also be a variable as it is a function of the azimuth and elevation resolution.
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 Raster scan

 

Figure 6.5: Representation of the probability of detection as a function of the beam-target
depointing r ∼

√
θ2 + ϕ2 for a raster scan. Ac is the target angular diameter. In this example

the probability to get an echo is 0.67.



62 Chapter 6. Dynamic Models

6.1.3 Impact of the target speed

In all the previous models, the target was supposed to be static within the scene. Under a
number of assumption, we obtained the probability of detection for the mesh element Z, which
was equated to the whole scene. We can use this model as our base to include the target speed,
which should degrade the probability of detection.

Here, we are only considering speed in the target plane, ie orthogonal to the LiDAR line of
sight, and at range R. This correspond to a "worst case" scenario, contrary to a target coming
toward or going away from the LiDAR, which will appear static. In the target plane, the target
speed has two components: one in azimuth, noted V θ

c , and one in elevation, noted V ϕ
c . We

suppose that speed is constant in both norm and direction. Moreover, the target is supposed to
move in the opposite direction of the scan to �t into this worst case.

The target position follows an uniform random distribution, which means that it can start
from anywhere on the scene. To �nd the impact of the target speed, we have to look at the
closest target position relative to a pulse, and then to the next one on either azimuth or elevation
(depending on the speed orientation). Because the target has moved between these two pulses,
there are occasions where the target is never contained within the rectangle (δθ, δϕ) of either
pulses. The time between pulses on the azimuth axis is 1/fl and 1/(2 fθ) on the elevation axis.

We illustrate this e�ect in Fig. 6.6 for a target speed Vc=V
ϕ
c oriented in elevation. We can

clearly see here that because of the target movement, it is never within Z for pulse 0, neither for
pulse 1. The target initial position here is selected so that compared to pulse 0, the distance in
elevation is δϕ+ V ϕc

4fθ
at time t0. At time t1, the target is at the same distance in elevation to pulse

1. This is the only case for which the target is at equal distance to both pulses. In other cases,
the target is gonna be closer to either pulse 0 or pulse 1, which would improve the probability of
detection. To account for all these target positions, we have to perform an integration over the
new mesh element Zvc of dimensions

On the azimuth axis, δθ +
V θ
c

fl
∼ δθ

On the elevation axis, δϕ +
V ϕ
c

2fθ

. (6.18)

The speed oriented toward the azimuth θ can be discarded here because the laser PRF fl
>> fθ. Then, the probability of getting an echo can be readily adapted from Eq. (6.17):

P (m = 1) =
1

2δθ(δϕ + V ϕ
c /(2fθ))

δϕ/2+V ϕc /(4fθ)∫
−δϕ/2−V ϕc /(4fθ)

δθ/2∫
−δθ/2

(
1− erf

(
k − b G(θ, ϕ)√

2 (1 + a b G(θ, ϕ))

))
dθdϕ .

(6.19)
This formula should be computed in the same way than on the previous subsection, ie using

numerical methods.
We can give a speed limit for this expression. Let's suppose that the scanning starts in the

upper corner. Because the target position is uniformly distributed on the scene, all target posi-
tions lower than Aϕ/2 account for half of all positions, and all target positions upper than Aϕ/2
account for the other half. This starting position can be therefore seen as an average starting
position, at the right balance between the edges and the scanner initial position. Moreover, we
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Figure 6.6: Illustration of the mesh Z boundaries evolution (black rectangle and wave pattern)
as a function of the target speed. Here the target speed in oriented purely in ϕ and in a direction
opposite to the scan, which is a worse case.
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suppose that both the target and the scan go to the same direction (scanning in elevation up to
down and target going straight down). In this con�guration, the target can only intersect with
the scanner if

Vc ≤
Aϕ

2Tscan
. (6.20)

This expression de�nes the maximal speed after which it becomes unlikely to detect the target
during a scan, because the target would have more than 1/2 chances to escape the scene before
being reached.

Finally, all this development can be applied with reverted LiDAR axis, ie for raster-scan
progressing from left to right instead of up to down. This can be used for targets evolving
primarily on the azimuth axis θ, which present a much higher azimutal speed than elevation.

6.2 Circle optimization for intrusion mode

In this section, we wish to �nd the relationship between the parameters of the circle (angular
diameter As and frequency fi) and the parameter of the intruder (diameter Di, range R, speed
Vi, etc..) with the LiDAR parameters previously seen. We can use a similar approach to what
was done for the raster-scan, but with a circle. For simplicity we suppose again that the intruder
is an uniform lambertian disk. Moreover, beside the circle, the pattern presents a spiral which is
used to get echoes from the target at the center. In this mode of operation, the echo rate (1 Hz)
is suppose to be much lower than the circle frequency (>100 Hz), meaning that the proportion
of time spent by the system on the perimeter is much larger than on the center. To this e�ect,
we are neglecting the time spent on the center and considering that the pattern is a full and
complete circle at all time.

In this mode, the intruder is outside the circle and wishes to enter the inside area. Therefore,
it has to cross the circle perimeter. Because of the laser PRF, the perimeter is discontinuous and
composed of multiples laser beams. The probability of detection was presented on Eq. (6.4) and
is a function of the depointing between the beam and the target via the surface overlap function
G. Because the circle repeats itself at frequency fi, we can see it as a �xed lattice with a given
mesh element. This is a similar approach to the raster scan, except the grid is not rectangular
but circular, and is only comprised of the perimeter.

There are two dimensions to this mesh element, one following the circle radial direction, δri ,
and one following the orthogonal direction (the tangent), δoi . Strictly, because of the radius of
curvature of the circle, these two dimensions are bent along the perimeter curve. Here, we will
make the assumption that the circle diameter As is much larger than the target, so that the
radius of curvature is supposed in�nite. This is done to fall back to rectangular mesh element,
so as to simplify computations. δoi can be deducted from the angular separations between pulses
on the perimeter. The number of pulses on the circle perimeter are de�ned by fl/fi, and the
perimeter is given by π As. Therefore, we have:

δoi = πAs
fi
fl

(6.21)

On the other direction, the dimension must be de�ned by the intruder speed. The pattern can
be seen as mono-dimensional, especially if the circle radius of curvature is in�nite. It becomes a
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line which presents no boundary in the radial direction. Fortunately, we can use developments
previously made for the raster-scan regarding target speed. Here, the intruder starting position
is uniformly distributed across the scene. This means that the intruder may cross the circle
at any time. Moreover, probability of detection is directly a function of the angular distance√
θ2 + ϕ2 between the center of a given beam and the center of the intruder.
We consider at time t0 the closest pulse to the intruder, called pulse 0. While the scanner is

drawing the circle, the intruder crosses the perimeter. At time t1 = t0 + 1/fi (the scanner has
done a circle revolution), the intruder is at another distance to the same pulse 0, but at a later
time. In the worse case, the intruder is at the same distance from the pulse at t0 compared to
t1, minimizing the probability of detection. This would mean that the intruder was at distance
Vi/(2fi) (outside of the circle) at time t0, and again Vi/(2fi) (inside of the circle) at time t1. In
any other case, the intruder would be closer at either t0 or t1. Therefore this example gives us a
boundary for the radial direction:

δri =
Vi
fi

(6.22)

All these considerations are illustrated in Fig. 6.7.

 

 

 

 

 

 

Figure 6.7: Illustration of the mesh element for the circle pattern in the case of a intruder of
speed Vi, oriented in the radial direction.

Then, the probability of getting an echo can be found by integrated the probability of detec-
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tion over the whole mesh element area (δoi , δ
r
i ). From Eq. (6.17), we �nd:

P (N = 1) =
1

2δri δ
o
i

δoi /2∫
−δoi /2

δri /2∫
−δri /2

(
1− erf

(
k − b G(θ, ϕ)√

2 (1 + a b G(θ, ϕ))

))
dθdϕ . (6.23)

This expression is the probability to get one echo on the intruder. It is possible to get the
probability to gather multiple echoes from other pulses by using a combinatory formula akin to
Eq. (6.9). Getting more than a single echo may provide more information of the nature of the
intruder. This is especially important if the area to secure is moving, so that the circle pattern
must follow along. Then, it may cross static objects such as trees or building which should be
�ltered. The same can be said for birds which could create false alarms. On this aspect, stronger
recognition capabilities would be needed.

6.3 Pattern optimization for tracking mode

In a scanning LiDAR, sequentially scanning a scene takes a given time, noted Tp. This value
correspond to the period of the pattern used during the scan. The pattern is sampled at a given
rate, noted fl, which for instance may be the laser repetition rate. Even at a constant period Tp,
each pattern spreads laser beams in a di�erent way in space (angular resolution between laser
samples) and time (time it take for the beam steerer to go from one section to another).

In this section, we wish build a criteria able to rank patterns based on this resolution analysis,
in both space and time. This way, a good pattern would provide a high beam density, uniformly
spread across the scene. On the contrary, a less favorable one would present non-uniform beam
density, leaving holes in some zones. One must keep in mind that the analysis cannot be done in
two-dimension, but must include time as well to accordingly weight for a moving object or scene.
This development can be applied to any kind of pattern, but for concision we will only apply it
to the three di�erent types of patterns displayed in the previous section: Lissajous, raster-scan
and spirals. We believe that they provide a wide enough coverage for our analysis.

6.3.1 Pattern equations

Any beam steering device possesses a �nite bandwidth, which is usually function of the pattern
angular amplitude Ap (see chapter 7). The pattern is drawn at a certain speed, and therefore
has frequency components of various amplitude, which must fall within the system bandwidth.
It is therefore important to de�ne a referent pattern frequency fp, as well as an non-null integer
n tuning the pattern shape, frequency content and duration. These two parameters constraint
the pattern shape and speed. With this in mind, we can construct our equations so that each
pattern may have a similar bandwidth and the same period Tp = n/fp. Therefore, they have the
same number of laser beams.

6.3.1.1 lissajous

The lissajous is a popular pattern used for detection and tracking in diverse laser scanning
systems. We reduce here its expression to (n, n+ 1) forms. The pattern expression is
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θ =

Ap
2

sin(2πfpt)

ϕ =
Ap
2

sin

(
2π

(
n+ 1

n

)
fpt

) , with t =
k

fl
, k ∈ N . (6.24)

Its frequency content is purely harmonic.

6.3.1.2 Triangular raster-scan

The raster-scan is probably the most used pattern for scanning a zone. Several versions exist,
with di�erent types of waveform to control each axis. Here, we use the one that shows the highest
uniformity [Nguyen et al. 2017b]. It is comprised of a stair waveform on one axis, and a triangle
waveform on the other. The pattern expression is

θ =
Ap
2

2γn−1∑
i=0

(
2i

2γn− 1
− 1

)
χi(t)

ϕ =
Ap
2
tri (2πγfpt)

, with t =
k

fl
, k ∈ N . (6.25)

where tri is the triangle function and

χi(t) =

 1 if t ∈
[
Tp

i

2γn
, Tp

i+ 1

2γn

]
0 otherwise.

(6.26)

γ is a real number that modi�es the slope of the triangle function, creating more "folds" in
the raster-scan within the �xed period Tp.

6.3.1.3 Spirals

We de�ne a generic spiral of radius rs and angle ψs across time by the following expression
rs(t) =

Ap
2

(
1− fpt

n

)α
ψs(t) = 2πn

1

β

(
1− fpt

n

)β , (6.27)

with Ap the spiral initial diameter, and α and β real numbers tuning the way the spiral amplitude
and frequency behave with time. The complete 3D parametric representation is therefore

θ =
Ap
2

(
1− fpt

n

)α
cos

(
2πn

1

β

(
1− fpt

n

)β)

ϕ =
Ap
2

(
1− fpt

n

)α
sin

(
2πn

1

β

(
1− fpt

n

)β) , with t =
k

fl
, k ∈ N . (6.28)

The frequency content is very dependent on the value of β, which tunes the way the instan-
taneous frequency increases with time.
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In Fig. 6.8, we represent low complexity patterns with n=3, which can be drawn by mechan-
ical elements, such as scanning mirrors, at a frequency higher than 100 Hz. They can be used for
local imagery with small angular �eld of view at high refresh rate. The number of laser beams
inside a pattern is de�ned by N=fln/fp. Here, we choose to use 100 pulses to accentuate the
di�erence between patterns.

Figure 6.8: 3D representation and 2D projection of Lissajous, spirals and raster-scan with dif-
ferent values of α, β and γ, for n=3. z is the time axis. The round markers represents the laser
beams, at a number of N=100 shown here.

6.3.2 Patterns ranked as a function of the probability of intersection

When one beam is sent to the scene, as seen previously, the probability to get an echo is depending
of a vast number of parameters. There is the angular o�set ψ between the center of the beam and
the object to image, the object shape and orientation, the beam pro�le, divergence and energy
density, etc... To compare patterns independently of these considerations, we have to reduce our
intersection problem. Under a certain number of assumptions, it is possible to consider that an
echo is obtained if the target is within the vicinity of a laser beam. By taking the supposition
that the target is a �at lambertian disk surface and the beam Gaussian, the neighborhood can
be assumed to be a disk. We can them assume the following proposition for the probability of
detection Pd:

Pd = 1 ⇐⇒ ∃ t such as ψ(t) ≤ ε , (6.29)

with t the time and ε the minimal planar distance between the laser beam center and the
object to image. ε usually decreases with range, as a result of losses in power density in the laser
beam (due to divergence). At the very range limit of the system, we can consider a punctual
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intersection with ε=0. With this simpli�cation done, we can begin our study by considering the
laser beam coordinates across the three-dimensional space (θ, ϕ, t).

We can de�ne holes in the laser pattern as the 3D coordinates (θ, ϕ, t) where the probability of
intersection is null. As mentioned previously, we wish to minimize these holes. In order to achieve
this, we need to introduce three quantities, each one overlapping a direction almost orthogonal
to the other in our 3D space. We choose to use a local coordinate system (l,Γ, t), which slides
and deforms along the pattern curve (see Fig. 6.9). l is the curvilinea abscissa, representing the
distance traveled by the laser beam across time t. Γ represents the void left when the pattern
loops back onto itself, and is pattern dependent, which requires its own development.

0

2

2

22
Conditions 
to realize

2

2

Figure 6.9: De�nition of (δl, δΓ, δt) with a spiral example. We can deduce three conditions to
obtain an optimal, dense pattern.

The expression of the curvilinear abscissa l is given by the following integral:

l(t) =

∫ t

0

√
dθ(τ)

dτ

2

+
dϕ(τ)

dτ

2

+

(
d(Vcτ)

dτ

)2

dτ . (6.30)

Here we have to multiply the time axis by a given speed Vc, to be able to scale it correctly
compared to θ and ϕ. Vc represents here the speed of an object to image on the scene, and is
equal to zero for static scenes. The distance δl between two consecutive laser beams, �red at a
laser repetition rate fl, is then given by

δl(t) = l

(
t+

1

fl

)
− l(t) . (6.31)

δl gives access to the size of the holes along the curvilinear abscissa direction.
In the direction Γ, a hole is created between two rows of laser beams when the pattern loops

back onto itself. The rows are delimited by the minima and maxima of a given function (discussed
in the next paragraphs), which is pattern dependent, and are shown for three pattern type in
Fig. 6.10. The planar distance in this direction is named δΓ. There are two kinds of patterns
that have this coiling behavior:
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� the ones that sporadically change direction (most patterns : raster, Lissajous, roses, etc...),

� the ones that continuously loop back onto themselves (circles and spirals).

It can be numerically analyzed by studying the behavior of the curvilinear abscissa direction
Ω= arctan(dϕ/dθ), or its derivative dΩ/dt, across time. The results are displayed in Fig. 6.10
for a selection of patterns. We can see on this �gure that it is possible to pinpoint the instant
at which the pattern loops back into itself, either by the local extrema of dΩ/dt, or by the 2π

increment of Ω. δΓ can then be computed for each laser beam as the planar distance between
the current beam and its equivalent on the next row. The last orthogonal quantity, named δt, is
simply the time di�erence between the instant these two beams were �red.

To formalize this description for patterns that sporadically change direction, lets de�ne E as
the set of laser beams on the current row, and F as the set of laser beams on the next row, each set
being delimited by the conditions of Ω or dΩ/dt previously mentioned. τE is the corresponding
time width of the set E. A laser beam i of the set E is �red at the time ti, taken relative to the
beginning of the set. The same can be proposed for set F . Then, for each laser beam i of the
set E, it exists a corresponding laser beam j of the set F de�ned by tj = (ti/τE)τF , or by its
closest value. Once found, we can then compute δΓ and δt byδΓ(ti) =

√
(θ(tj)− θ(ti))2 + (ϕ(tj)− ϕ(ti))2

δt(ti) = tj − ti
(6.32)

For patterns that continuously loop back onto themselves, such as spirals, we would rather
use the expression of Ω. Indeed, because the function is monotonous for each set E or F (cf Fig.
6.10, A left), we can simply pair ti and tj by computing

tj = argmin(ΩE(ti)− ΩF ) Ω
dΩ

dt
(6.33)

And then using Eq. (6.32) to �nd δΓ and δt. An illustration is presented in Fig. 6.10.
We have de�ned three quantities (δl, δΓ, δt), mostly orthogonal between each other and

representing holes left in the pattern in every direction. A 3D representation of these quantities
is made in Fig. 6.9 with a spiral example. On this �gure is also reported the intersection
condition with the parameter ε. We can see from the �gure that to minimize holes, we need:

δl(ti) ≤ 2ε

δΓ(ti) ≤ 2ε

δt(ti) ≤ 0

, for i ∈ [1, N ] , (6.34)

with N = flTp = fln/fp the number of laser beams per pattern. Because at the limit, we have
ε → 0, we see that the previous set of equations is reduced to minimizing the three quantities to
obtain the optimal pattern. To get a sense of the size of the holes on each direction, we computed
δl, δΓ and δt as a function of the curvilinear abscissa l using Eq. (6.31) and (6.32). We then
reduced these three parameters by using an average ∆ of expression:

∆(ti) =
δl(ti) + δΓ(ti) + Vcδt(ti)

3
, with Vc =

Ap
2Tp

and for i ∈ [1,M ] . (6.35)
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0

A

B

Figure 6.10: (A, left) Plots of Lissajous, raster-scan (γ=3/2) and spiral (α=1/2,β=1/2) in the
(θ, ϕ) plane, for n=3. (A, right) Corresponding dΩ/dt and ω as a function of time. For Lissajous
and raster-scan, the local extrema of dΩ/dt de�nes the loop-back instant (red dots) and separates
the rows. For the spiral, it corresponds to every 2π increment of Ω. Ω has clockwise positivity
here. (B) Representation of δΓ as the multicolor dotted lines between one laser beams row (red
round markers), and their equivalent on the next row (blue round markers).



72 Chapter 6. Dynamic Models

Here again we have to use the speed Vc to scale δt to the other angular dimensions. Vc
can be a constant, for instance chosen as Vc = Ap/(2Tp), with Ap the scanned FoV. This way,
we can consider that an object starts and the center and reaches the boundary of the pattern
during a period. The optimal pattern would have ∆ as small as possible for every position on its
curvilinear abscissa. To reduce even more the number of parameters, we can consider the mean
µ∆ and standard deviation σ∆ of this quantity. An optimal pattern would have µ∆ as low as
possible, and a low dispersion, so that the conditions from Eq. (6.34) are satis�ed all along the
pattern.

In the end, we obtain two criteria, which are a function g of a number of parameters:

µ∆, σ∆ = g(type, n, fp, fl, vc) (6.36)

with "type" the type of pattern, including speci�c parameters such as α, β, γ.
For the numerical comparison, we limit ourselves to the Lissajous, the raster-scan γ=3/2,

and the spiral α=1/2, β=1/2. This spiral is also called the constant linear velocity (CLV)
spiral and has been used in atomic force microscopy [Mahmood & Moheimani 2010] and optical
discs [Christodoulakis & Ford 1989], precisely for its scanning uniformity. Our constraint for this
comparison is that all patterns must have the same total curvilinear absissa l(Tp). This means
that during a pattern period, the same length is traveled, or that the average drawing speed is
equal for all three patterns. This is true for a wide values of n, represented in Fig. 6.11. We can
see on this �gure that the maximum di�erence is around 10 %.

Figure 6.11: Maximum relative di�erence of the total curvilinear absissa l(Tp) between the
Lissajous, raster-scan γ=3/2 and CLV spiral (α=1/2, β=1/2) as a function of n.

Using these patterns with n=3, we present ∆ as a function of l in Fig. 6.12. The optimal
pattern would have ∆ as small as possible for every position on its curvilinear abscissa. To reduce
even more the number of parameters, we can consider the mean and standard deviation of this
quantity. An optimal pattern would have a small average value of ∆, and a low dispersion, so
that the conditions from Eq. (6.34) are satis�ed all along the pattern. This is plotted in Fig.
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6.12. The dominant term in ∆ is always δΓ, and on the contrary δl is mostly negligible due to
the high laser repetition rate compared to the pattern period.

Figure 6.12: (Left) ∆ as a function of the curvilinear abscissa l for the Lissajous (up), CLV spiral
(α=1/2, β=1/2) and raster-scan γ=3/2. (Right) σ∆ as a function of µ∆. The patterns in lower
left corners (minimizing mean and std) are better. All the patterns are computed for n=3 and
are composed of 100 laser beams. They are shown in Fig. 6.8 with the same color code.

One major conclusion that can be drawn from Fig. 6.12 is that Lissajous are not very e�cient
pattern types in terms of uniformity of beam distribution. They o�er a high density of beams in
the corners compared to the center and show very large holes in the middle. The CLV spiral is
much more uniform. The raster-scan show the same uniformity. Nevertheless, if the purpose is
to trap targets in our tracking mode, it seems logical to go for a spiral, which circles around it
and should maximize the probability of intersection. In the case of the raster-scan, the sequential
left-to-right scan allow for the right space to stay unscanned for a good portion of its period.

6.4 Scanning frequency limitations

Now that we have seen the theoretical aspect of the detection, we must make sure that our
physical system is able to draw these patterns at the chosen period. We must then look at the
frequency limitations for our patterns. The mechanical bandwidth of the scanner is the main
one. Nevertheless, the round-trip travel of light can also restrict the scanning speed.

6.4.1 Light round-trip travel

In our monostatic setup, when the pulse is �red, the scanner is oriented at a given direction (θ, ϕ).
Then, the pulse travels toward the scene at the light velocity in the medium (the atmosphere),
c. At the same time, the scanner is not static but driven at a given frequency, which means
that the angular pointing coordinates are continuously shifted. When the light scatters on an
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object and travels back to the scanner, its is oriented at a given direction (θb, ϕb). The APD
instantaneous FoV, FoVi, must be wide enough to include the previous orientation (θ, ϕ), added
to the laser beam divergence Θb. Because the FoV is often minimized to reduce background
noise (see previous chapter), the limitation is more toward the frequency at which the scanner
is driven. These considerations are illustrated in Fig. 6.13.

Photod. FoV at pulse emission

LiDAR

Target
Laser beam on the target plane

Photod. FoV at pulse reception

Scene

Scan direction

Figure 6.13: Illustration of the photodetector FoVi angular displacement during the round-trip
travel of light when scanning.

From this �gure, we can see that the scanner angular driving speed Vθ must be limited by
the following equation:

Vθ
2R

c
≤ FoVi −

Θb

2
, (6.37)

with R the target range. If we consider the worst case (fastest) of a triangular waveform
of amplitude Ap and frequency fc, then the driving speed is Vθ=Ap 2 fc. We then obtain the
following limitation:

f rtc =
c

2R

(
FoVi −Θb/2

2Ap

)
. (6.38)

This limit f rtc must be compared to the actual mechanical limits of the beam steerer.

6.4.2 Scanner bandwidth

In our platform, the beam steerer is a dual-axis galvanometer unit. Details are provided on
chapter 7. We performed measurement of the mechanical bandwidth at multiple amplitudes.
This measurement was made by driving the galvanometer with a sinus of constant amplitude
but increasing frequency across time (chirp). The amplitude response can be read from the
position detector, which was demodulated to obtain both the amplitude and phase response.
From these curves, we found the cuto� frequency fc of the system as the function of the peak-
to-peak drive in optical radiant, Ap (see Fig. 6.14). It is important to note that both axis have
very similar bode diagrams, despite one mirror being signi�cantly larger than the other.



6.4. Scanning frequency limitations 75

Figure 6.14: (Left) measured bode diagram of the galvanometer for driving peak-to-peak am-
plitude from 0.1◦ to 10◦ optical (1.7 mrad to 0.17 rad). The blue dots represents the extracted
cut-o� frequency. (Right) Cuto� frequency as a function of peak-to-peak amplitude.

The cuto� frequency was chosen as half the argument of the derivative maximum of Ap, so
as to keep a reasonable margin. It can be model by a relatively simple expression:

fc =

(
afc
Ap

)bfc
=

(
34390

Ap

)0.45

, (6.39)

with afc=34390 rad.s−1/bfc and bfc=0.45. This expression is important to be able to place the
frequency limits at which the patterns can be used. This limits applies to pure sinus, but can be
extended to more complex waveforms. Using this equation and our patterns described previously,
we can �nd their frequency limitations.

6.4.2.1 Lissajous

The Lissajous is a pure sinus on both axis. The frequency limit relative to the referent frequency
fp can be found from Eq. (6.24). We have to look at the fast axis, which is a function of n:

fp < f lissc =

(
afc
Ap

)bfc n

n+ 1
. (6.40)

6.4.2.2 Triangular raster-scan

For the triangular raster-scan, we are only considering the fast-axis triangular waveform, which
is the bottleneck. This waveform contains an in�nity of odd harmonics m. Thankfully, their
amplitude scales with 1/m2, which means that in practice higher frequencies becomes negligible
very quickly. The amplitude of the harmonics m, noted Am, is given by:
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Am(mγfp) =
Ap
m2

. (6.41)

We wish to �nd the limitation of the referent frequency fp for the harmonic m to have an
amplitude within the characterized beam steerer bandwith. From Eq. (6.39), the amplitude
limitation given by the scanner as the function of frequency is Ac = afc/f

(1/bfc). The limitation
in amplitude imposed by the beam steerer is then:

Am(mγfp) <Ac(mγfp)

i.e.
Ap
m2

<
afc

(mγfp)
1
bfc

(6.42)

Finally, we obtain the following frequency limit f tric :

fp < f tric =

(
afc
Ap

)bfc m2bfc−1

γ
. (6.43)

6.4.2.3 Spirals

Concerning the spirals, except for cases where β=1, (including the constant angular velocity
(CAV) spiral α=1, β=1), frequency is not constant during a period. The amplitude, which
starts at Ap, decreases with time as well. Thus, we have to �nd an expression for the frequency
as a function of the instantaneous peak to peak amplitude Ainst to �nd the frequency limit. We
can use Eq. (6.28) to get the instantaneous frequency finst:

finst =
1

2π

d

dt

∣∣∣∣∣2πnβ
(

1− fpt

n

)β∣∣∣∣∣
Ainst =Ap

(
1− fpt

n

)α . (6.44)

We �nally get:

finst = fp

(
Ainst
Ap

)(β−1)/α

(6.45)

To set a proper limit for the frequency, we have to choose an amplitude at which the frequency
should be behind the limits de�ned by Eq. (6.39). We can choose a fraction 1/m of the initial
amplitude Ap, such that Ainst = Ap/m, at which the frequency should be equal to the scanner
limitations. We have to solve the following equation:

finst <fc

i.e. fp
1

m(β−1)/α
<

(
afc m

Ap

)bfc (6.46)

Finally, we obtain the following frequency limit fspic :

fp < fspic =

(
afc
Ap

)bfc
m(αbfc+β−1)/α . (6.47)
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6.5 Conclusion

In this chapter we presented the dynamic model we developed for the three modes of our system:
detection using a raster scan, intrusion using a circle and tracking using a self-ajusting pattern.
For detection and intrusion, we used a simpli�ed target model to link the patterns key parameters
to the probability of echoes. The impact of the speed was also quanti�ed. Regarding tracking,
we focused our e�orts into ranking patterns regarding their likelihood to produce an echo. The
frequency limitations of the scanner is also modeled and applied to our patterns. An overview is
presented in Table 6.1.

The work presented in subsection 6.1.1 was published in an open-access, unpeer-reviewed
paper [Quentel et al. 2020]. A previous version of the work presented in subsection 6.1.2 was
published in an international peer-reviewed paper [Quentel et al. 2019].

Model based

on

Parameters

included

Advantages Drawbacks

Detection Surface overlap
function

Link budget +
δθ, δϕ, Aθ, Aϕ,
fl, Tscan, Ac, Vc

End-to-end
model (from
geometry to link
budget to
probability),
multi or single
echo, impact of
target speed

Computation
time, no-closed
form, uniform
lambertian
re�ectivity
assumption

Intrusion Link budget +
δoi , δ

r
i , fi, As,

As, Vi
Tracking Pattern beam

density
Any pattern
parameters.
Most uniform
pattern is CLV
spiral with
α=1/2, β=1/2

Fast
computation,
can be applied
to any pattern

No target speed,
no impact of
pattern
diameter or
frequency on
probability of
echo

Table 6.1: Summary of the models developed in this chapter.
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In this chapter, we present the experimental realization of the LiDAR described in the previ-
ous chapters. Due to the industrial ties of this phD, the platform and its integration accounted
for a signi�cant amount of the candidate e�orts and time. In some sections the presentation is
divided between two platform types, the �rst prototype using a beamsplitter (BS) for beam sep-
aration, and the second using a holed o�-axis parabolic mirror (PM). Components were carefully
selected and characterized for best performance, which lead to this design changes between the
two version.

In this chapter, the candidate wishes to show the plurality of �elds that needed to be addressed
to build a functional LiDAR prototype, steaming from optics to analog and digital electronics,
including real-time programming. Component sourcing, electrical and mechanical integration
were also addressed during integration.

7.1 Platform components

In this section we describe the components used in the two platforms, as well as their main
characteristics.

7.1.1 Laser source

Considering the range we wish to obtain, we need a high peak power laser source with a good
beam quality. To reduce scanning time, we also require a high pulse repetition frequency (PRF).
If we refer to the speci�cations, we need to be able to scan 10◦ x 10◦ optical in less than 10 s.
If we use for the scan resolution the drone dimension (30 cm at 1 km), then we have from Eq.
(4.7)
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fl =
AθAϕ
δθδϕ

1

Tscan
>

102

0.0172

1

10
= 35 kHz . (7.1)

This gives us a rough value of the needed PRF. On the other end, the maximal PRF is given
by the pulse travel time. Indeed, if a pulse is �red before the previous one had time to arrive,
then a simple threshold can not discriminate if the return was from the �rst or the second pulse.
The maximal value is then

fl <
c

2Rmax
=

3e8

2 ∗ 1e3
= 150 kHz . (7.2)

Regarding the pulse width, we are not very constrained in range precision (1 m). This means
that we can use a relatively long pulse, ie more than 5 ns, which relaxes the bandwidth of the
photodetector, reducing noise and improving the overall link budget. The longer the pulse width,
the lower the range precision, but the higher the SNR will be.

After a broad research, the laser selected is a �ber laser of the french company Keopsys
(from Lumibird group), using a 1545 nm wavelength. Wavelength selection was covered on
subsection 4.3.3. The gain medium of this type of laser is a �ber, which has been doped with
Erbium elements. The �ber is pumped at another wavelength to realize population inversion and
stimulated emission. This particular model is a distributed feedback laser (DFB), meaning that
the cavity is created by periodical structures within the �ber, which provides optical feedback.
Major operational characteristics are its very high beam quality, high peak power and PRF
while maintaining a very small package. This type of laser is speci�cally designed for long range
LiDAR applications. The speci�cations of the laser are shown in Table 7.1, and the laser itself
is presented in Fig. 7.1.

Parameter Value

Model PEFL-K08-RP-020-010-1545-T1-ET1-PK2A-
FA
(Keopsys/Lumibird)

Type Single mode �ber laser, Erbium doped
Size Circular, 90 x 20 mm
Weight 200 g
Consumption 20 W
Recommended PRF 50 kHz
Pulse width (FWHM) 9.7 ns
Central wavelength 1544.4 nm
Energy bandwidth 99.9 % at +/- 1 nm
Average power 1.25 W
Peak power 2.5 kW at 50 kHz
M2 <1.1

Table 7.1: Characteristics of the laser source selected.

This laser provided the best ratio between peak power and pulse width that we could �nd
at the time with such a small package (at the end of 2017). Slightly higher peak power was
possible with lower pulse width, but the needed bandwidth of the APD would possibly negate
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90x200 mm, 200 g

Figure 7.1: (Left) picture of the laser source of the LiDAR. (Right) measure of the central
wavelength and energy bandwith [supplier data].
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Figure 7.2: (Left) laser pulse shape as a function of the PRF using a 1.2 GHz photodiode.
The reduction of HWHM is clearly visible. (Right) mesured average and deducted peak power
(supposing a 9.7 ns square pulse) as a function of the current drive and the PRF.
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this advantage. The laser can be operated at a lower PRF than the 50 kHz speci�ed so as to
increase peak power. There is however a lower limit that should not be crossed, as too much
peak power can damage the laser. Measures of the evolution of pulse shape and average power
as a function of the PRF is shown in Fig. 7.2.

We can clearly see on this �gure that reducing the PRF results in more peak power. This is
due to a higher accumulation of energy between pulse. Nevertheless, the energy is not uniformly
distributed within the pulse. We can observe that the shape becomes much more triangular as
the PRF decreases, meaning that a higher portion of the energy is emitted at the beginning of
the pulse compared to the end. As a result, the absolute peak is observed to be 4 times higher at
20 kHz compared to 50 kHz, even if there is only a theoretical 2.5 increased in energy. It could
be even higher as we were limited by the 1.2 GHz bandwidth of the photo-diode used.

In any case, a lower PRF is linked to a higher peak power but also a sharper peak. Therefore
the real gain in operation has to be measured using the �nal LiDAR APD, which may have a
too limited bandwidth to take full advantage of this e�ect. Moreover, good thermal coupling
between the laser and the supporting structure is necessary to dissipate power and maintain a
stable temperature, otherwise power will drop. The study of the APD responsivity was done on
section 5.3 and 7.1.3.

7.1.2 Beam steerer

As detailed on chapter 4, the architecture chosen is mono-static, meaning that the same beam
steerer is used for both emission and reception. The aperture of the beam scanner is thus shared,
limiting both the beam divergence Θb and the collection aperture Dr. To maximize the link
budget from Eq. (5.21), we would want an aperture as big as possible. At the same time, we
wish to preserve a high mechanical bandwidth for high speed scanning, most notably during
tracking where a 200 Hz localization rate is needed.

For our application, the most important parameter is probably the aperture. Because we
wish to detect small drones at one kilometer, we need to collect as much photon as possible. If
we look at Table 2.1 in chapter 2, we can see that for this reason alone, the MEMS mirror and
the OPA are not adapted. Another issue is the angular pointing precision and resolution. To
reach our goal, we need high stability, repeatability and positioning with a resolution of at least a
few tens of microradiant (a 30 cm drone is 300 µrad at 1 km). Open loop systems simply cannot
guarantee that type of precision, as they are not robust to environmental variations, especially
temperature. Overall, the galvanometer appears to be the best option, the only drawback being
its size and power consumption.

A two dimensional galvanometer scanner is comprised of two actuators which rotates each
mirror along its axis of rotation. The actuator is built on the rotor/stator concept, one being
a coils and the other a permanent magnet [Aylward 2003]. The torque providing the rotation
is therefore created by magnetic forces, and the rotor is suspended by a bearing technology. To
reach the precision we need, the device must be made with quality precision engineering, which
does not come without costs. Friction on the bearing can also wear the device and should be
taken into account regarding its lifetime.

The angle of incidence on each mirror at the 0 position is 45◦. As each axis is independent,
the laser is �rst re�ected by the �rst mirror, then travels up to the second one. This causes the
�rst axis to "scan" the second axis mirror along one dimension. Therefore, the second mirror has
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to be longer than the �rst to preserve the aperture. This means that dual axis galvanometers
possesses a slow and fast axis, corresponding to the small and larger mirror, even though it is
often corrected by the servo-controller to present identical characteristics on both axis.

The galvanometer we selected is from the German company Scanlab, which is specialized in
these systems, usually for laser engraving applications. We got the biggest aperture available
with an analog, ± 10 V command, which is 14 mm. This size is a good comprise between aperture
and bandwidth. It is delivered with two electronic servo-boards, each one controlling a single
axis. The complete speci�cations are given in Table 7.2.

Parameter Value

Model hurrySCAN III 14 Module, Analog (Scanlab)
Type Dual axis galvanometer scanner
Size 136x90x101 mm
Weight 1.2 kg with holder
Consumption 30 W max per galvo, 60 W total
Aperture 14 mm
Mirror size fast axis : 24x15.5 mm, slow axis : 35x30.8

mm
Optical FoV 40◦x40◦

Command input range ± 9.6 V, full optical FoV, 42.5 mrad/V
conversion

Position output range ± 4.8 V, full optical FoV, 85 mrad/V
conversion

Position detector Optical (possibly shadow casting)
Optical resolution (sensor noise limited) ∼ 10 µrad RMS
Mirror coating Dielectrically enhanced silver, ηg=98 %

transmission per mirror at 1545 nm
(extrapolated from similar coatings)

Table 7.2: Characteristics of the galvanometer selected.

in Fig. 7.3 is shown a picture of the unit and the servo boards. It is interesting to note that the
angular noise is around 10 µrad RMS. This means that to take full advantage of the resolution,
we have to use a 16 bits resolution control electronics (215 < 0.408 rad/10 µrad < 216). Bode
diagram were not available, so we had to perform measurements ourselves, shown in Fig. 6.14
on the previous chapter. Both axis have very similar bode diagrams, despite one mirror being
signi�cantly larger than the other, which is possibly the result of a factory-set compensation
within the electronic servo board to equalize the response of both axis.

7.1.3 Photodetector

For sensitivity reasons, we are using an APD as our photodetector. But beyond sensitivity, at
least two other parameters should be considered. The �rst one is the diameter of the APD, which
is directly related to the detector instantaneous FoV. We need to have FoVi at least greater than
the beam divergence to collect as much photon as possible. We can obtain a condition on the
APD diameter DAPD from Eq. (4.3):
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Figure 7.3: Photo of the galvanometer unit and its two servo boards.

FoVi > Θb ⇐⇒ DAPD > foΘb , (7.3)

with fo the focal of the detection chain. A smaller DAPD improves the noise �gure of the APD
(less primary dark current), and decreases the background average power, which scales as the
square of the FoVi, as seen from Eq. (5.27). The other parameter is related to bandwidth B. It
should be high enough to respond to the short pulse, but not too high because the noise standard
deviation scales as

√
B, as seen on Eq. (5.28). B is directly limited by the TIA used to build the

APD sensor. If we consider a perfectly square pulse and a perfect sensor with a �at response,
then the optimal bandwidth is the one which maximize the peak. It can be approximated by

B ∼ 1

τp
, (7.4)

with τp the laser pulse width. In our case, we should use a sensor with a �at bandwidth close
to 100 MHz. Moreover, a low-cut should be performed to remove slow moving �uctuations and
continuous powers (from background illumination).

We used two di�erent APD in our two di�erent setups, which were changed for performance
issues. The noise and probability of detection study presented on section 5.3 was done with the
latest APD of the platform PM.

7.1.3.1 Platform "beamsplitter"

The �rst photodetector used is an APD from the company LaserComponent. The detector
includes the APD, the trans-impedance ampli�er as well as a way to control the bias voltage.
Detailed speci�cations are shown in Table 7.3, and a picture is presented in Fig. 7.4.

The APD diameter is 200 µm, which, combined with a 100 mm lens, gives a 2 mrad FoVi. This
is in reality far too large compared to our expected beam divergence. Moreover, the bandwidth
is also too wide. These two parameters were therefore not adapted in the �rst iteration of the
platform, resulting in a large noise equivalent power (NEP) and degraded range performances.
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Parameter Value

Model A-CUBE-I200-240 (LaserComponent)
Output Analog
Size 41x41x40 mm
Weight 200 g
Consumption 7 W
APD diameter 200 µm
Gain 10
Bandwidth 240 MHz
Low-cut frequency 20 kHz
NEP (σn) 7.8 nW [from factory measures]
Analog output noise 11.9 mV
Analog output swing 2 V
Threshold at negligible FAR k=5

Table 7.3: Characteristics of the APD of the BS platform.

Figure 7.4: Picture of the A-CUBE APD.
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Due to the lack of digital output, a supplementary device was necessary to perform threshold
and to generate a digital output to the control system. We use the delay generator model
DG645m. The threshold was put at k=5, which is much lower than for the APD of the platform
PM. This is possibly due to the noise of the A-CUBE being TIA limited rather than limited by
the dark current. The noise distribution is then closer to Gaussian, which allows for a better FAR
at a lower threshold. Yet extensive measurements were not performed to con�rm this hypothesis.

7.1.3.2 Platform "parabolic mirror"

Following this realization, we came across another APD, which was more in-line with the perfor-
mance we needed. It is provided by the American company Voxtel Opto. The detector includes
the APD, the trans-impedance ampli�er and a digital (0-1 V) output with an adjustable leading
edge threshold. The developments of section 5.3 were made from this APD.

For this photo-detector, we performed measurement of the NEP, or σn, using developments
made on chapter 5, and more precisely Eq. (5.30), which can be recalled here:

σn =
Pmean
SNR

1

τpfl

D2
r

4R2
Rπηr . (7.5)

The detector was mounted and aligned in the system, operating outside with the same laser
used in our system. The target used was a large, perfectly lambertian target of calibrated
hemispherical re�ectivity Rπ=0.94. The results are presented in Table 7.4.

R (m) σn (nW)

121 0.42
100 0.38
71 0.41
54 0.44
34 0.44

Table 7.4: Measurements of σn from Eq. (5.30) for di�erent ranges

The average value we get is σn=0.42 nW. Complete speci�cations are provided in Fig. 7.5
A considerable amount of data is provided by the supplier, which is very useful to understand

the overall performance of the device. Some are shown in Fig. 7.5. First o�, the bandwidth is
not �at but is peaked between 0.8 and 15 MHz. According to the manufacturer, this is done
to improve pulse detection. Nevertheless, the actual obtained bandwidth is rather short and
may �lter the highest frequency components of the pulse, especially at low PRF corresponding
to sharp peaks, as shown in Fig. 7.2. This is visible in the second graph that is given in the
datasheet, which shows the NEP as a function of the pulse width.

After correcting the curve using the value we measured of σn, we found the following �t:

σn =
2.2 ∗ 10−9

τ
3/4
p

[W] , (7.6)

with τp in ns. From this equation, a 5 ns pulse must have 1.7 times more peak power to
obtain the same sensitivity as a 10 ns pulse, which correspond to a 15% less pulse energy. In
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Parameter Value

Model RUC1-KIAC (Voxtel)
Output Analog and digital
Case size Cicular, 15x7 mm
Electronic interface size 75x50x5 mm
Consumption 5 W
APD diameter 75 µm, covered with a 500 µm half-ball lens
Gain Up to 20
Excess noise factor F 5.6 at G=20
Bandwidth Pulse optimized, 275 MHz
Low-cut frequency 5 kHz
NEP (σn) 0.42 nW for 10 ns pulse (measured)
Analog output noise 1 mV
Analog output swing 186 mV
Threshold at negligible FAR k=11

Table 7.5: Characteristics of the APD of the PM platform.

summary, shortening the pulse will marginally decrease the pulse energy needed, thus marginally
lowering average power and eye-safety issues.

The APD diameter is 75 µm, which is relatively small. Thankfully, there is an option to
use an integrated half-ball lens directly soldered to the sensor. Supplier data show an e�ective
collection diameter of 150 µm with this setup, provided that the f-number is higher than 4.
With our 14 mm collection and a 100 mm focal, our f-number is 7.1, which is well within the
speci�cations. The FoVi can then be approximated at 1.5 mrad. One drawback is that the
addition of the half-ball lens induces more complexity to model the size of the laser return spot
on the APD surface. While the sensitivity of the detector is very high, this is counterbalanced
by the necessity to use a high threshold (k=11 from Fig. 5.4) to reach a FAR low enough for our
application. At last, it possess a digital output with embedded threshold for ease of integration
with digital components.

7.1.4 Beam separator & collimation optics

As mentioned in section 4.3, the optical design was �rst developed with a beamsplitter to separate
the emitted and received beam (plateform BS), the second using a parabolic o�-axis holed mirror
(platform PM).

In our monostatic set-up, the cross-talk between the emission and the reception represents a
challenge. At emission, the pulse peak power is at several kiloWatt, whereas the APD sensitivity
is in the range of the nanoWatt. To prevent cross-talk, we would need an optical isolation
of 120 dB. Such an isolation is far from easy to realize. On the literature, a 45 dB isolation
using polarization-based separation is described as a best result in [McManamon 2015]. Cross-
talk is caused by some degree of scattering on every optical surface the beam interacts with,
even mirrors. In our architecture, the galvanometer mirror surfaces themselves produce enough
backscattering to blind the APD for tens of ns after emission.

With this in mind, using an unpolarized BS is challenging because at emission, half the power
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Figure 7.5: (Up, left) picture of the Voxtel APD and its electronic card adapter. (Up, right)
Bandwidth of the TIA compared with a classic commercial one [supplier data]. (Down) NEP as
a function of the pulse width. The data comes from the supplier but were modi�ed to �t the
value of σn found with a 10 ns pulse. The �t is our addition.
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must be discarded into a beam dump, leading to a heavy amount of backscattering. Our second
architecture using a holed PM achieves less backscattering by reducing the amount of optical
interfaces. Another solution could be to turn o� the detector when the pulse is �red, but the time
it takes for the APD to cycle is too long compared to the 1 km range wanted in our application.

7.1.4.1 Platform "beamsplitter"

This platform uses a beamsplitter to separate the emitted beam from the receiving one. We are
using the beamsplitter plate BSW12R from the company Thorlabs, of dimensions 25x36x1 mm.
At 1545 nm, transmission e�ciency is ηBSe =54 % and re�ectance is ηBSr =46 % [Thorlabs data].
This type of separation allows to have a beam waist almost as large as the system aperture Dr.
To improve our link budget regarding the low APD sensitivity, we have to increase the energy
density on the target, so we made the choice to use a W0=10 mm beam diameter waist.

We use a triple lens collimator, model TC-18ACP1550, of 3.33 mm of beam waist diameter,
coupled to a x3 beam expander, model GBE03-C. These two components were supplied from
Thorlabs. The triple lens collimator provides very low wavefront error, resulting in a value of
M2 generally much lower than 1.05 [Thorlabs data].

7.1.4.2 Platform "parabolic mirror"

This platform uses a holed o�-axis parabolic mirror to separate the emitted beam from the
receiving one. The hole diameter Dh limits both the beam waist at emission, and the collection
surface at reception. The transmission and reception coe�cients are given by Eq. (4.5), which
we recall here for simplicity: 

ηPMe =1− exp
(
−

2D2
h

W 2
0

)
ηPMr =1−

D2
h

D2
r

. (7.7)

For component availability, we chose to keep the triplet lens collimator, model TC-
18ACP1550, of beam waist diameter W0=3.33 mm. The size of the hole was chosen at 5 mm to
minimize transmission losses in reception. The transmission is then 99 % in emission and 87 %
in reception. The PM is a custom piece from the supplier Thorlabs, adapted from an existing
component. More details are given in Table 7.6. A picture is shown in Fig. 7.6.

Parameter Value

Model MPD249V5-M01
Dimensions Circular, 63x50.8 mm
Aperture >45 mm
Re�ected focal lens 101.6 mm
O�-axis angle 90◦

Coating Protected gold, 96 % transmission at 1545
nm [Thorlabs data]

Surface quality 40-20 scratch dig

Table 7.6: Characteristics of the o�-axis parabolic mirror.
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Figure 7.6: Picture of the o�-axis parabolic mirror with a 5 mm through hole.

At last, we needed to be sure that the �xed focus triplet collimator speci�cations were correct
and that the beam was well collimated. To do so, we used an InGaAs camera to image the beam
on a portion of a plastic coating on a wall. The laser power, camera integration time and aperture
were carefully chosen to have enough dynamic range for a reliable measure. 30 images were taken
and averaged to reduce speckle noise, and then �tted with a 2D Gaussian, shown in Fig. 7.7. We
obtained a beam diameter of 76.8 mm at 100 m, against 72.8 mm in theory (from Eq. (5.3) using
M2=1.1), knowing that the pixel resolution is 2.7 mm on our images. The �t is close enough to
validate the theoretical value, even though more measurements at di�erent range could be made
to have a stronger con�rmation.

Figure 7.7: Average of 30 accumulated images of the �xed LiDAR beam from the triplet
collimator at a 101.5 m range. The colorscale is logarithmic. The dotted ellipse represents the
beam waist diameter at this range, 75.4 mm along u and 78.3 mm along v. Pixel resolution is
2.7 mm.

7.1.5 Bandpass �lter & transmission coe�cients

The last element in our system is the bandpass �lter. It is used to block the background il-
lumination coming from the sun, which impact the noise �gure as shown on Eq. (5.26). The
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bandwidth of the �lter should be chosen so that the resulting background noise is negligible:

σbg < σn ⇐⇒
2qFB

R0
Ppg < σ2

n . (7.8)

If we use the expression of Pbg as a function of the band�lter bandwidth ∆λ from Eq. (5.27),
we have (neglecting transmission e�ciency) :

∆λ <
4

π

1

LFD2
rFoV

2
i

R0

2qFB
σ2
n . (7.9)

We have in our setup Dr=14 mm, FoVi=1.5 mrad, R0, F=5.6, B=275 MHz and σn=0.42
nW. The missing value if LF , which is the background radiance. [Bell et al. 1960] give orders of
magnitude of sky radiance in the infrared region. Near 1 µm, the radiance of a brightly sunlit
cloud was measured at around 0.1 W.m−2.sr−1.nm−1. We obtain ∆λ < 11 nm. This value is
relatively large, even on this worst case scenario. This is largely due to the small instantaneous
FoV of the sensor, and the small aperture.

We used a hard coating �lter from Thorlabs, model FBH1550-12. This �lter has a full width
at half maximum (FWHM) of 12 nm, centered on 1550 nm, and an excellent transmission of
more than 95 %, while having a 10−5 transmission in the blocking region. In the case of the PM
architecture, we had to place the �lter within the focus of the received beam. This means that
the angle of incidence is not the same for all the rays within the beam. The bandpass �lter we use
is based on a dielectric-stack Fabry-Pérot interferometer design, meaning that it relies on optical
path di�erence between rays to constructively interfere at the wanted wavelength, and reject all
the others. Angle of incidence will therefore impact the �lter characteristics, as it changes each
ray optical path length. An equation giving the dependency of the center wavelength λi on the
angle of incidence i can be found from geometrical consideration [Baumeister 2004]:

λi = λ0

√
1− sin(i)2

n2
∗

, (7.10)

with λ0 the center wavelength at normal incidence and n∗ the e�ective coating stack refractive
index. Measurement of the �lter were performed for di�erent angle of incidence, and a good �t
was found for n∗=1.83 (see Fig. 7.9). Transmission e�ciency and overall bandpass shape stays
the same up to 10◦of incidence, but starts to drop after. It is very well modeled by a supergaussian
of order p of expression:

η(λ, λi) = η0 exp
(
−
(

2(λ− λi)2

σ2
λ

)p)
, (7.11)

with η0 the peak transmission and σλ the transmission window diameter. The data and
corresponding models are represented in Fig. 7.8. Experimental �t for these parameters are
shown in Table 7.7.

For a �lter placed on the focus side of a lens or parabolic mirror of focal fo, and system
aperture Dr, the transmission can be found by integrating the previous equation for angle of
incidence between 0 and tan(Dr/2fo) over the circular surface:
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Angle of
incidence

0◦ 5◦ 10◦ 20◦ 30◦

λi (nm) 1550.0 1548.6 1543 1523.4 1490.5
σλ (nm) 9.78 9.80 10.0 11.2 13.4
eta0 0.989 0.986 0.978 0.913 0.786
p 1.83 1.79 1.50 1.10 1.08

Table 7.7: Parameter �t for the bandpass �lter transmission curve as a function of angle of
incidence.

Figure 7.8: Experimental values of the transmission of the bandpass �lter as a function of
wavelength for several angle of incidence (full lines). The black line shows the laser wavelength,
and the dotted line are the supergaussian �t from Eq. (7.11).
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ηBP (λ) =
4f2

πD2
r

2π∫
0

tan(Dr/2fo)∫
0

η(λ, λ0

√
1− sin(i)2/n2

∗) ididj

=
8f2

D2
r

tan(Dr/2fo)∫
0

η0(i)exp
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√
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σλ(i)

)2p(i)
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, (7.12)

with λ our laser wavelength. This equation does not have a closed form, but can be nu-
merically solved. A representation of the bandpass transmission coe�cient as a function of the
incident angle is made in Fig. 7.9 for λ=1544.4 nm. Calculated transmission is found to be
ηBP=0.72. This value is relatively low, and clearly not optimized. If the �lter was tilted at 7.9◦

along one direction, then transmission would have been 0.96. This is an oversight and will be
corrected in future versions of the LiDAR.

Figure 7.9: (Left) experimental data and �t (from Eq. (7.10)) of the center wavelength shift as a
function of the angle of incidence i. (Right) transmission at λ=1544.4 nm through the bandpass
�lter for a focal cone of maximal angle tan(Dr/2fo).

For the plaform PM, emission and reception transmission coe�cients are given by the fol-
lowing calculation: {

ηe = ηPMe η2
g = 0.95

ηr = η2
gη
PM
r ηBP = 0.58

. (7.13)

For the plaform BS, emission and reception transmission coe�cients are given by the following
calculation: {

ηe = ηBSe η2
g = 0.52

ηr = η2
gη
BS
r ηBP = 0.32

. (7.14)
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The global transmission is 3.3 times better with the PM architecture than with the BS
platform.

7.2 System overview and control electronics

Now that we have de�ned the performance of each component of the optical architecture, we
can describe the control electronics used. It is equivalent for both platform, except that the BS
platform have a pulse generator (model DG645m) to trigger on the A-CUBE analog output and
generate a proper digital signal for the control electronics.
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Figure 7.10: Schematic of the system. The control unit is made of a real-time loop implemented
on a FPGA, with both analog and digital input and outputs. The APD is saturated by cross-talk
during pulse emission.

A schematic of the complete system is done in Fig. 7.10. Due to the high refresh rate
requirement, the system operate in real-time on a FPGA. This component is a programmable
array of logic elements in which each section execute its own code. This way, a FPGA truly
support parallel execution with very fast and accurate loop cycles. The downside is the heavy
compilation time (more than 20 minutes for large codes), the low-level programming language
and the size of the executable code that can be programmed into the device.

Our FPGA was supplied by National Instruments and coded in Labview FPGA, which is fast
to learn, structure and modify, which made it really useful for prototyping. Its base loop rate is
40 MHz, but can be increased several times for speci�c loops if the numbers of operations is low
enough to be executed within that type frame. We chose to directly connect the output of the
APD to a digital input of the FPGA. The timestamp was therefore made using the FPGA clock,
which was increased at 240 MHz in the speci�c loop. Pipelining with shift register was used
to reach this high-rate clock by reducing the number of operations needed within a single clock
cycle, at the expanse of a higher delay. We obtained a 62.5 cm range resolution. The FPGA also
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presented analog input and output ports, which are used to drive the dual axis galvanometer.
The full speci�cations can be found in Table 7.8.

Parameter Value

FPGA card NI 7847R
Host Computer PXIe-8133
Chassis PXIe-1075
FPGA Chip Kintex-7 160T
Programming language LabView FPGA, LabView
Clock 40 MHz, can be derived
Digital I/O 48 channels, TTL, LVTTL or LVCMOS

compatible, clock dependent frequency
Analog input 8 channels, ±1 V, ±2 V, ±5 V or ±10 V, 16

bits, > 1 GΩ impedance, 0.5 MSa/s per
channel, ∼ 2 mV calibrated accuracy at full
scale, ∼ 0.2 mV noise

Analog ouput 8 channels, ±10 V, 16 bits, 0.5 Ω impedance,
1 M/s per channel, 2.5 mV calibrated
accuracy at full scale

Table 7.8: Characteristics of the FPGA and control electronics.

As seen on this table, the FPGA has the correct analog I/O to drive the galvanometer mirror,
ie ± 10 V for command and ± 5 V for position reading, with the adequate 16 bits resolution.
The digital I/O is also compatible with the TTL levels required for triggering the laser, and the
LVCMOS level for reading the APD digital output. Oscilloscope measurements of the waveforms
are shown in Fig. 7.11, with a target located at 343 m. There is a 200 ns delay between the
electrical TTL trigger and the laser optical pulse. As we can see, the APD is saturated by the
initial cross-talk, creating a blind zone which can extend up to 30 m at full laser power. The
analog output is far too fast to be sampled by the analog input of our FPGA, therefore we
cannot have access to the target re�ectivity. A workaround using peak hold electronics was used
to "slow down" the pulse in imagery mode (see the next chapter).

Developments of the LabView FPGA code took several months, spanned on more than a
year, with occasional improvements. Low level developments included several signal generator
functions for the various patterns used (raster-scan, spirals, Lissajous, circle-spiral, ...), syn-
chronization between loops (laser trigger, APD read, signal generation) and transitions between
modes, data exchange between the host and the target using bu�ering �rst in, �rst out (FIFO).
Custom cables were also designed by the candidate between the FPGA electric terminals and
the electro-optical components. A picture of the system at a early state of development is shown
in Fig. 7.12. Close-up of the BS and PM platform are shown on the same �gure.

The platform is put on a 2-axis rotational mount. Several additional sensors are usually
used during alignment and operation, including a high-bandwidth oscilloscope, a VIS and SWIR
camera with a long-focal objective and a voltmeter. The platform faced a restricted access square
�eld of dimensions of around 120x120 m. The �eld is clearly not long enough for long range tests,
but several elements at a longer range (buildings, trees, ...) were present. For drone tracking,
speci�c trial sessions were organized and are described in the next chapter.
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Figure 7.11: Laser trigger, APD analog and digital returns of our LiDAR system pointing at a
target 343 m away.

7.3 Platform integration

After a series of test and validation steps (results shown in the next chapter), the platform was
ready to be integrated. This step is a pre-integration of the product, which is at the demonstrator
maturity level, and consists of the realization of a case as well as an independent FPGA card
for control. A RS-422 communication interface between the FPGA and a host system was also
developed for bi-directional data exchange. This way, we made sure that every LiDAR mode was
fully con�gurable. We made the choice to have two components: one optical head, and one rack
apparatus containing both the power supplies and the FPGA. A series of cables of 4 m length
connects the two systems, transporting both analog and digital signals. Therefore, special care
was taken against cross-talk (via shielding) and voltage drops.

Mechanical design and electrical connections were realized according to the candidate plans.
Mechanical design was heavily expanded into a full 3D computed aided design (CAD). These
two tasks were handled by internal o�ces within the company. A short thermal study was also
performed to make sure that the system won't overheat confronted to high summer temperatures.
An engineer, supervised by the candidate, was recruited to develop and test the RS-422 bi-lateral
communication. Realization of the FPGA card and electronic interface (analog I/O with correct
signal levels) was done under the constant supervision of the candidate. Complete speci�cations
and documentations were produced regarding the core programming as well as the electronic
interfaces and RS-422 protocol. The integration took around 10 months to complete and test.
The resulting product in shown in Fig. 7.13.

Of the components presented previously, the FPGA card and the electronic interface is the
only one that was changed for integrability. Analog input and output noises were characterized
at respectively 0.27 mV RMS and 0.43 mV RMS (using a 20 MHz bandwidth oscilloscope). The
bandwidth of the galvanometer being limited to a few kHz at best, it is likely that the actual



7.3. Platform integration 97

A

B

C

Figure 7.12: (A) Global overview of the platform BS in a early stage of development. (B) Close-
up of the BS platform with Thorlabs mechanical assembly. (C) Close-up of the PM platform
using a custom 3D-print mechanical mount.
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A

B

Figure 7.13: (A) Integrated LiDAR optical head and rack with their covers o�. The FPGA
card is located in the rack, with the power supplies. (B) Closed system, ready to operate next
to a long focal SWIR camera.
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resulting mechanical noise is much lower. Still, if we use these values we can obtain the global
pointing RMS noise ∆p:

∆p =
√

(10 µrad)2 + (0.43 mV ∗ 42.5 mrad/V)2 + (0.27 mV ∗ 85 mrad/V)2 = 30 µrad. (7.15)

This value does not take into account the accuracy of the analog input or output, nor the
mechanical accuracy of the galvanometer axis positioning. Nevertheless, it gives an indication of
the pointing stability and readout position in the center of the �eld (θ=0◦, ϕ=0◦). This value is
still very acceptable, corresponding to 3 cm at 1 km.

7.4 Conclusion

In this chapter, we presented each individual components of our platform. We detailed their
characteristics, often using complementary measurements if data provided by the suppliers were
incomplete. The laser source was characterized in mean and peak power, pulse shape and diver-
gence. The bode diagram of the galvanometer (for beam steering) was measured, from which a
frequency limit regarding the amplitude was extracted. The APD sensitivity, FAR and probabil-
ity of detection was quanti�ed, as well as its behavior with pulse width. The �lter transmission
was measured and modeled for diverse angle of incidence, from which we could deduce the global
transmission of the system.

Finally, the overall platforms were shown in various pictures, with details regarding the real-
time control electronics based on a FPGA. Signi�cant e�orts were put into these platforms and
their development, leading to an integration process supervised by the candidate. Global system
con�guration and performance are described on the next chapter.
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In this chapter we present the experimental results of the LiDAR. Our focus is toward the
tracking data, which we have accumulated during our trials against drones. But beforehand,
we have to address both the laser safety and the scanner frequency limitations so as to de�ne
operational limits in which our system must operate.

8.1 Laser safety for �eld trials

The �rst element to consider when testing a LiDAR system is the laser safety. To quantify laser
hazard to exposed personals, we have to refer to laser safety norms. International laser safety
standard EN 60825-1:2007 de�nes a maximal permitted exposure (MPE) of the eye in [J/m2 or
W/m2] for each wavelength and observation time. Two limiting regimes must be studied, either
using a single pulse or continuous exposure (> 10 s).

The MPE for a single impulsion of 10 ns, noted MPEs, is 104 J/m2 at 1544.3 nm. For
continuous exposure or pulse accumulation (> 10 s), we use the notation MPEc, and its value is
1000 W/m2. At this wavelength, the MPE is identical for the skin and for the eyes, because light
is mainly absorbed by the cornea and does not reach the retina. The e�ect is purely thermal.
Quanti�cation of eye-safety limits can be done by computing nominal hazard zone (NHZ), within
which safe exposure levels may be exceed. In this zone, restrictive measures and protective wear
should be used. NHZ is given by the following formula, modi�ed to use 1/e2 laser characteristics
instead of the 1/e de�ned in the norm:
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NHZs =

√
8Pmeanηe
πMPEsfl

−W 2
0

Θb

NHZc =

√
8Pmeanηe
πMPEc

−W 2
0

Θb

(8.1)

The parameters and computations are shown for both the platform BS and PM in Table 8.1.
It can be noted that the PRF is kept quite low at a few tens of kHz, compared to what is possible
with this type of �ber laser. This is done to increase the maximal range of the system, at the
expense of the scanning rate, link to the PRF.

Parameter Platform BS Platform PM

Mean power Pmean 1.25 W 1.25 W
Pulse width τp 9.7 ns 9.7 ns
PRF fl 20 kHz 30 kHz
Emission transmission
coe�cient ηe

0.52 0.95

Waist diameter W0 10 mm 3.33 mm
Full angle divergence Θb 220 µrad 710 µrad

NHZs eye safe for 1 pulse eye safe for 1 pulse
NHZc 182 m 77 m

Table 8.1: Laser safety calculations.

As we can see, the system presents a level of hazard for skin and eyes up to non-negligible
ranges. One way to reduce the hazard is to reduce the laser power, at the expense of a reduced
performance. During trials, speci�c restrictions and adapted personal protective equipment
(PPE) were adopted to manage the risk. It is also interesting to note that, even though almost
twice as much energy is emitted with the PM platform compared to the BS, the di�erence in
divergence is enough to obtain more than twice the NHZ.

Finally, it should be noted that these values are given for a constant, static exposure of at
least 10 s, which is very conservative in terms of safety. Our LiDAR being a scanning system,
such a case is never realized in practice. Further developments should be made to more accurately
represent the laser hazard of such a system in its various modes, each of them including a scanning
pattern.

8.2 Frequency limitations

We can use here the developments that were made on chapter 6 regarding the frequency limita-
tion. We can summarize the results in Table 8.2.

Now we have to compute the values of the frequency for each mode and each pattern to see
if we are within one of the limitations described in this table. For the light round-trip, for the
platform PM, we have FoVi=1.5 mrad and Θb=710 µrad. We can also use the farthest range
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Name Reference Limitation on fp

Light round-trip f rtc Eq. (6.38) c
2R

(
FoVi−Θb/2

2Ap

)
Circle-spiral (pure sinus) fc Eq. (6.39)

(
a
Ap

)b
Lissajous f lissc Eq. (6.40)

(
a
Ap

)b
n
n+1

Triangular raster-scan f tric Eq. (6.43)
(
a
Ap

)b
m2b−1

γ

Spirals fspic Eq. (6.47)
(
a
Ap

)b
m(αb+β−1)/α

Table 8.2: Frequency limitations for the LiDAR system.

R=1 km. For the galvanometer limitations, we can also remind here that afc=34390 rad.s−1/bf c

and bfc=0.45.

8.2.1 Raster-scan for detection mode

The frequency limitation as a function of the wanted amplitude for the raster-scan is shown in
Table 8.3. We use the cuto� m=9, which corresponds to the 5th odd harmonics. We also use
γ=3/2 as described in the chapter 6.

Triangle peak-to-peak

amplitude Aθ (or Ap) (
◦)

Maximal allowed

frequency f tric (Hz)

Maximal allowed

round-trip frequency f rtc
(Hz)

2 266 2460
4 195 1230
6 162 820
8 142 615
10 129 492

Table 8.3: Triangle waveform frequency limitations for raster-scan.

In any case, the scanner bandwidth imposes stronger limitations than the round-trip light
travel. This is true for any pattern, and as such we will not display it in the next tables. As
we will see in the experiment, we always choose frequency values far lower than the scanner
limitations, because the wanted resolution is constrained by the laser repetition rate, which is
fairly low at 30 kHz.

8.2.2 Circle-spiral for detection mode

In this mode, we will neglect the spiral, which is operated at the same frequency fi as the circle
but at a lower amplitude. The circle is created by driving each axis using a sinus, meaning that
we can directly use Eq. (6.39). One has to keep in mind that the actual frequency for the circle
depends on the intruder, its speed, and the range at which it should be detected, as well as the
LiDAR parameters. These results are presented in the next chapter. Here we simply wish to
give the maximal permitted frequency fi at a given circle diameter As. The results are shown in
Table 8.4.
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Circle optical diameter Ap or As (
◦) Maximal allowed frequency for fp (or

fi) using the expression of fc (Hz)

2 500
4 360
6 300
8 265
10 240

Table 8.4: Circle-spiral frequency limitations.

8.2.3 Lissajous for tracking mode

In tracking mode, the frequency limitation is directly linked to the localization rate floc, which is
linked to the pattern period by Tp=n/fp. Here, the most constraining frequency limit is achieved
at close distance, when the pattern has the maximal peak-to-peak amplitude. We choose Ap=0.5◦

(90 cm at 100 meter distance). This correspond to 3 times a 30 cm drone at 100 meters. If the
drone goes at a higher range, then the angular amplitude is going to get smaller. We can �nd
the frequency limitation as a function of the pattern parameter n, shown in Table 8.5.

Shape parameter n Maximal allowed

frequency for fp using the

expression of f lissc (Hz)

Maximal allowed

localization rate

floc=fp/n (Hz)

2 620 310
3 696 230
4 743 185
5 774 155
6 796 132

Table 8.5: Localization frequency limitation as a function of the shape parameter for a Lissajous.

8.2.4 CLV spiral for tracking mode

In the case of the CLV spiral, which was found on section 6.3 to be the pattern providing the
highest beam density, we have α=β=1/2. We use the same maximal amplitude Ap=0.5◦. In this
case, the maximal allowed frequency for fp using the expression of fspic gives 434 Hz with m=4
(only 1/4 of the spiral in the center should be deformed). We show in Table 8.6 the corresponding
maximal localization rate floc as a function of the CLV shape parameter n, which is half the
number of spires in this case.

It is interesting to note that CLV spirals of the same shape parameter are at best 1.5 times
slower than their Lissajous counterpart. In practice, this may create a limitation depending on
the wanted localization rate. Nevertheless, a too high frequency can be detrimental if the laser
PRF is not high enough to get a su�cient number of beams per period (to keep a high beam
density on the pattern).
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Shape parameter n Maximal allowed localization rate

floc=fp/n (Hz)

2 217
3 145
4 108
5 87
6 72

Table 8.6: Localization frequency limitation as a function of the shape parameter for a CLV
spiral.

8.3 Trials and results

We used several locations for platforms developments and trials. We have a optic lab, whose
range is limited to 10 meters, which was used for very early tests. Then, we moved to a 120x120
m open �eld, with restricted access. Laser power was tuned to reduce the NHZ within this
boundary if it was needed. The platform was kept inside an small building, and could be used
at any time, which greatly facilitated developments. It is shown in Fig. 8.1.

100 m

Figure 8.1: Open �eld used for medium range (100 m) tests and developments.

For long range, we had to organize speci�c trials with drone pilots in accordance to the
regulation of the country. We did two sets of trials, 2 weeks in March 2019 with the platform
BS and 1 week in February 2020 with the platform PM. Each trials required a fair amount of
organization for approval, logistic and drone �ight preparation. Both trials were done at the
same location, which o�ered an open �eld of around 1.7x2 km in surface, with the ability to �y
di�erent kind of drones. Pictures of the �eld and the LiDAR installations are shown in Fig. 8.2.
Three types of drones were tested, their characteristics are described in Table 8.7.

These drones present rather di�erent shapes and types of trajectories. Fixed wings have
higher maximal speed, but lower accelerations and more curved trajectories compared to their
rotary equivalent. They also present signi�cant cross-section variations depending on their ori-
entation. The twinstar for instance is much more di�cult to detect when coming from the front
(thin nose and wings) than from its pro�le or when turning. This was highlighted in some of our
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1.7 km

Figure 8.2: (Left) picture of the modular container in which was operated the LiDAR. (Right)
picture of the open �eld in which the drones �ew.

Phantom4 (DJI) Twinstar RD RR

(Multiplex)
Black Widow

(Vulcan UAV)

Wing type Rotary Fixed Rotary
Dimensions 35 cm diagonal 110 cm length, 140

cm wingspan
45x40x30 cm

Weight 1.4 kg 1.4 kg 3 kg
Maximal speed 20 m/s - -

Table 8.7: Description and pictures of the drones used during trials.
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collected data.
During these trials, our priority went toward the detection and tracking mode. Intrusion

mode was tested as a proof of concept at very close range, but we could not operate two drones
simultaneously to get telemetry in the center and intrusion on the perimeter. Overall, we had
to process tracking data to gather experimental information on the system performance. To this
e�ect, during tracking we monitored:

� angular position (θ, ϕ) and range R of the drone,

� the number of echoes per period Np,

� the frequency localization floc, which is the rate at which localization data are available.
For this value, we consider discreet time bins delimited by each pattern period Tp. During
each time bin, the average angular position (θ, ϕ) and range R is computed from the
temporal positions of the echoes in the pattern. This average is temporally assumed to
be at the middle of this time bin. floc is then de�ned as the inverse of the time between
consecutive time bins presenting at least one echo. Therefore, if there is at least one echo
per period (Np ≥ 1), then the localization frequency is at its nominal value, which is de�ned
by 1/Tp. Then, if there is at least one echo on one de�ned period, succeeded by x periods
without an echo, and at the period x+1 there is at least an echo, the resulting floc is equal
to 1/((x+ 1)Tp). floc is therefore a discreet function.

These last two parameters are very important indicators of tracking quality. A high number
of echoes means a strong average localization and a high pointing stability. Drops in frequency
localization give a good indication of the range limit of the system, or at least the range at
which tracking quality starts to seriously degrade. The evolution of Np with the distance is also
directly linked to the probability of detection, and can be used to �t a number of parameters
in the models described in the previous chapters. Detection data (during raster-scan) could
not provide enough info because, as described in chapter 4, the transition between detection and
tracking mode is automatic upon a single echo. To gather more data using this mode, an imagery
mode was developed (see next section), but unfortunately could not be tested with drones.

During trials, our LiDAR system was mounted on a tripod and oriented toward the open
�eld, as shown on Fig 8.2. As it will become apparent in the �gures, during tracking some data
were periodically lost because of an error in the size of the bu�er between the host collecting the
data and the FPGA. Yet, if some holes in the trajectories can be visible due this bu�er issue,
tracking was fully active during that time period.

The purpose of these trials was to characterize the system on three main aspects: maximal
range, tracking speed and pointing accuracy. To achieve this, drone trajectories were separated
into two kinds. The �rst is named "distancing" or "approach" : the drone is hooked at short/long
range, and get away/close from/to the system while minimizing its displacement in azimuth or
altitude. This trajectory is used to �nd the maximal range at which the drone can be tracked. The
second is named "left-right": at a �xed, or almost �xed range, the drone alternate acceleration
and deceleration to reach maximal speed in azimuth. This trajectory is used to con�rm that
tracking is robust to high speed and acceleration.
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8.3.1 03/2019 with the platform "beamsplitter"

With this platform, we had to use the lower laser PRF usable (20 kHz) to maximize the range.
During these trials, the spiral was not implemented, and so only the Lissajous was tested. We
used a n=3 Lissajous, with floc=120 Hz, relatively far from the maximum values shown in Table
8.5. This way, the number of beams per pattern period during tracking is 167. The localization
rate was set at a relatively low value, but it was the �rst trials so we took a margin.

For the detection mode, the value of the angular resolution δθ and δϕ, as well as the FoV
(Aθ, Aϕ) were often changed to reduce the scanning time Tscan so as to increase the probability
to detect the target.

The LiDAR parameters used during these trials are shown in Table 8.8.

Parameter Value

Pe 5 kW
fl 20 kHz
Θb 220 µrad
Dr 14 mm
σn 7.8 nW
k 5
ηe 0.52
ηr 0.32
Tracking pattern Lissajous
n 2
fp 360 Hz
floc 120 Hz
Ap 0.3◦ at 100 m

Table 8.8: LiDAR parameters used during the second trials.

The resulting data from the tracking of a phantom4, a twinstar and a black widow are shown
in Fig. 8.3, 8.5 and 8.4. The black dot at position (0,0,0) represents the LiDAR position.

On these �gures, we can see that the number of echoes per period Np and the localization
frequency floc add important information. Np clearly decreases with range, and there is a range
limit at which floc starts to decrease as well. We can see in Fig. 8.6 that, when combining all
these trajectories, floc drops to 60 Hz or less only when there is less than 7 echoes per period.
Keeping a higher number of echoes per period at a higher range may be possible, but it should
be kept in mind that the fundamental range limit of the link budget remains.

Finally, rough range limits for each drone is reported in Table 8.9. As seen on this table, we
are relatively far from the 1 km on the speci�catiin Table. Improved performance are presented
on the next subsection with the PM architecture. The data registered during trials are used on
the next section to characterize the probability of detection for each drone.

8.3.2 02/2020 with the platform "parabolic mirror"

During these trials, we had a more advanced FPGA code, with the CLV spiral implemented, as
well as more robust knowledge of the system in general. For detection mode, the value of the
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Figure 8.3: "Distancing" tracked trajectories of the phantom4.

Figure 8.4: "Distancing" tracked trajectories of the black widow, with some "left-right" ma-
neuvers.

Drone type Max range at 120 Hz

localization (m)

Max observed range (m)

Phantom4 430 610
Twinstar 280 420
Black widow 300 580

Table 8.9: Tracking range limits of the di�erent drones.
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Figure 8.5: "Approach" tracked trajectories of the twinstar.

Figure 8.6: (Left) Histogram of the number of echoes per period for localization rates of 60 Hz
or less for phantom4, black widow and twinstar trajectories. (Right) cumulative proportions of
the number of echoes corresponding to localization rates of 60 Hz or less. Np=7 (red dotted line)
corresponds to more than 99% of the points.
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angular resolution δθ and δϕ, as well as the FoV (Aθ, Aϕ) were �xed to get a scanning time Tscan
of 8.7 s. The localization frequency of both the Lissajous and the CLV spiral were increased to
240 Hz, getting closer values shown in Table 8.5 and 8.6. We used a 30 kHz PRF, which is still
relatively low, but necessary to get the wanted range. Unfortunately, due to a technical issue,
the photodetector was replaced during the experiment and the alignment was remade quickly,
resulting in a poorer sensitivity than the aforementioned 0.42 nW. Moreover, due to an error,
the value of the threshold was set at k=18. The expected value of the sensitivity was closer to
σn=1 nW.

The LiDAR parameters used during these trials are shown in Table 8.10.

Parameter Value

Pe 4.1 kW
fl 30 kHz
Θb 720 µrad
Dr 14 mm
σn 1 nW
k 18
ηe 0.95
ηr 0.58

Detection pattern Raster-scan
(Aθ, Aϕ) (10◦, 10◦)

(δθ, δϕ) (0.023◦, 0.017◦)

Tscan 8.7 s

Tracking pattern Lissajous
n 2
fp 720 Hz
Tracking pattern CLV spiral
n 2
fp 240 Hz
floc 240 Hz
Ap 0.43◦ at 100 m

Table 8.10: LiDAR parameters used during the �rst trials.

At �rst, we compared Lissajous and CLV spiral regarding range performance on a "distanc-
ing" trajectory. The results are displayed in Fig. 8.7 for a phantom4. The data on this �gure
con�rms the theoretical analysis performed in section 6.3, knowing that the CLV spiral increases
the probability of detection and thus produces much more echoes per period than the Lissajous
(around a factor 2), while having the same period. As a result, tracking quality is maintained
over a longer range, as floc start to drop from 240 Hz to 120 Hz 100 m later for the CLV spiral
compared to the Lissajous. This also implies that tracking can work at longer range, as demon-
strated here where the CLV spiral reaches almost 900 m while the Lissajous looses the target at
750 m. For all these reasons, the CLV spiral was the pattern used for the rest of the trials.

Then, we wanted to qualify the system for target speed and acceleration using "left-right"
trajectories. Azimuthal speed Vc and acceleration ac can be calculated from the trajectories by
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Figure 8.7: Tracked "distancing" angular trajectories for a phantom4 with a Lissajous (blue)
and a spiral (red). The two colored arrows indicates the range at which tracking quality starts
to drop. The spiral shows a 100 meter increase in performances compared to the Lissajous.
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�ltering the data and applying the derivative. Results are displayed in Fig. 8.8.

Figure 8.8: Tracked "left-right" angular trajectories for a phantom4 (left) and a twinstar (right),
from which the �ltered speed and acceleration can be deducted as a function of time.

The phantom4 was kept at 650 m with a perfectly one dimensional trajectory, whereas the
twinstar had to do wider three dimensional loops and ranged from 400 to 650 m. In the trajec-
tory, the succession of acceleration, top speed and deceleration can be clearly identi�ed in the
phantom4 data. Its maximum speed was measured at 17.5 m/s, which is close to the 20 m/s
provided in the datasheet. Its deceleration is more powerful than its acceleration, reaching 1g
at its peak. The smaller acceleration of the twinstar did not allow to reach the drone top speed.
Nevertheless, speed up to 20 m/s is seen on the data. At closer range, tracking speed of 10◦/s
were recorded with our tracking method. in Fig. 8.9 is displayed a twinstar trajectory which
shows increasing angular speed, up to 7◦/s, as the drone is getting closer and abruptly turning
from the system.

Because we did not have a GPS reference on our system, direct comparison with the drone
registered trajectory was not possible. Therefore, pointing accuracy could not be gathered from
tracking of a dynamic target. We had to settle for a static target, which we put fairly close to
the system, adjusted in size to represent a 30 cm drone at 770 meters. Results are presented
in Fig. 8.10. The standard deviation is 45 µrad for 30 seconds of tracking, several times lower
than target size. We can expect these results to be worse for moving targets, as blur e�ects and
delays may induce o�sets in the ecartometry. Shorter pattern periods can be used to reduced
these e�ects, at the expense of a higher needed beam steerer bandwidth. Finally, a calibration
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2

Figure 8.9: Twinstar trajectory showing angular speed up to 7◦/s at a close 200 m range.

(using a camera for instance) could be performed to accurately measure the bias and dispersion
of the pointing system, completing these measurements.

We gathered a lot of data trajectory from the tracking of a phantom4, a twinstar and a black
widow, which are shown in Fig. 8.11, 8.13 and 8.12.

It is interesting to note that tracking performance is strongly related to the drone type. For
pro�led �ying wings such as the twinstar, its trajectory may expose di�erent part of its structure
to the LiDAR (long pro�le against narrow front), resulting in much more chaotic values of Np

and thus a potential lesser quality of tracking. This was only marginally seen on the previous
trials because the twinstar evolved at an almost constant pro�le (see Fig. 8.5), except at the end
when it turns. This can also be observed for the black widow, where we can perceive oscillations
due to di�erences in pro�le, but they are less acute than with the twinstar.

It is also con�rmed in Fig. 8.14, in the same fashion as in the previous trials with the
Lissajous, less than 6 or 7 echoes correspond to a drop of the localization frequency. Finally,
rough range limits for each drone is reported in Table 8.11. Performance have much improved
compared to the BS architecture. The data registered during trials are used on the next section
to characterize the probability of detection for each drone.

Drone type Max range at 240 Hz

localization (m)

Max observed range (m)

Phantom4 700 880
Twinstar 550 750
Black widow 650 810

Table 8.11: Tracking range limits of the di�erent drones using a CLV spiral.
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Figure 8.10: (Left) 2D Histogram of the pointing dispersion in tracking mode (CLV spiral at
240 Hz localization rate) for a 4 cm static target (right) at 102 meters, representing a 30 cm
static drone at 770 meters. Both pictures are shown to scale, showing that angular dispersion
is several times smaller than the target dimensions. The histogram pixel resolution is 12.4 µrad
(galvanometer scanner resolution).

Figure 8.11: "Distancing" tracked trajectories of the phantom4 using a CLV spiral at 240 Hz
localisation frequency.
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Figure 8.12: "Distancing" tracked trajectories of the black widow using a CLV spiral at 240 Hz
localisation frequency.

Figure 8.13: "Distancing" tracked trajectories of the twinstar using a CLV spiral at 240 Hz
localisation frequency. We can note how Np oscillates with the pro�le presented by the drone.
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Figure 8.14: (Left) Histogram of the number of echoes per period for localization rates of 120
Hz or less for phantom4, black widow and twinstar trajectories, using a CLV spiral. (Right)
cumulative proportions of the number of echoes corresponding to localization rates of 120 Hz or
less. Np=7 (red dotted line) corresponds to more than 99% of the points.

8.4 Imagery mode

8.4.1 3D point clouds

We also developed an imagery mode for our LiDAR system. In this mode, the scene is sequentially
scanned and the complete point cloud is streamed from the FPGA to the host. Single image and
videos are available, with the same performance as previously described. We added to possibility
to gather multiple echoes from the same laser line, provided that they are separated by enough
time to trigger individually the APD. This allows us to gather data points behind an another
object, provided that is at least partially transparent. A point cloud example is displayed in Fig.
8.15, where we can see data behind the fence.

8.4.2 4D point clouds with signal intensity

We improved the system to be able to gather the return signal level on the APD receiver. One
way to do it is to use a fast digitizer to sample the full signal waveform and to extract the return
intensity from it. The sampling rate should be close to 1 GSa/s. And because we need it in
real-time, this computation should be done on FPGA, which adds several levels of complexity.
To simplify the design, we chose to use an envelope tracking and peak hold detector. The device
is the HMC1120, with an envelope detection bandwidth >150 MHz. There is a digital selector
which we can wire to the FPGA to switch between mode.

We use it as a way to "slow down" the return pulse so as to digitize the signal level with the
1 MSa/s ADC of our FPGA. To do so, we have to stay in envelope tracking mode during the
pulse emission, which saturates the APD, then switch to peak hold. The device then conserves
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Figure 8.15: 3D point cloud made of di�erent projections of our test �eld. Maximal range at
this location is 1250 m. This image has a 0.02◦ lateral resolution for a 25◦x9◦ FoV and took 12.5
second to scan. The range resolution is 65 cm.
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the highest voltage level it comes across. If an echo is detected, we can then read this value with
the ADC, and switch back to envelop tracking. This is presented in Fig. 8.16.

A
B

Figure 8.16: Temporal waveform of the LiDAR using signal intensity detection for a target
located 104.5 meter away from the system. Envelope tracking is highlighted in light red and
peak hold in light blue. (A) Initial pulse, which saturates the sensor. (B) Echo signal intensity,
which is hold by the electronics until the ADC can read the value.

One drawback of this setup is that, due to the low digitizer rate, only a single intensity value
can be read per emitted pulse. This can be seen in Fig. 8.17, where the same surfaces at the
same range do not present the same intensity value because of others, more re�ective object that
are behind them. Another issue is the sensor dynamic range. Considering the peak power of the
laser, close objects produce very intense echoes, which usually saturates the APD. Finally, color
correction with range must be implemented to account for the link budget. in Fig. 8.17, we used
a correction in 1/ln(R).

8.5 Conclusion

In this chapter we calculated some limiting parameters of the LiDAR before the trials, such as
the nominal hazard zone and the mechanical frequency of the di�erent patterns. In the trials,
we gathered 3D trajectory data points from three di�erent drones, as well as two parameters
indicators of the tracking quality: the number of echoes per period and the localization frequency.
Two platforms were tested, and results showed a signi�cant increase in maximal tracking range
using the new platform, of around 300 meters or more (more than 30 % increases in performance).
Localization frequencies of 240 Hz were performed, with drone speed reaching 7◦/s in angular
speed at close range. Maximum phantom4 speed of more than 20 m/s was also measured at
longer range. Finally a precision better than 100 µrad was con�rmed using a static, placeholder
target representing a 30 cm drone at 770 m.

One missing comparison in these trials is the comparison with the real drone position, by
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Figure 8.17: 4D Point cloud of the same scene. Colors represent the echo intensity corrected
with range. The insert shows the windows on the building, a detail that was invisible before.

using GPS data for instance. This would highlight linearity issues of the beam steerer and
potential systemic errors in the 3D data provided. Beyond that, these results are used in the
next chapter to tune our models and simulations.
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In this chapter, we wish to use the data gathered during trials to �t some of our model
parameters. More precisely, we wish to con�rm if both the lambertian re�ectivity and the simple
disk hypothesis, despite their simplicity, can be enough to accurately describe the data. Here we
are relying exclusively on the tracking data, more precisely the number of echoes per period Np

and the localization frequency floc.

9.1 Fitting tracking data

For each drone and each platform, we merged the three tracking trajectories presented on the
previous chapter, to get an "average" of the spread of the number of echoes as a function of
range. We chose to only consider the trials done with the platform PM. Indeed, the platform
BS had a di�erent detector, whose probability of detection was not measured. To reconstitute
the value of Np, noted N sim

p , for each range R, we use the following numerical algorithm:

1. compute laser center positions within the pattern, as both the pattern diameter is known
and the laser repetition rate fl is known,

2. using a triangular distribution, randomly generate a number m of target center positions
within u*Ap (u ∈ [0, 1]) depending of the wanted dispersion. The triangular distribution
means that it is slightly more likely to generate the target positions toward the center. For
each target position:

(a) by numerical convolution, compute the list of surface overlap coe�cients G between
each laser beam and the current target position,

(b) using Eq. (5.21), compute the list of corresponding expected average returned power
Pr from the list of G. Then, sample the value of SNR=Pr/σn using the distribution
whose cumulative distribution function is displayed on Eq. (5.40) (it is a Gaussian),



122 Chapter 9. Model predictions and experimental confrontation

(c) each generated SNR greater than the threshold is counted as an echo. The number
of echoes per period N sim

p for the current target center position is the sum of these
echoes for a single period.

The N sim
p values represent an interval of con�dence for Np, as we don't know the exact

relative position of the target within the pattern for each periods. From this simulation, we
can also compute the average value of the localization frequency. The localization frequency
behavior is described on section 8.3. If we introduce m0 as the number of target positions within
the pattern not producing an echo for each range R, then the average value of the localization
frequency f simloc can be approximated by:

< fsimloc >=
1

Tp

√
1− m0

m
. (9.1)

This expression is more akin to a regression to �t the curve than a complete description of
the process behind the localization rate. Nevertheless, as seen on the next �gures, it provide a
good �t.

For the simulation, every parameter was kept the same as during the experiment, either
measured or known by design, and were previously reported in Tables 8.8 and 8.10. The at-
mospheric attenuation coe�cient was chosen as κ=0.1 km−1, which corresponds to standard
visibility around 1500 nm for an horizontal path at sea level [Carter 1974]. The target parame-
ters that best �tted the data are presented in Table 9.1.

Phantom4 (DJI) Twinstar RD RR

(Multiplex)
Black Widow

(Vulcan UAV)

Dr 30 cm 20 cm 45 cm
Rπ 0.2 0.09 0.1

Table 9.1: Diameter and equivalent lambertian re�ectivity that best �t the tracking data
recorded with our model.

We �rst compared the �t between a CLV spiral and a Lissajou with a phantom4 in a distancing
trajectory. Results are shown in Fig. 9.1.

As seen on this �gure, both the value di�erence and the decrease of Np with range between
the spiral and the Lissajous are very accurately �tted. These results are produced by using a
target distribution extremely close to the center (0.1*Ap dispersion range) for the spiral, and
fairly wide for the Lissajous (0.6*Ap dispersion range). This observation can be explained by
the nature of our algorithm, as we are using a simple average of echoes localization rather than
a barycenter during tracking. This means that high density areas on the pattern have more
weight because of the higher number of potential echoes located there. This may result in an
over compensation of the o�set and, if repeated, to an oscillation e�ect of the pattern center
around the target. It also explains the higher dispersion of the value of Np for the Lissajous, as
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Figure 9.1: Experimental and theoretical �t of the number of echoes per period as a function of
range for a phantom4 tracked in a distancing trajectory, using a CLV spiral (up) and a lissajou
(down) pattern.

the target is sometimes located in the low density area (center), sometimes on the high density
one (edges). In case of the spiral, the high uniformity seems to prevent this oscillation.

The simulation proves that our model can accurately describe the tracking behavior for both
types of patterns. Then, we applied our simulation to the three types of drones. The results are
presented in Fig. 9.2, 9.3 and 9.4, using for each �gure three trajectories (previously presented
in Fig. 8.11, 8.12) and 8.13, which are merged into a single one.

It is very clear on these �gures that the �t is the best for the phantom4, which shows high
symmetry and rotational invariance, translating into a re�ectivity invariance. The black widow
is an intermediate case, being of relatively high symmetry, and mostly �t our model. There are
some divergence visible in Fig. 9.3, with some parts highlighting a higher than predicted number
of echoes. It may be possible that some structures of higher re�ectivity intermittently intersect
with the pattern.

Finally, the twinstar behavior is the farthest away from our model. The di�erence of color
of the material, i.e. its ability to absorb light rather than back-scatter it, might explain the
short range observed. Indeed, the twinstar is grey compared to the phantom4 which is a bright
white. Another possibility is a di�erence in cross-section. Indeed, for the trajectories in Fig. 9.4
the twinstar is performing some "left-right" maneuvers, exposing a more or less surface to the
LiDAR. We chose to �t our model on the minimal amount of echoes, which represent a worst
case scenario, when the drone nose is facing the system.
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Figure 9.2: Comparison of simulated and measured data of Np and <floc> for 3 combined
trajectory of the phantom4 using a CLV spiral of 240 Hz frequency.

<

<

Figure 9.3: Comparison of simulated and measured data of Np and <floc> for 3 combined
trajectory of the black widow using a CLV spiral of 240 Hz frequency.
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Figure 9.4: Comparison of simulated and measured data of Np and <floc> for 3 combined
trajectory of the twinstar using a CLV spiral of 240 Hz frequency.

9.2 Extrapolation to detection mode

The tracking data gave us information on two main parameters, that is the hemispheric re�ec-
tivity of the lambertian model, and the drone diameter. We have seen that the model perfectly
�ts the phantom4, but much less so the twinstar. This means that we can fortunately use the
phantom4 as a point of reference for performance comparison in detection mode between the
platform BS and PM. The pattern parameters are described in Table 9.2. The other system
parameters are presented in Tables 8.8 and 8.10. The APD sensitivity is set to its nominal value
for the platform PM, as there was oversight on that part during trials.

Parameter Value

Detection pattern Raster-scan
(Aθ, Aϕ) (10◦, 10◦)
(δθ, δϕ) (0.023◦, 0.017◦)
Tscan 8.7 s

platform BS
σn 7.8 nW
k 5

platform PM
σn 0.42 nW
k 11

Table 9.2: Raster-scan and APD parameters used in this section.
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We want to compare both system with a static drone, assuming Vc=0. To do so, we used
the single-echo model presented on Eq. (6.17). For each range R, the numerical algorithm is as
follow:

1. generate a target matrix containing a disk of size Dr*Dr. Generate a centered Gaussian
beam matrix of waist W . The matrix dimension is at least Dr+Rδθ and Dr+Rδϕ on each
dimension to be able to compute the overlap matrix,

2. by numerical convolution of the two matrices, compute the surface overlap matrix G,

3. using Eq. (6.17), compute the probability of detection for this range R, the integral being
replaced by a sum on the matrix pixels.

This algorithm must undergo heavy computations regarding the numerical convolution. The
pixel resolution must be kept high enough for each range R. This is di�cult to balance because
at close range, the target is much bigger than the beam, and the reverse is true at long range.
In any case, the simulation spans several minutes. We can see the results of the simulation in
Fig. 9.5, which shows that the range is almost doubled between platforms. Subsequent tests
con�rmed detection of the phantom4 up to 1050 m, which correlates pretty well with what was
found on the simulation.

Figure 9.5: Comparison of simulated Pd in a detection sequence of a static phantom4 between
the two platforms using the same scanning parameters. The range performance is almost doubled.

We now wish to compare the results of two of our models: the single-echo, which was used
for the comparison between platforms in Fig. 9.5, and the mutli-echo. To this e�ect, we are
using the same parameters as before, but only considering the platform PM. The algorithm for
the single-echo was described previously. The algorithm for the multi-echo was described on
subsection 6.1.1. We are using the same mesh resolution in both cases. The multi-echo is limited
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Figure 9.6: Comparison of the simulated probability of detection for the multi-echo versus the
single-echo, for a phantom4 using the platform PM. The same scanning parameters are used in
both cases.

Figure 9.7: Simulated probability of having m echos among N=13 pulses, for a phantom4 using
the platform PM. The red dots in the insert show the N pulses arrangement.
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to 13 beams, arranged in the form of a losange (see insert in Fig. 9.7). The results are displayed
in Fig. 9.6 and 9.7.

On these �gures, we can see that both algorithms gives very close results for one echo. It is
very important to note that this result heavily depends on the scanning con�guration. Here, the
target has a smaller angular size than the beam at ranges where the probability starts to drop,
and the values of δθ and δϕ are also on the same order of magnitude. This means that the impact
of beams other than the center one are almost negligible, and justi�es the use of the single-echo
algorithm to drastically reduce computation time (single-echo is 130 times faster). Nevertheless,
it is interesting to see that to get 10 echoes, which could be a threshold needed by a recognition
algorithms, we need to have a drone at 500 meters, which is half the system maximal range. One
way to go around this is to use a more resolved pattern (such as in tracking mode) to increase
the number of echoes and thus allow for proper recognition.

At last, we wish to quantify the impact of the target speed vc on the probability of detection.
This was studied on section 6.1.3. We concluded there that we could use an expression close
to the one that one found for the single-echo development, by including the target speed in the
integral domain. The full expression was given on Eq. (6.23). We can therefore reuse the same
algorithm previously described. Using the parameters shown in Table 9.2, the fast axis driving
frequency is fθ=26 Hz. We plot the probability of detection as a function of both the range and
the speed in Fig. 9.8, using a phantom4 and the platform PM.

Figure 9.8: (Left) simulated probability of detection as a function of both range and target
speed, for a phantom4 with the platform PM. The black dotted line represents the limited by
the scanning duration (from Eq. (6.20)). (Right) Probability of detection for (up to down) 40,
20 and 0 m/s a function of range. The simulation is done for a phantom4 using the platform
PM.

On this �gure, we can see that target speed does play a signi�cant role in the probability
of detection. It is interesting to note that for relatively high speed, Pd increases slightly with
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range before decreasing again. This is due to the beam divergence, as the beam is smaller at
close range, which decreases the probability of detection because the angular surface in which
the target can be found is much larger than the beam. At longer range, the beam is larger, but
at the same time the link budget is less favorable. Therefore, we observe a distance at which
the beam diameter and link budget are at an equilibrium. Moreover, for the considered target
speed, the probability never goes under 50% at close range. This can be roughly explained by
saying that even for fast targets, there is always a substantial probability that the target founds
itself close enough to a beam to trigger an echo.

Another thing to note is that with 10◦ optical and 8.7 s of scan, the maximal target speed
is very limiting (black dotted line). This limit represents a target starting at the center of the
�eld, and going to the same direction as the scan, meaning that it can escape the �eld before
the beam has the time to catch up (see Eq. (6.20)). In any case, it is still a good indicator that
the scanning time is a hard limit for detecting fast targets.

9.3 Extrapolation to intrusion mode

Finally, we can use our model to predict the performance of the intrusion mode. We continue to
use the PM platform, with parameters described in Table 8.10. The remaining parameters used
are shown in Table 9.3.

Parameter Value

As 5◦

fi 50 Hz
Rπ 0.2
σn 0.42 nW
k 11

Table 9.3: Intrusion mode parameters used in this section.

We use Rπ=0.2, as this seems to be a relatively balanced value for the re�ectivity, neither
too low nor too high. The diameter of the angular cone to secure is 5◦. This is an operational
speci�cation, but it could be scaled to a reaction time compared to a given intruder speed. Low
circle frequency fi provides smaller "holes" in the circle via a smaller δoi (see Eq. (??)), meaning
that caching small intruder is easier, but at the same time get a higher chance to miss high speed
target via a higher δri (see Eq. (5.4)). Here 50 Hz is a fairly achievable frequency at 5◦ and
represents a good compromise.

We decided to plot the probability to detect the intruder as a function of both the intruder
diameter Di and its speed Vi. We run the simulation for 3 ranges: 500, 1000 and 1500 meters.
The results are displayed in Fig. 9.9.

We can see on this �gure that the probability of detection regresses with range, which is due
to the link budget being less favorable. At 1 km, detection of small targets is not possible. The
impact of the intruder speed is weaker than range, with detection still holding at 50% and more
for intruders evolving at 50 m/s (180 km/h).
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500 m

1000 m

1500 m

Figure 9.9: Simulated probability of detection as a function of both the intruder speed and size
using the platform PM, for 3 di�erent ranges.

9.4 Conclusion

In this chapter, we used the experimental results gathered during the two trials sessions to �t
our models. We have an exceptionally good �t with the phantom4, able to reproduce both the
number of echoes per period and the localization frequency across range, for both case of a
Lissajous or a CLV spiral. The black widow is a good �t but local deviations with the model
starts to appear. Finally the twinstar is not within the boundaries of our model. Deviations can
be explained by a variation of the cross-section of the drone during its trajectory, which is very
visible for �xed wings such as the twinstar.

Phantom4 data allowed us to simulate the probability of detection during detection mode
(scanning a wide area) for both the BS and PM platform, which revealed a factor 2 increase in
term of maximal range. The impact of the drone speed was also studied, showing that scanning
duration is a crucial parameter to consider for fast targets. At last, a parametric simulation for
the intrusion mode displayed how the probability of detection evolved with both the intruder
speed and size.
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Conclusion

In this manuscript, we presented parallel developments of theoretical models and an experimental
platform aimed toward long range detection and tracking of UAV, using a scanning LiDAR. We
focused our study on the di�erent components of our LiDAR system, and merged them to
predict the global performances of various operating modes. We used our experimental platform
to gather relevant parameters for each component. Moreover, we used the data accumulated
during UAV trials sessions, in the form of the number of echoes and localization rate, to �t our
models. We could therefore make them more accurate, or highlight some of their limitations.

With this development, we achieved a deep understanding of our system. We provided a link
between, on one side, individual components such as the laser source, the beam steerer and the
detection chain, and on the other side the target and its characteristics in terms of size and speed.
The crucial step to bring these parameters together was to deal with the scanning pattern, i.e.
the way the laser beams are distributed on the scene across time and space. By introducing
the surface overlap coe�cient between the target and the beam, we provided a way to account
for the pattern shape, angular amplitude, and period. The obtained result is the probability to
get one or more echoes on the given target, which is a function of all the parameters previously
mentioned .

This approach is perhaps our stronger added value to this �eld. We provided a guideline on
how to design a scanning LiDAR to answer a set of operational requirements. This guideline
leads to a deeply multi-parametric model which, provided some reference data are accessible, can
in turn provide a deep insight of the system performance. This model can be used to quantify
gains and losses when optimizing some parameters regarding a given goal. For instance, we can
�rstly quantify the impact of decreasing the scanning time to detect faster moving targets, which
is done at the expense of angular resolution. Secondly, tracking refresh rate can be improved at
the expense of a higher beam steerer bandwith, which in turn scales down the beem steerer size,
thus its and �nally limits the maximal range.

We have used this parallel approach to iterate on the design and parameters of our LiDAR,
and to improve its performance. At the end, we reach a 240 Hz localization rate, more than 1
km range for a phantom4, and an angular precision smaller than the target dimension, achieving
a better static stability than 150 µrad at long range. Despite using a fairly simple model for
the target, reducing it to a �at disk of lambertian properties, we succeeded in seeing great
agreements between simulations and experimental data for this drone. Of course, this has some
shortcomings, speci�cally regarding �xed wings targets such as the twinstar. For these types
of targets, the additions of more parameters is unavoidable, considering that their pro�le and
cross-section are heavily orientation dependent.

On that speci�c matter, a slightly more complex model introducing the yaw or pitch of the
target, coupled to some geometric primitives (cylinders and spheres), could drastically improve
experimental �t. The basis for this study would include a deeper modeling of the geometrical
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interactions between the beam and the target surface, and the evolution of the link budget
with the angle of incidence and surface normal. This way, we could compute the evolution of
the maximal range as a function of the drone trajectory, position and angle parameters. An
achievement would then be to �t one of our LiDAR tracking data set by accurately computing
the drone orientation at each instant.

Multi-target tracking is also a real challenge that should be addressed, as �eets of drones are
becoming a reality. One approach would be to divide our tracking time between multiple targets
at the same time. This would require predicting one target position while the system is busy
refreshing another one, by applying signal processing and automatic �lters. Kalman �ltering,
notably used in radar, would be a �rst approach. Increasing the scanning capabilities to scan
a larger angular portion of the scene faster could also allow for background and multi-target
awareness.

Finally, another untouched �eld of study in this manuscript is drone recognition. It is one
thing to be able to detect and track a target, but it is another to con�rm its identity. On that
issue, our multi-echo approach can provide the added value of a range limit for a given algorithm
to have enough points to recognize the drone. We could also work on the target high resolution
point cloud, generated during tracking, to gather classi�cation characteristics such as size, shape
and behavior. Overall, the integration of a clustering and classifying algorithm within our model
would add another level of understanding and a deeper reach, drawing a complete picture from
individual components performance up to global target recognition.
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