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Chapter 1

Introduction, context and objectives

Was man nicht weiÿ, das eben

brauchte man,

Und was man weiÿ, kann man

nicht brauchen.

Johann Wolfgang von Goethe,

Faust

1.1 Model-based systems engineering

The International Council on Systems Engineering (INCOSE) de�nes Model-
Based Systems Engineering (MBSE) as "... an approach to engineering that uses
models as an integral part of the technical baseline that includes the requirements,
analysis, design, implementation, and veri�cation of a capability, system, and/or
product throughout the acquisition life cycle" [Beiho� et al., 2014]. In other
words, MBSE is a systems engineering methodology that focuses on the creation
and operation with numerical models as the primary means of communication
between di�erent engineers teams, rather than on the exchange of information
based on documents (paper, electronic �les or databases).

At present, paper documents and verbal exchanges constitute the main means
of communication and information sharing between the various stakeholders of
project development in all stages. This document-based engineering has shown its
e�ectiveness but also its limitations. The increasing complexity of the systems
can only convolved the contradiction between the di�culty of development of
more and more sophisticated technological systems with increasingly large teams,
distributed geographically over various cultural areas and continents.

That is why the INCOSE has developed a vision to 2025 of the systems en-
gineering in which they consider that the future of systems engineering will be
based on the MBSE approaches and that it will open up new engineering prac-
tices. Therefore, the INCOSE urges "... MBSE has grown in popularity as a way
to deal with the limitations of document-based approaches, but is still in an early
stage of maturity similar to the early days of Computer-Aided Design (CAD) /
Computer-aided Engineering (CAE)" [Beiho� et al., 2014].

15
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The challenge of MBSE is to meet together all teams and how they can apply
collaborative methods to match the di�erent stages of product design in a multi-
disciplinary and multi-profession environment. Because engineers still face design
failures that rising during the late phase of the physical integration, the modeling
and numerical simulation in MBSE approach is intended to integrate the appro-
priate modeling and simulation techniques at each stage of the development life
cycle (so called, "V-cycle" as displayed in Figure 1.1).

Figure 1.1: The V-model of the systems engineering process [Fritzson, 2011].

This procedure allows the validation of the design decisions assigned to a
each stage and makes possible to verify the solution at a given step before going
to the next one. Moreover, the V-cycle proposed in Figure 1.2 for the �eld of
aeronautics by ARP-4754A [ARP, 2014] stresses two levels in every V-cycle: i) the
system level mainly concerned by architecture de�nitions and ii) the items level
for the modeling and design of items and components. According to ARP-4754A,
di�erent teams need to collaborate together during the design of new products
and they can be splitted into 3 distinct groups: Systems Architects, Engineering
Groups and Validation Groups.

Figure 1.2: Simulation-Driven Product Development view by ARP-4754A [ARP,
2014].
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As can be seen in Figure 1.3, all these three groups are using their own prac-
tices, approaches, methods and softwares. This thesis is focused on modeling and
design aspects and its main contributions concern the items level and the proposal
of new tools for Engineering Groups in the aim of simulation for (multi-)physical
technological devices.

Figure 1.3: Stakeholders during systems engineering process [ARP, 2014].

For Engineering Groups at the Items level, Figure 1.3 presents di�erent types
of methods for di�erent technological domains (Hardware, Electronics and Soft-
ware). In such a way, the main developments proposed in this thesis are concerned
with:

• CAD and geometric design of new devices,

• Single, multi and 3D physics,

• Circuit simulation and analysis,

• Model-based control and display design,

• Models for simulation and optimization purposes.

However, in order to propose a more signi�cant advance in the �eld of MBSE,
we also wish that these tools and models can be used by Validation Groups.
The latter generally use simpler, often reduced-order models for co-simulation,
real-time control, validation, monitoring and diagnostics during operation (see
�Validation groups� in Figure 1.3). This work is part of a multi-level and multi-
objective approach by developing bridges between the di�erent groups operating
at di�erent levels of the product design V-cycle. One of the main challenges of
this work is ultimately to ensure a certain compatibility between modelling and
simulation tools and methods for di�erent groups and levels.This is the main
objective of this doctoral thesis.
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1.2 Multi-level modeling

It is worth noting that, inside the Engineering Groups, there exist di�erent levels
of modeling for di�erent purposes. For example, Figure 1.4 proposes several mod-
eling levels for MEMS and electronic components design [Kasper, 2011, Hubert,
2002] and Figure 1.5 proposes di�erent models for simulating a coil with core
with di�erent degrees of precision [Brisset, 2007].

Figure 1.4: Di�erent levels of modeling for MEMS and electronic devices [Kasper,
2011, Hubert, 2002].

Figure 1.5: A coil with core and di�erent models of its behaviour [Brisset, 2007].

It is common in Engineering Groups to split models into three di�erent class-
es/levels according to their precision. The choice of one class among others dur-
ing Simulation-Driven Product Development depends on their computation time.
The more precise is a model, the less rapid is its evaluation. Therefore, because
optimization procedures require a huge number of evaluations of one model, the
computation time of precise models becomes a bottleneck for designing. In this
aim, S. Brisset in [Brisset, 2007] proposes a two criteria Pareto Front for di�er-
ent classes of models : computation time versus modeling error. The location of
corresponding models in this Pareto front is reported in Figure 1.6. As suggested
previously, this front clearly shows that every model can be classi�ed into three
distinct classes:
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1. Class of level 1 (or analytical models). They are the less precise but the more
rapid models. They are mainly used for architecture and preliminary design.
They concern quasi-static behavior and are usually focused on nominal (or
maximal) working. At this level, time and space are not taken into account.
Corresponding models are mainly based on a set of algebraic equations.

2. Class of level 2 (or semi-analytical models). This is the class of lumped
models constituted with networks of discrete components. At this level,
time is taken into account but not space. Corresponding models are mainly
based on a set of algebra-di�erential equations.

3. Class of level 3 (or Finite-Elements-like models). This is the class of numeric
models that approximate distributed models. They are based on Finite
Elements or similar methods (Finite Di�erence, Finite Volume, FDTD, Cell-
Method, etc... [Mattiussi, 2002]). The number of degrees of freedom of these
models are usually quite big therefore these models are precise but time
consuming. Nevertheless, their main advantage is that they are based on
a precise description of the geometry of the device (usually a CAD model)
contrary to the level 1 and 2 models. At this level, time and space are
taken into account. Corresponding models are mainly based on a mesh-
based discretization of partial-di�erential equations.

Figure 1.6: Pareto front of models used for electric motor design. [Brisset, 2007]

The most precise models, i.e. Finite Elements-like Models, lies on one ex-
tremity of the Pareto Front proposed in Figure 1.6. Nevertheless, because of
their computation times, they are hardly used for optimization purpose even if
some exceptions can be found in literature ([Biedinger and Lemoine, 1997, Sanogo
et al., 2014, Kuci et al., 2017]). At the opposite side of the Pareto front, analyti-
cal models are currently used for architecture generation and preliminary design
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steps but are hardly used for precise Items design because of their low precision.
Actually, analytical models are mainly dedicated to Systems Architects at System
level rather than Engineering Groups at Items level. Finally, models for optimiza-
tion concern mainly the middle class, i.e. these of lumped models. As a matter of
fact, they present the best compromise between precision and computation time
for optimization purposes.

Nevertheless, one of the main drawbacks of lumped models is that they must
be used by expert and experienced designers because they are not generated
from geometric description (based on CAD models) but from equivalent models
that require good know-how and skills of designers. The main objectives of this
thesis is to mitigate this drawback by proposing automatic generation of lumped
models from FEM-like models and CAD-based geometry description. This work
proposes therefore a multi-level or multi-scale approach for modeling, simulation
and design at Items level for Engineering groups.

To illustrate these objectives, Figure 1.7 presents a succession of models for
designing electrical devices. This �gure is, in fact, a simpli�cation of the lower
left part of a V-cycle. At top levels, usefull models are those that propose a
general view of the system whereas, at lower levels, usefull models are those that
propose deeper precision and details.

Figure 1.7: Coupling between multi-levels models : design and modeling views.

Additionally, in this �gure, we stress two opposite views corresponding to de-
sign and modeling activities. The Top-Down view (Design) is used by engineers
for design tasks according to the V-cycle procedure. Conversely, the Bottom-Up
view (Modeling) is used by engineers to build new models or to reduce them. In
order to use the MBSE approach throughout these two views, engineers have to
operate with multi-level and multi-physical numeric models. Herein lies the main
problem of implementation of MBSE. Even if MBSE has grown in popularity,
it's not enough mature to deal with multi-level and multi-physics problems be-
cause of shortcomings of simulation software or use of di�erent and incompatible
softwares at di�erents levels. Even if some software can deal with multi-physics
problems they hardly manipulate multi-level or multi-scale model as required by
the opposite views of design and modeling activities. In this context, the main
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contribution of our work is to propose a concept of automated lumped model
generation from geometrical (3D) models. More precisely, the question to answer
is: How to get a second level model in Figure 1.7 from the third level model and,
at the same time, preserving physical and topological properties of the initial third
level geometric model ? We believe that such kind of tool will greatly help the
designers and engineers that manipulate simultaneously models from network and
geometry levels. Currently, this task is based on a DIY (Do It Yourself) approach,
based on expertise, intuition, experience and skills of designers. In the MBSE ap-
proach, it will be necessary to propose systematic procedures to automate these
complex tasks.

1.3 Thesis outline

As we will see in more detail in the following chapters, this work will use modeling
methods that are well known in mathematics and physics but not yet widely used
in engineering. They will use both a geometric and topological approach (di�er-
ential and algebraic topology), an energetic approach (duality and di�erential
form theory) and advanced discretization and meshing techniques (Delaunay-
Voroinoi meshing and computer graphics tools). The analogies so useful in mul-
tiphysics modeling will be presented using E. Tonti's perspective and diagrams
[Tonti, 2013]. Finally, model reduction techniques will use recent machine learn-
ing algorithms to perform model clusturing and condensation. This work will be
facilitated by the use of algebraic topology in the initial stages of modeling.

Chapter two will present the di�erent theoretical tools necessary for this work.
In particular, it will detail the choices that have been made and the reasons for
these choices. Chapter 3 will present the practical development of these tools
in the case of multiphysical modeling. The algorithms for meshing, modeling as
well as simulation for the di�erent physical �elds will be presented. Examples of
results will then be proposed for electrical, thermal and mechanical applications.
Chapter 4 will focus on the problem of model reduction. This must be conducted
while trying to keep the initial topological structure of the models, which implies
restrictions on the techniques that can be used. After a brief state of the art
of model reduction techniques and machine learning techniques, the tools �nally
selected will be presented in detail. An application example will be conducted on
a magnetostatic example. Finally, the methodology for automatic lumped model
generation will be presented. A �nal chapter of conclusion and perspective will
complete this manuscript. It will highlight the main contributions of this thesis
and propose some ways to continue this work.





Chapter 2

Multilevel and multiphysic

modelling: features and

requirements

To meet the requirements of the MBSE approach, the previous chapter showed
the importance of building digital tools to automatically link or generate models
at di�erent levels of the V-cycle. In this thesis, we have decided to focus mainly on
two levels: the level 2, i.e. the level of Network and lumped parameters models and
the level 3, i.e. the level of Geometry and distributed parameters models (�elds
distributed in space). As our main goal is the automatic coupling of multiphysic
models between these two levels, some properties and characteristics must be
shared by these two kinds of models. In this aim, this chapter presents �rstly the
properties and main characteristics of models at level 2 and 3. Then, the rest of
the chapter presents a multilevel approach for sharing these various features. The
practical development and implementation of these characteristics in a numerical
environment will be detailed in the following chapters.

A brief analysis of the requirements of targeted objectives reveals two needs
that will guide our approach throughout this research work. These needs can be
expressed in practice through the following two points:

1. Attempt to use a system approach that manipulates energy quantities to
facilitate interconnection between multiphysic sub-systems.

2. Develop tools that preserves the topological structure of lumped parameter
models to facilitate model reduction from level 3 to level 2.

The �rst requirement is obvious: for complex and interconnected systems,
it is important to guaranteed a systematic connection between several models
or systems, regardless of the type of physics which is considered. The second re-
quirement is a necessity for reducing the number of degree of freedom (DOF) from
�eld description towards Network description while keeping topological proper-
ties. As a matter of fact, imagine the case where we have generated a lumped
model with the same DOF as the initial discretized distributed model. In this
case, the practical utility of using lumped model instead of discretized distributed
model is very limited.
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2.1 Properties and characteristics of models

The aim of this section is to resume the main features of each type of models,
such that the main characteristics can be shared in the modeling tools proposed
in the next sections and chapters.

2.1.1 Multiphysic models and energetic duality

One of the purpose of this thesis is the modelling of multiphysic systems. In
this case, it is required to adopt a generic point of view regardless of the type of
physics. Because thermodynamics and variational methods adopts naturally this
genericity, we decide to built our models in their framework.

A �rst illustrative example

Before proposing more abstract ideas, let us start with a very simple mechanical
example. Let x be the displacement of a linear elastic spring submitted to a
force f (see Figure 2.1. x is supposed null at rest). The position x describe the
con�guration of the system, f is the source of motion and/or deformation. In this
way, we can talk about con�guration and source variables. The scalar/inner/dual
product between the position (con�guration variable) and force (source variable)
is the energy, a third kind of variables called energy variables. Thus, f is the
energetic dual of x. As the dual variable of x, f is written x∗ by mathematician.
A constitutive law is a constraint � a mapping � between these two dual variables.
For elastic behaviour, this relationship is a bijection, i.e. a one-to-one map and
the system is said conservative. The most simple constitutive law of a spring is
described by its sti�ness k such that for a linear elastic spring:

f = k · x (2.1)

Figure 2.1: Sketch of a spring. Top view : spring at rest (x = 0 and f = 0).
Bottom view : spring with a deformation (with a displacement x when submitted
to a force f).

For this conservative system, the work W done by the applied force during
this change of con�guration is stored into the spring as an elastic energy E .
The computation of this elastic energy E is illustrated on Figure 2.2 for a linear
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constitutive law: this can be computed using integral or variational calculus if f
is considered as a function of x as implied by the constitutive law:

E =

∫ x

0

f dx =

∫ x

0

k · x dx =
1

2
k · x2 (2.2)

Because energy is a state function, f can be computed from this energy as:

f =
∂E
∂x

=
∂
(

1
2
k · x2

)
∂x

= k · x (2.3)

Figure 2.2: Computation of the elastic energy in the spring of Figure 2.1.

This is the basics of all variational methods for modeling multiphysic prob-
lems. Good examples can be found in [Lanczos, 1986] for mechanical problems,
in [Hammond, 1981] for electromagnetic problems and in [White and Woodson,
1959, Crandall et al., 1968] for electromechanical problems.

Extension to a broader �eld

Mathematically, this energy framework is rigorously generalized through duality
theory so that two duals x and x∗ de�ne a product of duality < , >E , i.e. an
energetic scalar product. If we take (2.2), it can be seen that the integrand is a
duality product,

f dx =< x∗, dx >E ∈ R (2.4)

This integrand is a linear di�erential form ω. Then a linear di�erential 1-form ω
� or a linear di�erential form of degree 1 � can be computed from an in�nitesimal
change of con�guration dx. In this way,∫ x

0

f dx =

∫ x

0

x∗ dx =

∫ x

0

< x∗, dx >E=

∫ x

0

ω =W (2.5)

Then, this linear di�erential form ω can be integrated for a �nite change of con-
�guration 0→ x to compute the workW done on the system. For a conservative
system, this work is stored as an internal energy E with dE an exact di�erential
form [Arnol'd, 1997]. In such a way, the dual variable x∗ can be computed as:

x∗ =
∂E
∂x

(2.6)
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In classical thermodynamics, x and x∗ are classi�ed as extensive and intensive
variables [Callen, 1960] and two energetic dual variables are linked mathemati-
cally by a metrics that corresponds physically to a phenomenological constitutive
law. Based on a classi�cation proposed �rstly by [Pen�eld and Haus, 1967], E.
Tonti proposed in the 1970's to call these variables con�guration and source vari-
ables, according to topologic properties enlightened in the next sections. In this
work, we retain the names proposed by Tonti. Then, like previously used, x is a
con�guration variable whereas f is a source variable.

In this energetic framework, two dual variables (from con�guration and source
dual spaces) are linked by a physical constitutive laws, i.e. a metrics. In the
�eld of di�erential geometry, constitutive laws are described using Hodge star
operators [Bamberg and Sternberg, 1991] as it will be used in the next chapters.

As mentioned at the opening of this chapter, the main purpose of this work
is to model interconnected subsystems such that the whole device is constituted
by the interconnection of several energy storage devices. Interconnection be-
tween sub-systems gives rise to additional equations between con�guration and
sources variables. Corresponding topologic equations are fundamentaly di�erent
from metric constitutive laws seen before. Metric equations links dual quantities
(source vs con�guration quantities) whereas topologic equations links quantities
of the same type (source with source quantities or con�guration with con�gu-
ration quantities). Then, interconnection equations de�ne a geometric structure
of the whole device according to its topology. They are metric free and their
mathematical topological framework is the purpose of the next section.

2.1.2 Topology of network for second level models

One of the main characteristics of models at the second level is that they are
focused on topology and interconnection of components. In this aim, the focus
is not, as previously, on the metric constitutive laws but on topological intercon-
nections laws. Algebraic topology is not a recent topics and it goes back to Euler
work and its famous K÷nigsberg bridges problem. At present, this is always
a hot topics of research for computation in physics and for telecommunication
or computer networks design. In engineering, corresponding methods are exten-
sively used for numeric simulations of electric circuits using nodal, mesh, loop or
cut-set methods [Desoer and Kuh, 1969a]. For instance, modern computer-aided
analysis of electronic devices are nearly all based on such methods. [Chua and
Lin, 1975] presents the basics of these electronic circuits computation methods.
In engineering, this approach was also extended for multiphysic and mechatronic
devices. [Rowell and Wormley, 1997] presents this generalization in a very edu-
cational way.

As proposed in the previous section, physical quantities can be divided into
2 dual groups. In lumped systems engineering literature [Cannon, 2012], they
are called across and through variables1. Across variables are most of the time

1Across because they are de�ned across two points. Through because they are de�ned
through a cross-section. In engineering literature, these two types of variables are sometimes
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con�guration variables therefore through variables are sources variables.

A network is geometricaly described by an oriented � or directed � linear
graph, i.e. a digraph. Each edge of the graph represents a dipole, i.e. an ele-
mentary component with two terminals of interconnection. A vertex represents
a connection node between several terminals of components. Oriented surfaces
can also be de�ned on digraph. They correspond to surfaces bounded by several
edges forming an oriented closed loop. In circuit theory, a vertex is called a node,
an edge a branch and an oriented surface a mesh.

A �rst illustrative example

To illustrate network modeling and present the corresponding mathematical prop-
erties and de�nitions, let us illustrate this section with an example of a very simple
electrical circuit such as the one shown in Figure 2.3. This electrical circuit will
be represented as a Kirchho� network, itself represented by an oriented linear
graph. In this example, the digraph G has nE = 5 edges (corresponding to the
5 branches of the network containing only one lumped component) and nV = 4
vertices (corresponding to the 4 nodes of the network).

R3

uS2(t)
R2

uS1(t)
R1

(a) Description of the circuit. (b) Oriented linear graph.

Figure 2.3: Description of a very simple electric circuit and its digraph.

De�nition 2.1.1 (Oriented linear graph). An oriented � or directed � linear
graph is a schematic representation allowing to graphically describe the intercon-
nections between nodes and branches of a Kirchho� network, a node becoming a
vertex and a branch, an edge of this graph. A graph is oriented when each of its
edges has an orientation. We also speak of oriented arcs to designate oriented
edges.

At each vertex indexed by an integer 1 ≤ l ≤ nV , we can associate a cor-
responding potential φl and at each edge indexed by an integer 1 ≤ k ≤ nE,
we can associate a current � through � variable ik circulating between the two
terminals of this lumped component. The voltage vk of a subsystem k is de�ned
as the di�erence between the potentials at its two terminals. The orientation of
the branches of a Kirchho� network is generally chosen as that of the current
variables circulating in each branch.

called two-points and one-point variables because they are measured across two points or at one
point [Cannon, 2012]. This classi�cation is based on the mobility analogy for discrete/lumped
systems [Firestone, 1932].
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Properties 2.1.2 (Subgraph, degeneration and connectivity).
An oriented linear graph can be decomposed into subgraph, which contains only
a subset of edges and vertices of its original graph. A degenerate sub-graph is a
sub-graph that contains only one vertex. A connected graph is a linear oriented
graph where there is at least one path to go from each vertex to all the others. The
number of separate parts of a graph is then the maximum number of its connected
subgraphs. A graph is therefore said to be connected when, from any vertex, all
the other vertices are reachable by a path passing through its edges. When a graph
is not connected, it can be considered as representing several separate networks.

An oriented linear graph can be described algebraically using an incidence
matrix. This will make it possible to fully describe the topological structure
of the graph, i.e. how the di�erent subsystems of the underlying network are
interconnected at the nodes of its terminals.

De�nition 2.1.3 (Incidence). An edge of a graph (or a branch of a network) is
said to be incidental at a vertex (or at a node) if that edge leaves or enters that
vertex.

The interconnection topology of an algebraically oriented linear graph can be
fully described by indicating, for each edge, which vertex it leaves and into which
vertex it enters. This information can be grouped in a table called the vertex to
edge incidence matrix, or more simply incidence matrix of the graph.

De�nition 2.1.4 (Extended incidence matrix Ae). The �extended� incidence
matrix Ae of a graph G is a matrix with nV rows associated with the Vi vertices
of the graph (1 ≤ i ≤ nV ) and nE columns associated with the Ej edges of this
graph ( 1 ≤ j ≤ nE). Its aij components are de�ned as follows:

? aij = +1 if the Vi vertex is the starting vertex of the Ej edge,

? aij = −1 if the Vi vertex is the ending vertex of the Ei edge,

? aij = 0 if the Vi vertex does not belong to the Ej edge.

This matrix is of rank ρ = ns − 1 whereas ρ is called the rank of the graph G.

For the illustration circuit, ρ =3 and its incidence matrix is displayed in
Fig. 2.4.

De�nition 2.1.5 (Reduced incidence matrix A). Matrix Ae being of rank ns−1
for ns lines, one of these lines is a linear combination of others and can be skipped
without loss of topologic information. The deleted line is most of the time the line
ossociated with the vertex of the reference potential. The A matrix obtained after
a one line deletion is called the reduced incidence matrix of the graph.

Incidence matrices (reduced or not) allow a systematic de�nition of generalized
Kirchho� laws of the network. For this purpose, Gauss surface and Cut-set have
to be carefully de�ned.

De�nition 2.1.6 (Gauss Surface and Cut-set). A Gauss surface is an oriented
surface de�ned on a graph whose boundary cuts several edges of the graph. The
full set of the cut edges de�ne a Cut-set of the graph. In a similar way, a Cut-set
can be seen as the set of edges that must be cut to transform a connected graph
into a non-connected graph.
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(a) Description of the digraph.

Ae =
V 0
V 1
V 2
V 3

E1 E2 E3 E4 E5
1 1 0 0 1
−1 0 0 1 0
0 0 −1 −1 −1
0 −1 1 0 0



(b) Incidence matrix Ae.

Figure 2.4: Example of the illustrative simple electric circuit: (a) description of
the digraph G; (b) corresponding incidence matrix Ae.

Let Vj and Ve be the vector spaces of currents j and voltages e of the nE edges
of a graph with nV vertices. This graph represents a Kirchho� network with nE
interconnected components with nV nodes.

De�nition 2.1.7 (Generalized Kirchho� Current Law (GKCL)). For any net-
work described by a graph, the algebraic sum of the variables through (current for
an electrical network) that belong to every cut-set of this graph is always equal
to zero. Algebraically, with j the vectors of the through variables and Ae the
incidence matrix of the graph this condition is written:

Ae · j = 0 (2.7)

As previously noted, a connected graph with nV vertices has only ρ = nV − 1
independant GKCL, therefore (2.7) can be replaced without loss of information
by the minimal system:

A · j = 0 (2.8)

For the illustrative electric circuit, if we delete the �rst line of incidence matric
(vertex V0), we �nd a system of 3 GKCL corresponding to 3 Gauss surface
surrounding the 3 vertices V1, V2 and V3 :

−1 0 0 1 0
0 0 −1 −1 −1
0 −1 1 0 0

 ·

j1

j2

j3

j4

j5

 = 0⇒


− j1 + j4 = 0

− j3 − j4 − j5 = 0

− j2 + j3 = 0

It is fairly easy to show that the de�nition of the incidence matrix in terms of ver-
tex to edge incidence can also be used to fully describe the relationships between
potential variables and voltage variables. Indeed, the voltages, de�ned along the
edges, being de�ned as di�erences between the potentials at the vertices, their de-
scription involves the dual operator of the incidence operator. In terms of matrix,
the dual operator is none other than the transposed matrix, so that by grouping
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the potentials at nodes into a vector of potentials Φe = (φV 0 φV 1 · · ·φSnV −1)T

and branch voltages in a voltage vector e = (e1 e2 · · · enE)T , we obtain :

e = AT
e ·Φe (2.9)

If we set one of the potentials to zero, generally the reference potential associated
with the vertex deleted in the reduced incidence matrix A and note Φ the vector
of potentials without the reference potential, we get the relationship :

e = AT ·Φ (2.10)

For the example of the electrical circuit, we obtain the following relationships,
which are easily veri�ed on the graph:

e1

e2

e3

e4

e5

 =


1 −1 0 0
1 0 0 −1
0 0 −1 1
1 0 −1 0

 ·

φ0

φ1

φ2

φ3

⇒


e1 = φ0 − φ1

e2 = φ0 − φ3

e3 = −φ2 + φ3

e4 = φ1 − φ2

e5 = φ0 − φ2

The incidence matrix therefore makes it possible to express the complete set of
interconnection equations of a lumped components network described by digraph.
The equilibrium equations, or GKCL, are expressed by the relationships (2.7)
or (2.8), in a form called Kernel. The compatibility equations, or Generalized
Kircho� Voltage Law (GKVL), are expressed by the relationships (2.9) or (2.10),
in a form called image.

Alternatively there is a second way of describing algebraically interconnections
on a graph. This second method uses the notion of mesh.

De�nition 2.1.8 (Surface and Mesh in a graph). A mesh � or a loop � is a
connected subgraph of a graph G that has exactly two incident edges at each vertex.
A mesh is oriented. An elementary mesh is a mesh whose surface de�ned by
its edges does not contain any inner or outer edges. Elementary meshes are
boundaries of surfaces of the graph.

The interconnection topology of an algebraically oriented linear graph can be
fully described by indicating for each elementary mesh, which edges are or are not
part of this mesh and whether or not the orientation of these edges are coincident
with the orientation of the mesh. This information can be grouped in a table
called the matrix of the incidence edges to meshes, or more simply mesh matrix.

De�nition 2.1.9 (Extended mesh matrix Me). An �extended� Mesh matrix Me

of a digraph G is a matrix with nM lines associated to meshesMi (0 ≤ i ≤ nM−1)
and nE columns associated to edges Ej (1 ≤ j ≤ nE) such that its mij components
are :

? mij = +1 if the Ej edge belongs to and has the same orientation as the Mi
elementary mesh,

? mij = −1 if the Ej edge belongs to and has the inverse orientation of the
Mi elementary mesh,
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? mij = 0 if the Ei edge does not belongs to the Mi elementary mesh.

The rank of this matrix is ν = nM − 1 = nE − ρ = nE − (nV − 1) whereas ν is
called the nullity of the graph.

For the illustration electrical circuit, ν = 2 and its mesh matrix is reported
on the Fig. 2.5.

(a) Description of the digraph.

Me =
M0
M1
M2

E1 E2 E3 E4 E5 0 −1 −1 0 1
−1 1 1 −1 0
1 0 0 1 −1



(b) Mesh matrix Me.

Figure 2.5: Exemple of the electric circuit: (a) description of the digraph G; (b)
Corresponding mesh matrix Me.

De�nition 2.1.10 (Reduced Mesh Matrix M). Matrice Me being of rank ν for
ncs = ν + 1 lines, one of these lines is a linear combination of others and can
be skipped without information loss. The deleted line generally corresponds to
the one associated with the external mesh. The resulting matrix M is called the
reduced mesh matrix of the graph.

Mesh matrices (reduced or not) allow a systematic de�nition of generalized
Kirchhof laws of the network.

De�nition 2.1.11 (Generalized Kirchho� Voltage Law (GKVL)). For any net-
work described by a graph, the algebraic sum of the across variables (voltage for
an electrical network) along any mesh of this graph is always equal to zero. Al-
gebraically, with e the vectors of the across variables and Me the mesh matrix of
the graph this condition is written:

Me · e = 0 (2.11)

As previously noted, a connected graph with nM elementary mesh has only
ν = nM − 1 independant GKVL, therefore (2.11) can be replaced without loss of
information by the minimal system:

M · e = 0 (2.12)

For the illustration electric circuit, by removing the �rst line of the mesh matrix
(mesh M0), we �nd a set of 2 KVL corresponding to the two inner meshes M1



32 CHAPTER 2. MULTILEVEL AND MULTIPHYSIC MODELLING

and M2 :

(
−1 1 1 −1 0
1 0 0 1 −1

)
·


e1

e2

e3

e4

e5

 = 0⇒

{
− e1 + e2 + e3 − e4 = 0

e1 + e4 − e5 = 0

It is quite easy to show that the de�nition of the mesh matrix can also be used to
fully describe the relationships between edge currents and mesh currents. Indeed,
since mesh currents are the currents �owing in the edges constituting each sub-
graph based on the de�nition of an elementary mesh, their description involves
the dual operator of the mesh operator. In terms of matrix, the dual operator is
none other than the transposed matrix, so that by grouping the mesh currents in
a vector ie = (iM0 iM1 · · · iMnM−1)T , we obtain the relationship :

j = MT
e · ie (2.13)

If we eliminate the redundant outer mesh by using the reduced mesh matrix M
and note i the vector of the reduced mesh currents, we obtain the relationship :

j = MT · i (2.14)

For the illustrative electrical circuit, we obtain the following relationships, which
are easily veri�ed on the graph:


j1

j2

j3

j4

j5

 =


0 −1 1
−1 1 0
1 1 0
0 −1 1
1 0 −1

 ·

i0
i1
i2
i3

⇒


j1 = −i1 + i2

j2 = −i0 + i1

j3 = i0 + i1

j4 = −i1 + i2

j5 = i0 − i1

The mesh matrix therefore makes it possible to express the complete set of inter-
connection equations of a lumped components network described by a digraph.
The equilibrium equations, or GKCL, are expressed by the relationships (2.13)
or (2.14), in a form called image. The compatibility equations, or GKVL, are
expressed by the relationships (2.11) or (2.12), in a form called Kernel.

The use of the AT (respectively MT ) dual matrix of the A (respectively M
matrix) to describe GKVL (respectively GKCL) makes it relatively easy to show
that the vector space Vj of the branch currents (through variables) is orthogonal
to the vector space Ve of the branch voltages (across variables). This topological
property on Kirchho�'s networks is known as Tellegen theorem.

Theorem 2.1.12 (Tellegen Theorem). In a network that conforms to Kirch-
ho�'generalized laws, the vector space of the across variables is orthogonal to the
vector space of the through variables.
Proof: Let j and e be the vector of the through and across variables of a network
that conforms to Kirchho�'generalized laws, i.e. such that A · j = 0 (with A, the
reduced incidence matrix) and e = AT · Φ (with Φ, the vector of potentials in
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vertices of the network and M, the reduced mesh matrix) and let < , >E , be the
inner product de�ned between across and through variables (the energetic product
of duality used in (2.4)) :

< j, e >E =< j,AT ·Φ >E

=< A · j,Φ >E

=< 0,Φ >E

= 0 ∀ j ∈ Vj and ∀ e ∈ Ve
⇒ j ⊥ e

The Tellegen theorem is a topological property of networks that can be de-
scribed using oriented linear graphs. This theorem makes it possible to show
energy conservation in any Kirchho� network since the scalar product < j, e >E
is none other than the sum of the powers consumed by all the components of this
network. This theorem also implies an orthogonality between the incidence and
mesh matrices:

M ·AT = 0 and A ·MT = 0 (2.15)

It is important to note that the two ways of describing algebraically the topo-
logical structure of a network � using the incidence matrix or the mesh matrix �
are actually dual to each other. This duality does not refer here to the product of
energetic duality < , >E seen previously but to a dual graph of G. In this case,
the graph G is called primal and its dual is noted G∗.

De�nition 2.1.13 (Dual graph, co-vertices and co-edges). Let G be a digraph,
described by a set of nV vertices, nE edges and nM surfaces (elementary meshes).
A co-vertex is a point located within each elementary mesh. There are nM distinct
co-vertices on this graph. Co-edges are de�ned as follows : each edge can be cut
by a co-edge that connects two co-vertices. There are nE distinct co-edges on this
graph because there are as many co-edges as there are edges. The full set of co-
vertices and co-edges de�nes a new graph called G∗, the dual graph of the primal
graph.

The duality between G and G∗ induces a duality between their respective
incidence and mesh matrices. Indeed, when the indices and orientations of the
di�erent entities (vertices, edges, meshes, co-vertices, co-edges and co-meshes)
are chosen in a coherent way, we can show that Ae = M∗

e and Me = A∗e. Thus
the algebraic description of the topology of the dual graph results directly from
that of the primal graph (and vice versa). The construction of the dual graph of
the illustrative electrical example is shown in Figure 2.6.

Extension to a broader �eld

The concepts and de�nitions we have just presented on this simple example of
electrical circuit are well-known concepts in electrical engineering and do not
present any new features. In particular, most of this content can be found in
[Desoer and Kuh, 1969a]. They have been presented in this dissertation to make
this document readable by people outside the electrical engineering community.
This allowed us to recall the main topological properties of planar networks. In
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Figure 2.6: Description of the primal and dual graph of the illustrative electrical
example.

summary, we can say that in planar topology (2D), there is three king of directed
geometric entities: vertices, edges and surfaces. Moreover, an isomorphism, i.e. a
one-to-one mapping, exists between lumped physical systems (physical quantities)
and digraph (geometric entities) [Trent, 1955]. Then, physical quantities can
be linked with these geometric entities : in circuit theory, electric potential φ
are attached to node/vertex, voltage e are de�ned across nodes, currents j �ow
through the cross-section of edges/branch (or along the edges) and mesh currents
i curl along the boundaries of surfaces/meshes.

When a planar graph G is de�ned, it is possible to de�ne its dual G∗. In such
a case and for electric network, electric charges Q are de�ned on surfaces of this
dual graph (these dual surfaces surround primal vertices and then correspond to
Gauss surfaces), currents j �ow through its edges (dual edges are perpendicular
to primal edges and then parallel to their cross-section) and mesh currents i curl
around vertices of this dual graph (dual vertices lie inside primal surfaces).

When a digraph (and its dual) is de�ned, it is possible to deduce an algebraic
structure of its topology. This is done using incidence matrices between geomet-
ric entities and their boundaries. Corresponding operators are called boundary
operators and for planar graph, they correspond to incidence matrix A (bound-
ary operator between primal vertices and edges) and the transpose MT of the
mesh matrix M (the boundary operator of the primal graph is MT because it
must map meshes-to-edges and not edges-to-meshes as do the mesh matrix M).
Because of the duality between primal and dual graph, it must be stressed that
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the incidence matrix of the primal graph is the mesh matrix of the dual graph:
A = M∗. In the same way, the mesh matrix of the primal graph is the incidence
matrix of the dual graph: M = A∗. Therefore, on the primal graph, boundary
operators are A and MT whereas, on the dual graph, boundary operators are
A∗ = M and M∗T = AT .

In addition, there is a duality between geometric and physical quantities, then
the algebraic structure of the network can be used for describing the topologi-
cal properties of physical quantities. These topological properties are known as
Kirchho� laws. As a consequence, these equations used co-boundary operators,
i.e. the duals of boundary operators. If boundary operators are written as ma-
trices, their duals correspond to their transpose. In such a way, we obtain for
lumped components networks:{

e = AT ·Φ (quantities de�ned on the primal graph)

j = A∗T · i (quantities de�ned on the dual graph, with A∗T = MT )
(2.16)

because :

• across variables (voltages) are de�ned on edges, (electric) potential on their
boundaries (vertices) and A is the boundary operator edges-vertices;

• mesh throught variables (mesh currents) are de�ned on oriented surface
(meshes), through variables (currents) on their boundaries (edges) and MT

is the boundary operator meshes-surfaces.

The �rst equation is known as Generalized Kirchho� Voltage Law (GKVL) and
the second one as Generalized Kirchho� Current Law (GKCL). These methods
initially developed for electricity can be extended to other physics if through
and across quantities can be de�ned, as for thermal, mechanics or �uidic systems
[Rowell and Wormley, 1997]. In (2.16), the topologic set of equations is written in
Image (or Range-Space) form but it can also be written in Kernel (or Null-Space)
form due to duality between a graph and its dual (M ⊥ AT and A ⊥MT ):

e = AT ·Φ⇒M · e = M ·AT︸ ︷︷ ︸
=0

·Φ = 0

j = MT · i⇒ A · j = A ·MT︸ ︷︷ ︸
=0

·i = 0
(2.17)

Thus, Kirchho� laws in Kernel form are written as:{
M · e = 0

A · j = 0
(2.18)

This is the classic writing of Kirchho� current and voltage laws. To illustrate
these topologic structures, a graphic was proposed by Tonti, that is now called a
Tonti diagram. Such a diagram is proposed in Figure 2.7 for electric circuit (this
�gure is inspired by [Alotto et al., 2013]). Physical quantities in the left part of
this diagram belong to con�guration variables de�ned on primal graph. Physical
quantities in the right part of the diagram belong to con�guration variables de-
�ned on dual graph. The central part describes constitutives equations between
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con�guration and source variables. Examples of diagrams for other physics will be
presented in next sections but E. Tonti in [Tonti, 2013] resumes most of them for
di�erent physical theories. In the framework of Tonti diagrams, nodal, mesh, loop
or cut-set methods for network computations (see [Desoer and Kuh, 1969a] for
examples in electrical engineering) are just di�erent way to browse this diagram
to solve the corresponding physical equations.

Figure 2.7: Tonti diagram of electrical circuits: two ways to travel it, using Φ,
potentials at nodes (Node analysis) or using i, mesh currents (mesh analysis).

If there are voltage or current sources (es or js) in several branches of the
electric network, it must be modi�ed as shown in Figure 2.8. It should be noted
that only the constitutive laws are a�ected by this inclusion, not the topological
laws.

Figure 2.8: Tonti diagram of electrical circuits with current and voltage sources.

As shown in Figures 2.7 and 2.8, the node (or nodal) analysis uses the electrical
potentials Φ as degrees of freedom and the equations described in the upper part
of the Tonti diagram: 

A · j = 0

j = js + G(e− es)

e = AT ·Φ
(2.19)
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By combining these three equations, we obtain the following linear system in Φ
to be solved:

(A ·G ·AT ) ·Φ = (A ·G · es −A · js) (2.20)

(A·G·AT ) is similar to a sti�ness matrix of FEM and (A·G·es−A·js) corresponds
to source terms. This system can be solved in a unique way by setting boundary
conditions on known electric potential φBC . If extended incidence matrices are
used, a boundary condition must be imposed in at least one node, usually the
node of the ground/reference potential. As soon as the electric potentials are
known, all other quantities (e and j) can be deduced from them.

The mesh analysis is the dual version of the node analysis. It uses the mesh
currents i as degrees of freedom and the equations described in the lower part of
the Tonti diagram: 

M · e = 0

e = es + R(j− js)

j = MT · i
(2.21)

By combining these three equations, we obtain the following linear system in i to
be solved:

(M ·R ·MT ) · i = (M ·R · js −M · es) (2.22)

This system can be solved in a unique way by setting boundary conditions on
known mesh current iBC . If extended mesh matrices are used, a boundary con-
dition must be imposed in at least one mesh, usually the outer mesh. As soon as
the mesh currents are known, all other quantities (e and j) can be deduced from
them.

These two methods, or a combination of these two (as used in loop or cut-set
methods), are implemented on Spice-like softwares. The choice between these
di�erent methods depends on the number of degrees of freedom for each calcula-
tion, the type of boundary conditions or sources and the causality of components
if transient calculations have to be computed. For transient computation, State-
Space forms have to be used and solved using a EDO solver as explained in [Chua
and Lin, 1975].

The strength of this modeling methodology is that the topology of any in-
terconnection between subsystems can be de�ned using algebraic tools (discrete
boundary operators). Moreover, because of the duality between geometric and
physical quantities, this algebraic structure describes also the topologic proper-
ties between physical quantities. To resume: as soon as the geometry of the
network is known, the topology of its physical equations can be deduced us-
ing dual discrete operators. Mathematicaly, this special structure is known as
homology/co-homology structures [Munkers, 1984, Hatcher, 2002].

2.1.3 Field computation for third level models

To understand the physical working of complex devices (with complex geome-
try), it is necessary to compute the distribution of physical �elds in a continuum
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space, both inside the device and in its environment. For mechatronic and multi-
physic systems, these �elds arise from mechanics (stress, strain, displacement,...),
thermal physics (temperature, energy, heat,...) and electromagnetics (magnetic,
electric,...). Physical �elds are usually modeled by Partial Di�erential Equations
(PDE) based on conservation laws (mass, momentum, charge, energy,...). Nev-
ertheless, PDE equations are di�cult (or even impossible) to solve analytically
for complex geometries. Therefore, for engineering applications, approximate so-
lutions must be found. This is the purpose of numerical simulation tools. In
this frame, three main numeric methods are currently used: Finite Di�erence
Methods (FDM), Finite Volume Methods (FVM) and Finite Elements Methods
(FEM)2. With several di�erences, each of these three approximate methods of
�elds computation presents these following main characteristics:

• Accurate representation of complex geometry,

• Inclusion of dissimilar material properties,

• Easy representation of the total solution,

• Capture of local e�ects.

All three methods are based on discretization of the space variables (and dis-
cretization of time for transient analysis) but their working are di�erent. FDM
is based on strong � di�erential � form of PDE and discretization of di�erential
operators. At the contrary, FVM and FEM are based on a weak � integral � form
of the PDE. Let us resume the main characteristics of each of these approximate
solving methods.

• FDM : The FDM is the oldest of the three methods and is based upon
the application of a local Taylor expansion to approximate the di�erential
equations. The FDM uses a square network (a structured grid) to con-
struct the discretization of the PDE. The discretization results in a system
of equations at nodal points, and once a solution is found, then we have a
discrete representation of the solution. One of the main drawback of FDM
is that it requires the use of structured grid and these one are not adapted to
approximate accurately complex geometries. Through the use of curvilin-
ear transform, the method can be extended to domains that are not easily
represented by brick-shape elements, but these transforms are complex and
are seldom used in practice. In this way, FDM method are ever less used
in engineering, except for 1D problems or for time discretization in tran-
sient problems. A signi�cant exception exists in electrodynamics and wave
computations: corresponding FDM methods are known as Finite Di�erence
Time Domain Method (FDTD) [Yee, 1966a, Ta�ove and Hagness, 2005].

• FVM : A FVM discretization uses an integral forms of the PDES, e.g.
conservation of mass, momentum or energy. The PDE is written in a form
which can be solved for a given �nite volume (or cell). The computational

2There is a fourth numeric method, the Boundary Element Method (BEM), but this method
is not considered in this work because it is mainly dedicated to computation of wave propagation
problems. BEM applies a transformation of PDE over volumes into equations over boundaries,
i.e. surfaces, using Gauss or Divergence theorems.
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domain is discretized into �nite volume and then the governing equations
are solved for every volume. The resulting system of equations usually in-
volves �uxes of the conserved variable, and thus the calculation of �uxes
is very important in FVM. The basic advantage of this method over FDM
is that it does not require the use of structured grids, but arbitrary mesh.
As with FDM, the resulting approximate solution is a discrete represen-
tation, but the variable are typically placed at cell centers rather than at
nodal points: properties are calculated for every cell instead of at every
node. In any case, the value of �elds at any location are obtained using
interpolation. As FVM are based on integral form of conservation laws,
they can handle discontinuities in solutions and provide better conservation
properties. They are very e�cient in solving �uid �ow problems.

• FEM : A FEM discretization is based upon a piecewise representation
of the solution in terms of speci�ed basis functions. The computational
domain is divided into smaller domains (�nite elements) and the solution
in each element is constructed from the basis functions. The actual solved
equations are typically obtained by restating the conservation equations in
weak form: the �eld variables are written in terms of the basis functions,
the equation is multiplied by appropriate test functions, and then integrated
over an element. Again a system of equations is obtained and solved to ob-
tain a solution. Usually, the degrees of freedom correspond to nodal values
(for �rst order interpolation functions) but this can be extended for edge
values (Nédélec or Edge elements, [Nedelec, 1980]) or surface values [Raviart
and Thomas, 1977]. This extension provides better solutions, especially in
electromagnetism, but are more di�cult to code. Shape functions or basis
functions are used to interpolate the �eld inside each �nite element. Gen-
erally linear interpolations are acceptable. If this is not the case, quadratic
or cubic shape functions can also be use at the expense of computational
time (edge or surface elements may be prefered in such a case). FEM is the
most commonly used numerical method and is e�cient for all geometries
including these with complicated shapes and features.

As noticed above, the most common method for �eld computation in engi-
neering, i.e. modelling at level 3, is then the FEM. The popularity of FEM is
explained by its important feature and also by the history of engineering software
and computer graphics. This method can be applied to domains of arbitrary
shapes with arbitrary boundary conditions. FEM method, by its nature, leads to
unstructured meshes. This was the main advantage that determined popularity
of FEM. Despite a wide variety of numerical computation schemes proposed in
the 1960s, all except the �nite element method, (1) required more sophisticated
mesh and computation tools to obtain better results than FEM and (2) were
applied with regular structural meshes that poorly approximates the geometry
of real objects. Today, due to computer graphics progress, several methods, in-
cluding FVM, propose similar arbitrary-shape features. Therefore, corresponding
methods will be refered in the sequel as FEM-like Methods.
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2.2 Toward multiphysic and topologic models

The aim of this section is to propose a type of model that shares the main
features presented previously, e.g. (1) being multiphysic, (2) including topological
properties and (3) allowing �eld computation. The key factor of this possibility
was proposed by visionary applied mathematicians. Among them, we can cite E.
Cartan, H. Whitney and J. E. Marsden. Our work was greatly in�uenced by their
work and vision. E. Tonti and its "cell-method" also had a major in�uence on our
work, which is why this method will be brie�y presented in the next subsection,
including its main characteristics and features.

In a previous subsection, we have shown that a good way to model multiphysic
systems is by adopting an energy approach based on energetic scalar product (or
duality product). This is the main feature, we want to retain for the following
developments. When proposing its famous diagrams, Enzo Tonti in his pioneer
works on Analogies between physical theories [Tonti, 1976a] was actually extend-
ing a vision proposed long before by thermodynamics. Its duality was not limited
to a simple energy duality but it allows a larger classi�cation of physical quanti-
ties as con�guration or source variables. In the same way, this permits to stress
clearly the di�erence between three types of equations in every physical theory
(see Figure 2.9):

1. Compatibility equations (or Generalized Kirchho� Voltage Law) seen as
linear constraints between con�guration variables.

2. Equilibrium equations (or Generalized Kirchho� Current Law) seen as lin-
ear constraints between source variables.

3. Constitutive equations seen as phenomenological maps between source and
con�guration variables.

The �rst two equations are topological equations and must be preserved stuc-
turally to ensure the consistency of conservation laws. The third equation is
the metrics of the problem and may be approximated (or relaxed), because phe-
nomenological equations are just approximation of reality. Although this distinc-
tion between these three kinds of laws is not a recent discovery (they are used for
a long time in the �eld of engineering, see [Cannon, 2012] for example), the fact
that it can be presented so clearly is, from our point of view, what corresponds
to the essential contribution of Tonti's diagrams. These are the reasons why the
numerical tools we have developed and which will be presented in the rest of the
manuscript are so close to the cell-method [Tonti, 2001a].

2.2.1 A few words on the Cell-Method approach

There are many di�erent numerical schemes based on discrete di�erential forms
and the exterior calculus framework, but the Cell-Method is probably the most
developed in terms of a multiphysics approach. For more details, we will refer to
Alotto et al.'s book [Alotto et al., 2013] where the theoretical and practical aspects
of Tonti's ideas are particularly well summarized. For a more in-depth theoretical
basis, the books by E. Tonti [Tonti, 2013] or by E. Ferreti [Ferretti, 2014] are very
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Figure 2.9: Description of the three main types of equations in the modeling of
discrete/lumped physical system.

good references. Contrary to what is often believed, E. Ferreti's book shows that
the Cell-Method is really based on a very solid mathematical and theoretical
framework. In addition, the Tonti diagram approach and the use of a geometric
and topological language make it particularly intuitive and very accessible even for
researchers in the engineering community who are uncomfortable with the highly
abstract mathematical concepts of di�erential geometry and exterior di�erential
calculus.

As we have seen previously, Tonti diagrams are based on the idea that all
physical phenomena have the same geometric framework and that all physical
variables can be classi�ed into several classes. In a sense, the Tonti diagrams
rigorously extend the idea of analogies that have long been used in physics. Thus,
E. Tonti recalls it in a quote from J. C. Maxwell:

But it is evident that all analogies of this kind depend on principles
of a more fundamental nature; and that, if we had a true mathematical
classi�cation of quantities, we should be able at once to detect the
analogy between any system of quantities presented to us and other
systems of quantities in known sciences, so that we should lose no
time in availing ourselves of the mathematical labors of those who
had already solved problems essentially the same. [...] At the same
time, I think that the progress of science, both in the way of discovery,
and in the way of di�usion, would be greatly aided if more attention
were paid in a direct way to the classi�cation of quantities.
J. C. Maxwell, Remarks on the mathematical classi�cation of physical
quantities Proceedings of the London Mathematical Society, 1871

R. Feynman himself, in its famous Caltech's lecture courses, also notes:

Why are equations from di�erent phenomena so similar? ... Is it
possible that ... the thing which is common to all phenomena is the
space, the framework into which the physics is put? [Feynman et al.,
1965]

Space is a basic element of analogies, but it is not the only one. In fact, E. Tonti
tried to study the underlying reason for analogies in physics by the existence of
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a geometric and mathematical structure underlying all physical theories. This
allows him to �nd a rational explanation for properties existing in all physical
theories. He also tried to classify physical variables and physical phenomeno-
logical laws into di�erent categories. This very general attempt at classi�cation
has made it possible to give a common framework to many di�erent physical
formalisms, including:

• The generalized network theory.

• The mathematical �eld theory based on variational principle.

• The irreversible thermodynamics.

• The dynamics systems.

• The �rst quantization for a mechanical system.

• The second quantization for a �eld.

Figure 2.10 shows the classi�cation of physical quantities proposed by E.
Tonti. Some elements of this classi�cation are obviously quite common since
they re-use elements of the theories of analogies already existing. Other ideas are
more original, in particular those that make it possible to distribute quantities
between global variables and density variables or those that make con�guration
or source variables appear so that their product of duality gives energy. These
two types of classi�cation will be a little more detailed in the following.

Figure 2.10: The general classi�cation of physical variables by E. Tonti.

Global variables versus Field variables

To introduce this classi�cation, E. Tonti starts from a question: "What are we
measuring? In general, we measure "global variables" and deduce the correspond-
ing densities from them. Let us give some examples:

• we measure a mass and we deduce the mass density,

• we measure a voltage and we deduce the electric �eld strength,

• we measure an electric current and after we evaluate the current density,

• we measure a force and after we evaluate a pressure or a stress,
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• we measure a stretching or a displacement and we evaluate the linear strain
etc.

The same applies to the classi�cation of physical variables according to their
nature, global or local. In general, global variables are variables that are neither
densities nor rates of other variables [Ferretti, 2014]. This classi�cation is quite
common, but E. Tonti draws the following conclusions: a global variable can be
associated with a point, a line, a surface or a volume (notation shown in Figure
2.11), while the density is always de�ned in points. This idea is illustrated in
Figure 2.12.

Figure 2.11: The four space elements: point, line, surface and volume.

Figure 2.12: Di�erence between global variables and densities.

And what about �eld variables? Field variables are obtained from global
variables in the form of densities of global spatial variables and rates of global
temporal variables. Due to their punctual nature, these are local variables. The
only way not to lose the information that exists between a local variable and its
correspondence with a measurement made on a point, line, surface or volume is
by "coding" this correspondence directly into the local variable. But the only
way to do this is actually to replace the �eld variables with di�erential forms of
degree p (with p an integer between 0 and 3).

To support Tonti's contribution in relation to the classical formalism of �eld
theory and in particular his willingness to keep this correspondence with the
dimension of the measure, E. Ferretti proposes an original and very relevant
argument by studying the de�nition of limits and Cancellation rule. Because
of their rather technical nature and in order not to overload this chapter, we
have prefered to report these mathematical arguments in Appendix A. Interested
readers may refer to it or the book of E. Ferretti [Ferretti, 2014] for further
informations. However, these arguments lead to the following conclusion:
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In summary, one of the main consequences of using classical di�erential formu-
lation instead of algebraic formulation is that we then lose the geometric dimen-
sion information associated with physical variables since we use local quantities
instead of global quantities. We must note nevertheless that it is not the case if
we use di�erential forms instead of classical �elds. For numerical computation, E.
Tonti therefore recommends using the algebraic topology framework and global
variables rather than the classical di�erential calculus framework, this is what led
him to develop the cell-method. To conclude, in [Tonti and Zarantonello, 2009],
E. Tonti makes the following arguments for the bene�t of using global variables
in algebraic formulation:

• A global variable is continuous across the separation surface of two materi-
als, e.g. displacements and surface forces,

• We do not need jump conditions. The jump conditions regard the �eld
functions and they are derived from the continuity of local variables, e.g.
the strains,

• Singularities do not arise. In fact, singularities come from the ratio between
a �nite quantity and an in�nitesimal extension, typically an area or a vol-
ume. Since an algebraic formulation does not perform the limit, it is free
of singularities. Hence in the apex of a fracture (mechanical example) and
at the point of application of a concentrated force the stress remains �nite,

• Global variables are, in general, quantities measured in laboratory, while
the corresponding densities are deduced from the global quantities.

In fact, global quantities proposed by E. Tonti are nothing more than discrete
di�erential forms proposed by mathematicians [Hirani, 2003]. This concept is
therefore well de�ned from a mathematical point of view. Tonti's presentation of
it is, however, very intuitive and therefore allows an easy introduction to engi-
neering and applied physicists.

Con�guration versus source variables

This type of classi�cation play a central role in the Cell-method (CM) and in our
work detailled in next chapters. According to this classi�cation we can divide all
physical variables in 3 classes (see Figure 2.13):

• Source variables are the variables witch describes the source of the �eld or
the forces acting on the system. This variables are the origin of a physical
interaction in the system. Example of this variables are forces for solid
mechanics and �uidodynamics, masses for geodesy, electric charges for elec-
trostatics, electric currents for magnetostatics, heat sources for thermal con-
duction. They are de�ned on the dual space with an external orientation
[Ferretti, 2014].

• Con�guration variables are the variables with describes the con�guration
of physical system or a �eld. Example of this variables are displacements
for solid mechanics, spatial velocity for �uidodynamics, electric potential
for electrostatics, temperature for thermal conduction. They are de�ned on
the primal space with an internal orientation [Ferretti, 2014].
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• Energy variables are the variables obtained as a product of source variable
times con�guration variable. Example of this variables are elastic energy
density for solid mechanics, kinetic energy for dynamics, electrostatic energy
for electrostatics, magnetostatic energy for magnetostatics, heat for thermal
conduction.

Figure 2.13: The second classi�cation of physical variables

This clear and simple classi�cation provides far-reaching bene�ts for multi-
physic modelling. This helps to understand the connection we haven't seen so
far. In fact, we pay a lot of attention to the primal and dual spaces3 but without
necessary explanation. Here, we have the answer ! In fact, the con�guration
variables are associated with the primal geometrical space (a graph, a complex
or a mesh) and the source variables are associated to the corresponding dual ge-
ometrical space. The connection between these two dual spaces is assured by the
constitutive equations witch introduce a metric space in these spaces. The consti-
tutive equations are the phenomenological physical laws linking two energetically
dual variables. Topological equations are constraints between global variables
de�ned in the same space, con�guration or source space. If these global variables
are de�ned into the con�guration/primal space, they are even or straight discrete
di�érential forms otherwise they are odd or twisted discrete di�erential forms if
they are de�ned into the source/dual space (see Figure 2.14).

As seen previously, topological equations contains co-boundary operators. Let
M be a space element (point, line, surface or volume) and let be ∂M be its bound-
ary. Topological equations in the primal cell complex are coboundary processes
on even exterior discrete p-forms, while the topological equations in the dual cell
complex are coboundary processes on odd exterior discrete p-forms. Dual co-
boundary operators must therefore be de�ned on both primal and dual spaces as
shown in Figure 2.15.

Algebraic topology is a mathematical theory that provides a rigorous founda-
tion for cell-method. The following section provides an accessible summary for
engineers.

3For a network, these dual spaces are the primal oriented graph and its dual. In the next
chapter devoted to numeric computation of �elds, we will see that these dual spaces correspond
to a primal mesh (called a complex, in algebraic topology) and its dual mesh.
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Figure 2.14: Association between global variables and space elements of the pri-
mal and dual cell complexes, in di�erent physical theories [Ferretti, 2014].

2.2.2 Topology of network for second level models

In the previous sections, algebraic topology tools were presented on graphs (planar
spaces). They were used to model lumped systems. In this section, these tools
are generalized on non-planar spaces, which allows to extend the results to �eld
calculations on discrete three-dimensional spaces (on meshes). This work can be
based on algebraic topology concepts, such as chains, cochains and homology/co-
homology structures. This subsection is partly based on the presentation made
by C. Mattiussi in [Mattiussi, 1997, Mattiussi, 2002]. However, some aditional
de�nitions as well as a glossary of the main concepts of algebraic topology are
summarised in appendix B.

In the framework of algebraic topology, a chain is a linear combination of
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Figure 2.15: Tonti's classi�cation diagram of the physical variables in the general
case [Ferretti, 2014].

single geometric entities. This will generalized the 2D concept of oriented graph
to higher dimensional entities. For computation, 3D domains must be discretized
using a mesh made with an assembly of cells. In algebraic topology, 3D-mesh
are usually constituted as an assembly of tetrahedrons, or tets. Because a tet is
the most topologicaly simple 3D-cell, a tet is called a 3-simplex. The complete
assembly of 3-simplices, i.e. the mesh, is called a 3-complex. Therefore a 3D-
mesh is constituted with an assembly of 3-simplices. In 3D, the simplex of higher
dimension is a tet (a 3-simplex). This one contains triangular surfaces (or 2-
simplex) which contain edges (or 1-simplex) which contain vertices (or 0-simplex).
The name p-cell (for 0 ≤ p ≤ 3) is sometimes used instead of p-simplex but cells
are more general than simplices because they can be based on quadrangle or more
complex geometric entities than tets. Computationaly, tets are nevertheless the
most usefull/e�cient elementary geometric parts because they use less geometric
entities, then less degrees of freedom and less computation complexity.

Chains can be seen as the algebraic counterpart of a domain oriented and
weighted by an integer n. If a p-cell (or p-simplex) with index i is denoted ci,
then a chain is de�ned as :

C =
∑
i

nic
i (2.23)

In this chain, ni ∈ Z is the multiplicity of the cell i. For p = 1, a chain is a
path Γ through edges of the mesh. Most of the time, the multiplicity ni is equal
to +1 (the chain passes along the cell number i and in the same direction), -1
(the chain passes along the cell number i and in the reverse direction) or 0 (the
chain does not pass along the cell number i). This notation has some link with
the intuitive idea of composing a domain by �adding� its parts. Mathematically,
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a chain is in fact an element of a free module which has the cells as generators
and chains generated by a given ensemble of cells can be added, subtracted, and
multiplied by integer, allowing the algebraic manipulation of domains. Chains
formed with p−cells are called p-dimensional chains or p-chains and will be noted
C(p) =

∑
i nic

i
(p). Finally, chains, simplices and complex are the topological

concepts used to represent the discretized geometry of a problem.

As explained in [Mattiussi, 1997]:

�the boundary of a domain is a fundamental notion in the enunciation
of physical laws and therefore it is advisable to de�ne this concept
for a chain. The boundary ∂c(p) of an oriented p-cell c(p) is de�ned
as the (p− 1)-chain composed by the (p− 1)-cell of the cell-complex
having nonempty intersection with c(p), endowed with the orientation
induced on them by c(p)�.

Building on this de�nition, we can de�ned the procedure to calculate the bound-
ary of a chain as a combination of its cells' boundaries :

∂C = ∂

(∑
i

nic
i

)
=
∑
i

ni∂
(
ci
)

(2.24)

This de�nes the boundary operator ∂ which transforms p-chains in (p−1)-chains.
This operator is compatible with the additive and the (external) multiplicative
structure of chains; in other world, it is a linear transformation of the module of
p-chains into the module of (p− 1)-chains over the same cell-complex:{

C(p)

} ∂→
{
C(p−1)

}
(2.25)

This boundary operator is the formal abstraction of the incidence matrices pre-
sented previously to describe the topology of networks.

As seen previously, to each oriented geometric entity (vertex, edge, surface)
can be associated a physical entity (electric potential, voltage, mesh current, for
example). In algebraic topology, this association is extended using the concept
of cochains.

Given a �eld problem de�ned in a discretized region, we have to deal with
various �elds which reveal themselves as global quantities associated with suitable
p-cells. We can therefore represent a �eld on a cell-complex (or more precisely the
distribution of a �eld on a discretized domain) as a function associating global
quantities with all the p-cells of a complex having a given value of p and a given
kind of orientation. For example, in previous section, we de�ne a voltage e as
a physical real quantity associated with one geometric edge. Therefore, we can
attach a voltage ei to each 1-cell ci(1):

ci(1)

voltage→ ei ∈ R (2.26)

It will be shown in the next chapter that ei is the discrete counterpart of ~E · ~dl
integrated on the path Γ de�ned by the edge i: ei =

∫
Γ=edge i

~E · ~dl with ~E the



2.2. MULTIPHYSIC TOPOLOGICAL MODELS 49

electric �eld. This simple example can be extended on every type of �elds, being
associated to 0-chain (electric potential �eld → electric potential at vertices),

1-chain (electric �eld ~E → voltage e on edges), 2-chain (current density �eld ~J
→ electric current j through surfaces) or 3-chain (charge density ρ �eld → total
electric charge Q in volumes). This allows the extension on chains for any physical
quantity q such that:

C(p) =
∑
i

ni · ci(p)
q quantity→ qC(p) =

∑
i

ni · qi ∈ R (2.27)

In algebraic topology, such a transformation is called a real-valued p-dimensional
cochain or, in short a p-cochain C(p) = qC(p) . To emphasize the joint role of the
domain and of the �eld in the generation of the global quantity, this is often
represented as4:

< p(p)︸︷︷︸
p−cocell

, C(p)︸︷︷︸
p−chain

>= C(p)︸︷︷︸
p−cochain

∈ R (2.28)

C(p) is a p-chain and C(p) (or q(p) for a single p-cell) is a p-cochain, which is
the space integration of �elds over the cell-complex. It has to be noted that
some cochain are not real-valued but vector-valued. This is the case in mechanics
for the displacement �eld which is a vector-valued 0-form. In short, cochains
constitute a representation for �elds over discretized domains. As �eld functions
can be added and multiplied by a scalar, so can cochains de�ned over a same
cell-complex. Mathematically and collectively, all these cochains constitute a
module.

The < ·, · > notation is a straightforward way to emphasize the duality be-
tween geometric chains and physical cochains but this duality product may not
be confused with the energetic duality product < ·, · >E seen previously between
con�guration and source quantities. To avoid any confusion, we will note the
duality product between geometric chains and physical cochains < ·, · >G. The
duality product < ·, · >E reveals that there is two dual physical cochains spaces,
i.e. one for con�guration variables and one for source variable. As a consequence,
there must be two dual geometric chains spaces. For electric network, this cor-
responds to primal and dual graphs seen previously. This has to be generalized
in the framework of algebraic topology as dual meshes. This will be considered
in more details in the next chapter when we will present meshing techniques and
Delaunay-Voronoi dual meshes, one being the primal mesh whereas the second
being its dual.

Previously, we also de�ned coboundary operators, noted δ in the following, as
dual operator of boundary operators, with respect to the dual product < ·, · >G :

< q(p), ∂C(p+1) >=< δq(p), C(p+1) > (2.29)

In the framework of algebraic topology, coboundary operators are a kind of gen-
eralization for Kirchho� laws as q(p+1) = δq(p):

4Here p-chains use bottom position indices C(p) and p-cochains use top position indices C(p).
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• For Kirchho� voltage laws (KVL): e = AT · φ with A = ∂, AT = δ and
p = 0 such that q(p+1) = q(1) = e and q(p) = q(0) = φ. This can be applied to
any physical quantity derived from a potential (in electric circuit, voltages
e derive from electric potentials φ).

• For Kirchho� current laws (KCL): j = MT · i with M = ∂, MT = δ
and p = 1 such that q(p+1) = q(2) = i and q(p) = q(1) = j. This can be
applied to any physical quantity representing �ow of conservative quantities
(in electric circuit, currents are charge �ows j = dQ

dt
with Q conservative

electric charges).

There are therefore two kinds of coboundary operators, one de�nes on the primal
mesh (Generalized KVL) and one de�nes on the dual mesh (Generalized KCL).
It is worth noting that both are dual each other because they each corresponds
to dual meshes.

Anyway, a coboundary operator can be de�ned as an operator that transform
a p-cochain into a (p+ 1)-cochain such that:

< δC(p),C(p+1) >
def
=< C(p), ∂C(p+1) > (2.30)

It can be shown that this is a linear transformation of the module of p-cochains
into the module of p+ 1-cochains over the same cell-complex:{

C(p)
} δ→

{
C(p+1)

}
(2.31)

For every network, we have shown previously that boundary and coboundary
operators can be represented by Tonti Diagrams (see Figure 2.7 for electric net-
works). This is easily extended in the framework of algebraic topology, making
use of p−chains, p-cochains, boundary ∂ and coboundary δ = ∂∗ operators de-
�ned on primal mesh (̄ ) and dual mesh (̃ ). This is illustrated on Figure 2.16.
The �rst attempt of this graphical representation was given by F.H. Branin in
its seminal paper [Branin, 1966]. F.H. Branin based its work on previous ideas
proposed by J. P. Roth [Roth, 1955a, Roth, 1955b] and initiated by G. Kron
[Kron, 1939].

In this sub-section, we consider only discrete � or global � physical quantities
de�ned on discrete meshes. In the next subsection, we will see that this can
be extended to continuous physical quantities (�elds) using the concept of linear
di�erential forms. In such a case, the discrete coboundary operator δ becomes the
exterior di�erential operator d proposed by E. Cartan in its exterior di�erential
calculus.

2.2.3 Links between global variables and discrete or con-

tinuous di�erential forms

The purpose of this subsection is to show that cell-method and the use of global
variables à la Tonti is an intuitive use of the mathematical tools of di�erential
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Figure 2.16: Tonti diagram for physical problem on discrete mesh (3-complex).

geometry. In this sense, this approach is much more modern and more in line with
the current vision of physicists than the classical approach based on di�erential
calculus.

Usually in engineering, the mathematical model of a physical continuous prob-
lem is �rst formulated as a system of partial di�erential equations (PDEs), with
each equation having a natural connection to physical aspects of underlying prob-
lem. In the �eld of FEM approximation [Hughes, 2012], these PDEs are known
as the strong form. They are based on vector �eld quantities and di�erential
operators, such as grad, curl and div. As mentioned above, the idea of FEM
is to convert a continuous operator problem (such as a PDE) to a discrete prob-
lem. In principle, the FEM eliminates all the spatial derivatives from the PDE
by projecting the strong forms on test functions and integrating the result in the
space. All functions are also expressed on a �nite basis5 to obtain the weak form.
This computation gives a set of algebraic equations for steady state problem or
a set of ordinary di�erential equations for transient problem. The idea of start-
ing from PDEs and then convert continuous operators to discrete ones is used in
many numerical schemes, nevertheless, we should stress that, historically, every
physical theory was �rst discovered and formulated using global quantities and

5This basis is the same as the test functions for Galerkin method used in FEM.
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only latter using PDEs. For example, concerning electromagnetism, it was �rst
expressed using charge, current, voltage, electric and magnetic �ux and not using
�elds. Only after the publication of Maxwell's treatise, electromagnetic laws were
commonly written using PDEs [Tonti, 2001b].

Since the middle of the XIX century, almost all physics theory such as me-
chanics, �uid dynamics, thermodynamic and all other classical physics laws have
been described in terms of PDEs and vector analysis tools. As a result, vector
analysis became the standard language in which the geometric laws of physics
were de�ned. But a new mathematical langage, di�erential exterior calculus, ap-
pears in the middle of the twenty century. To stress its power and advantages,
let's quote some part of the preface of [Bamberg and Sternberg, 1991]:

... while vector analysis is well suited to the geometry of tree-
dimensional Euclidean space, it has a number of serious drawbacks.
First, and least serious, is that the essential unity of the subject is ob-
scured. Thus fundamental theorem of the calculus, Green's theorem,
Gauss' theorem and Stockes' theorem are all aspects of the same the-
orem (now called Stockes' theorem). But this is not at all clear in the
vector analysis treatment. More serious is that the fundamental op-
erators involve the Euclidean structure (for example, grad and div)
or the three-dimension structure and orientation as well (for example
curl). Thus the theory is wedded to a three-dimensional orientated
Euclidean space. A related problem is that the operators do not be-
have nicely under general changes of coordinates � their expression in
non-rectangular coordinates being unwieldy. Already, Poincaré, in his
fundamental scienti�c and philosophical writing which led the theory
of relativity, stressed the need to distinguish between those laws of
geometry and laws of physics which are "topological", i.e. depend
only on the di�erential structure of space and so are invariant under
smooth deformation, and those which depend on more geometrical
structure such as a notion of distance. One of the major impacts of
the theory of relativity on mathematics was to encourage the study
of higher-dimension spaces, a study which had existed in the previous
mathematical literature, but was not regarded as central to the study
of geometry. Another was to emphasize general coordinate changes.
The vector analysis was not up to these two task and so was supple-
mented in the more advanced literature by tensor analysis. But tensor
analysis with its jumble of indices has a number of serious drawbacks,
the most serious of which being that it is extraordinary di�cult to tell
which operations have any geometric signi�cance and which are arti-
facts of the coordinate system. Thus, while it is reasonably well-suited
for computation, it is hard to assess exactly it is that one is comput-
ing. The whole purpose of the development initiated by Hamilton �
to have a calculus whose objects have a perceived geometrical signif-
icance � was vitiated. In order to make the theory work one had to
introduced relatively sophisticated geometrical construct, such as an
a�ne connection. Even with such constructs the geometrical meaning
of the operations are obscure. In fact tensor analysis never displaced
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the intuitively clear vector analysis from elementary curriculum.
It is generally accepted in the mathematics, and gradually being

accepted in the physical, that the most suitable framework for geo-
metrical analysis is the exterior di�erential calculus of Grassmann
and Cartan. This calculus has the advantage that its computational
rules are simple and concise, that its objects have a transparent ge-
ometrical signi�cance, that it works in all dimensions, that behaves
well under map and changes of coordinates, that it has an essential
unity to its principal theorems and that it clearly distinguishes be-
tween the "topological" and "metric" properties. The geometric laws
of physics take on a simple and elegant form in terms of the exterior
calculus.

This long quotation from [Bamberg and Sternberg, 1991] highlights several
points:

1. Classical vector calculus is unable to distinguish between primal and dual
quantities as reported on Figure 2.9. This can be done by tensor quantities
using a distinction between covariant and contravariant quantities but this is
uncommon in engineering and the use of tensor loses much of the geometric
intuition.

2. Vector �elds are most of the time proxies from di�erential forms [Bossavit,
2012]. In such a case, using forms instead of vector �eld is more correct
from a physical and mathematical point of view.

3. Sources quantities are energetic di�erential forms of con�guration quan-
tities. Then, they can be considered as energy by unit of con�guration
quantities. Therefore, once again, exterior calculus is the right way to �t
our modeling into energetic framework.

As a consequence of all these remarks, di�erential forms 6 are even more used
to describe engineering problems as can be seen in several recent papers [Perot

6This footnote recalls some basics about di�erential forms. It is intended for engineers and
is strongly inspired by page 1 of [Flanders, 1989]. Exterior di�erential forms are the things
which occur under integral signs. For example, a line integral∫

Adx + Bdy + Cdz

leads us to the one-form
ω = Adx + Bdy + Cdz

a surface integral ∫ ∫
Pdydz + Qdzdx + Rdxdy

leads us to the two-form
ω = Pdydz + Qdzdx + Rdxdy

and a volume integral ∫ ∫ ∫
Hdxdydz

leads us to the three-form
ω = Hdxdydz
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and Zusi, 2014, Warnick and Russer, 2014]. As said before, global variables
proposed and used by E. Tonti are no other than discrete di�erential forms. From
the modern geometric point of view, they are the most convenient and natural
mathematical quantity to be used for numerical computation on meshes.

In the following of this thesis, a p-form will be usually noted ωp to remind its
dimension. Therefore and intuitively, p-form are just the in�nitesimal counter-
part of p-cochains and the exterior derivative d is just the in�nitesimal counter-
part of the coboundary operator δ seen previously. In such a way, by adopting the
exterior di�erential calculus framework, it can be seen that there is a geometric
smooth continuity between distributed parameters models (corresponding to the
3rd level models) and lumped parameters models (corresponding to the 2nd level
models). In such a way, there is only one de�nition for di�erential operator d
applied to di�erential forms (nevertheless, this one is applied di�erently in ac-
cordance with the dimension of forms). This is also true for the discrete version
of the previous subsection: there is only one de�nition for boundary operator ∂
and only one de�nition for co-boundary operator δ (its dual) in algebraic topol-
ogy (but these one are applied di�erently in accordance with the dimension of
the chains or cochains). In this framework, the Poincaré Lemma is just a direct
consequence of the duality between boundary and co-boundary operators:

The boundary of a boundary is always null (∂∂ = 0)
by duality⇒ the

co-boundary of a co-boundary is always null (δδ = 0 or dd = 0).

The di�erence between the primal and dual space appears also in di�erential
forms with the di�erence between straight/inner forms (con�guration variables)
and twisted/odd/outer forms (sources variables) [Burke, 1985]. Straight forms are
forms de�ned on a space with an inner orientation. They are used to described
con�guration distributed quantities. Twisted forms are forms de�ned on a space
with an induced outer orientation. They are used to described source distributed
quantities [Ferretti, 2014]. This mathematical framework facilitates model reduc-
tion operations, to transform �eld � continuum � models (EDPs, strong form)
into discrete � lumped � models (EDOs, network models).

Discrete Tonti diagram of Figure 2.16 is easily extended for �eld models in the
framework of di�erential exterior calculus. Figure 2.17 from [Tonti, 2013] reports
the parallelism between exterior di�erential calculus (discrete and continuous
version) and vector calculus for homology/co-homology structure, i.e. de Rham

Integrals used for di�erential forms are oriented integrals. We shall associate with each p-form
ω an (p + 1)-form dω called the exterior derivative of ω. Its de�nition will be given in such a
way that validates the general Stockes'formula∫

∂Ω

ω =

∫
Ω

dω

Here Ω is an (p + 1)-dimensional oriented variety and ∂Ω is its boundary. A basic relation for
exterior di�erential calculus is the Poincaré Lemma:

d(dω) = 0

In all case this reduces to the equality of mixed second partials for exact forms.
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Theory. This is the basics of generalized Tonti diagram for con�guration (inner
oriented space) or sources variables (outer oriented space).

Figure 2.17: Tonti diagram for physical problem on 3D continuum space and de
Rham theory [Tonti, 2013].

In terms of computational schemes, exterior di�erential calculus also provide
some fundamental advantages. As said above, when applied to �eld theories,
numerical methods require the solution of a system of algebraic equations. It
is standard practice, to derive these equations starting from PDEs resorting one
of many discretization methods (like FEM or �nite di�erence method). The
geometric vision proposed here makes possible to express the laws of physics
directly by a set of algebraic equations (discrete forms), instead of obtaining
them from a discretization process applied to di�erential PDE equations. This
is the point of view adopted by E. Tonti to propose its cell method and also by
several similar mimetic numerical methods.

2.3 Outline of the next chapters

The purpose of this chapter was to sketch the tools and theory we want to use
in the next chapters. Based on the state of the art and a carefull review of the
literature, a rationale was proposed between second and third levels models if we
adopt the point of view of algebraic topology and di�erential exterior calculus
instead of the more classic vector analysis framework.

Now, it is time to propose an e�cient simulation tool to compute multiphysic
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�elds and to propose an e�cient method for model order reduction in this frame-
work. The multiphysic �eld computation is the main purpose of the chapter 3.
This chapter will present many developments concerning the generation of dual
meshes as well the building of multiphysic numeric solvers based on ideas from
cell-methods [Tonti, 2001a] and Discrete Exterior Calculus (DEC) methods [Hi-
rani, 2003]. Later on, we will call this computation method, a cochains' method.
The model reduction is the main purpose of the chapter 4. This chapter will
present a �eld interpolation based on Whitney elements. Then, clustering and
classi�cation algorithms will be presented to propose a model reduction method
to generate automaticaly network models from �elds results computed by the
solver proposed in chapter 3. The resulting network models can serve as the
basic model for Spice-like solvers, optimization or design tools.



Chapter 3

Simulation Tools for �eld

computation

The purpose of this chapter is to present the �rst part of the simulation software
developed during this doctoral thesis. This part concerns the simulation of �elds
for multiphysical systems. This chapter, builds on the theoretical tools presented
in the previous chapter, focus on several sequential steps as displayed in Figure
3.1. This schema follows the classic schema of FEM method with some exten-
sions. As in the classic approach, �rst we should produce a geometric model in
Computer Aided Design (CAD). Since we have only used free software as the
primary source, we can only use open geometry formats such as .geo, .iges
and .step. With a bit of luck, almost all CAD software (AutoCAD, CATIA,
etc.) can export geometry in this format. This �rst step is the only one that re-
mains unchanged compared to the classical FEMmethod. Following steps contain
important changes that are described in this chapter.

Figure 3.1: Sequential steps for �eld computation.

Since this thesis concerns engineering aspects, it is essential to present func-
tional tools to illustrate theoretical developments. In order to accelerate software
development and in particular to be able to reuse code elements developed by
other teams, this work has chosen to rely as much as possible on libraries already
available. This allowed us to focus on new aspects without having to redevelop
existing parts that are perfectly functional and e�cient. In this way, the numer-
ical framework developed during this work provides some routines that help us
test our general approaches. The idea of the framework is to link and adapt dif-
ferent stand-alone software to test our methodological approach. As we needed,
in most cases, to adapt the interface of each software and sometimes to modify
algorithms, we decide to only adopt freewares or open source softwares. It must
be emphasized that the code developed is only a �rst prototype and therefore
does not provide a speci�c graphical user interface to guide the user through all
stages of the modeling and simulation process. The objective of this chapter is

57
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therefore to explain in a more general way the deployment of software to facilitate
the use of our framework for multiphysical �elds modeling.

3.1 Historical review of the evolution of topologi-

cal methods in �eld computation

In the early stages of the development of the numerical models based on discrete
operators the structured cubic and square mesh was adopted. Due to simplicity
of this type of meshes, the duality relations is de�ned in a very simple manner.
This helped to test such operators to prove stability and convergence of numerical
schemes. Besides, the structured mesh is not always suitable to resolve many en-
gineering problems for complex geometry. It becomes necessary to introduce such
a methods to unstructured non-cubic meshes. To this purpose, some improved
numerical schemes were proposed.

Specially, these methods are most commonly used in computational electro-
magnetics. In [Dodziuk, 1976], a �nite di�erence method on simplicial meshes
based on Whitney forms and discrete Hodge theory is developed. The paper [Yee,
1966b] is the foundation of an entire class of methods for computation electro-
magnetics called �nite di�erence time domain (FDTD). In this numerical scheme,
the author proposes to solve a time-dependent Maxwell's equations on a rectan-
gular mesh using edge unknowns as a degrees of freedom for the electric �eld and
face unknowns for magnetic �eld. The other work [Weiland, 1977], introduces
another approach to the discretization of the Maxwell's equations which uses the
primary mesh for the discretization of Faraday's induction law and a dual mesh
for the discretization of the Maxwell-Ampère's law. An interpolation of the elec-
tric �eld E and the magnetic �eld H between the meshes is needed do discretize
the constitutive relations D = εE and B = µH. This interpolation helps to avoid
problems with orthogonality of mesh. In fact, this allows to use the staggered
grids which may not always conform to the object of study.

The alternative approaches are based on compatible discretization methods,
which means that at the discrete level they reproduce, rather than merely ap-
proximate, certain essential structures of continuous problem. For example,the
mimetic methods aimed to construct high order approximation schemes, that is to
propose matrices that can mimic all the desired analytic properties of operators
from discrete vector and tensor calculus [Lipnikov et al., 2014]. In additional,
mimetic methods begin by discretizing the underlying continuum theory of the
problem of interest, instead of discretizing the proposed equation or system of
equations directly [Sanchez et al., 2014].

This idea of incorporating properties of the continuum calculus in the design
of numerical schemes appears in various methods. One of the �rst articles was the
articles [Tonti, 1976c] and [Tonti, 1976b] by E. Tonti published in seventies. He
observed that most of physical theories have a similar formal structure from the
geometrical and topological points of view. The equations can be reformulated
thus in a �nite framework using the concept of algebraic topology as fully discrete
system of equations (cochains) de�ned on grid objects (chains) rather than in the
continuum.

Indeed, the idea of using exterior calculus and di�erential forms recasted in
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the classical approach of Finite Element methods techniques. The pioneering
paper of Raviat and Thomas [Raviart and Thomas, 1977] proposed the �rst
stable �nite element formulation for approximate di�erential equations with the
help of di�erential forms for solving the scalar Laplacian in 2D. This type of
formulation was called the mixed formulation. Even that this theory was invented
by geometers and physicists for describing physical phenomenas, the community
of �nite element and computational engineers reinvented various special cases
of Whitney and di�erential forms and developed new variants of them during
1970-80s [Arnold et al., 2010]. For higher dimensions, the introduction of mixed
formulation and Whitney 1- and 2-forms for FEM was made by Nédélec [Nedelec,
1980]. In particular, the mathematical relationship between di�erential forms
used by mathematicians and some formulation of the mixed �nite element that
has already proposed for electromagnetics was explained in the paper [Bossavit,
1988] by Alain Bossavit and Kotiguga's Ph.D. thesis in electrical engineering
[Kotiuga, 1984]. This approach was also adopted, in particular in [Bo� et al.,
2013], [Demkowicz et al., 2010], [Monk et al., 2003], [Arnold and Chen, 2017],
[Monk et al., 2003] and [Dular et al., 1998] among others.

3.2 Mesh generation

The numerical calculations of the �elds is based on discretization of the 3D space,
hence the need to generate a mesh structure of the given space. We saw in the
previous chapter that for our approach the primal and the dual mesh are needed.
The di�erent approaches of how we can get such type of discretization of space
will be explained in this section.

We focused on generating unstructured tetrahedral meshes. This type of mesh
is widely used in simulation and provides a better approximation of the real
geometry. As described in the previous chapter, we need to obtain two meshes:
one primal and its dual. In addition, these two meshes must be orthogonal to
facilitate the implementation of several operators, particularly for the calculation
of Hodge star operators (constitutive laws). As will be shown, these Hodge star
operators are trivial for dual meshes and can be expressed as diagonal matrices.
Scalar products (energy calculations) are also simpli�ed because it is no longer
necessary to make projections to calculate them.

Among the various mesh generation techniques, we will focus on Delaunay
triangulation technique. This triangulation has numerous application: surface
approximation problems (with interpolation), computer graphics issues, �nite
element computations, communication issues (to minimize the total length of the
triangles edges), etc. As an historical example, British physician John Snow used
a sort of Delaunay triangulation in 1854 to illustrate how the majority of people
who died in the Broad Street cholera outbreak lived closer to the infected Broad
Street pump than to any other water pump. More applications of Delaunay
triangulation can be found in P.L. George's book [George and Borouchaki, 1997].

For understanding the properties of Delaunay triangulation, we need de�ni-
tions from computational geometry:

De�nition: The Delaunay triangulation for a given set P of discrete
points in a plane is a triangulation DT(P) such that no point in P
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is inside the circumcircle of any triangle in DT(P).

De�nition: If a circumcenter of triangle lies in its interior, we call
such a triangle self-centered. In other terms a self-centered triangle
is always an acute or a right triangle (see �gure 3.2): in (a) and (b)
the circumcenter is located inside the triangle, in (c) outside.

(a) Acute triangle. (b) Right triangle. (c) Obtuse tirangle.

Figure 3.2: Di�erent possible location of the circumcenter.

In the article of V.T. Rajan [Rajan, 1994] and Lemaire's thesis [Lemaire, 1997]
we can �nd the following properties of Delaunay triangulations:

1. The Delaunay triangulation of a set of points in Rn is a triangulation such
that the circumscribed circle of each triangle of this triangulation contains
no points of the set in its interior [Rajan, 1994]. In other words, a circle cir-
cumscribing any Delaunay triangle does not contain any other input points
in its interior. The Figure 3.3 gives a intuitive illustration of this property.

2. The triangulation is unique for a set of points;

3. The union of all simplices in the triangulation is the convex hull of the
points;

4. In the plane, the Delaunay triangulation maximizes the minimum angle. In
fact, it try to get a triangulation, where most of simplices have acute angles.
Compared to any other triangulation of the points, the smallest angle in
the Delaunay triangulation is at least as large as the smallest angle in any
other. However, the Delaunay triangulation does not necessarily minimize
the maximum angle [Lemaire, 1997].

5. The calculation complexity of classical method to compute a Delaunay tri-
angulation is O(n log n) (for Divide and conquer algorithm);

6. Great for interpolation: for a bounded-curvature function f with piece-
wise linear interpolant g, Delaunay minimizes the worst-case bound on the
interpolation error ||f − g|| [Jonathan Richard Shewchuk, 2018];
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7. Dual tessellation for Delaunay triangulation exists and is orthogonal and
unique (e.g. Voronoi tessellation or Voronoi diagram);

8. Convex Delaunay triangulation does not always exists. [Rajan, 1994].

(a) (b) (c)

Figure 3.3: Graphic representation of Delaunay condition: (a) this pair of tri-
angles does not meet the Delaunay condition (the circumcircle contains more
than three points)[Community of Wikipedia, 2018]; (b) �ipping the common
edge produces a valid Delaunay triangulation for the four points [Community
of Wikipedia, 2018]; (c) the circumscribing circle of every Delaunay triangle is
empty [Jonathan Richard Shewchuk, 2018].

In our case, the most important feature of Delaunay triangulation is a unique
and orthogonal dual tessellation, called Voronoi diagram. His duality presents
two aspects: duality in the sens of projective geometry and also as a dual graph
(topology).

De�nition. Voronoi diagram: Suppose that S is a set of n points
S = {s1, s2, · · · sn} (called sites) in the Euclidean space Ek. Each
site si is associated with region V (si) consisting of all points closer to
that si than to any other site sn ∈ S: if V (si) = {M : dist(M, si) ≤
dist(M, sj),∀i 6= j}, so V is called a Voronoi region of site si. The
totality of such regions forms the Voronoi diagram. An example of
Voronoi diagram is illustrated in Figure 3.4.

The Voronoi diagram has the following properties:

1. The circle containing Voronoi vertex v and passing through the three points
s1, s2 and s3 is empty (see Figure 3.5(a)). For the proof, please reference to
pp. 204�211 of [Preparata and Shamos, 1985] and [Prof. Roberto Tamassia,
1993].

2. The graph constructed by connecting all vertices in a set S across the edges
of their Voronoi polygons is a triangulation of S [Prof. Roberto Tamassia,
1993] and also S it is a Delaunay triangulation (see Figure 3.5(b));

3. The duality is orthogonal in geometric sense: as Delaunay and Voronoi tes-
sellations are based on circumcenter calculation the orthogonality properties
are based on the de�nition of the circumcenter (see Figure 3.5(c));
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Figure 3.4: Voronoi diagram of plan sites [Lemaire, 1997].

4. The regions of the Voronoi diagram may be either bounded or unbounded.
Every point contained in an unbounded region of the diagram lies on the
convex hull of the set S. This is particularly clear in an example where all
points but one lie on the convex hull [Prof. Roberto Tamassia, 1993] (see
Figure 3.5(d)).

In addition, when using discrete di�erential geometry operators, Meyer et
al. [Meyer et al., 2003] recommend using a Voronoi dual (circumcentric). These
authors show that the use of a Voronoi dual allows error minimization when cal-
culating simple geometric attributes such as normal vectors and discrete surface
curvatures. In addition, another advantage of the Delaunay/Voronoi duality is
that convexity and its non-intersection makes it easier to use barycentric coordi-
nates [Warren et al., 2007]. This property is very useful for �uid simulation, as
noticed in [Elcott et al., 2007].

Even, when Delaunay triangulations maximize the minimum angle of all trian-
gle angles in the triangulation; they thus tend to avoid acute or obtuse triangles
[Rajan, 1994]. Such triangulation exists for each set of points and is the sim-
plicial decomposition of the convex hull where the vertices of the triangles are
contained in the set of points, but we need to make sure all edges and surfaces
appear (see Figure 3.6). However, to avoid this type of problem when a dual
vertex is not included inside the primal simplex, it is often necessary to return
to a dual barycentric instead of a circumcentric [Mullen et al., 2011]. It's a good
choice for some methods, like Mixed Finite Element Method, that don't need the
orthogonality of two simplex: primal and dual. Nonetheless, in our work, we need
to maintain orthogonality because in this case the model reduction will be much
more easier, if feasible.

To conclude, it appears rational to use the Delaunay/Voronoi triangulation as
a primal/dual mesh for topological methods, but there are two major problems
with the basic Delaunay/Voronoi algorithms. The �rst is about "degenerated"
triangles/tets. The second is about unbounded Voronoi cells (points at in�nity
in the border, see Figure 3.5(d)).
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(a) (b)

(c) (d)

Figure 3.5: Graphic representation of Voronoi properties: (a) the circle C(v)
contains no other point of S [Prof. Roberto Tamassia, 1993]; (b) the graph
constructed by connecting all vertices in a set S across the edges of their Voronoi
polygons is a triangulation of S [Weisstein, Eric W., 1999]. And in the opposite,
the dual graph for a Voronoi diagram (in the case of a Euclidean space with point
sites) corresponds to the Delaunay triangulation for the same set of points so that
the Delaunay triangulations are dual to the Voronoi diagram [Delaunay, 1934];
(c) orthogonality properties of circumcenter Ω of triangle4ABC; (d) unbounded
regions contain the points on the convex hull of the set S [Prof. Roberto Tamassia,
1993].

(a) (b)

Figure 3.6: Typical problems of Delaunay triangulation for a given set of points:
(a) non convex shapes; internal boundaries; (b) discontinuities in interpolated
functions [Jonathan Richard Shewchuk, 2018].

3.3 Re-meshing techniques

In this section we will introduce some re-meshing techniques that can ensure that
dual and primal meshes are orthogonal.

Basic algorithms use circumcenter of a primal cell to determine a dual vertex
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(a) (b)

Figure 3.7: Typical problems of Delaunay triangulation for a given set of points:
(a) in both cases the radius-edge ratio is large; (b) slivers: the only case in which
radius-edge ratio ρ is not large [Jonathan Richard Shewchuk, 2018].

as in Figure 3.2 (a). In practice, it is di�cult to obtain a "self-centered" Delau-
nay triangulation for which each circumcenter is within its associated triangle/te-
trahedron [Rajan, 1994] even though the Delaunay triangulation maximizes the
minimum angle. This type of mesh is called "degenerate". This type of problem
appears when the triangle/tets are sliver. In this case, a circumcenter is located
outside the triangle as in Figure 3.2 (b).

For the degenerated triangles/tets, it exists a criteria to identify "bad" point
set for Voronoi/Delaunay meshing. In 2D, we can say that only acute or right tri-
angles are causing problems, and this is equivalent to having a small angle between
two edges. That's why in 2D we can use radius-edge ratio ρ = circumradius

shortest edge lentgh
as

mesh quality factor (in Figure 3.7(a), in both cases the radius-edge ratio is large,
but this doesn't hold for tetrahedrons in 3D - see Figure 3.7(b)). An example of a
correct (a) and degenerate (b) cases for the mesh of a 3D simple beam is shown in
Figure 3.8. This beam corresponds to the geometry of the MEMS device, studied
at the end of this chapter. Whether in the case of a triangle (2D) or a tetrahe-
dron (3D), the source of dual mesh problems always comes from the di�culty of
�nding a mesh such that the calculation of circumcenters ensures that they are
inside the triangle (2D) or the tetrahedron (3D).

Another di�culty with dual meshes is the consideration of cells on the bound-
ary of the domain (see Figure 3.9). To simplify, in the following, we will only
consider the 2D case, however all the proposed solutions are adapted to both
2D and 3D cases. When calculating the Voronoi diagram of a set of points in a
compact domain, all Voronoi cells on the boundary of the domain are located at
an in�nite distance from the boundary. However, in practice, only a part of the
cells located within the domain are required, as is the case when calculating the
centroidal Voronoi Tessellation. Such a Voronoi diagram limited to a compact
diagram is called a cut-out Voronoi diagram. To calculate this, we can choose an
algorithm based on the Restricted Voronoi Diagram (RVD) for several reasons.
This type of diagram provides for a set of sites with respect to a compact 3D
volume, assuming that the volume is represented by a tetrahedral meshes (for
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(a)

(b)

Figure 3.8: Delaunay-Voronoi tetrahedral mesh: (a) correct dual mesh; (b) non
correct dual mesh: points consigned to triangles lying outside the tetrahedra.

more information see [Lévy and Schwindt, 2018]). In the following paragraphs
we will see some techniques that helps to get orthogonal meshes.
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Figure 3.9: (a) Delaunay mesh (b) Voronoi diagram with open (in�nite) regions
at the boundary (c) Voronoi mesh created by truncating Voronoi diagram by
boundary of primal mesh [Garimella et al., 2014].

Optimal transport criteria The basic idea of mesh optimization criteria is
based on optimal transport. The optimal transport problem goes back to the
French mathematician Gaspard Monge, inventor of descriptive geometry and fa-
ther of di�erential geometry. For a description of the extensive literature on this
subject, we refer the reader to [Villani, 2008]. The corresponding key question is
how to determine the best way to move a pile of dirt M into a hole N of the same
volume. Initially, the objective function to be minimized is the integral distance
over which dirt is transported. While the variational formulation of Monge's
problem assumed that all dirt should be moved using point-to-point mapping
(road map) to a location, this restriction has been relaxed by Kantorovich who
has replaced mapping with a linear problem on a convex set so that the limits
of the maps may not be maps, but the limits of the measures remain measures.
This extension has marked a renewed interest in optimal transport problems, as
they are general enough to be applied to many scienti�c applications [Su et al.,
2014, Ceron and Splendore, 2018]. The study of this scienti�c framework natu-
rally leads to an e�cient computation algorithm, which uses classical notions of
computational geometry, such as the generalization of Voronoi diagrams.
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Isotropic adaptation An interesting algorithm for mesh improvement is the
isotropic adaptation of the mesh. In general, an isotropic mesh is supposed to
avoid sliver triangles in order not to cause problems with the calculation of De-
launay/Voronoi diagrams. The intuitive de�nition of mesh isotropy is shown in
Figure 3.10. The purpose of isotropic re-meshing is to obtain equal edge lengths
and equilateral triangles. For most of the geometries we have used, this ap-
proach has been adopted. Almost all modern open source meshing software such
as TetGen [Si, 2013], MeshLab [Cignoni et al., 2008] and GMSH [Geuzaine and
Remacle, 2009] can generate a tetrahedral mesh based on Delaunay triangulation
and an isotropic tetrahedral adaptive re-meshing. The idea of isotropic mesh
generation is well described in the document [Karkulik et al., 2013].

Figure 3.10: An intuitive de�nition of isotropy [Ben-Chen, 2012].

There are several isotropic re-meshing techniques:

1. Parameterization-Based Re-meshing;

2. Direct Surface Re-meshing.

Re-meshing techniques based on parameterization are essential to parametrize
the original mesh in order to obtain a bijective mapping and minimize distortion
due to the �attening process. There are di�erent objective functions to optimize,
for example [Du et al., 1999] proposes to optimize an energy function. Given
a density function de�ned over a bounded domain Ω, where each site coincides
with the centroid (i.e., the center of mass) of each element of the initial mesh
(e.g., initial Voronoi tessellation). The centroid ci of an initial mesh element is
calculated as follows:

ci =

∫
Vi
ρ(x) · x dx∫
Vi
ρ(x) dx

(3.1)

where ρ(x) is the density function. This structure is proving to have a surprisingly
wide range of applications for numerical analysis, location optimization, optimal
resource allocation, cell growth, vector quanti�cation, etc. (for more information,
see [Surazhsky et al., 2003]). This follows from the mathematical importance of
its relationship with the energy function:

E(z, V ) =
n∑
i=1

∫
Vi

ρ(x) | x− zi |2 dx (3.2)

where V ∈ Ω and z ∈ V . It is veri�ed in [Surazhsky et al., 2003] that (i) the
energy function is minimized at the center of mass of a given region and (ii) for
a given set of centers Z = zi, the energy function E(V, Z) is minimal when V
is a Voronoi tessellation. Thus, the Lloyd's algorithm can be used. The Lloyd
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algorithm, also known as Voronoi iteration or relaxation, is an algorithm named
after Stuart P. Lloyd to �nd sets of uniformly spaced points in subsets of Euclidean
spaces and partitions of these subsets into convex cells of uniform shape and size
[Lloyd, 1982]. A good example where this algorithm works is shown in Figure
3.11.

(a) 1st iteration (b) 2nd iteration (c) 3rd iteration (d) 15th iteration

Figure 3.11: Example of Lloyd's algorithm [Dominik Moritz, 2018]. The plus
signs denote the centroids of the Voronoi cells.

In the last image of Figure 3.11-d, the points are very near the centroids of
the Voronoi cells. If we can get a Delaunay triangulation of this set of point we
will have a primal and dual mesh that is (1) orthogonal due to Delaunay/Voronoi
relation and also (2) we will have no problem with outstanding points as in
Voronoi dual because all point is near barycenter.

Using the Lloyd optimization [Surazhsky et al., 2003] we can optimize complex
meshes as the one shown in Figure 3.12 but it is not possible to guaranty that it
will work for all 3-D objects.

Figure 3.12: (a) Left: Ordinary Voronoi tessellation of a point set sampled from
some density function (b) Right: Point set and its corresponding weighted cen-
troidal Voronoi tessellation for the same density function. Each site coincides
with the center of mass of its Voronoi cell. The sample set on the right was
generated by Lloyd iterations applied to the sample set on the left. [Surazhsky
et al., 2003].

In all our test, the methodology of [Yan et al., 2010] were working perfectly.
However, the authors can not con�rm the perfect orthogonality for all cases. An
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increasing number of numerical methods need strict control over both primal and
dual meshes especially in discrete di�erential operators in modeling (e.g. [Meyer
et al., 2003]).

As explained in the previous chapter, we need primal/dual orthogonality to
calculate the ratio between primal and dual geometry entities as it de�nes Hodge
star operator. Once we calculate this operator for a geometric instance, we can
used it for discrete exterior calculation. In [Mullen et al., 2011] the authors
introduce Hodge-optimized triangulation (HOT). This optimization was designed
for fast and accurate computations in computer graphics. In comparison with
[Yan et al., 2010] it can guaranteed a well-shaped primal-dual pairs of complexes.
In addition, as it is based on Hodges-star notation, we can use this information
directly in simulation.

Figure 3.13: Primal/Dual Triangulations: (a) Centroidal Voronoi Tessellations
(CVT) � barycentric dual; (b) CVT � circumcentric dual; (c) Optimal Delaunay
Triangulation (ODT); (d) Hodge-Optimized Triangulation (HOT) � optimized
dual mesh alone; (e) HOT � optimized both the primal and dual meshes.

From the paper [Mullen et al., 2011], we can see in Figure 3.13, that using the
barycentric dual (Figure 3.13 - a) does not generally gives orthogonal dual meshes
to the primal one (as discussed above). Circumcentric duals, both in Centroidal
Voronoi Tesselation (CVT - Figure 3.13 - b) and Optimal Delanay Triangulatios
(ODT - Figure 3.13 - c), can lead to dual points far from barycenters of triangles
and always guaranteed the orthogonality between primal/dual but ODT doesn't
provide a good quality of mesh in the case of silver triangles (circumcenters out of
triangles). Changing the freedom provided by weighted circumcenters, the HOT
can optimize the dual mesh alone (Figure 3.13 - d) or both the primal and dual
meshes, e.g. to make them more self-centered (to avoid out space points) while
maintaining primal/dual orthogonality (Figure 3.13 - e).

Even if the approach of HOT is the most promising in terms of calculation
we were not able to test it because of unavailability of code. Developing this
approach by ourselves seems not to be so easy and it was not the main focus of
our research.
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For this thesis, we have chosen the Gmsh software created by Christophe
Geuzaine and Jean-François Remacle as mesh generator. Gmsh is a free 3D �nite
element mesh generator with a built-in CAD engine and post-processor. Its design
goal is to provide a fast, light and user-friendly meshing tool with parametric
input and advanced visualization capabilities input and advanced visualization
and computing. Gmsh is su�cient to realize the Delaunay mesh and it Voronoi
dual for most of the geometry we used. However for some cases it did not proved
to be su�ciently e�ective and we had to supplement it with another software.

For such purpose and among the various computational algorithms available
in computer graphics, we have chosen the approach proposed by the INRIA In-
stitute in Nancy, France. The "Geogram" application developed by the ALICE
team at INRIA was created for the processing of data from 3D scanners (Stere-
olithography). This data processing was intended to improve the quality of mesh
models. Among the proposed algorithms, we used an RVD diagram calculation
described in [Yan et al., 2010]. In addition, this library o�ers some methods
to optimize mesh quality. These algorithms were originally used to improve the
meshes generated from geometric models from 3D scanners (called ModeMeshRe-
pairMode). All these algorithms use the idea of rede�ning the primary mesh so
that its dual is as orthogonal as possible to the primal. In this case, the orthog-
onality criterion of the Delaunay-Voronoi tessellation is used to qualify a mesh
size as "good". In the rare case where GMSH has not be su�ciently e�ective, we
used "Geogram" library in free access to ensure that dual and primal meshes were
orthogonal. The basics of the software optimization algorithm of "Geogram" is
described in [Lévy and Schwindt, 2018].

3.4 PyDEC: library and working

This section describes the algorithms of PyDEC, a Python library for computa-
tions related to the discretization of exterior calculus [Bell and Hirani, 2012]. In
our work, we used this library for representing a mesh as a simplicial complex
and then calculate discrete exterior derivatives and metric-dependent Hodge star
operator. When combining with the exterior derivative appropriately, the vector
calculus operators div, grad, curl can be generated from simplicial complex as
adjacency matrices [Bell and Hirani, 2012]. We have chosen this library because
it provides all needed algorithms for constructing the operators and objects that
arise in discrete exterior calculus. In addition, it provides a well structured data
objects with high-level matrix operations for represent a problem. The availabil-
ity of such libraries makes it suitable for prototyping numerical methods.

3.4.1 Simplicial complex representation

One common type of discrete domain used in scienti�c computing is triangle or
tetrahedral mesh. These and their higher dimensional analogues are implemented
as n-dimensional simplicial complexes embedded in R, N ≥ n. Simplicial com-
plexes are useful even without an embedding and even when they don't represent
a manifold, for example in topology and ranking problems [Bell and Hirani, 2012].

The de�nitions here are given for simplicial complexes and generalized to the
other types of complexes implemented in PyDEC. In PyDEC, only integer-valued
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chains and real-valued cochains are considered, for �nite (that is, ones with a �nite
number of cells) simplicial complex and denote its underlying space by |K|. Give
|K| the subspace topology as a subspace of RN . For a �nite complex this is the
same as the standard way of de�ning topology for |K| [Munkers, 1984] and |K|
is a closed subspace of RN [Bell and Hirani, 2012].

An oriented simplex with vertices v0...vp is written as [v0...vp] and given names
like σpi with the superscript denoting the dimension and subscript denoting its
place in some ordering of p-simplices. Sometimes the dimensional superscript
and/or the indexing subscript will be dropped. The orientation of a simplex is
one of two equivalence classes of vertex orderings. We consider two orderings are
equivalent if one is an even permutation of the other. For example, [v0, v1, v2] and
[v1, v2, v0] denote the same oriented triangle while [v0, v2, v1] is the opposite one.
This orientation is extremely important for calculus because the values stored are
representing integrals of the associated k-form over the underlying simplices, we
must keep track of orientation. For example, reversing the bounds of integration
on
∫ b
a
f(x)dx �ips the sign of the resulting value. In our case, suppose we have a

1-form f with value fij assigned to edge e = (i, j); that is the real number fij is
the integral of 1-form f over the line of segment (pi, pj). If we query the value of
this form of the edge (j, i) we should get −fij (see Figure 3.14).

Figure 3.14: All permutations of a triple (i, j,k) refer to the same triangle, and the
sign of the permutation determines the orientation [Elcott and Schroder, 2006].

To manage this we need to impose a intrinsic orientation for each simplex.
It is with respect to this orientation that the values stored in the form vectors
receive the appropriate sign. In order to do this we used a convention proposed
in [Elcott and Schroder, 2006]. The idea is as follows. The faces of k-simplex are
the (k − 1)-simplices are incident on it, i.e., the subset of one lower dimension.
Every k-simplex has k + 1 faces. Each face corresponds to removing one integer
from the tuple, and the relative orientation of the face is (−1)i where i is the
index of the integer that was removed [Elcott and Schroder, 2006]. To clarify:

• The faces of a tetrahedral (t0, t1, t2, t3) are−(t0, t1, t2), +(t0, t1, t3), −(t0, t2, t3)
and +(t1, t2, t3);

• The faces of a triangle (f0, f1, f2) are +(f0, f1), −(f0, f2) and +(f1, f2);

• The faces of an edge (e0, e1) are −(e0) and +(e1).

To show the data object used to represent a simplicial complex let us consider
the triangle mesh in 2D with vertices and faces enumerated as shown in Figure
3.15. According PyDEC notation, this example mesh is representing by arrays:
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Figure 3.15: Simplicial mesh with enumerated vertices and simplices [Tutorial
PyDEC, 2012].

Figure 3.16: Simplicial complex with oriented edges and triangles [Tutorial Py-
DEC, 2012].

V =


0.0 0.0
1.0 0.0
2.0 0.0
1.0 1.0
2.0 1.0

 , S2 =

0 1 3
1 2 3
2 4 3

 , S1 =



0 1
0 3
1 2
1 3
2 3
2 4
3 4


S0 =


0
1
2
3
4

 . (3.3)

where the subscript n = 1, 2, 3 denote the dimension of the simplices. The i-th
row of V contains the spatial (x, y) coordinates of the i-vertex. The i-th row of
S2 contains the indicies of the vertices that form the i-th triangle in anticlockwise
orientation for each (see Figure 3.16). This type of orientation is called global
orientation in distinction from local orientation of each element mentioned above.

3.4.2 Algorithm for discrete exterior derivative calculation

As explained in the previous chapter, given the manifold M , the exterior deriva-
tive d : Ωp(M)→ Ωp+1, which acts on di�erential p-forms ωp ∈ Ωp, generalize the
derivative operator of calculus. This operator is a metric independent operator
and in the discrete case where M is a mesh, d becomes a discrete exterior deriva-
tive δ which is de�ned as a coboundary operator of algebraic topology [Munkers,
1984]. In such a case, d is the dual operator of the boundary operator ∂, i.e.
d = δ = ∂∗ = ∂t, where ∂p : Cp(K)→ Cp−1(K) can be de�ned through incidence
matrices. Therefore ∂ describes the topological relation between two complexes
Sp ∈ Cp(K) and Sp−1 ∈ Cp−1(K), de�ned as an oriented simplical complex.
The boundary operator on a p-simplex σp = [v0, · · · , vp] is given in terms of its
(p− 1)-dimensional faces as

∂pσ
p =

p∑
i=0

(−1)i[v0, · · · , v̂i, · · · vp] (3.4)
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where v̂i means that vi is omitted.

If we take as example the mesh of Figure 3.15, we need to get 3 matrices,
containing -1 and 1 only. In this case, ∂2 is matrix with [E,F ] dimension with
3 non-zero elements per column, ∂1 a [V,E] with 2 non-zero element per column
(one +1 and one -1). Where F , E, V are the number of faces(triangles), edges
and vertices respectively. The matrix of ∂0 is zero-row matrix. The transposed
of these matrices are the coboundary operators ∂t = ∂∗ = δ = d [Elcott and
Schroder, 2006]. The basic algorithm to get matrices is quite easy to understand
(see Algorithm 1) but is di�cult to implement in optimal way: we must be sure
to avoid duplicates, either by using a unique associative container, or by sorting
the list afterward and removing duplicates. Then the matrices are constructed as
follows:

Algorithm 1 Recursive algorithm for boundary operators calculation

1: function boundaryFaces(simplicialComplex)
2: for each simplex si in simplicialComplex do
3: for each face v of si do
4: tuple = (−1)k[v0, · · · , v̂k, · · · vn]
5: determine the index j of v by locating its
representative

6: set tuple of the appropriate matrix ∂i at row j
7: end for
8: end for
9: return ∂0,1,··· ,n
10: end function

For the example the mesh of Figure 3.15, the boundary operator ∂ are

∂0 =
[
0 0 0 0 0

]
, (3.5)

∂1 =


−1 −1 0 0 0 0 0
1 0 −1 −1 0 0 0
0 0 1 0 −1 −1 0
0 1 0 1 1 0 −1
0 0 0 0 0 1 1

 , (3.6)

∂2 =



1 1 0
−1 0 0
0 1 0
1 −1 0
0 1 −1
0 0 1
0 0 −1


. (3.7)

In PyDEC algorithms are also optimized to get directly matrices in Com-
pressed Sparse Row (CSR) to save memory. For more detail please read PyDEC
manual [Tutorial PyDEC, 2012].
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3.4.3 Algorithm for Hodge star operator calculation

For real physical problems we need to introduce a metric, directly linked to con-
stitutive laws. In PyDEC, the main metric-dependent operator is the Hodge star
that enables the discretization of co-di�erential and Laplace-deRham operators
[Bell and Hirani, 2012]. In the literature the hodge star is de�ned as the operator
that transforms a primal k-form into a dual (n− k)-form. Here, again, we should
underline when transferring a quantity from a primal simplex to a dual cell, we
should assign a proper orientation sign because of these are integral values. So,
we can't simply assign the value on a dual to be equal to the value on the primal
as the domain of integration is unrelated. Instead, we require that the integral
density be equal. So, if σ denotes the evaluation of a form on a primal k-simplex
ω, then ?σ is the value on the dual (n−k)-cell σ̃ [Elcott and Schroder, 2006] such
that

ω

Volume(σ)
=

?ω

Volume(σ̃)
(3.8)

From (3.8) we can de�ne a diagonal Hodge star as

? =
Volume(dual)

Volume(primal)
(3.9)

Actually, a de�nition of Hodge star in (3.9) is only a ratio between a dual
and primal complex. In the case of tetrahedral primal mesh, we can see dual
polyhedral in Figure 3.17.

Figure 3.17: There is one dual polyhedron for every primal vertex, one dual
polygon for every primal edge, one dual edge for every primal triangle, and one
dual vertex for every primal tetrahedron [Elcott and Schroder, 2006].

The basic algorithm to get the volume of the dual cells is presented in the
algorithm 2 [Elcott and Schroder, 2006]. It's a basic algorithm that aims to
explain how we can calculate a dual volume. In the PyDEC, this algorithm
was optimized in order to get all circumcenters in the same matrix to gain in
calculation time.

In the case of well-centered mesh, the discrete Hodge matrix is supposed to
be a diagonal. But, as circumcentric duals may only be used if the mesh satis�es
the Delaunay criterion, in PyDEC was also implemented a approached Hodge
star de�ned to be the Whitney mass matrix (sparse matrix implementation for
low-order �nite element exterior calculus). However, it this case, as dual edges
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Algorithm 2 Computation of dual volumes

1: function C(x0, x1, · · · , xn)
2: To compute the space coordinates of set of points
x0, · · · , xn

3: end function
4: procedure calcDual(simplicialComplex)
5: Initialize dualVolumes to 0.
6: for each primal face f ∈ S2 do . Dual edges
7: for each primal tet tf incident on f do
8: b← 1. . Dual volume of primal tet = 1.
9: h← ||C(f)− C(tf )|| . length of edge
10: f.dualV olume← f.dualV olume+ 1

1
· b · h

11: end for
12: end for
13: for each primal edge e ∈ S1 do . Dual polygons
14: for each primal face fe incident on e do
15: b← fe.dualV olume . base
16: h← ||C(e)− C(fe)|| . height
17: e.dualV olume← e.dualV olume+ 1

2
· b · h . Area of triangle = 1

2
bh

18: end for
19: end for
20: for each primal vertex v ∈ S0 do . Dual polyhedrons
21: for each primal edge ev incident on v do
22: b← ev.dualV olume . base
23: h← ||C(v)− C(ev)|| . height
24: v.dualV olume← v.dualV olume+ 1

3
· b · h . Volume of tet = 1

3
bh

25: end for
26: end for
27: end procedure

are no longer straight lines (they are piecewise linear), dual faces are no longer
planar, and dual cells are no longer necessary convex.

As a Hodge star is diagonal at his counterpart is sparse matrix, in this way,
we can control the quality of mesh and avoid degenerated mesh cases. It must be
noted that for physical problem, the Hodge star ? in (3.9) must be weighted by
a material property, for example, for an electrokinetics problem as proposed for
solving the electrical conductivity σ gives the Hodge star ?σ = σ · ? (see example
presented on the end of this chapter).

3.5 Implementation and example of application

for our cochain method

In resent years, more and more new algorithms used for numerical computation
of �eld are proposed for solving physical problems with approximation of exte-
rior derivatives and algebraic topology theory. This section gives more details
on our implementation and illustrates it with several examples of multiphysics
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applications.
As noted previously, the computation scheme relies on Tonti diagram and

coboundary operators are described to replace the grad, curl, div operators ap-
plied on computational meshes.

As explained previously, the property that connect between the most signif-
icant analytic properties of a algebraic topology and the �rst-order di�erential
operators expresses in a duality relationship. From discrete analogs of analytic
properties, we can express �rst order operators, which budded as the primal di�er-
ential operators ( ¯grad, ¯curl and d̄iv), i.e. operators to be applied on primal mesh
and corresponding dual di�erential operators ( ˜grad, ˜curl and d̃iv), i.e. operators
to be applied on the dual mesh. To make explicit, the link between classical dif-
ferential operators and coboundary operators (discrete exterior derivatives), the
notation proposed by E. Tonti and the authors of Cell-Method is adopted [Alotto
et al., 2013] for de�ning corresponded matrices:

¯grad→ d̄0 = δ̄0 = Ḡ; ˜grad→ d̃0 = δ̃0 = G̃ (3.10)

¯curl→ d̄1 = δ̄1 = C̄; ˜curl→ d̃1 = δ̃1 = C̃ (3.11)

d̄iv → d̄2 = δ̄2 = D̄; d̃iv → d̃2 = δ̃2 = D̃ (3.12)

The constructive use of discrete duality relations is one of the major design
principles of this class of methods [Lipnikov et al., 2014], if we assumed for ori-
entation of volume a positive onwards orientation, one have [Ferretti, 2014]:

D̃ = ḠT , C̃ = C̄T , G̃ = D̄T (3.13)

If we assume for the orientation of volume, the outward orientation (as usual
in mechanics), one relation changes as D̃ = −GT . 1

The constructive use of duality relationships (3.13) is one of the major design
principles of the groups of numerical methods based on exterior derivatives and
algebraic topology. In [Lipnikov et al., 2014], the authors prove that topological
invariants are naturally preserved:

One of the most important analytic properties of many continuum
equations is the conservation of the total energy. In �uid dynamics
this property follows from fact that grad operator is the negative
adjoint to the div operator. In electromagnetics, it follows from the
self-adjointness of the curl operator [...]. This duality of the di�eren-
tial operator is transformed to the duality of the discrete operators.
Another important analytic property is the geometric conservation
law in �uid and solid dynamics. The framework [...] ensures that the
discrete divergence of the velocity is consistent with change of volume
of a �uid parcel. [Lipnikov et al., 2014]

These properties allow not only to preserve �ux and energy in simple way but
also to avoid jump conditions (for example, in case of material separation surface)
and to avoid singularities.

1To make the document easier to read, the bar over primal quantities will be omitted when
no confusion is possible, i.e. Ḡ = G .
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To represent the physicals problems besides topological behaviors we need
to introduce a metric space. This can be represented using exterior di�erential
forms and discrete analogs of the exterior derivative and the Hodge ? operator
are constructed to take into account the metric of the spatial and the constitutive
laws, i.e. the material properties.

Multiphysical application: Micro-electromechanical systems simula-
tion To illustrate this section, we will present some examples of applications as
well as the computational software designed during this thesis for �eld calculation.
As explained previously, three steps are required for such a purpose:

• A mesh tools to build Delaunay-Voronoi dual meshes,

• A preprocessing tools to build boundary, co-boundary and Hodge star op-
erators,

• A computational tools to build and solve mathematical equations of multi-
physic problems.

Except for the �rst part of the mesh tools (based on GMSH), all other tools
have been developed in Python using either freely available packages (such as
Numpy, Pydec, SciPy, Matplotlib and VTK) or by developing our own python
packages. Postprocessing of results may be displayed by python tools (using
mathplotlib package for example) or by using external softwares such as ParaView
(based on VTK (Visualization ToolKit) standard).

The working of this software is nearly similar to DualLab, the software de-
signed at the Politecnico di Torino, Italy for Cell-Method computations [Freschi
et al., 2008]. The main di�erences are that DualLab is based on Matlab whereas
our tools is based on Python. Some speci�cations are also di�erent, for example,
DualLab always uses barycentric meshes while we use the philosophy advocated
by the discrete exterior calculus and therefore Voronoï's dual meshes when it is
possible.

To illustrate the multiphysical potential of this development, we have chosen a
multiphysical example similar to those tested by the Politechnico di Torino team,
i.e. an example using a weak electro-thermo-mechanical coupling (for more details
see [Delprete et al., 2010]). Our example is based on the working and geometry
of a Micro-Electro-Mechanical System (MEMS).

The MEMS studied in this work is a technological device that generates a
deformation by controlling an applied current in order to perform a sensor or
actuator function. We show a electronic microscope picture of such type of ac-
tuators (Figure 3.18). Such systems are widely used in many technological �elds
such as automotive, aeronautics, medicine or biology. The Figure 3.19 presents
an example of MEMS actuated by electrostatic e�ect. Nevertheless in this sec-
tion we realized a model of MEMS actuated by thermal dilatation. We therefore
study and compute an electro-thermal mechanical multiphysical problem.

The geometry of the beam used as MEMS is described in Figure 3.20. Fig-
ure 3.21 present the boundary conditions of electrokinetic problem. Figure 3.22
presents the boundary conditions a thermal problem and the Figure 3.23 the
boundary conditions of the mechanical problem.
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Figure 3.18: (a) The MEMS bridge condition after the release stage: electrode
pad of size 20 µm × 160 µm is located underneath the suspended bridge. (b)
The condition of the originally straight bridge structure before applying voltage
[Latif et al., 2017].

The working of this device is as follow: due to the voltage applied between top
and bottom surface of the beam, an electric current �ows through this beam and
generates Joules losses. These losses generate temperature gradients, which, by
thermal expansion of the material, cause mechanical deformations. The physical
and geometric properties of the device are detailed in Table 3.1. GMSH was
used to mesh this geometry. Corresponding dual meshes are those represented
on Figure 3.8 (a).

Propriety Symbol Value
Electrical conductivity σ 3.69·107Sm−1

Coe�cient of linear thermal expansion αT 2.3·10−5K−1

Referencing temperature T0 22 Co

Thermal conductivity λ 237 W · (m ·K)−1

Young's modulus E 7.1·1010Pa
Poisson's ratio ν 0.344
Density ρ 2.7·103kg ·m−3

Geometrical dimensions l × w × h 2.0×0.2×0.1 cm

Table 3.1: Physical and geometric characteristics of the MEMS.

As previously explained, for this example, Tonti Diagrams are great tools to
present the physics and computations required for solving multiphysic compu-
tational problems [Alotto et al., 2010]. Our software has been tested on a case
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Figure 3.19: Geometry and boundary conditions of electrostatic MEMS: (a) Plot
of a �xed-�xed beam separated from a �xed ground plane by dielectric spacers.
(b) Plot showing the deformation pro�le of the beam due to an electrostatic force
(constant drive voltage).

of a weak coupling between these 3 di�erent physics: electrokinetic → thermal
→ elastostatic. Boundary conditions and geometries are resumed in Figure 3.21,
Figure 3.22 and Figure 3.23.

The multiphysical coupling approach adopted in this work is the one of C.
Delprete et al. [Delprete et al., 2010]. As can be noted, this illustration example
only requires three sequential calculations (weak coupling), however this could be
extended for strong coupling as done in [Delprete et al., 2013] using an iterative
method (e. g. using a Newton-Raphson or �xed point method).

The �rst two of the three required sequential calculations have a similar com-
putation structure while the third one has a slightly di�erent structure, which
implies a more complex calculation. Indeed, an electrokinetic calculation as well
as a thermal calculation requires the computation of a scalar potential whereas
this is not the case for mechanics. We will therefore present these two types of
calculations separately, �rst the scalar �eld calculation (for electrical potential
and temperature computation) and then the vector �eld calculation (displace-
ment �eld computation). To make the link with the objects used in di�erential
geometry and exterior calculus of E. Cartan, a scalar �eld is in fact a scalar-valued
0-form while a vector �eld is a vector-valued 0-form. This second case is more
complex since the exterior derivative produces second order tensor �elds, which
is not the case for scalar-valued 0-form.
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Figure 3.20: Schematic view of the thermal dilatation MEMS actuator.

Figure 3.21: Physics of the electrokinetic problem: an electric potential φ1 is
imposed at the top surface while an other electric potential is imposed at the
bottom surface of the beam. Others faces (front, rear, left and right) are insulated
(no current �ow is possible).

Figure 3.22: Physics of the thermal problem: imposed ambient temperature T0

on boundary conditions and internal volumetric heat sources, produces by Joule's
e�ect.

3.5.1 Scalar �elds computation

At �rst, let us consider the current �ow problem (electrokinetics). The physics
of this problem is displayed on the Tonti diagram of Figure 3.24.
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Figure 3.23: Physics of the elastostatic problem: displacements clamped at the
right and left ends of the beam (clamped condition) while the other surfaces of
the beam are free of stress. A volume force is generated by the thermal expansion
into the beam.

Figure 3.24: Tonti diagram of the current �ow problem.

Two problems can be attached to this Tonti diagram:

• Neumann problem: �nding the electric potential distribution φ considering
a known current source js,

• Dirichlet problem: �nding the current distribution jT once some electric
potential values are known at boundary conditions.

In the framework of CM or DEC method, we can formulate easily these two types
of problems [Alotto et al., 2013]. If the physics problem corresponds to Neumann
electrokinetics problem (currents js are imposed for Neumann problem). By using
the Tonti diagrams of Figure 3.24, it is easy to see that :

D̃ · (?σ ·G · φ) = −D̃ · js (3.14)

with D̃ the dual discrete divergence operator (volume-face dual incidence matrix
equal to GT ), ?σ the Hodge star operator corresponding to the electrical conduc-
tivity constitutive law of the physical problem, G the discrete gradient operator
(edge-node primal incidence matrix) and js the imposed currents �owing through
dual surfaces [Tonti, 2001b].

For a Dirichlet electrokinetic problem, current sources are null but boundary
conditions are imposed on φ (this is the case for our MEMS, see Figure 3.21)
which reduces this equation to:

D̃ · ?σ ·G · φ = 0 (3.15)
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In the classical framework of electromagnetism, these two equations correspond
to standard Laplace or Poisson equations:

∇ · (1

ρ
∇φ) = 0 (Laplace equation)

∇ · (1

ρ
∇φ) = −∇ · ~Js (Poisson equation)

(3.16)

with σ = 1
ρ
the electrical conductivity of the materials (inverse of the resistivity

ρ), φ the electric scalar potential and ~Js the imposed electric current. Let us note
that the (D̃ · ?σ ·G) operator corresponds to the standard Sti�ness Matrix of the
Finite Elements Method.

Figure 3.25: Tonti diagram of electrical circuits: two ways to travel it, using φ,
potentials at nodes (Node analysis) or using i, mesh currents (mesh analysis).

If we compare our formulation with the Tonti diagram of electric circuit dis-
played on Figure 3.25, we see exactly the same type of equations 2:

A ·G ·AT · φ = 0 (3.17)

with AT the branch-to-node incidence matrix and A the node-to-branch incidence
matrix characterizing Kirchho� voltage and current laws. Therefore, the branch-
to-node incidence matrix AT is identical to the discrete gradient G of (3.15)
and its dual A is identical to the dual discrete divergence operator D̃. As a
consequence, solving methods are fully identical and we can use standard node
methods of electric circuit theory to solve both problems.

As a conclusion, we can say that formulations of equations are completely
similar whether it is a �eld calculation problem (discretized on a mesh) or whether
it is the calculation of a lumped components electric circuit. This similarity makes
it possible to propose a high degree of consistency between the two formulations
and very similar resolution tools. It is this similarity that will be exploited in
the next chapter to make model reduction and automatic generation of lumped

2Be careful, in the equation 3.17, G is a conductance matrix and not a gradient operator of
primal mesh!



3.5. IMPLEMENTATION OF COCHAIN METHOD 83

models from �elds computation. The analogies between circuit and �elds are not
new, and can be found in the pioneer work of Branin published in [Branin, 1966].
The use of an algebraic structure is based on global variables which are the same
as those used in the circuit theory. Voltages and currents are primal and dual
cochains and they are in fact obtained by integrating the local quantities on the
spatial element they belong to.

For validating our implementation of cochain method, a �nite element model
developed under Ansys was used as a reference model. The simulation results of
Ansys and our cochain calculation software are presented in Figure 3.26. As we
used ParaView software as the means of visualization, the color chart is not the
same as in Ansys: reader can view color bar corresponding to calculus on the left
of each image.

(a) Ansys.

(b) Cochain method.

Figure 3.26: Comparison between our computational results and the results given
by the FEM software ANSYS: Electrokinetic problem. Display of the voltage �eld

As we can see from these two calculations (Figure 3.26), the results are very
close and it permits to validate our solver.
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The second calculation to be performed for this illustrative example is that
of the θ temperature at nodes of the primal mesh when the material is subjected
to a heat sources pv generated by Joules e�ects. Joules e�ects are heat power
volume sources resulting from the energetic product of duality between voltages
at primal edges and currents at dual faces. Heat sources can be calculated using
the results of the previous electrokinetic calculation and then assigned to the dual
volumes (heat power are source variables). For this calculation, we have used the
methodology proposed in [Alotto et al., 2013].

The physics of this thermal problem is displayed on the Tonti diagram of Fig-
ure 3.27 with θ the temperature at primal nodes, ∆θ the temperature di�erence
across primal edges, ?λ the thermal conductivity Hodge star operator (constitu-
tive law), Φ the thermal �ux through dual faces and pv the imposed heat power
sources de�ned on the dual volumes.

Figure 3.27: Tonti diagram of a thermal problem.

As can be seen, this Tonti diagram is very similar to the one of the electroki-
netic problem except that dual volumes sources (heat power) are present instead
of dual edges sources (currents) for electrokinetics. The formulation of equation
are therefore very similar as well as solving methods:

D̃ · ?λ ·G · θ = pv (3.18)

The computation results obtain with our cochain method and ANSYS are
reported on Figure 3.28. The results are very closed as seen on the maximal
values on temperature and heat �ow reported on Table 3.2.

3.5.2 Vector �elds computation

In previous subsection, We have seen that the computation of scalar �elds on
meshes is quite easy in terms of matrix operation. This is especially the case
because if dual meshes are orthogonal (this is the case for Delaunay-Voronoi
meshes), constitutive matrices � i.e. the Hodge star ? � are diagonal matrices. In
addition, it is quite easy to obtain the topological matrices G, C, D and G̃, C̃, D̃
using the PyDEC approach and package freely available. Unfortunately, this is
no more so simple for tensor �elds computation like those we meet in mechanics.

Let us present in a few words the origin of this di�culty for mechanical �elds
computation. The fundamental problem of elastostatics can be stated as follows:
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(a) Ansys.

(b) Cochain method.

Figure 3.28: Comparison between our computational results and the results given
by the FEM software ANSYS: Thermal problem. Display of the temperature �eld.

given an elastic solid in an assigned reference con�guration, given the volume
forces, the external surfaces forces, the material and the constraints, �nd the
deformed con�guration and the stress distribution within the solid. The main
unknowns of the problem are the displacements in each point of the domain from
their reference con�guration, i.e. the displacement vector ~u(t,P) = u(t,P) for
each point P of the solid (see Figure 3.29 from [Tonti, 2013]).

In our example, we suppose in the sequel a static mechanical problem. As
seen in this Figure 3.29, the degrees of freedom for an elastostatic problem are
the displacement �eld ~u(P) = u(P). Contrary to the previous electrokinetic and
thermic problems, this one requires the computation of a vector �elds instead of
a scalar �eld at each point P. In the framework of exterior di�erential calculus
proposed by E. Cartan, this �eld is therefore a vector-valued 0-form instead of
a scalar-valued 0-form. Therefore, if we compute the exterior derivative of this
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Figure 3.29: Position of an elastostatics problem according to [Tonti, 2013]: two
particles P and Q in the initial con�guration occupy the positions P and Q. The
same particles, at a later instant, occupy the positions P′ and Q′. The vectors in
thin lines are position vectors, whereas those in thick lines are the displacements
of the two particles.

0-form, we do not obtain a scalar-valued 1-form but a covariant tensor of rank
2. Moreover, this deformation gradient tensor (noted ∇u(P ) in the classical
calculus framework) contains two types of informations, one related to rigid body
rotation (antisymmetric part) and one related to deformation/strain (symmetric
part). Because for elastostatic we are only interested in this second part, rigid
body rotation must be removed (in elastostatic, constitutive laws links strain to
stress independently of rigid body motions). Hence, we must separate rigid body
contribution from strain contribution by computing intermediate quantities. If
small perturbation are considered, the second rank covariant strain tensor ε is
constituted by the symmetric part of the displacement gradient:

ε =
1

2
(∇u +∇Tu) = ∇symu (3.19)

Moreover to transform tensor quantities into vector quantities, it is of common use
in computational mechanics [Cook et al., 1989] to introduce the Voigt notation.
These remarks on con�guration variables (displacement related variables) can
also be applied to source variables (force related variables). This requires the
de�nition of two contravariant tensor of rank 2, one symmetric (with no volume
torque) and one non-symmetric (that may include volume torque). These two
tensors can also be rewritten as vectors using the Voigt notation.

Hence, with these modi�cations, the elastostatic problem can be described by
the Tonti diagram of the Figure 3.30. The notations are those proposed by Tonti
et al. in [Tonti and Zarantonello, 2009].
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Figure 3.30: Tonti diagram of the elastostatics problem [Tonti and Zarantonello,
2009].

(a) Ansys.

(b) Cochain method.

Figure 3.31: Comparison between our computational results and the results given
by the FEM software ANSYS: Mechanical problem. Display of the displacement
�eld.
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The full description of the implementation of this computation will not be
detailed in this manuscript because it mimics the implementation realized in
DualLab. This general procedure is then explained in [Alotto et al., 2013]. Let
us note that in this work, �rst order interpolations are used but higher order
interpolations could be used to improve the precision as it was done in [Cosmi,
2001] for plane elasticity problems. This paper also shows that sti�ness matrix
obtain in such a way is exactly the same that those given by FEM.

Results of the de�ection of the beam compared with our cochain method and
ANSYS results are reported on Figure 3.31. Maximal de�ections are reported in
Table 3.2.

Conclusion on our cochain method for �elds problems computation. In
the Table 3.2 we can see the di�erence between values calculated by our cochain
method and Ansys (Finite-Element (FE) method): the results obtained were
compared. The di�erences of less than 3% (see Table 3.2), showing the relevance
of cochain method and their viability compared to conventional FE techniques
(commercial code).

Parameter Scale Ansys Cell-Method
Max Temperature Co 231.6 232.3
Max displacement m 1.144·10−2 1.126·10−2

Max heat �ow W/m2 6.7904·105 6.69·105

Table 3.2: Comparison of the results between ANSYS and the cochain method
calculation.

By referring to the Figures 3.26, 3.28 and 3.31, a good agreement can be high-
lighted between FEM and simulated mechanical, electrical and thermal quantities
by cochain method. As a conclusion, it is possible to say that cochain method has
proven to be e�ective in multiphysics approach. In fact it gives coherent results
in a simple environment. Once the Tonti diagram is assessed, the �eld problem
can be built by making reference to linear algebra of sparse matrices, with the
same algebraic operators for all theories.



Chapter 4

From �elds to lumped models

This chapter aimed to introduce a new method of model reduction via Arti�cial
Intelligence-based methods, such as data analysis, machine learning (ML), clas-
si�cation or clustering methods. The idea behind this model order reduction is
quite new and original. Moreover, these methods are gaining popularity with the
progress of Arti�cial Intelligence (AI). To show the importance of AI methods for
physical modeling, recently (July 23, 2019), Google AI researcher center has pub-
lished a paper called "Learning Better Simulation Methods for Partial Di�erential
Equations" [Bar-Sinai et al., 2019]. In this paper, they introduce data-driven dis-
cretization, a method for learning optimized approximations to PDEs based on
actual solutions to the known underlying equations. This approach uses neural
networks to estimate spatial derivatives, which are optimized to best satisfy the
equations on a low-resolution grid. In general, they used a classical approach
"PDEs ⇒ discretization on mesh ⇒ approximate solution ⇒ reducing mesh ⇒
surrogate model". Compared to this classical scheme, we propose in this chap-
ter a completely new approach, which can transform a spatial mesh model to
lumped-parameter model by using unsupervised clustering technique that helps
to retain the topological structure of lumped system networks.

Here, in the last chapter of this thesis, we can summarize all work done to im-
plement our method (see Figure 4.1). Our methodology consists of the following
stages:

1. Geometry and description of materials: creating numerical geometry of the
device. It can be done in any CAD-software. For our purpose we used a
free software FreeCAD.

2. Initial mesh: to discretize the geometry with GMSH (described in chapter
3).

3. Re-meshing by Geogram software (if necessary): we need dual meshes with
orthogonal properties as described in chapter 3. The use of Geogram hap-
pens if we have complex 3D geometry of the devise and if GMSH does not
succeed to do this.

4. PyDEC: we used it for calculating the adjacency matrices to get the best
performance to start Cochain-Method calculation (see chapter 3).

5. Cochain-Method: we developed our "home-made" solver of cochain method
to calculate discrete exteriors forms.

89
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6. Clustering: used for the �rst step of generating lumped model. It helps
to identify elements of the circuit and theirs interconnections. As it will
be explained in this chapter, this step requires a phase of pre-processing of
data (interpolation of �eld density with Whitney elements).

7. Reduced Model: as the circuit model may be vary large, in this chapter we
propose some special techniques to reduce the dimensions of the lumped
model.

8. Use of reduced models: once we get a reduced lumped model, we can used
the solvers dedicated to system-level modeling, Spice-like, optimization or
design tools.

Figure 4.1: The complete structure displaying all stages of our modeling approach:
from geometrical models via Cochain Method to lumped models.

To better present our method, we take for instance a electromagnetic relay
illustration in this chapter. The aim is to generate a reluctance circuit from
magnetostatic �eld. The choice of this physics was also done to complete the
multiphysics aspect of our tools since we have already dealt with electrical, ther-
mal and mechanical examples in the previous chapter.

Before presenting our new approach, it is important to introduce classical
approaches for model reduction as well as common data analysis tools in the
framework of AI. This will allow us to emphasis the originality of our approach.

4.1 Review of the main model reduction methods

With the increase of the capacity of computers used for numerical simulations
the amount of produced data has increased as well. These large amounts of data
have to be analyzed to gain a better understanding of the simulated processes.
Moreover, for an e�cient use of these data, they have to be reduced to highlight
their main contents.

A good introduction of model reduction methods is given in [Schilders, 2008]
in the �eld of electronic components design. As explained by W. Schilders in this
paper:
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Model Order Reduction tries to quickly capture the essential fea-
tures of a structure. This means that in an early stage of the pro-
cess, the most basic properties of the original model must already be
present in the smaller approximation. At a certain moment the pro-
cess of reduction is stopped. At that point all necessary properties of
the original model must be captured with su�cient precision. All of
this has to be done automatically.

Only two of the main model order reduction techniques will be reviewed in
the following (POD and PEEC methods) because they contains the main char-
acteristics of almost all other model order reduction methods. What we will see
from this review is that these methods always have at least one limitation: either
the topological structure of the problem is lost during the reduction, or it is not
possible to make a signi�cant reduction of the degree of freedom without losing
a large part of the essential properties of the original model. The unique method
proposed in this thesis and described in the second part of this chapter has been
devoted to describe a method that can avoid these limitations.

4.1.1 Proper Orthogonal Decomposition Method

The Proper Orthogonal Decomposition (POD) is a multi-variate statistical method
that aims at obtaining a compact representation of the data. This method may
serve two purposes, namely order reduction by projecting high-dimensional data
into a lower-dimensional space and feature extraction by revealing relevant, but
unexpected, structure hidden in the data [Kerschen et al., 2005].

The POD, also known as the Karhunen-Loève decomposition (KLD), was pro-
posed independently by several scientists including Karhunen [Karhunen, 1947],
Kosambi [Kosambi, 1943], Loève [Loeve, 1948], Obukhov [Obukhov, 1954] and
Pougachev [Pugachev, 1953]. It was originally conceived in the framework of
continuous second-order processes.

The mathematical formulation of the POD can be found in reference [Holmes
et al., 2012]. Hence, we only presents the basics algorithms.

The physical interpretation of POD. The POD is directly computed from
the system response. The signal-dependent nature of the POD can be seen as one
of the weakest points of the method. This prevents us from providing a general
physical interpretation of the modes extracted from the decomposition.

In terms of statistics theory, we can formulate POD method in following way.
The signal u(x) (a random �eld u(x) depends on x of zero average) are discretized
in space and time. Accordingly, n observations of a m-dimensional vector x are
collected, and an (m× n) response matrix is formed:

X =
[
x1 . . . xn

]
=

x11 . . . x1n
...

...
...

xm1 . . . xmn

 (4.1)

The idea of POD is to de�ne a new base Φ that is "more adapted" to the signal
u(x) discretized into matrix representation X in restricted domain D. The "more
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adapted" means that the base functions φi ∈ Φ seek to maximize the average of
the signal projection u(x) on the functions of this new base Φ:

Maxφ →
< (u|φ) >

(φi|φj)
(4.2)

In (4.2) we recognize a Euler-Lagrange problem of maximizations under con-
straint whose solution is a �rst order Fredholm integral equation:∫

D

< u(x), u(x′) > φj(x
′)dx′ = λjφj(x) (4.3)

where λj are eigenvalues of X.
The signal is therefore written as the sum of spatial functions whose amplitude

is random:

u(x) =
n∑
j=1

λjφj(x)φj ∗ (x′) =
n∑
j=1

ajφ
j(x) (4.4)

Once we transform our matrix to eigenvalues basis, we can investigate it. One
of the technique to reduce the matrix may be to sort out the values in X ′ by the
eigenvalues λ: if λj is small that means that corresponding values xjn is in the
hight frequency range and so can be neglected.

To resume we can write the following formula:

u(x) =
n∑
j=1

aj · φj → u′(x) =
n∑
j=1

a′j · φ′j → ˆu′(x) =

p<n∑
j=1

a′j · φ′j (4.5)

where (p < n) is reduced base.
To �nish, let us note some remarks:

Remark 1: POD applies to a �eld with a zero average �eld, which means that
in practice the average �eld will have to be subtracted from the total �eld. If
the average �eld strength is a function of the problem itself, the results of the
procedure will be unchanged whether the total signal is considered total or purely
�uctuating.

Remark 2: The choose of φ orthogonal eigenvalues functions is not always
the best way to represent a new system. Sometimes some additional empiric
functions are needed.

Remark 3: The extraction of the proper functions is a totally autonomous
and objective procedure, which does not use any internal or external criteria for
conditioning signal (trigger threshold).

4.1.2 Partial element equivalent circuit method

Partial Element Equivalent Circuit (PEEC) is a reduction method more and more
used in CEM applications. Its purpose is to generate a lumped model from Field
elementary computation. It helps to express a distributed electromagnetic model
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in a electric circuit model, and then solved by some standard circuit solver soft-
ware. Here, equivalent circuit models are derived from an integral equation to
establish an electrical description of the physical geometry. This helps to ensure
functionality of electric systems and compliance with electromagnetic compatibil-
ity, i.e. it facilitates the solution of problems which have both an electromagnetic
part as well as a circuit part. The models can be used in both the time as well
as the frequency domain.

The pioneer of PEEC approach was Albert E. RUEHLI [Ruehli, 1974]. Orig-
inally,when the foundation of the PEEC method was presented, it was a method
to compute partial inductions. The PEEC method was extended to more gener-
alized problems, including dielectric material and retardation e�ect.

The PEEC method is not one of the most common techniques used in electro-
magnetic simulation software or as a research area but it has just been starting to
gain recognition and for the �rst time there is a session at the 2001 IEEE EMC
Symposium named after the technique. In the mid 90's, two researchers from the
University of L'Aquila in Italy, Professor Antonio Orlandi and Professor Giulio
Antonini, published their �rst PEEC paper and are now together with Dr. Ruehli
considered the top researchers in the area. Starting year 2006, several research
projects have been initiated by the faculty of Computer Science and Electrical
Engineering of Luleå University of Technology in Sweden in the focus area of
PEEC with the emphasis on computer based solvers for PEEC under the name
MultiPEEC [wikipedia. PEEC, 2018].

(a) An orthogonal metal strip with 3 nodes
and 2 cells.

(b) The corresponding PEEC circuit.

Figure 4.2: Partial element equivalent circuit method (PEEC)

The theoretical derivation starts from the expression of the total electric �eld

in free space
#   »

ET ( #»r , t), by using the magnetic vector and electric scalar potentials,
#»

A and φ respectively [Ruehli, 1974].

#   »

ET ( #»r , t) =
# »

Ei( #»r , t)− ∂
#»

A( #»r , t)

∂t
−∇φ( #»r , t) (4.6)

where
# »

Ei is a potential applied external electric �eld. If the observation point,
#»r , is on the surface of a conductor, the total electric �eld can be written as:

#   »

ET ( #»r , t) =

#»

J ( #»r , t)

σ
(4.7)

in which
#»

J ( #»r , t) is the current density in a conductor and σ is the conduc-
tivity. Combining 4.6 and 4.7 results in
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# »

Ei( #»r , t) =

#»

J ( #»r , t)

σ
+
∂

#»

A( #»r , t)

∂t
+∇φ( #»r , t) (4.8)

To transform (4.8) into the electric �eld integral equation (EFIE) the de�ni-

tions of the electromagnetic potentials,
#»

A and φ are used. The magnetic vector
potential,

#»

A at the observation point #»r is given by [Peterson et al., 1998]:

#»

A( #»r , t) =
K∑
k=1

µ

∫
vk

G( #»r , #»r ′)
#»

J ( #»r ′, td)dvk (4.9)

in which the summation is overK conductors and µ is the relative permeability
multiplied by permeability of vacuum. The free space Green's function is used
and can be de�ned as [Peterson et al., 1998]:

G( #»r , #»r ′) =
1

4π

1

| #»r − #»r ′|
(4.10)

In (4.9)
#»

J is the current density at a source point #»r ′ and td is the retardation
time between the observation point #»r and the source point given by

td = t− |
#»r − #»r ′|
c

(4.11)

where c = 3 · 108m/s. The electrical scalar potential φ at the observation

point
#»

J is given by [Peterson et al., 1998]:

φ( #»r , t) =
K∑
k=1

1

ε0

∫
vk

G( #»r , #»r ′)q( #»r ′, td)dvk (4.12)

where ε0 is the vacuum permittivity and q is the charge density at the source
point. Combining (4.8), (4.9) and (4.8) results in the well known electric �eld
integral equation (EFIE) or mixed potential integral equation (MPIE) that is to
be solved according to

n̂× #»

E i( #»r , t) = n̂× (

#»

J ( #»r , t)

σ
) + n̂× (

K∑
k=1

µ

∫
vi

G( #»r , #»r ′)
∂

#»

J ( #»r ′, td)

∂t
dvk) +

+n̂× (
K∑
k=1

∇
ε0

∫
vk

G( #»r , #»r ′)q( #»r ′, td)dvk)(4.13)

where n̂ is the surface normal to the body surfaces. In the PEEC method
the EFIE, (4.13) is discretized using a method of moments process, interpreted
as an equivalent circuit and solved using circuit theory. The formulation (4.13) is
the basic discretized version of the electric �eld integral equation for the PEEC
method from which the partial elements can be identi�ed.

Partial Element Equivalent Circuit for Conductors

[Ekman, 2003] gives more details concerning PEEC method for conductors. Here
we will see only basic formulations.
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In PEEC problems, there are two unknowns, the conduction current density
#»

J C , and the charge density qF . To solve the system of equations the following
partial computations have to be done:

1. Partial Inductances calculation (Lp)PEEC

2. Coe�cients of Potential calculation (P )PEEC

3. Resistances calculation (R)PEEC

4. Combining (Lp)PEEC, (P )PEEC and (R)PEEC Models

Following paragraphs give some examples of used formulas and results.

Partial Inductances calculation (Lp)PEEC model for volume cell m con-
necting node i and j where Lpmm is the partial self inductance for the volume
cell and V L

m accounts for the mutual inductance (magnetic �eld) coupling from
other volume cells (see Figure 4.3):

Lpαβ =
µ

4π

1

aαaβ

∫
vα

∫
vβ

1

|~rα − ~rβ|
dvαdvβ (4.14)

for volume cell α and β.

Figure 4.3: (Lp)PEEC

Coe�cients of Potential calculation (P )PEEC model for one surface cel-
l/node i where Pij is the partial self coe�cient of potential for the surface cell and
ViC accounts for the mutual capacitive (electric �eld) coupling from other sur-
face cells (see Figure 4.4). A PEEC model only consisting of partial coe�cients
of potential is entitled a (P )PEEC model.

Pij =
1

SiSj

1

4πε0

∫
Si

∫
Sj

1

|~ri − ~rj|
dSj dSi (4.15)

Resistances calculation A PEEC model only consisting of volume cell resis-
tances is entitled a (R)PEEC model, see Figure 4.5

Rγ =
lγ
aγσγ

. (4.16)
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Figure 4.4: (P )PEEC.

Figure 4.5: (R)PEEC

Combining models The inclusion of partial coe�cients of potential results in
a (Lp,R, P ) PEEC model, Figure 4.6. In the �gure one surface cell at each node
is used to account for the capacitive coupling to corresponding node.

Figure 4.6: Four volume cells, separated by dashed lines, accounting for the
current �owing in the direction of the arrows.

The rigorous full-wave version of the PEEC method is called (Lp, P,R, t)-
PEEC, where Lp is partial inductance, P is potential coe�cient (inverse of ca-
pacitance), R is resistance, and t is delay. If available, reduced model of the
full-wave version can be used. For example, if the structure is electrically small,
the delay term t can be omitted and the model can be reduced to (Lp, P,R)-
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PEEC model. In addition, if frequency is su�ciently high so that w ∗ Lp >> R,
we can omit R term and use approximate (Lp, P )-PEEC model. According to
various modeling situations, (Lp) and (Lp,R) models are also useful.

4.1.3 Topological PEEC approach. The limits of PEEC

approach

We should underline that the original PEEC formulation is based on the de�nition
of two orthogonal systems: �rst, magnetic vector and electric scalar potentials,
#»

A and φ respectively [Ruehli, 1974]. So, the classical PEEC approach is limited
by a regular discretization. Thus, it is preferable to have a method that can deals
with unstructured PEEC modeling. The �rst work in this direction have been
done by A. Rong et al. [Rong and Cangellaris, 2001] in 2001 and two years later
by E. Ruehli, the original author of PEEC method in [Ruehli et al., 2003]. In the
�rst approach, they started from the basic PEEC algorithm, where a new formu-
lation has been proposed to overcome the orthogonality constraint while keeping
a structured subdivision of conductors. While in the second one, they tried to
use a nonorthogonal formulation for arbitrary shapes. This two approaches are
increasing signi�cantly the complexity of the circuit because without orthogonal-
ity the use of unstructured meshes introduces a mutual coupling that need to be
considered by introducing independent current sources.

In more recent works, F. Freschi, M. Repetto et al. propose to use a Cell-
Method (CM) formulation for unstructured PEEC modeling. This method called
"Dual-PEEC" [Freschi et al., 2006] because it keeps the duality properties of
original approach is based on CM formulation and not on weak form.

As we explained in chapter 2 and 3, the Cell-Method, as any cochain method,
uses the fact that the formulation of the electromagnetic �eld can be expressed
in terms of dual relations and how this duality can be exploited in its numerical
solution. In fact, the CM formulation on the mesh can be already seen as a lumped
model: CM is based on the de�nition of two orthogonal systems of inductive and
capacitive cells. These cells are the framework on which a lumped parameter
network is de�ned. Midpoints of capacitive cells are the nodes of the equivalent
network (see Figure 4.7(a)).

Dual-PEEC, as classical PEEC, starts from integral equation (EFIE) inside a
conductor:

∫
λl

~J

σ
· d~λ+

d

dt

∫
λl

~A · d~λ+ (φj − φh) =

∫
λl

~E0 · d~λ (4.17)

Here we used a vector notation for seeing the di�erence between Dual-PEEC
and classical PEEC, where λl is the primal lth edge.

We will take as example the current density calculation to see the advantage
of using Dual-PEEC with orthogonal mesh. When using an unstructured mesh
for PEEC models based on week form, a local interpolation inside dual volumes
linking the current density ~J in 4.17 to the global variable i is needed. So if we
have a triangle [Freschi et al., 2006] (in the case of Figure 4.7(a)): a prism with
δ thickness) we should calculate
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(a) (b)

Figure 4.7: Dual-PEEC [Freschi et al., 2006]: (a) Unstructured discretization:
consecutive triangular dual volumes. The couple primal edge (straight line)/dual
face (dark gray) correspond to a two terminal circuit component. Light gray faces
are related to the evaluation of mutual resistances; (b) Corresponding elementary
equivalent circuit.

~J =
1

δ

3∑
m=1

im ~wm (4.18)

where im is the current through the mth dual face, and ~wm de�ned as

~wm = (N1∇N2 −N2∇N1)× ~n (4.19)

is nothing else that the facet shape function, being Ni the usual �nite element
ith nodal shape function, and ~n the unit vector orthogonal to the triangle [Freschi
et al., 2006]. While using the Delaunay-Voronoi mesh, we can use an additivity
property of 1-form, so the formulation (4.17) became just an algebraic summation:

J(x) =
1

δ

3∑
m=1

im · xm (4.20)

where J(x) is the current 2-form thought the dual faces of the cell which is
independent of the integration path.

If we return to the di�erential forms notation, as already shown in chapter 2,
we can see the similarity by comparing it with Tonti's diagrams. For example,
Figure 4.8 shows this similarity if we consider a electrokinetic problem described
as a components network (lumped model) or described with Maxwell equations
as as �eld problem (distributed parameters system).

As we mentioned above, the mesh structure using in cochain method can be
already interpreted in terms of network primal/dual graph, or, in over words, as
lumped model.

Once the equivalent circuit of the whole system is built, the desired electrical
responses are obtained via a network analysis program, usually Spice-like circuit
simulators. However, this type of approach proves e�ective when the dimension
of the problem is small, i.e. there are few cells and weak mutual couplings
between them; in all other situations the solution has to be carried out through
signi�cantly reducing the precision of initial mesh or matrix reduction as POD,
descried above.
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Figure 4.8: Tonti's diagram of electrokinetic for lumped and distributed param-
eters systems.

It should be noted that other recent work has addressed the problem of MOR
in PEEC models, including [Nguyen et al., 2017] which uses an adaptive multi-
point scheme.

4.1.4 Conclusion on model reduction methods.

Roughly, the main model order reduction methods are of two types: those that
drastically reduce the number of degrees of freedom by projecting the dynamical
system and the temporal response on a new "adapted" base. This is the case of
POD methods. These methods are dedicated to dynamic systems and the focus
is done on temporal responses. Nevertheless, they lose the topological properties
of the initial model, i.e. the interconnection structure between their subsystems.
Thus, the models obtained are not necessary the most appropriate to be use
by designers because the physics, geometry, interconnection of subsystems and
some properties, useful to system designers are lost. The second type of model
reduction techniques are designed to keep the topology of the initial model. This
is the case of PEEC methods. These reduced models are very useful for designer
because the physical interconnections and geometry of the initial model are kept.

However, with the original PEEC method, the accuracy is rather low because
the modeled geometry cannot be very complex. The dual PEEC method improves
this point, nevertheless the reduction of DOF is in this case rather low. Some
authors, as [Nguyen et al., 2017], propose promising methods to increase the
reduction rate while keeping the precision, using adaptive multi-point scheme.
In the following, we also propose a new alternative for this. Our method keep
the philosophy of dual-PEEC methods but increase the reduction rate by using
intermediate steps of data-analysis based on AI methods.
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4.2 Review of Arti�cial Intelligence methods for

data-analysis, classi�cation, clustering and de-

cision making

As noted in previous sections, one of the objectives of this thesis is to use Arti�cial
Intelligence (AI) techniques to propose new model order reduction technique. It
is then necessary to �rst conduct a review of the most current AI methods for
data analysis, classi�cation or clustering and decision making. Here we will see
families of algorithms: Bayesian approach, Decision Tree Classi�er, k-Nearest
Neighbors, Neural Networks and Support-Vector Machines (Kernel approach).
The last presented methods, the DBSCAN algorithms based methods, are an
extension of Support Vector Machines techniques. They improve some of their
characteristics and limits. The aim of this review is, for each method, to identify
their strengths and weaknesses and to choose the optimal algorithms to work
with model reduction. This review is mostly inspired by [Bishop, 2006].

What Is Machine Learning? Machine learning is a sub�eld of arti�cial in-
telligence (AI) concerned with algorithms that allow computers to learn. What
this means, in most cases, is that an algorithm is given a set of data and infers
information about the properties of the data � and that information allows it to
make predictions about other data that it might see in the future. This is possible
because almost all nonrandom data contains patterns, and these patterns allow
the machine to generalize. In order to generalize, it trains a model with what it
determines are the important aspects of the data [Segaran, 2007].

To understand how models come to be, consider a simple example in the
otherwise complex �eld of pattern recognition. The �eld of pattern recognition is
concerned with the automatic discovery of regularities in data through the use of
computer algorithms and with the use of these regularities to take actions such
as classifying the data into di�erent categories [Bishop, 2006].

According to the de�nition, we could even say that simple correlation analysis
and regression are both basic forms of machine learning.

Pattern recognition systems are in many cases trained from labeled "train-
ing" data (supervised learning), but when no labeled data are available other
algorithms can be used to discover previously unknown patterns (unsupervised
learning). Machine learning is strongly related to pattern recognition and origi-
nates from arti�cial intelligence. Pattern recognition focuses more on the signal
and also takes acquisition and signal processing into consideration. It originated
in engineering, and the term is popular in the context of computer vision. In
pattern recognition, there may be a higher interest to formalize, explain and vi-
sualize the pattern, while machine learning traditionally focuses on maximizing
the recognition rates. Yet, all of these domains have evolved substantially from
their roots in arti�cial intelligence, engineering and statistics, and they've become
increasingly similar by integrating developments and ideas from each other [Awad
and Khanna, 2015].

There are many di�erent machine-learning and pattern recognition algorithms,
all with di�erent strengths and suited to di�erent types of problems. Some, such
as decision trees, are transparent, so that an observer can totally understand the
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reasoning process undertaken by the machine. Others, such as neural networks,
are blackbox, meaning that they produce an answer, but it's often very di�-
cult to reproduce the reasoning behind it [Bishop, 2006]. Many machine-learning
algorithms are based heavily on mathematics and statistics.

Limits of Machine Learning. Machine learning is not without weaknesses.
The algorithms vary in their ability to generalize over large sets of patterns, and
a pattern that is unlike any seen by the algorithm before is quite likely to be
misinterpreted. While humans have a vast amount of cultural knowledge and
experience to draw upon, as well as a remarkable ability to recognize similar situ-
ations when making decisions about new information, machine-learning methods
can only generalize based on the data that has already been seen, and even then
in a very limited manner [Bishop, 2006].

Although they vary in their propensity for doing so, all machine-learning
methods su�er from the possibility of overgeneralizing. As with most things in
life, strong generalizations based on a few examples are rarely entirely accurate.
As an example, we can get an indexing algorithms from Google: distinction be-
tween "Python" as a snake type, British comedy series "Monty Python" from the
1970s and an object-oriented, high-level programming language "Python". The
classi�cation algorithm is based on the appearance of words or phrases without
any regard to what they mean or to sentence structures. Although it's theoreti-
cally possible to build an algorithm that would take grammar into account, this
is rarely done in practice because the e�ort required would be disproportionately
large (for scienti�c researcher but not for Google) compared to the improvement
in the algorithm. Understanding the meaning of words or their relevance to a
person's life would require far more information in their current incarnation, can
access.

In the following sections, we will brie�y describe AI-basic techniques and
consider their strengths and weaknesses.

4.2.1 Bayesian approach

We will take as an example the naïve Bayes (NB) classi�er algorithm as it is basic
for all Bayesian approach algorithms. The NB classi�er algorithm is a simple
Machine Learning algorithm that was created for use in text classi�cation, an
area of ML where it can still be competitive with more advanced general-purpose
algorithms. The name stems from the fact that the Bayes formula is applied to
the data with very "naïve" assumptions about independence.

This assumption is what usually makes the algorithm less useful for general
(dense) problems, because the features are rarely anywhere near independent.
For sparse text features, this assumption still isn't true, but it's true enough for
the algorithm to work surprisingly well in practice.

Our goal is to classify a review by �nding the probability p(Ck|x) of the review
sentiment being "bad" (k = 0) or "good" (k = 1) based on the features x of the
instance. In probability theory using the Bayes formula, this can be written like:

p(Ck|x) ∼ p(Ck)p(x|Ck) (4.21)
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The part p(x|Ck) is known as the joint probability of the features x if the
instance was of class Ck. Because of the independence assumption (the naïve
part), there's no cross-feature probability, and this becomes simply the product
of the probability of each of the features given the class:

p(Ck|x) p(Ck)p(x1|Ck)p(Ck)p(x2|Ck)...p(Ck)p(xi|Ck) = p(Ck)
N∏
i

p(xi|Ck)

(4.22)
Because p(Ck) is the marginal class distribution � the overall breakdown of

good and bad sentiment reviews � which can be easily �nd from the data, it
only needs to �gure out what p(xi|Ck) is. We can read this expression as "the
probability of a speci�c feature for a speci�c class". For example, you would
expect the probability of having the word great in a good-sentiment review being
higher than in a bad-sentiment review.

We can imagine learning this from the data by counting the feature (word)
presence across all documents in each class. The probability distribution that
generates such counts is called the multinomial distribution, and p(Ck)p(xi|Ck)
becomes:

p(xi|Ck)
∏
i

pxiki (4.23)

If we use this in the previous equation and move to log space for convenience

log [p(Ck|xi)]̃ log [p(Ck)]
∏
i

pxiki = log [p(Ck)] +
n∑
i

xi log (pki) = b+ wkx (4.24)

Here b is log[p(Ck)] (known from the data), x represents the features of the
instance wanted to predict, and wk is log(pki) � the fraction of times a word
appears in a good or bad document, which is learn at model build time. Please
note that we have left out various constants throughout this calculation, and
there are multiple implementation details to consider when coding this algorithm
from scratch, but the basics outlined here remain true.

Strengths and Weaknesses Perhaps the biggest advantage of naïve Bayesian
classi�ers over other methods is the speed at which they can be trained and
queried with large datasets. Even with a huge training set, there are usually a
relatively small number of features for each item, and training and classifying
items is just a mathematical manipulation of the probabilities of these features.

This is particularly true when training is incremental � each new piece of
training data can be used to update the probabilities without using any of the
old training data. This support for incremental training is very important for an
application like a spam �lter, which is constantly trained on new email messages
that come in, has to be updated quickly, and may not even have access to all the
email messages that have been received.

Another big advantage of naïve Bayesian classi�ers is the relative simplicity
of interpreting what the classi�er has actually learned. Because the probabilities
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of each feature are stored, we can look at database at any time and see which
features are best at dividing spam and nonspam. This information is interesting
to look at, and it can potentially be used for other applications or as a starting
point for other applications.

The biggest downside to naïve Bayesian classi�ers is their inability to deal with
outcomes that change based on combinations of features. Imagine the following
scenario in which we are trying to distinguish spam from nonspam email: let's
say the job is building web applications, so the word "online" frequently appears
in work-related email. The best friend works at a pharmacy and likes sending us
funny stories about things that happen to him at work. Also, like most people
who haven't closely guarded their email addresses, we occasionally receive spam
containing the words "online pharmacy" [Bishop, 2006].

Here, we can see some dilemma � the classi�er is constantly being told that
"online" and "pharmacy" exist in nonspam email messages, so their probabilities
become higher for nonspam. When we tell the classi�er that a certain email
message with the words "online pharmacy" is spam, those words are adjusted
slightly more toward spam, creating a constant battle. Since features are all given
probabilities separately, the classi�er can never learn about combinations. In
document classi�cation this is usually not a big deal, since an email message with
the words "online pharmacy" probably contains other spam indicators, but in
other problems, understanding feature combinations can be much more important
[Segaran, 2007].

4.2.2 Neural Networks

While there are many di�erent kinds of neural networks, they all consist of a set
of nodes (the neurons) and connections between them. The most of networks
used in science is called a multilayer perceptron (MLP) network. This type of
network consists of multiple layers of neurons, the �rst of which takes the input
� in this case, the words entered by the user. The last layer gives the output.

To ask the neural network to get the best results for a query, the input nodes
for the words in that query have their values set to 1. The outputs of those nodes
are turned on and they attempt to activate the hidden layer. In turn, the nodes
in the hidden layer that get a strong enough input will turn on their outputs and
try to activate nodes in the output layer [Daumé III, 2012].

The network shown in the Figure 4.9 has one layer of neurons. The layers of
neurons are connected to each other by synapses, which each have an associated
weight. The outputs from one set of neurons are fed to the next layer through
the synapses. The higher the weight of a synapse leading from one neuron to the
next, the more in�uence it will have on the output of that neuron [Bishop, 2006].

Prediction with a neural network is a straightforward generalization of predic-
tion with a perceptron. First we compute activations of the nodes in the hidden
unit based on the inputs and the input weights. Then we compute activations of
the output unit given the hidden unit activations and the second layer of weights
[Daumé III, 2012].

The only major di�erence between this computation and the perceptron com-
putation is that the hidden units compute a non-linear function of their inputs.
This is usually called the activation function or link function. More formally,
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Figure 4.9: Example of one layer neural network.

if wi,d is the weights on the edge connecting input d to hidden unit i then the
activation of hidden unit i is computed as:

hi = f(wi · x) (4.25)

Where f is the link function and wi refers to the vector of weights feeding
into node i.

A more popular link function is one of the so called "sigmoid" (because it
looks like an "S", the Greek character "Sigma") functions. Some examples are
hyperbolic tangent tanh-function. For more sigmoid function see Figure 4.10.

Figure 4.10: Di�erent sigmoid functions.

Assuming for now that we are using tanh as the link function, the overall
prediction made by a two-layer network can be computed using:

ŷ =
∑
i

vi tanh f(wi · x̂) = v · tanh(Wx̂) (4.26)

For two layer Network, we can use the Algorithm 3.
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Algorithm 3 Two Layer Network Predict

1: function C(W, v, x̂)
2: for i = 1 to numberofhiddenunits do
3: hi ← tanh(wi · x̂) . compute activation of hidden unit i
4: end for
5: return v · h . compute output unit
6: end function

When working with two-layer networks, the key question is: how many hidden
units should I have? If the data is D dimensional and we have K hidden units,
then the total number of parameters is (D+ 2)K. (The �rst +1 is from the bias,
the second is from the second layer of weights.) Following on from the heuristic
that we should have one to two examples for each parameter we are trying to
estimate, this suggests a method for choosing the number of hidden units as
roughly [N

D
]. In other words, if we have tons and tons of examples, we can safely

have lots of hidden units. If we only have a few examples, we need restrict the
number of hidden units in the network.

Training a Neural Network In the example above, we supposed that the
neural network already has the appropriate weights for all the synapses. The real
power of neural networks is that they can start with random weights and then
learn from examples through training. The most common method of training a
multi-layer perceptron network is called backpropagation.

When training a network, we always know the desired output of each node in
the output layer. In this case, it should be pushed toward 1 if the user clicked
on that result, and pushed toward 0 if he did not. The only way to change the
output of a node is to change the total input to that node [Bishop, 2006].

To determine how much the total input should be changed, the training algo-
rithm has to know the slope of the tanh function at its current level of output.
In the middle of the function, when the output is 0.0, the slope is very steep, so
changing the input by only a small amount gives a big change. As the outputs
get closer to �1 or 1, changing the input has a smaller e�ect on the output. The
slope of the function for any output value is speci�ed by this function, which we
can add to the start of d tanh(y) = 1− y2.

Before running the backpropagation method, it's necessary to run feedforward
so that the current output of every node will be stored in the instance variables.
The backpropagation algorithm then performs the following steps:

For each node in the output layer:

1. Calculate the di�erence between the node's current output and what it
should be.

2. Use the d tanh function to determine how much the node's total input has
to change.

3. Change the strength of every incoming link in proportion to the link's cur-
rent strength and the learning rate.

For each node in the hidden layer:
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1. Change the output of the node by the sum of the strength of each output
link multiplied by how much its target node has to change;

2. Use the dtanh function to determine how much the node's total input has
to change;

3. Change the strength of every input link in proportion to the link's current
strength and the learning rate.

The implementation of this algorithm actually calculates all the errors in
advance and then adjusts the weights, because all the calculations rely on knowing
the current weights rather than the updated weights.

Strengths and Weaknesses The main strength of neural networks is that
they can handle complex nonlinear functions and discover dependencies between
di�erent inputs. Although the example only showed numerical inputs of 1 or 0
(present or absent), any number can be used as an input, and the network can
also estimate numbers as outputs.

Neural networks also allow for incremental training and generally don't require
a lot of space to store the trained models, since they are just a list of numbers
representing the synapse weights. There is no need to keep the original data
following training, which means that neural networks can be used for applications
in which there is a continuous stream of training data.

The major downside of neural networks is that they are a black box method.
The example network shown here was contrived to be extremely simple to follow,
but in reality, a network might have hundreds of nodes and thousands of synapses,
making it impossible to determine how the network came up with the answer that
it did. Not being able to understand the reasoning process may be a deal breaker
for some applications [Bishop, 2006].

Another downside is that there are no de�nitive rules for choosing the training
rate and network size for a particular problem. This decision usually requires a
good amount of experimentation. Choosing a training rate that's too high means
that the network might overgeneralize on noisy data, and choosing one that's too
low means it might never learn, given the data we have.

4.2.3 Decision Tree Classi�er

Unlike most other classi�ers, the models produced by decision trees are easy to
interpret � the list of numbers in a Bayesian classi�er will tell us how important
each word is, but we really have to do the calculation to know what the outcome
will be. A neural network is even more di�cult to interpret, since the weight of
the connection between two neurons has very little meaning on its own. We can
understand the reasoning process of a decision tree just by looking at it, and we
can even convert it to a simple series of if-then statements.

Decision trees are one of the simpler machine-learning methods. They are a
completely transparent method of classifying observations, which, after training,
look like a series of if-then statements arranged into a tree. Figure 4.11 shows an
example of a decision tree for classifying fruit.

It should be clear from the �gure what a decision tree does when faced with
the task of classifying a new item. Beginning at the node at the top of the tree,
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Figure 4.11: Example decision tree [Bishop, 2006].

it checks the item against the node's criteria � if the item matches the criteria,
it follows the Yes branch; otherwise, it follows the No branch. This process is
repeated until an endpoint is reached, which is the predicted category [Bishop,
2006].

Training Classifying in a decision tree is quite simple; training it is trickier.
The algorithm described built the tree from the top, choosing an attribute at
each step that would divide the data in the best possible manner. To illustrate
this, consider the fruit dataset shown in Figure 4.12. This will be referred to as
the original set.

Figure 4.12: Example decision tree [Bishop, 2006].

There are two possible variables on which this data can be divided, either
Diameter or Color, to create the top node of the tree. The �rst step is to try
each of them in order to decide which of these variables divides the data best.
Dividing the set on Color gives the results shown in Figure 4.13.

Figure 4.13: Fruit data divided by Color [Bishop, 2006].

The data is still pretty mixed. However, if we divide the dataset by Diameter
(less than four inches and greater than or equal to four inches), the results divide
much more cleanly (referred to as Subset 1 on the left and Subset 2 on the right).
This division is shown in Figure 4.14.
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Figure 4.14: Fruit data divided by Diameter [Bishop, 2006].

This is obviously a much better result, since Subset 1 contains all the Apple
entries from the original set. Although the better variable is clear in this example,
larger datasets will not always have such clean divisions. In additional, we can
introduced the concept of entropy (the amount of disorder in a set) to measure
how good a division is:

• p(i) = frequency(outcome) = count(outcome) / count(total rows)

• Entropy = sum of p(i)·log(p(i)) for all outcomes

A low entropy within a set tells us that the set is mostly homogeneous, and a
value of 0 means that it consists of entirely one type of item. Subset 1 (diameter
≥ 4) in Figure 4.14 has an entropy of 0. The entropy for each set is used to
calculate the information gain, which is de�ned as:

• weight1 = size of subset1 / size of original set

• weight2 = size of subset2 / size of original set

• gain = entropy(original) � weight1·entropy(set1) � weight2·entropy(set2)

So for each possible division, the information gain is calculated and used to
determine the dividing variable. Once the dividing variable has been chosen, the
�rst node can be created, as shown in Figure 4.15.

Figure 4.15: Root node of the fruit decision tree [Bishop, 2006].

The criteria is shown on the node, the data that doesn't pass the criteria gets
pushed down the No branch, and the data that meets or passes the criteria is
pushed down the Yes branch. Since the Yes branch now has just one possible
outcome, it becomes an endpoint. The No branch still has a mixture, so it can be
divided further using exactly the same method that was used to choose the top
node. In this case, color is the best variable on which to divide the data. This
process repeats until there is no information gain from dividing up the data on a
given branch.
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Strengths and Weaknesses The most striking advantage of decision trees is
how easy it is to interpret a trained model and how well the algorithm brings
important factors to the top of the tree. This means that a decision tree is useful
not just for classi�cation, but also for interpretation. Like the Bayesian classi�er,
we can look under the hood and understand why it works the way it does, and
this can help we make decisions outside the classi�cation process. For example,
the model predicted which users would become paying customers, and having
a decision tree that shows which variables are best at cleanly dividing the data
could be useful for planning an advertising strategy or deciding what other data
should be collected [Bishop, 2006].

Decision trees also work with numerical data as inputs, since they �nd the
dividing line that maximizes information gain. The ability to mix categorical and
numerical data is useful for many classes of problems � something that traditional
statistical methods like regression have trouble doing. On the other hand, decision
trees are not as good at making predictions for numerical results. A regression
tree can divide the data into mean values with the lowest variance, but if the data
is complex, the tree will have to get very large before it is able to make accurate
decisions.

The main advantage that decision trees have over the Bayesian classi�er is
that they can easily cope with interactions of variables. A spam �lter built using
a decision tree would easily determine that "online" and "pharmacy" are �ne
in isolation but that when they're together they indicate spam. Unfortunately,
using the most basic algorithm is not practical for a spam �lter for the simple
reason that it does not support incremental training. (Alternative algorithms for
decision trees that support incremental training are an active area of research).
We can take a big set of documents and build a decision tree for spam �ltering,
but we can't train it on individual new email messages as they come in � we would
have to start from scratch each time. Since many people have tens of thousands of
email messages, this would be impractical to do each time. Also, since the number
of possible nodes is very large (each feature is present or absent), the trees can
become extremely large and complex and would be slow to make classi�cations.

4.2.4 K-Means clustering

K-means clustering is a method of clustering. Originally, it comes from signal
processing, that is popular for cluster analysis in data mining. K-means clustering
aims to partition n observations into k clusters in which each observation belongs
to the cluster with the nearest mean, serving as a prototype of the cluster. This
type of algorithm is quite di�erent from hierarchical clustering or decision tree
classi�er because it is told in advance how many distinct clusters to generate.
The algorithm will determine the size of the clusters based on the structure of
the data.

To illustrate the algorithm, we took an example from [Bishop, 2006].

K-means clustering begins with k randomly placed centroids and assigns every
item to the nearest one. After the assignment, the centroids are moved to the
average location of all the nodes assigned to them, and the assignments are redone.
This process repeats until the assignments stop changing.

The Figure 4.16 shows the process in action for �ve items and two clusters.
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In the �rst frame, the two centroids (shown as dark circles) are placed randomly.
The second frame shows that each of the items is assigned to the nearest centroid
� in this case, A and B are assigned to the top centroid and C, D, and E are
assigned to the bottom centroid. In the third frame, each centroid has been
moved to the average location of the items that were assigned to it. When the
assignments are calculated again, it turns out that C is now closer to the top
centroid, while D and E remain closest to the bottom one. Thus, the �nal result
is reached with A, B, and C in one cluster, and D and E in the other.

Figure 4.16: K-means clustering with two clusters [Bishop, 2006].

Strengths and Weaknesses K-Means is one of the few algorithms that will
make numerical predictions in complex functions and still remain easy to inter-
pret. The reasoning process is easy to understand, and a simple change to the
code will allow us to see exactly which neighbors are being used in the calculation.
Neural networks can also make numerical predictions in complex functions, but
they will certainly not be able to show us similar examples to help us understand
the reasoning process.

Furthermore, the process of determining the correct amounts to scale the data
not only improves predictions, but also tells us which variables are important in
making predictions. Any variable that gets scaled down to 0 can be thrown out.
In some cases, that data may have been di�cult or expensive to collect.

The major weakness of K-Means is that it requires all the training data to be
present in order to make predictions. In a dataset with millions of examples, this
is not just a space issue but also a time issue-every item for which we are trying to
make a prediction has to be compared with every other item to determine which
are the closest. This process may be too slow for some applications.

Another disadvantage is that �nding the correct scaling factors can be di�cult.
If there are many di�erent variables to try, it might be necessary to try millions
of di�erent scaling factors before �nding the right one [Bishop, 2006].
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4.2.5 Support Vector Machine

A support-vector machine (SVM) builds a predictive model by �nding the di-
viding line between two categories. If one plots a set of values for height versus
speed and the best position for each person playing basketball, it gets a graph
like the one shown in Figure 4.17. Front-court players are shown as crosses × and
back-court players are shown as • on the Figure 4.17. Also shown on the graph
are a few lines that separate the data into the two categories [Bishop, 2006].

A support-vector machine �nds the line that separates the data most cleanly,
which means that it is the greatest possible distance from points near the dividing
line. In Figure 4.17, although all the di�erent lines separate the data, the one that
does this best is the one labeled "Best". The only points necessary to determine
where the line should be are the points closest to it, and these are known as the
support vectors.

Figure 4.17: Plot of basketball players and dividing lines [Bishop, 2006].

After the dividing line has been found, classifying new items is just a matter of
plotting them on the graph and seeing on which side of the line they fall. There's
no need to go through the training data to classify new points once the line has
been found, so classi�cation is very fast.

The Kernel Trick Support-vector machines, along with other linear classi�ers
that use vector dot products, often take advantage of a technique called the
kernel trick. To understand this, consider how the problem would change if the
classi�cation we was trying to predict was not position, but rather, whether the
players would be appropriate for an amateur team in which the positions are
often switched around. This is more interesting because the division is not linear.
We don't want players who are too tall or too fast because they would make the
game too di�cult for others, but we don't want them to be too short or too slow
either. Figure 4.18 shows what this might look like, where a bullet • indicates
that a player is appropriate for the team and a cross × indicates that he isn't.

There is no straight dividing line here that will work, so we can't use a linear
classi�er to �nd the division without �rst altering the data in some way. One
way to do this would be to transform the data into a di�erent space � perhaps a
space with more than two dimensions � by applying di�erent functions to the axis
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Figure 4.18: Plot of basketball players for amateur team [Bishop, 2006].

variables. In this case, we might create a new space by subtracting the average
values for height and speed and squaring the height and speed values. This would
look like Figure 4.19

Figure 4.19: Basketball players in polynomial space [Bishop, 2006].

This is called a polynomial transformation, and it transforms data on di�erent
axes. It's now easy to see that there is a dividing line between the members that
are appropriate and inappropriate for the team, which can be found with a linear
classi�er. Classifying new points would be a matter of transforming them into
this space and seeing on which side of the line they fall.

The transformation works in this case, but in many examples, �nding the
dividing line will require transformation into much more complex spaces. Some
of these spaces have thousands or even in�nite dimensions, so it's not always
practical to actually do this transformation. This is where the kernel trick comes
in � rather than transforming the space, it replaces the dot-product function with
a function that returns what the dot-product would be if the data was transformed
into a di�erent space. The dot-product could be altered by replacing the dot-
product function with other functions for combining vectors, which allowed it to
solve nonlinear problems [Bishop, 2006].
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Strengths and Weaknesses Support-vector machines are a very powerful
classi�er; once we get the parameters correct, they will likely work as well as
or better than any other classi�cation method [Bishop, 2006]. Further, after
training they are very fast to classify new observations, since classi�cation is
simply done by determining on which side of a dividing line a point is. By trans-
forming categorical inputs to numbers, it can make them work with a mixture of
categorical and numerical data.

One disadvantage is that the best kernel transformation function and the
parameters for that function will be slightly di�erent for every dataset, and we'll
have to �nd them each time. Looping through possible values helps to alleviate
this problem, but it does require that we have a big enough dataset to do reliable
cross-validation.

Generally, SVMs are much more suited to problems in which there is a lot of
data available, while other methods such as decision trees can still give interesting
information with very small datasets.

Like neural networks, SVMs are a black box technique � it's actually even more
di�cult to interpret how SVM is doing classi�cation because of the transformation
into high-dimensional spaces. SVM may give great answers, but we'll never really
know why [Bishop, 2006]. However, the last weakness is resolved in the DBScan
algorithm.

4.2.6 Basic DBSCAN algorithm

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [Ester
et al., 1996] is one of the most popular and widely used clustering algorithms
because of its generally good performance in di�erent scenarios according to [Chio
and Freeman, 2018]. Unlike with k-means and SVM, the number of clusters
is not operator-de�ned but instead inferred from the data. Unlike hierarchical
clustering (ex. Decision Tree Classi�er), which is distance-based, DBSCAN is a
density-based algorithm that divides datasets up into subgroups of high-density
regions [Chio and Freeman, 2018].

Terminology and description Let's consider some of the terminology intro-
duced by this algorithm:

In DBSCAN, clustering happens based on two important parameters:

1. ε de�nes the radius around a certain point within which to search for neigh-
bors,

2. minPoints is the minimum number of points required to form a cluster.

Each data point is classi�ed as a core point, a border point, or a noise point:

1. Core points are points that have at least minPoints number of points within
their ε-radius,

2. Border points are themselves not core points, but are covered within the
ε-radius of one of core point,

3. Noise points are neither core points nor border points.
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In naive implementations, this classi�cation step is done by iterating through
each point in the dataset, calculating its distance to all other points in the dataset,
and then associating each point with its neighbors (points that are closer than ε
distance away from it). With this information, it can tag all points as either core,
border, or noise points. After classifying all the data points in the dataset as one
of these three types of points, the DBSCAN algorithm proceeds as follows:

1. Select a point P at random out of all unvisited points;

2. If P is not a core point, mark it as visited and continue;

3. If P is a core point, form a cluster around it, and recursively �nd and usurp
all other points within the ε-radius of P as well as any other point that is
in the ε-radius of all core points usurped by this cluster.

Let's say that there exists a core point Q within the ε-radius of P . Q (along
with all its border points) will be added to the cluster formed around P . If
there is another core point R within the ε-radius of Q, core point R (along
with all its border points) will also be added to the cluster formed around
P .

4. Repeat until all points in the dataset have been visited.

This de�nition becomes more intuitive if we have a look on the �gure 4.20. If
we set minPoints=5, we can see that we need di�erent radius to enclose 5 neigh-
boring points: point p is directly density-reachable from a point q if p in ε-zone
and the number of neighboring points in ε-zone is greater than minPoints. If the
minPoints=5, you can see that we need di�erent radius to enclose 5 neighboring
points. Setting ε helps to clearly de�ne metric. Also, we can see, that higher
minPoints or lower ε indicate higher density necessary to set up a cluster.

To determine a cluster, DBSCAN starts with an arbitrary point p and retrieves
all points in the ε-zone (a circle around a point in Euclidean metric). If the total
number of points in the ε-zone is less thanminPoints, than this point is considered
as a "border" point and the algorithms passes to another arbitrary point p. Else,
p is considered as a core point. In this case, all neighboring points of p will form
a core of a cluster. Finally, a cluster will be the union of p with his neighboring
points and also of neighboring of neighboring points. The algorithm stops when
all points are visited.

At �rst glance, we have some random side in algorithm: the choice of starting
point p and the sequencing in points choice. Nevertheless, the result of DBSCAN
is stable thanks to the chosen metric. In fact, this density-reachable metric is
not symmetric in general case. Figure 4.21 depicts the relation of some sample
points. Although not symmetric in general, it is obvious that it is symmetric for
core points. Therefore, the distance between core points remain the same and so
the DBSCAN is deterministic, always generating the same clusters. In addition,
this metric ensure that clusters present always simply connected space shape (no
hole exists in clusters).

Strengths and Weaknesses The following highlights about DBSCAN clus-
tering are extracted from the book [Chio and Freeman, 2018]:
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Figure 4.20: Core points and border points [Ester et al., 1996].

Figure 4.21: One step of DBSCAN [Ester et al., 1996].

1. DBSCAN does not require the user to set the number of clusters a priori.

2. DBSCAN can �nd any shape of clusters. The cluster doesn't have to be
circular.

3. DBSCAN can identify outliers (noise).

4. DBSCAN has stable clusters: if we run the algorithm twice or more with
a di�erent random initialization, we should expect to get roughly the same
clusters back, it sample shouldn't radically change the resulting cluster
structure. If we vary the clustering algorithm parameters you want the
clustering to change in a somewhat stable predictable fashion.

5. DBSCAN can scale to large data sizes.

The weaknesses of DBSCAN algorithm are:

1. DBSCAN does not work well when clusters in the dataset have di�erent den-
sities. This makes it di�cult to select values of ε and minPointsminPoints
that are suitable for all clusters in the data. Ordering Points to Identify the
Clustering Structure (OPTICS) is an algorithm very similar to DBSCAN
that addresses this weakness by introducing spatial ordering into the point
selection process, albeit at the cost of speed.

2. DBSCAN performs poorly on high-dimensional data because it most com-
monly uses the Euclidean distance as a distance metric, which su�ers from
the "curse of dimensionality".
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4.2.7 Conclusion on AI-based methods relevant for MOR

applications.

As we explained in the �rst chapter of this thesis, we want to automatically
generate a lumped model (network of discrete components) from a model with
distributed parameters (�eld distribution in a continuous space, possibly meshed).
This task will correspond to our model order reduction step.

As it is evident from this review of AI-based methods for data analysis, this
task is in fact a clustering task based on the �eld information calculated from the
development presented in the chapter 3.

Among all the clustering techniques presented in this review, it is now nec-
essary to choose the most appropriate one for our purpose. In order to support
this choice, we must now propose relevant and as objective as possible criteria.

It can sometimes be di�cult to make sense of the results of clustering opera-
tions. Evaluating supervised learning algorithms is a much more straightforward
task because we have access to the ground truth labels: we can simply count the
number of samples to which the algorithm correctly and wrongly assigns labels
[Chio and Freeman, 2018]. In the case of unsupervised learning, it is unlikely. We
have no information in literature about evaluation criteria suitable for generating
a lumped model, so we decided to introduce our own assumptions for choosing
one clustering algorithm:

1. We have no any reliable expert information about quality of clustering re-
sults. The clustering need to be suitable for any electromechanical device
and for any purpose in terms of future use of this lumped parameter model
(example, for optimization or for design). In some literature, this property
is called scalability,

2. Clusters need to be "physical": we want that each cluster becomes a lumped
component into a complex interconnected network. So, it should be a closed
compact convex sets of points with nearest values of physical variable with
non-empty interior,

3. For better solution, we need to use di�erent type of data about previous
�eld computations (di�erent types of physical variables: for example, con-
ductivity, electric or magnetic �elds, thermal properties, etc).

Besides, for human beings it seems evident to see a clusters. But computer
need to have a step of image recognition. Depending on the algorithm selected,
the process of recognition by the clusters may be identi�ed in a di�erent ways
(see �gure 4.22).

Based on above-mentioned assumption we will propose our own criteria for
choosing a clustering algorithm dedicated to model order reduction.

Finally, we can say that in data science there are 2 big groups of algorithms for
clustering: supervised and unsupervised. For our case, we choose unsupervised
clustering. First of all, it doesn't need any speci�c a priori information (called
expert information) for training. In fact, this information is not available for all
existing electromechanical devices. Besides, this type of expertise is subjective:
two experts can produce di�erent classi�cations. Secondly, most of supervised
algorithms present over�tting tendency: they produce an analysis results too
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Figure 4.22: Comparing di�erent clustering algorithms on toy datasets [Tutorial
Sci-Kit, 2012].

close to a particular set of data, and therefore this result may fail to include and
�t additional data or to predict reliably future observations. Finally, supervised
algorithms require much more computational time (especially for training) and
this is one of their main limits in terms of scalability.

Among existing unsupervised methods we choose algorithms that have very
large scalability, intuitive parameters (like number of clusters or size of sam-
ples) and manages easily spatial distribution (all clusters must be convex hull).
Using above-mentioned comparative characteristics, 2 methods can be selected:
K-Means and DBSCAN. We compared these two methods in preliminary test
before a choice was made. Finally, the DBSCAN algorithm was chosen because
it does not require an a-priori speci�cation of the number of clusters in the data
unlike K-Means algorithm. Moreover DBSCAN includes noise reduction capabil-
ities and is more robust to special cases allowing an improved clustering in more
general contexts.

4.3 Automatic generation of lumped models

In this section, we will describe the principal stages of automatic generation of
lumped (LP) model starting from Cochain Method calculation that is described
in the third chapter. This correspond to lower part of our software structure of
the Figure 4.1. This lower part is shown on Figure 4.23.

Figure 4.23: Lower part of software structure (see Figure 4.1).

To sum up, the automatic generation of a lumped model is decomposed in
four steps:
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1. Construction of a spatial mesh of the physical device (2D or 3D) based on
its geometry and material description.

2. Solving the physical equations associated via the cochain method.

This two �rst steps were described in the chapter 3. Therefore this section
focus mainly on the next two steps, even if the two �rst steps are presented for
our application example:

3. Identi�cation via data analysis of homogeneous spatial distribution of �elds
using DBSCAN algorithm. A �nal homogeneous spatial region corresponds
to one cluster. This step requires preliminary data processing tasks for
computing densities of �elds (local spatial distribution) needed by DBSCAN
algorithms.

4. The identi�ed homogeneous regions (clusters) become the preliminary in-
formation for generating the discrete components associated with the LP
network.

The �nal network of discrete components at the end of this fourth step is a
reduced version of the model obtained at the end of the second step. As already
mentioned in the introduction of the manuscript, the MBSE approach requires
di�erent models at di�erent levels. For "detailed" levels, the FEM-like model
approach is used (precise �ne model of step 2): it is accurate but time-consuming.
In an optimization procedure or if it is necessary to take into account the time
evolution (transient analysis), a large number of model evaluations are required,
which is the bottleneck of the FEM analysis. Network models become, in this
case, more relevant (reduced coarse model of step 4).

The third step, proposed in this work, seems original because the literature
review did not identify previous scienti�c work that used clustering through the
DBSCAN algorithm in the context of model reduction as proposed here.

The step 4 for generating lumped components uses an approach similar to
the Dual-PEEC method [Freschi and Repetto, 2008], [Alotto et al., 2011] but
compared to this one, the method proposed in this thesis is conducted after
the clustering step and therefore, it reduces drastically the number of DoF in
the automatically generated LP network. Resulting LP network is represent the
equivalent circuit of physical device.

As we will explain in the following sections, using the cochain method (such
as cell-method or discrete exterior calculus) instead of classical �nite element
method (with nodal degree of freedom) greatly facilitates the automatic gen-
eration of the constitutive laws of the reduced lumped elements. Indeed, the
topology of physical quantities de�ned in nodes, edges, surfaces or volumes is al-
ready fully compatible with the topology of physical quantities de�ned on discrete
components of the lumped network.

As said in the introduction of this chapter, to illustrate the original method
proposed here, an example of an electromechanical relay (magnetostatic problem)
is described and solved in the following. This example will illustrate all the steps
of the modeling process, from geometric modeling to the generation of the lumped
(LP) network.
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4.3.1 Step 1: Construction of the spatial mesh

Geometry of the case study. The example discussed in this section concerns
a 2D magnetostatic case study for a simple electromechanical relay. Although
the corresponding FEM model are not very time-consuming for this very sim-
ple example and do not require high-performance calculations, it is also obvious
that in a context of optimization or sensitivity analysis, it will become much
more demanding (time dependence for current or position control, moving parts,
non-linear properties, physical or geometrical parametrization). This simple 2D
magnetostatic problem was chosen in order to explain the methodology as clearly
as possible.

The electromagnetic device consists of a �xed core with a Π-shape (armature),
a coil in its lower part and a I-shape movable part (pallet), surrounded by air (or
vacuum). In this example, we imposed a current of 0.69 A in a coil constituted
with N =2000 turns. The device is 4 cm thick and the relative permeability
of the core material is 1500. The geometrical dimensions are given in Figure
4.24(a): h =150 mm, g =30 mm, x =100 mm, y =70 mm and z =30 mm. The
case study is solved as a 2D problem (according to a cross-section of the relay)
but this method can be extended to 3D problems without signi�cant change. As
boundary conditions, the magnetic potential ~A is imposed null on the external
boundary of surrounded air.

Figure 4.24: 2D Magnetostatic case study (relay): components and geometry.

Mesh generation. The GMSH software was used as meshing tool [Geuzaine
and Remacle, 2009]. This allows to generate a mesh based on Delaunay-Voronoi
method. Nevertheless, and as explained in chapter 3, a common di�culty with
Delaunay-Voronoi meshes is that, sometimes, the circumcenter of many primal
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elements (triangles) of the mesh are found outside these triangles. In such a case,
for insuring the inner location of circumcenters re-meshing is required to improve
the mesh duality. In chapter 3, we explained that it can be done with a software
developed at INRIA-Nancy, France, [Lévy, 2014], called Geogram. The Geogram
was used to improve mesh duality. We have compared the primal/dual meshing
from two softwares (Geogram and GMSH) and reported no signi�cant di�erence
because the geometry is quite simple. For this 2D case, we �nally used a mesh
generated from GMSH without special adaptation (see Figure 4.25).

Figure 4.25: 2D Magnetostatic case study (relay): Primal mesh obtained from
GMSH (13692 triangles).

4.3.2 Step 2: Solving physical equations

Cochain method calculation. The magnetostatic problem involve the use of
the following two Maxwell equations:

curl ~H = ~J ; (4.27)

div ~B = 0. (4.28)
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where ~J is the electrical current density in electric conductor, ~H the magnetic
�eld, ~B = curl ~A the magnetic induction and ~A the magnetic vector potential.

As we have already mentioned, the cochain method formulation is based on
discrete exterior forms, i.e. cochains of algebraic topology. The cochains are
identi�ed as global variables. These global variables are de�ned and assigned
to discrete geometric entities created by the tessellation of the geometry of the
device. These discrete geometric entities are p-chains where p corresponds to the
dimension of the geometric chain (nodes or 0-chains, edges or 1-chains, facets or
2-chains and volumes or 3-chains). Thus, a continuous domain Ω allows to de�ne
di�erent discrete sets (and their duals): a set of vertices N , a set of edges E , a set
of facets F and a set of volumes V . The discrete di�erential forms (or p-cochains)
are the dual objects of these geometric sets (the p-cochains are linear mappings
that map p-chains to reals). The 0-cochains are associated with the vertex sets
N , the 1-cochains are associated with the edges E , the 2-cochains are associated
with the facets F and the 3-cochains are associated with the volumes V . From
vector analysis to algebraic topology, ~H becomes the discrete twisted di�erential
1-form h (de�ned on the dual edges, 1-chains). ~J becomes the discrete twisted

di�erential 2-form j (de�ned on the dual facets, 2-chains). ~B becomes the discrete

straight di�erential 2-form b (de�ned on the primal facets, 2-chains). ~A becomes
the discrete straight di�erential 1-form a (de�ned on the primal edges, 1-chains).
Straight forms are de�ned on the primal mesh whereas twisted forms are de�ned
on its dual.

In our example, the magneto-static problem can be expressed using the dis-
crete di�erential 1-form a (1-cochain), this is schematically shown by the upper
part of Tonti diagram of the magnetostatic problem in Figure 4.26 [Alotto et al.,

2013]. The a cochain corresponds to the magnetic vector potential ~A of the con-
ventional di�erential formulation. It should be noted that in the case of a 2D
mesh, this 1-cochain degenerates into a 0-cochain de�ned on node of the primal
mesh. Using algebraic topology tools and discrete di�erential forms, the classical
formulation:

curl
1

µ
curl ~A = ~J (4.29)

is rewritten as an algebraic equation with ν = 1
µ
, the reluctivity of the material

and µ its permeability:

C̃ · ?ν · C · a = j (4.30)

?ν is the physical Hodge star constitutive law of the magnetostatic problem. For
orthogonal dual meshes, this operator is a diagonal matrixMν , de�ned and calcu-
lated in Alotto et al. [Alotto et al., 2013]. This is the inverse of the permeability
constitutive operator ?µ. C is the incidence Edge-to-Face matrix of the primal
mesh (corresponding to the discrete primal operator "curl") and CT = C̃ is the
Edge-to-Face incidence matrix of the dual mesh (discrete dual operator "curl").
As explained in the chapter 3, these discrete operators are calculated using the
Python library PyDEC [Bell and Hirani, 2012] developed like a toolbox for Dis-
crete Exterior Calculus [Sweldens and Schröder, 2000].

For the illustrative example, our cochain method allows to calculate the dis-
crete form a corresponding to the magnetic vector potential ~A. This calculation
solves the algebraic equation C̃ · ?ν · C · a = j. The b cochain are then deduced
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Figure 4.26: Upper part of the Tonti diagram of a magnetostatic problem [Alotto
et al., 2013].

Figure 4.27: Discrete form b (linear interpolation by ParaView) for the relay
example.

from this calculation by a second algebraic calculation b = C · a using the trans-
pose of the Edge-to-Face connectivity matrix of the primal mesh. This second
calculation is the equivalent in terms of exterior calculus of the classical vector
operation ~B = ∇ × ~A. Since our example uses 2D modeling, a is degenerated
as a discrete 0-form (a 0-cochain) and b a discrete 1-form (a 1-cochain). Con-
nectivity (incidence matrix) and co-boundary operators (transpose of incidence
matrix) correspond respectively, in this case, to a Vertex-to-Edge incidence ma-
trix and the �discrete� gradient operator. Nevertheless in the general 3D case, a is
a discrete 1-form and b a discrete 2-form. Boundary and co-boundary operators
correspond respectively to an Edge-to-Face incidence matrix and a �discrete� curl
operator. The result of the calculation of the b cochain for the 2D relay example
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is given in Figure 4.27. The results are displayed using the Paraview software.
This software allows the display a cochain using linear interpolations (in 2D, b is
a discrete 1-form).

4.3.3 Step 3: Clustering of homogeneous �eld regions

First, it is important to note that the DBSCAN clustering algorithms work with
spatial distributions of physical quantities, i.e. with spatial densities of global
quantities displayed as vector �elds, and not with global quantities such as the
discrete di�erential forms (cochains) calculated previously. For this reason, we
proposed to add an additional step of interpolation of the cochains to obtain their
spatial distribution, i.e. their density as "continuous" di�erential forms. It should
be stressed that this additional step is not required for the computation of �elds
of cochains, which only considers global quantities and not �eld distributions. It
is necessary here for the clustering procedure.

Second, we have discovered by di�erent tests on spatial data that the main
drawback of DBSCAN for our application is over-partitioning: the number of
clusters may be extremely high.

Third, it could be very interesting to use di�erent type of data in order to
realize a clustering according to di�erent physical domains in our model. So we
can merge di�erent data of clustering in one.

The following three paragraph present our proposals for these issues.

Interpolation using Whitney Elements As mentioned above, all clustering
methods on space domains require knowledge of the spatial distribution of �elds,
i.e. density. It is therefore necessary to calculate the value of the �continuous�
di�erential forms at each point in the space from the discrete di�erential form
calculated on the mesh and its p-chains.

The interpolation of the cochain method quantities in order to obtain the spa-
tial distribution of cochains is conducted using Whitney elements [Whitney, 1957].
These elements interpolate discrete forms within each element and link continu-
ous di�erential forms to vector �elds (densities of physical quantities [Bossavit,
1988]). For simplicity, only the 2D Whitney functions will be considered in this
chapter. More information on the use of Whitney elements in this context can
be found in Desbrun et al. [Desbrun et al., 2005].

In order to interpolate the discrete 0-forms (scalar quantities attached to the
vertices) within each volume (element Vk), we need to �nd a set of functions that
produce a linear combination of the scalar values at the vertices. These functions
are the basic piecewise linear test functions used in the �nite element method
[G. Dhatt, 1984]: for a point of coordinates x = [x1, x2, x3] in a volume element
Vk, a piecewise linear test function w 0(x) meets the following properties,

w0(x) =

{
1 if x ∈ Vk;
0 otherwise.

(4.31)

This function is de�ned by a linear combination of the values at the vertices. For
the case of a triangular element with vertex indices i, j, k, we have,

w0(x) = w0
i (x) + w0

j (x) + w0
k(x). (4.32)
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These functions, w 0
i ,w

0
j ,w

0
k , are usually de�ned for a triangle in a local coordinate

frame χ = [ξ, η], thus, the coordinates of points are χi = [0, 0], χj = [1, 0],
χk = [0, 1], and the Whitney's nodal functions are de�ned by the next equations,

w 0
i (χ) =1− ξ − η; (4.33)

w 0
j (χ) =ξ; (4.34)

w 0
k (χ) =η; (4.35)

the transition between the local and global frame is performed by the jacobian
matrix.

Using the same ideas, we can calculate a vector �eld inside the same triangle
(local coordinate frame) using a linear combination of the vector �elds on the
edges (triangle boundaries),

w 1(χ) = w 1
ij(χ) + w 1

jk(χ) + w 1
ki(χ); (4.36)

where w 1
ij,w

1
jk,w

1
ki are Whitney's edge functions. For the edge eij the Whitney

function is de�ned by,

w 1
ij(χ) = w 0

i (χ)∇w 0
j (χ)− w 0

j (χ)∇w 0
k (χ); (4.37)

the others edges ejk and eki have similar de�nitions.
These Whitney functions associated with the edges verify the follow proper-

ties: ∫
σ1

w 1
ij · dl =


1 if σ1 = eij

−1 if σ1 = eji

0 if σ1 6= eji or σ1 6= eij

(4.38)

where, σ1 is a 1-chain (an edge).
In a magnetostatic 2D case only Whitney elements of degree 0 (to calculate

the �eld ~A) and 1 (to calculate the �elds ~B and ~H) are required. For the relay

example, the �eld ~B has been calculated at each circumcenter using the results
of the cochain method and a Whitney interpolation over each edge. The result
obtained is shown in Figure 4.28. By comparing this �gure with Figure 4.27
displayed with ParaView, we can see equivalent result because Paraview also
uses interpolation (linear) to display these results.

Clustering and adaptation of the original DBSCAN algorithm. In our
work, we used a Python implementation of the algorithm proposed by Sci-kit
[project by David Cournapeau, 2007]. In this implementation of the DBSCAN
algorithm, the min_pts is �xed to 4, eps = 0.01 (that depends on geometrical
dimension of relay and mesh precision) and min_samples represents a quantity
directly related to the minimum number of clusters. The clustering process is
�rst carried out on the basis of information contained in the �eld ~B computed
with Whitney elements at the circumcenter of each cell of the primal mesh. Fig-
ure 4.29 shows the amplitude of the �eld ~B before clustering as a function of
the xy position in the plane. The size of the �rst dataset corresponds to the
number of triangles in the primal mesh since the previous Whitney interpolation
was performed at the barycentre of each triangle. As DBSCAN is a multi-data
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algorithm, we can improve our clustering by using heterogeneous data sets, for
example, ~B-�eld and ~H-�eld and then combining corresponding results.

In our example, we ultimately used information from the �elds ~B and ~H.
These two sets of information are used together to obtain clusters that are more
representative of physics. For example, we've set a goal to identify all the air
gaps in our model. The clustering procedure thus merged information from �eld
~B (related to the position of the magnetic �ux tubes) with information from �eld
~H (related to the position of the materials and their permeability property). Run-
ning the DBSCAN algorithm on this dataset signi�cantly reduces the number of
DoF from 6923 DoF in the �eld computation to 184 clusters. The clusters �nally
obtained are shown in Figure 4.30. One speci�c color correspond to one cluster
(the circles, that represent a speci�c value, are the result of the interpolation in
the cells).

However, we can note that one of the limitations of the DBSCAN algorithm
remains its over-partitioning since the number of identi�ed clusters remains rel-
atively large. Reducing the number of clusters is the next objective.

In order to reduce the total number of clusters, we were inspired by meth-
ods used in digital image processing so, for a while, we will consider our spatial
distribution of �eld as a color image. Usually, image processing starts with build-
ing a histogram. The histogram of an image measures the distribution of each
color in the image. For a color x, the histogram allows to know the probability
of falling on a point (or a pixel in terms of image processing) of value x in the
image. Dividing each value of the histogram by the total number of points in the
image gives a standardized histogram. The normalized histogram corresponds
to an empirical probability distribution (all values are between 0 and 1 and the

Figure 4.28: Interpolation of ~B �eld with Whitney elements.
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Figure 4.29: Value of the ~B-�eld (z -plane is the amplitude of ~B) in the xy-plane
after Whitney interpolation in circumcenters of primal cell.

Figure 4.30: Result of DBSCAN - clustered cells: 184 classes (One speci�c color
(and not one speci�c circle) corresponds to one cluster. The color range does no
exactly match that of Figure 4.27 and 4.28).

sum of the values is 1). The histogram allows us to obtain a general information
on the appearance of the image: how many di�erent colors are there in the im-
age and how often they occur. As in computer image each color is represented
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by a integer numbers (the total number of colors is limited, it depends on color
systems). In our case, the values of each point can have its own unique value
because these values are real numbers (and not integers, like color identi�cation
in the digital image).Therefore the probability that at least two points have the
same �oat value is low. But in practice, we can round normalized values up to 2
decimals: if we get a �rst glance to a histogram of our clustering, represented on
Figure 4.31, there are a lot of points1 with the same value of ~B-�eld and so we
can have already a kind of �rst reduction of density levels for clustering.

Figure 4.31: Histogram of density levels of initial clustering of Figure 4.30

If we aggregate all nearby points with the same value of ~B-�eld, we can have
a �rst grouping of clusters. A naive grouping of clusters have two disadvantages:
large number of zones and, the most important, zones can de disconnected as the
same value may appears anywhere else in distribution (�gure 4.31).

After a review of the image processing and compression literature, we were
able to �nd a solution that allowed us to reduce the number of clusters while
maintaining the desired connectivity properties: we can apply a classical algo-
rithms which can reduce a number of level of density by an, so called, Image
Quanti�cation algorithm. Here we will give a trivial example that helps to un-
derstand the global strategy. Consider an image with an histogram with values:
0.21, 0.25, 0.41, 0.45, 0.48, 0.58, 0.68, 0.78, 0.81, 0.93, 0.94 (11 normalized density
levels). If we round all value up to the tenths, we will get 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, 0.9 (8 normalized density levels). Even this example is rough, this helps
to understand a global idea. In other words, we can use a minimal optimization
procedure. For our aim, we used algorithm based on local optimization which is
very closed to a waterfall algorithm in mathematical morphology [Beucher, 1994].
This algorithm is iterative, it reduce all local minimal in histogram and also the
total number of density levels. This algorithm is used for image compression, its
steps are shown in Figure 4.32. The �nal histogram after this pre-processing step
is given in the Figure 4.33.

This step is only a pre-processing step. For real image it is di�cult to have
a suitable cluster identi�cation because of the lack of geometrical notation in

1Note that each circle in the Figure 4.30 is a Whitney interpolation in circumcenters of
primal cell. The color reveals only cluster a�liation. The color range does no exactly match
that of of Figure 4.27 and 4.28
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(a) Fragment of histogram with local minimum to merge.

(b) Reduction of density levels.

Figure 4.32: Reduction of density levels by Waterfall algorithm.

Figure 4.33: Illustration of the reduction of dofs with histogram: histogram of
density levels of �nal clustering (corresponding for 25 clusters).

histograms and so set of point not always form a simple connected space. The
aim of this pre-processing is to limit a number of density levels for following
segments identi�cation. After this pre-processing, we therefore can start to use
a second time the DBSCAN clustering algorithm. Using this method on our
example allows us to go from 184 clusters in the �rst phase (see Figure 4.30) to
25 in the �nal phase (see Figure 4.34). The generation of the LP network from
this �nal result is explained in the following section.

4.3.4 Step 4: automated generation of a network model

The clustering carried out in the previous section aims to identify the best com-
promises in terms of magnetic circuit. A magnetic circuit is an LP model based
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Figure 4.34: Final clustering with 25 clusters

on the lower part of the Tonti diagram of magnetostatics such as the one shown
in Figure 4.35. The lower part (dual formulation) of this diagram uses global
physical quantities which are of three types:

1. scalar magnetic potential (0-cochain Ψ de�ned on the dual mesh).

2. scalar magnetic potential di�erence also called magnetomotive force (mmf).
Note that, summation of 1-cochain h de�ned on the dual mesh gives us a
total mmf by element. If current sources are present, let us note that a mmf
source hs must be added like a second potential that produce a not null
circulation (j = C̃ḣs). It was done for constitutive law of the electrokinetic
problem.

3. magnetic �ux φ given as summation of 2-cochains b de�ned on the primal
mesh.

The generalized Kirchho� laws applied on magnetic circuits (reluctance net-
works) involve the conservation of the magnetic �ux at a node (Generalized Kich-
ho� Current Law) and the zero sum of mmf over a cycle (Generalized Kichho�
Voltage Law). A magnetic circuit is composed of two types of discrete lumped
components, reluctances and mmf sources. A reluctance represents a �ux tube,
i.e. a preferred passage of the magnetic �eld ~B. For each of these tubes, discrete
components can be identi�ed and positioned in this network. Because it is based
on the de�nition of a single-valued magnetic scalar potential Ψ, the construction
of a magnetic network based on the previous calculations must necessarily be
carried out in two steps. Indeed, it is well known that a magnetic scalar poten-
tial is multi-valued in the portions of space where electrical currents are present
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Figure 4.35: Complete Tonti diagram of magnetostatics with no current sources
(j = 0 here). Ψ is a well de�ned "single-valued" magnetic scalar potential only
in region with no current source [Verite, 1987].

[Verite, 1987], therefore the current and mmf sources must be treated separately
from the calculation of the reluctances. A magnetic network is in fact a discrete
representation of a magnetostatic problem expressed in the dual formulation of
the one we used previously. It uses as DoF the magnetic scalar potential Ψ (lower
part of the Tonti Diagram in Figure 4.35) instead of the magnetic vector poten-

tial ~A (upper part of the Tonti Diagram in Figure 4.26). The purpose of our
method is not to solve the magnetostatic problem using this dual formulation
but to generate a reduced model (LP model) from the previous results obtained
by cochain method. In this case, we can notice that the mmf correspond exactly
to the 1-cochains h integrated on the dual edges and that the magnetic �uxes φ
correspond exactly to the 1-cochains b (in 2D otherwise, they are 2-cochains in
3D) integrated on the primal edges (on the primal surfaces in 3D). To determine
the reluctances of the magnetic network, it is therefore necessary to calculate all
the �uxes φk and mmfk associated with each cluster. This is the �rst step of
automatic generation of this network from the results of clustering.

In previous sections, we used a as a degrees of freedom to solve the magne-
tostatic problem. Nevertheless, to generate a magnetic circuit as an LP model,
Ψ will be used as DoF instead of a. This change is equivalent, for a network, to
go from a node analysis to a mesh analysis. This network uses global potential
Ψ, scalar magnetic potential di�erence (magnetomotive force (mmf) as a sum of
1-cochain h de�ned on the dual mesh) and magnetic �ux (φ as a sum of 2-cochain
b de�ned on the primal mesh). Thus, we have to be careful because the new DoF
Ψ are only de�ned if we separate the source of current (source of mmf) from
"passive" magnetic components (reluctances). This separation is displayed on
the Figure 4.36 which is the lower part of the Tonti diagram with the addition of
current sources through the decomposition of h into two components hs and hr.
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Figure 4.36: Complete Tonti diagram of magnetostatics with current sources. hs
is due to current sources such that j = C̃ · hs because C̃ · (−G̃ ·Ψ) = 0.

The generated LP magnetic model network is then constituted with mmf sources
and reluctances components.

When the topology of the magnetic network is generated and the values of its
reluctances are calculated, the mmf sources are then added, using a method quite
close to what is achieved in dual magnetostatic formulations, by decomposing the
�elds ~H into two contributions. A recent article [Nunes et al., 2017] proposes a
two-step approach quite similar to what we propose here, however, this article
uses a classical vector analysis approach while we use discrete di�erential forms
in this thesis. This decomposition is in fact standard for all dual/complementary
magnetostatic �nite element formulations [Marmin et al., 2000a]. [Nunes et al.,

2017] decompose the �eld ~H into two �elds, ~Hs and ~Hr. The �eld ~Hr is the �eld

due to the sources of mmf such that curl ~Hs = ~J . The �eld ~Hr is a reaction
�eld, based on a single well-de�ned magnetic scalar potential Ψ such that ~Hr =
−gradΨ. ~Hr is then related to reluctance in the LP network and ~Hs is related
with mmf sources. This construction is exactly the same as our, except that we
are using di�erential forms instead of vector �elds (see our Tonti's diagramme
in Figure 4.36). In next paragraph, we will �rst explain the construction of the
reluctance network without taking into account mmf sources. These will be added
in further paragraph.

Generation of network topology and computation of reluctance values.
Once a large region has been clustered, the �rst step is to divide its S boundary
into Sk sub-boundaries containing only positive or negative magnetic �ux (no
sign change of the discrete di�erential form b de�ned for these sub-boundaries).
This sign is then used to de�ne incoming or outgoing �ux tubes. A magnetic �ux
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tube associated with a magnetic �ux φk is then de�ned for each sub-boundary
Sk (with a positive or negative value as seen in the red or blue boundaries of
a cluster shown in Figure 4.37). In the context of vector analysis, this �ux is

traditionally calculated as φk =
∫
Sk

~B ·d~S. This calculation requires the de�nition
of a metric (a scalar product), whereas this is not the case for a calculation using
di�erential forms (continuous or discrete) and algebraic topology [Bossavit, 2012].
Consequently, the calculation is done in this framework using simple summations
of the bi cochains along a chain equal to Sk. This chain is constituted with primal
cell ci:

φk =
∑
∀ ci∈Sk

bi (4.39)

Due to the homological/cohomological structure of this model, the topological
properties of the magnetic cochains b ensure the conservation of the magnetic
�ux in a closed area S surrounding each cluster:

∑
∀Sk∈S

φk =
∑
∀Sk∈S

( ∑
∀ ci∈Sk

bi

)
= 0 (4.40)

In a magnetic network, mmf are the dual quantities of �uxes. This implies that a
mmfk must be de�ned on the dual chain of each �ux surface Sk. Since the �uxes
are associated with the primal mesh (primal edges for 2D geometry or primal
surfaces for 3D geometry), the dual variables are associated with the dual mesh:
mmf correspond to 1-cochains h (whether 2D or 3D) de�ned on dual 1-chains, i.
e. paths Γk composed of 1-cell c∗j de�ned on the edges of the dual mesh:

mmfk =
∑
∀ c∗j∈Γk

hj (4.41)

To de�ne the mmfk, dual of the �ow φk, it is convenient to de�ne a central
node/vertex in the dual mesh of the region de�ned by the cluster (the circle �lled
in black of Figure 4.37). The reluctance is then calculated using Hopkinson's law
using on the one hand the �ux φk of each sub-surface Sk and on the other hand
mmfk de�ned along a path Γk starting on this surface (cross of Figure 4.37) and
ending on the central node de�ned above:

Rk =
mmfk

Φk

=

∑
Γk
h∑

Sk
b

(4.42)

In Figure 4.37 this central node is chosen close to the cluster's circumcenter.
However, it is important to note that the "exact" location of this central node is
arbitrary (but inside the cluster) because the magnetic scalar potential is single-
valued, which means that a mmf de�ned on a path does not depend on the precise
path but only on the values of the potentials Ψ on its ends. mmf are therefore �ex-
act� discrete di�erential forms, i. e. they derive from a scalar magnetic potential
Ψ such that h = −G̃Ψ with G̃, the discrete di�erential operator corresponding
to the gradient on the dual mesh. Thus, the mmf between two interconnection
points on the cluster's borders does not depend on the precise position of the
central node and it can therefore be placed anywhere in the cluster. The process
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of calculating the reluctance network for a cluster is illustrated in Figure 4.37.
When this is done for every cluster, the complete network is the assembly of
all these clusters according to the complete interconnection of the devices. This
assembly is nothing more than a connection process between all the reluctance
networks de�ned on each cluster. This connection is based on incidence matrices
previously calculated by PyDEC. This assembly automatically produces the re-
luctance network of the complete geometry of the modeled system. Figure 4.38
represents the relay reluctance network for a clustering using 25 classes. This �rst
step of the automatic LP model generation procedure gives the general structure
of the discrete network but does not yet include mmf sources. These sources must
be added in a second step, this is the purpose of the next paragraph.

Figure 4.37: One clustered region with its boundary sub-divided into tubes of
magnetic �ux (One reluctance by sub-boundary).

Figure 4.38: Clustered cells (25 classes) and the corresponding lumped network
(see Figure 4.40 for details on the network).

Addition of magnetomotive force sources in the network In the previ-
ous paragraph, we explain how to generate a magnetic network from clustering
and cochain method results. The reluctance values and network structure were
calculated. Nevertheless, mmf sources must now be added to satisfy Ampère's
law. As explained in [Nunes et al., 2017], this can be easily achieved by adding

two contributions ~Hs (due to mmf sources) and ~Hr (due to reluctance) of the
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magnetic �eld such that ~H = ~Hs + ~Hr. The contribution ~Hs due to sources in
Ampère's law is rewritten in integral form as:

curl ~Hs = ~J ⇒
∮

Γ=∂S

~Hs · d~l =

∫
S

~J dS = mmfs (4.43)

with Γ a closed path surrounding a surface S and de�ned on the dual mesh. J is
the current density across the surface S and mmfs the mmf due to the current
source.

Figure 4.39: Minimum spanning tree of digraph: branches of the tree are traced
in yellow and links in grey.

In order to remain consistent with the rest of the chapter, mmf sources are
added using algebraic topology tools. The network of reluctances calculated in
the previous section can be described by a topological space called a linear di-
rected graph or digraph. As explained in chapter 2, this is none other than
a 1-dimensional simplicial complex such as the one represented in Figure 4.38
(right) and Figure 4.39. This digraph consists of vertices and edges from the
original dual mesh used in the cochain method. The number of mmf sources
to be included in the reluctance network is not arbitrary but it results from an
invariant in the digraph called its nullity ν. According to matroid theory [Rec-
ski, 1989], this quantity is the nullity of the directed incidence matrix associated
with this graph. If the graph has nv vertices and ne edges, the nullity is given
by ν = ne − nv + c, where, c is the number of connected components of the
graph (c = 1 for any standard connected mesh used in FEM or cochain method).
ρ = nv − c is the rank of the directed incidence matrix, or simply the rank of
the digraph. The name �nullity� is rarely used but is more commonly known as
cycle rank or number of cyclomatic of the graph. It is also the �rst Betti number
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Figure 4.40: Clusters and �nal LP networks. Only grey links contain mmf sources
.

of the graph or the rank of the �rst (integer) homology group of this complex
[Berge, 1973]. Alternatively, ν can be seen as the number of independent cycles
in the graph: we therefore need only one mmf source per independent cycle of
the digraph, i. e. only ν mmf sources should be added throughout the reluctance
network. The idea of using graph theory to place mmf sources is not new and has
already been used in connection with �nite elements. For example, Le Menach
and Marmin et al. [Le Menach et al., 1998, Marmin et al., 2000b] use the notions
of tree and co-tree in a way that is quite similar to what we have done here.

The placement of the mmf sources can be done using the fundamental loop
and cut-set analysis of electrical circuit theory [Desoer and Kuh, 1969b, Chua and
Lin, 1975]. Let be a simply-connected (c = 1) digraph composed of nv vertices
(nv = 62 in our example) and ne edges (ne = 80 in our example). Its nullity is
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equal to ν = ne− (nv − 1) = 19 and its rank is equal to ρ = nv − 1 = 61. On this
digraph, we can �nd a fundamental, or spanning, tree that will be composed of ρ
edges called its branches. The complementary of the tree is called the co-tree and
it is composed of ν edges called its links. It is easy to show that the ν sources can
be placed on the ν links of the spanning tree de�ned on the digraph (see Figure
4.39) for the following reasons:

1. Links are the complementary edges of the tree branches, then if we add a
link to the tree, a loop (a closed path Γ or a cycle) is de�ned.

2. It is these loops that are used in Ampere's law with current source given in
equation (4.43).

3. It is therefore necessary to add a source of mmf on each of these loops and
this source is precisely added to the link used to create this cycle.

The value of this mmf source is equal to
∫
S
~J dS =

∑
k nk · ik. In this

expression, ik is the current with turns number nk of a coil k crossing the area
S bounded by Γ. If no winding passes through the surface S, the corresponding
mmf source is of zero value. In the network generated with 25 clusters displayed in
Figure 4.38, the nullity ν is equal to 19, so it is necessary to add 19 mmf sources.
These 19 links corresponds to the 19 grey edges in Figure 4.39. However, for
this relay there is only one coil (two current surfaces, one positive surface and
one negative), and few fundamental cycles enclose a part of this coil. Therefore
most of these mmf sources are null. The �nal reluctance network of the relay,
the selected spanning tree and the corresponding non-zero mmf sources located
on its links are displayed in Figure 4.40.

To conclude this section, it is interesting to summarize the level of model
reduction obtained by the proposed methodology. The table 4.1 presents the
results obtained in terms of mesh size, number of DoF, size of data sets for 1)
the cochain method, 2) the clustering method and 3) the LP model obtained in
the end. The number of DoFs in the LP model depends on the method used to
solve it, either a �Node Analysis� method or a �Mesh Analysis� method [Desoer
and Kuh, 1969a]. Depending on the topology of the network, one of these two
methods is generally more e�ective than the other.

Table 4.1: Summary of data set dimensions and DoF numbers.

Cochain
model

Primal Mesh
Vertices: 6923
Edges: 20614
Triangles: 13692

Dual Mesh
Vertices: 13 692
Edges: 20614
Voronoi cells: 6923

Number of DoF
0-cochain a: 6923

Clustering
computing

Data set on �eld B
(interpolated in each
primal triangle) : 13692

Initial clustering
184 clusters

Final reduces clustering
25 clusters

LP model

Digraph vertices: 62
Digraph edges: 80
Number of branches
of the tree: 61
Number of links
of the co-tree: 19

Number of components
Reluctances : 80
mmf sources: 19
(of which only 5 are
of non-zero value)

Number of DoF
Node analysis: 61
(magnetic scalar potential)
Mesh analysis: 19
(mesh magnetic �ux)
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4.3.5 Conclusion on the automatic generation of reduced

LP model

This chapter proposes an innovative concept of automatic generation of discrete
component networks from results of cochain method. The generated network is
of a reduced order compared to the initial model and the reduction is based on
an unsupervised clustering analysis allowing aggregation of the mesh cells. Par-
ticularly, the clustering method uses the properties related to �eld homogeneity
calculated on the original mesh.

This method is illustrated on a 2D magnetostatic calculation applied to an
electromagnetic relay. The proposed methodology allows to pass from tens of
thousands of DoF (6923 DoF for a solving with vector magnetic potential) to 25
clusters containing less than a hundred of interconnected components in the �nal
reduced network (80 reluctances and 5 sources of non-zero mmf).

This illustration proves the relevance and e�ectiveness of this methodology
for model reduction. However, some work remains to be done to fully validate
this methodology. Further work will be required for quantifying the accuracy of
the reduced model compared to the initial cochain model, in particular according
to the number of clusters chosen. This reduction sensitivity analysis will allow
a quanti�cation of the robustness of the clustering methodology for design using
reduced topological models.





Chapter 5

Conclusion and perspectives

This thesis concerns the development of modeling and computational tools for
the design of multi-physical devices in the context of Model-Based System En-
gineering (MBSE). As explained in the �rst chapter, MBSE requires di�erent
models, at di�erent levels, for di�erent purposes: precise (or detailed) models
for design, analysis and validation phases and reduced (or coarse) models for
pre-design, optimization, control or real-time co-simulation phases. In this aim,
the objective of this work was to propose a multi-scale model that can simplify
the modeling and simulation of multi-physical devices. This multi-scale model
should be suitable for both: solution analysis and validation phases (when com-
putation of �elds are required) and design, optimization, control synthesis (when
computation of physical quantities in lumped parameter models, i.e. network of
components, are required). Therefore, this work is focused on several standard
or new approaches for modeling tasks in engineering. This work proposes also
several extensions by Arti�cial Intelligence (IA) based clustering algorithms to
provide innovative methods for modeling, simulation and model order reduction
(MOR) in the framework of MBSE.

In the chapter 2, we propose to use geometric and topological tools (di�erential
and algebraic topology) as well as duality theory (energetic and di�erential forms)
and advanced discretization and meshing techniques (Delaunay-Voroinoi mesh
and computer graphics tools) to achieve the objectives identi�ed in Chapter 1.
A review of these di�erent tools and theory is conducted in order to propose
feasible strategies for implementation in the following chapters. Analogies so
useful in multi-physics modeling are widely used through Tonti's perspective and
diagrams.

The chapter 3 is fully focused on the proposal of methods for �elds computa-
tion based on techniques proposed in chapter 2. Corresponding methods require
the use of dual meshes. Then a review on Delaunay-Voronoi meshes and re-
meshing techniques was �rst done in order to select softwares and methods able
to compute orthogonal meshes well adapted for topological modeling of �elds.
The computation of �eld are obtained with a cochain method inspired by the
Discrete External Calculus and Tonti's Cell-Method. The proposed �eld compu-
tation method is illustrated on a weakly coupled multi-physical MEMS device:
�Electrokinetic → thermal → mechanical" �eld computations are performed. A

139
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comparison between results of our cochain method and results computed by a
standard Finite Elements Method (with ANSYS software) allows us to validate
our approach and the results of our solver.

The main contribution of this work concerns a new concept of automatic
generation of lumped parameter (LP) models from �eld computations. This con-
tribution concerns the chapter 4. This one proposes an original approach which
generates automatically LP models and applies at the same time a MOR. The
two objectives, the automatic generation of LP models and MOR, are based on
a topological analysis of the physical problem and clustering algorithms. Our
methodology comprises several steps. In a �rst step we build a spatial mesh of
the physical device (2D or 3D) while in the second step, we solve the physical
equations via the cochain method proposed in chapter 3. As explained in this
chapter, this method computes global physical quantities de�ned on nodes, edges,
surfaces or volumes of the dual meshes. Thus, these results adopt the same na-
ture and topology as the physical quantities used in networks of LP models. In
this way, their compatibility during MOR is ensured. In the third step of our
methodology, we then use �elds data in unsupervised cluster analysis for identi-
fying some homogeneous �elds regions. The clustering is realized using DBSCAN
algorithm. This algorithm was selected through a rigorous review of the litera-
ture on Arti�cial Intelligence, machine learning and clustering algorithms. Let us
note that in our application, DBSCAN requires some additional data processing
steps:

• Firstly, a computation of spatial distribution of �eld are required because
DBSCAN requires information on densities. This computation is done using
interpolation based on Whitney elements.

• Secondly, intermediate steps are included to reduce the number of cluster.
This is done through a �waterfall" algorithm, a technique currently used in
image compression.

As noted above, because the cochain method is a topological method, it is
easy to aggregate all interior vertices, edges and volumes instances contained
in larger regions identi�ed by the clustering. For each clustered regions, this
aggregation makes use of simple summations on instances contained in these
larger regions to generate a component of the LP model. This procedure allows a
drastic reduction of the number of DOF in the modeling. Then, the LP network is
generated from interconnected larger regions using these clustered regions, results
of �elds computation and techniques from graph theory. MOR and automatic
LP generation are illustrated on a magnetostatic example (an electromagnetic
relay): H and B magnetic �elds are calculated using the cochain method and a
reduced reluctance network is automatically generated from the �eld results. In
this example, the number of degrees of freedom is almost reduced by a factor of
one hundred.

The results and work presented in this thesis are, however, only a �rst step in a
broad research �eld. The use of the cochain method seems particularly suitable for
conducting an automatic generation of LP models. However, as noted at the end
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of chapter 3, the use of these methods in the �eld of mechanics is more complex
as vector-valued di�erential forms must be computed (tensor of rank 2 in the
framework of vector analysis). This requires the use of Whitney elements much
earlier in the computational procedure. This is notably the case for computing
stress and strain and making use of mechanical constitutive laws. In such a case,
approximations based on Whitney Elements makes the method closer to a Finite
Elements Exterior Calculus Method [Arnold et al., 2010] than to a true algebraic
method where topology and metrics can be clearly separated.

As noted at the end of Chapter 4, for the time being, no careful assessment
of error estimation or quanti�cation has been undertaken, except at the end of
the chapter 3 during a comparison with �nite elements methods. However, it
is obvious that this should be the next work conducted, especially to estimate
the precision of the reduced models. Nevertheless, let us note that the formalism
adopted in this thesis, i.e. Tonti's diagram and cochain/dual methods, lends itself
well to these estimates because many methods of error bounding in �nite elements
are done by a double calculation, using primal and dual methods [Marmin et al.,
2000a]. This double calculation is easily accomplished with the methodology pro-
posed in this work. In particular, the work carried out around the constitutive
relation error method [Ladevèze and Pelle, 2005] could be an interesting way for
error quanti�cation because, as in our work, it aims to ensure the exact topologi-
cal laws and it allows errors to be transferred to the constitutive laws, i.e. on the
Hodge star operators, the metric of the physical problem. With that in mind, a
cooperation in the Roberval laboratory with the numerical mechanics team could
be very pro�table because some researchers of this team have a previous experi-
ence in the use of these methods. A collaboration with other French laboratories
that have worked on these topics, in the �eld of electrical engineering, could also
help us in this direction.

Being only the �rst thesis carried out in the laboratory on this subject, it
is obviously perfectible and certain important aspects could not be treated as
in-depth as we would have liked. In this sense, this work still requires many
developments and many improvements, corrections or modi�cations. Without
seeking to be exhaustive, and in addition to the work concerning the quanti�cation
of model errors, we can make an initial inventory of the main themes that it will
be interesting to explore in future work.

• A �rst research topic could be the extension of the method for "real" coupled
multiphysical problems since in chapter 3, we were limited to a weakly
coupled problem. These extensions seem to be available at relatively short
term, since Italian teams have already carried out a lot of work in this
direction with the help of Cell-Method.

• Another interesting research topic could be the more advanced use of DB-
SCAN algorithm for clustering. Indeed, as we noted in chapter 4, this one
can "merge" data in order to improve clustering. In our work, we only have
used two informations (from H and B magnetic �elds), to generate clusters
that are representative of the underlying physics. To go further, one could
imagine merging information of di�erent nature, for example multiphysics,
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in order to generate clusters that are representative of several physics at
the same time. This can be an extremely interesting perspective in the
context of the reduction of multiphysics models or re-meshing techniques.
One could also consider making more intensive use of the machine learning
capabilities of DBSCAN algorithms by using it on many examples of stan-
dard technological device calculations to derive model generation rules or
network patterns to be used in design.

Exploiting the enormous potential of AI and Machine learning techniques is,
in our opinion, extremely promising for MOR methods and features extraction
of reduced model for MBSE. This use must however be careful to keep as much
as possible a physical approach and a good understanding of the "rules" of seg-
mentation and learning. This is in particular what we have tried to do in this
work.

As we have just mentioned, there is still a lot to dig around this subject and
this work represents only a �rst stone. This work can be improved but, in our
opinion, it opens up many areas of research that the team can continue to explore
internally but also with other local or external partners.



Appendix A

Algebraic versus di�erential

formulations in scienti�c

computing. Which are suitable ?

This appendix proposes some arguments to underline the interest and relevance
of using global rather than local quantities for the numeric computation of �elds.
The arguments presented are mainly based on the re�ections of E. Ferretti. These
arguments seemed very convincing, which is why we have decided to include them
in this appendix. Rather than paraphrasing E. Ferretti's arguments, which are
very clearly explained in her articles and books, we thought it more appropriate
to reproduce the most interesting parts of them in the following paragraphs.
These arguments stress the advantages of an algebraic rather than a di�erential
approach in scienti�c computing. The following quote is based on an argument
proposed by [Ferretti, 2014]:

In order to explain why the algebraic approach of the cell method
(CM) is a winning strategy, if compared to that of the classical di�er-
ential formulation, let's start with a brief excursus on the foundation
of the di�erential calculus. Particular attention is devoted to the com-
putation of limits, by highlighting how the numerical techniques used
for performing limits may imply a loss of information. The equations
using derivatives are called di�erential equations and a numerical for-
mulation involving di�erential equations is called di�erential formu-
lation. Meanwhile, the derivative is de�ned as the limit of a function.
We can use the classical (ε, δ)-de�nition of limit. Let f be a function
de�ned on an open interval containing c (except possibly at c) and let
L be a real number. The statement limx→c f(x) = L, means that, for
every real ε > 0, there exists a real δ > 0 such that, for all real x, if
0 < |x− c| < δ, then |f(x)− L| < ε:

∀ε > 0 ∃ δ > 0 : ∀x(0 < |x− c| < δ ⇒ |f(x)− L| < ε) (A.1)

The derivative f ′(x) of continuous function f(x) can be de�ned as

f ′(x) = lim
h→0

f(x+ h)− f(x)

h
, h > 0 (A.2)
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The ratio in equation (A.2) is not continuous function at h = 0,
because the limit has the indeterminate form {0

0
} as h→ 0. To avoid

this we can use 1) an approximative way with subsequent iterations
by reducing the error or 2) an exact way using the cancellation rule
for limits.

As a reminder, the cancellation rule for limits states that, if the
numerator and the denominator of a rational function share a common
factor, then the new function obtained by algebraically canceling the
common factor has limits identical to those of the original function.
Here we give a simple example:

lim
x→3

x2 − 9

x− 3
= lim

x→3

(x− 3)(x+ 3)

x− 3
= lim

x→3

(x+ 3)

1
=

(3 + 3)

1
= 6

In our case, we can write

f(x+ h)− f(x)

h
= g(x), then

[f(x+ h)− f(x)]|x=x = h · g(h)
(A.3)

In the perspective of a computational analysis using the di�erential
formulation, it is obvious that the choice falls on the exact, rather than
the approximated, computation of limits. In doing so, one can obtain
an exact solution of the physical phenomenon under consideration
only in few elementary cases, with simple geometric shapes of the
domain and under particular boundary conditions. Anyway, the most
important aspect is not that the exact numerical solution is hardly
ever attained in real cases, but rather, that the choice itself of the
term "exact" for the limit promised by the cancellation rule is not
entirely appropriate. Actually, in order to provide the solution of
the limit directly, the cancellation rule for limits reduces the order
of zero both in the numerator and the denominator by one. Under
the numerical point of view, this reduction is made by canceling a
quantity with the order of a length, both in the numerator and in the
denominator. Under the topological point of view, we could say that
the reduction degrades the solution, in the sense that, being deprived
of one length scale, the solution given by the cancellation rule provides
us with a lower degree of detail in describing the physical phenomenon
under consideration. In other words, we pay the direct solution of the
cancellation rule by losing some kind of information on the solution
itself. This is why we can say that the solution provided by the
cancellation rule is not exact in a narrow sense, but only in a broad
sens [Ferretti, 2014].

But what kind of information we actually lose? To answer this
question we should recall a ε − δ de�nition of the limit (A.2). This
de�nition implies choosing an open interval, containing a point in
which we can estimate a function. In other words, the limit on the
left side in (A.3) is strictly bonded to the idea of interval of a point
and cannot be separated from it. The result of the limit is the value to
which the function output appears to approach as the computation



145

point approaches the estimation point. For evaluating this result,
we must choose the computation points with care, in order to derive
the trend of the output to a speci�c degree of approximation. But
actually, if we see the right-side of (A.3), we can see a new function
g(x) that actually is computed at a point h = 0, without any need
of evaluating its trend on an interval. The consequence is that the
result we obtain is exact (in a broad sense), and we do not need to
pre�x any desired accuracy for the result itself. This is very useful
from the numerical point of view, but, from the topological point of
view, we lose information on what happens approaching the evaluation
point. It is the same type of information we lose in passing from the
description of a phenomenon in a space to the description of the same
phenomenon in the tangent space at the evaluation point. The idea
underlying in Cell-Method is that the cancellation rule can actually be
employed only in those cases where the speci�c phenomenon uniquely
depends on what happens at the point under consideration [Ferretti,
2014].

Studying the physical phenomenon as a function of all the points
contained in a neighborhood means that we are using the left-hand
side of (A.3), with h approaching zero but never equal to zero. This
leads to point-wise variables in any cases, the line, surface, and volume
densities. In the �rst case, we are facing a di�erential formulation,
while, in the second case, we are facing an algebraic formulation where
we can associated the global variables to points, lines, surfaces and
volumes in a direct way. In fact, in classical approach we start from
local variables and go to global. In the CM, we start directly from
global [Ferretti, 2014].





Appendix B

Glossary of the Algebraic Topology

Topology is a branch of mathematics that deals with sets with a notion of neigh-
borhood around each point, and is called topological spaces, as well as with the
continuous applications between these spaces, which preserve this notion. Topol-
ogy studies the properties of geometric �gures that are preserved under continuous
deformations, including stretching and bending. Since these kind of deformations
are homeomorphisms, topology studies the properties of geometric �gures that
are invariant under homeomorphisms.

A topological space is a set of points, along with a set of neighborhoods
for each point, that satisfy a set of axioms relating points and neighborhoods.
The de�nition of a topological space relies only upon set theory. Manifolds and
metric spaces are specializations of topological spaces with extra structures or
constraints.

De�nition 1. In Euclidean space, an object is convex if, for every pair of points
within the object, every point on the straight line segment that joins them is also
within the object.

Visually, the di�erence between convex and non-convex is presented on the
�gure B.1.

(a) A convex set (b) A non-convex set,
with a line-segment out-
side the set.

Figure B.1: Di�erence between convex and non-convex set.

As we use a sort of discretization and so we consider the a geometrical instance
as a set of points, we need to introduce the following terms.
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De�nition 2. The convex hull of a set X of points in the Euclidean plane or
in a Euclidean space (or, more generally, in an a�ne space over the reals) is the
smallest convex set that contains X. For instance, when X is a bounded subset
of the plane, the convex hull may be visualized as the shape enclosed by a rubber
band stretched around X [Andrew, 1979].

In more formal terms, we can de�ne a convex hull of a set X of points as:

1. the (unique) minimal convex set containing X,

2. the intersection of all convex sets containing X,

3. the set of all convex combinations of points inX, or the union of all simplices
with vertices in X.

The example of a convex hull of the set of point is shown in the �gure B.2.

Figure B.2: Example of a convex hull (green shape).

De�nition 3. Simplex is the smallest convex set containing the given vertices.

In other words, a k-simplex is a k-dimensional geometrical instance that is
the convex hull of its k + 1 vertices. For example, a 1-simplex is a straight line,
a 2-simplex is a triangle and a 3-simplex is a tetrahedron.

De�nition 4. A simplicial complex K is a set of simplices that satis�es the
following conditions:

1. Every face of a simplex from K is also in K;

2. The non-empty intersection of any two simplices σ1, σ2 ∈ K is the face of
both σ1 and σ2.

In more simple way we can say that these spaces are built from simplices
glued together in a combinatorial fashion. The example of mathematicly correct
simplical complex is represented in the �gure B.3(a) and invalid in the �gure
B.3(b) (improper intersection). But we need to add a restriction to the classical
de�nition because we need to apply the de�nition of simplical complex to the
mesh that we need in the simulation purposes. In our work, we are interested in
only simplicial complex that have the following properties:

1. to be also a manifold;

2. we also require the simplicial complex to be strongly regular. This means
that simplices must not have identi�cations on their boundaries. For exam-
ple, edges are not allowed to begin and end in the same vertex;



149

(a) A simplical 3-complex. (b) Invalid simplical com-
plex

Figure B.3: Di�erence between valid and invalid representation of simplicial com-
plex.

3. Embedding: each k − 1-dimensional geometrical instance is belong to at
least 2 k-dimensional geometrical instance (and at least 1 if border).

If we apply this additional restriction, we can see that the simplicial complex
in the �gure B.3(a) is no more a simplicial complex we desired.

In fact, it is rather numerically di�cult to build a simplicial complex from
set of point. For doing this we have used an approach proposed by Nathan Bell
and Anil N. Hirani (see section 3.4 and [Bell and Hirani, 2012]). For the aim of
simulation we will build our simplical complex from the initial mesh.

De�nition 5. The convex hull of any nonempty subset of the n + 1 points that
de�ne an n-simplex is called a face of the simplex.

Faces are simplices themselves. In particular, the convex hull of a subset of
size m + 1 (of the n + 1 de�ning points) is an m-simplex, called an m-face of
the n-simplex. The 0-faces (i.e., the de�ning points themselves as sets of size
1) are called the vertices (singular: vertex), the 1-faces are called the edges,
the (n − 1)-faces are called the facets. The set of faces of a geometric shape
includes the geometric shape itself and the empty set, which for consistency may
be de�ned as having dimension −1. Here we can see some examples:

1. The facets of a line segment are its 0-faces, or vertices;

2. The facets of a polygon are its 1-faces, or edges;

3. The facets of a polyhedron, or plane tiling, are its 2-faces;

4. The facets of a 4-polytope, or 3-honeycomb, are its 3-faces;

5. The facets of a 5-polytope, or 4-honeycomb, are its 4-faces.

De�nition 6. A simplex A is a coface of a simplex B if B is a face of A.

The number of 1-faces (edges) of the n-simplex is the n-th triangle number, the
number of 2-faces of the n-simplex is the (n-1)th tetrahedron number, the number
of 3-faces of the n-simplex is the (n-2)th 5-cell number, and so on. Excluding from
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the list of the m-faces the empty set, the total number of faces of a k-simplex,
F (k), is always a power of two minus one: F (k) = 2k+1 − 1.

To de�ne the last 3 de�nition, we consider a K to be a simplicial complex and
let S be a collection of simplices in K.

De�nition 7. The closure of S, denoted cl(S), is the smallest simplicial complex
containing S. The vertex set of the abstract simplicial complex K is the union of
its elements [Attali et al., 2012]. See �gure B.4(a).

De�nition 8. The star of a simplex S in K, denoted StK(S), is the collection
of simplices of K having S as a face [Attali et al., 2012]. See �gure B.4(b).

De�nition 9. The link of S in K, denoted LkK(S), is a simplicial complex that
equal the closed star of S minus the stars of all faces of S: LkK(S) = {τ ∈
K|τ ∪ S ∈ K, τ ∩ S = ∅} [Attali et al., 2012]. See �gure B.4(c).

(a) Two simplices (yellow) and their clo-
sure (green).

(b) A vertex (yellow) and its star (green).

(c) A vertex (yellow) and its link (green).

Figure B.4: Basic topological operations: closure, star, link.

In the de�nition of the link, we can easily see the following relation:

LkK(S) = ClK(StK(S))− StK(ClK(S)) (B.1)

Here, the important remark is given by E. Feretti in [Ferretti, 2014]:

The space distribution of the point-wise �eld variables in the dif-
ferential formulation, when discretized, gives rise to a discrete distri-
bution of points that can be viewed as the 0-simplices of a simplicial
cell-complex. On the contrary, the CM makes use of 3-simplices, or
4-simplices when also time is involved, allowing us to associate global
variables with all the dimensions of the 4-cell complex. Using 4-cell
complexes instead of 1-cell complex is the topological equivalent of
avoiding to apply the Cancelation Rule for limits and is the main
reason why the CM is able to take into account the length scales in
computational Physics � until the third dimension � while the di�er-
ential formulation does not.
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B.1 Boundaries, Coboundaries and the Incidence

Matrices

In this subsection we will de�ne some more de�nition of algebraic topology for
using as a tool for treating global variables. Here we will give only a brief def-
inition. The complete and exact de�nition of these terms can be found in the
homology theory [Dold, 2012].

De�nition 10. In abstract algebra, an abelian group, also called a commutative
group, is a group in which the result of applying the group operation to two group
elements does not depend on their order (the axiom of commutativity). Abelian
groups generalize the arithmetic of the addition of integers.

The basic idea of homology is to associate vector spaces to objects like graphs
[Perrin, 2017]. Assume that G = (V,E) is a graph, where V is a set whose
elements are called vertices, and edges E is a set of two-sets (set with two distinct
elements: each edge e has its origin α(e) and its end ω(e)) of vertices.

De�nition 11. One de�nes the boundary operator ∂ : Z(E)→ Z(V ) from the
free abelian group on E to the free abelian group on V by ∂(e) = ω(e) − α(e).
(We say that a free abelian group G is the free abelain group of rank r if there
is a linearly independent generating set with r elements). The elements of ∂ are
called boundaries.

Figure B.5: The example of graph [Perrin, 2017].

For the graph in the �gure B.5, V = 1, 2 and E = e, f, g. We have ∂(e) = 0,
∂(f) = 2− 1, ∂(g) = 1− 2. Thus the matrix of ∂ is 0 0

−1 1
1 −1

 (B.2)

By duality [Perrin, 2017], we have a coboundary operator δ:

De�nition 12. One de�nes the coboundary operator δ = ∂∗ = ∂t : ZV → ZE
de�ned for φ ∈ ZV by ∂tφ(e) = φ(ω(e))− φ(α(e)).

We can note that coboundary operator acts in the reverse way. Indeed, by
de�nition of dual operator we can write

∂tφ(e) = φ(∂(e)) = φ(ω(e)− α(e)) = φ(ω(e))− φ(α(e)) (B.3)

In the same way, the coboundary operator for the graph in the �gure B.5 is
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[
0 −1 1
0 1 −1

]
(B.4)

As we will choose for V a topological space X (often replaced by a �nite family
of subsets) and use the continuous dual C(X,Z) instead of ZV the matrix of dual
operator ∂t is just a transposed matrix of primal ∂.

To tie together previous de�nitions and boundary de�nition we can say that
the set of faces of a p-cell de�nes the boundary of the p-cell. When the p-cell is a
simplex, the boundary of the p-cell is its link. Also, the set of cofaces of a p-cell
de�nes the coboundary of the p-cell.

B.2 Chains and Cochains Complexes, Boundary

and Coboundary Processes

Chain complex and cochain complex are algebraic means of representing the rela-
tionships between the cycles and boundaries in various dimensions of a topological
space.

In mathematics, a chain complex is an algebraic structure that consists of a
sequence of abelian groups (or modules) and a sequence of homomorphisms be-
tween consecutive groups such that the image of each homomorphism is included
in the kernel of the next. Associated to a chain complex is its homology, which
describes how the images are included in the kernels.
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Abstract

This PhD thesis deals with modeling and computational methods for the de-
sign of multi-physical devices in the context of Model-Based System Engineering
(MBSE). The proposed methods are based on geometric and topological tools
(di�erential and algebraic topology) as well as duality theory (energetic and dif-
ferential forms) and advanced discretization and meshing techniques (Delaunay-
Voroinoi mesh and computer graphics tools). Analogies so useful in multi-physics
modeling are widely used in this work through Tonti's perspective and diagrams.
Several standard approaches to engineering modelling are extended and com-
plemented by machine learning and clustering algorithms to provide innovative
methods for modeling, simulation and model order reduction.

The main contribution of this work concerns a new concept of automated gen-
eration of lumped parameter (LP) models from �eld computations. The results of
the �eld calculations are obtained with a cochain method inspired by the Discrete
External Calculus and the Tonti's Cell-Method. This thesis proposes an original
approach which generates a LP model and applies at the same time a model order
reduction. The two objectives, the automatic generation of the LP model and
the model reduction, are based on a topological analysis of the physical problem
and Arti�cial Intelligence clustering algorithms.

The �nal objective of this work is to propose a multi-scale model that can
simplify the modeling and simulation of multi-physical devices. This multi-scale
model should be suitable for both: solution analysis (computation of �elds with
the cochain model) and design, optimization, control synthesis (computation of
physical quantities in a network of components with the LP model).

Field computations are illustrated on a weakly coupled multi-physical case:
Electrokinetic, then thermal, and �nally mechanical �eld are computed. Model
order reduction and automatic LP generation are illustrated on a magnetostatic
case (based on an electromagnetic device): the magnetic H and B �elds are
calculated using the cochain method, then a reduced reluctance network is auto-
matically generated from the �eld results. In this example, the number of degrees
of freedom is almost reduced by a factor of one hundred.

KEYWORDS:
Multiscale Modelling, Cochain Method, Lumped Parameters Model, Model

Order Reduction, Clustering
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