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Chapter 1

Introduction

The climate of the Earth is primarily controlled by the global radiation bal-

ance. The radiation balance comprises of the incoming short-wave solar

radiation and the outgoing long-wave solar radiation (Figure 1.1). The en-

ergy from incoming short-wave radiation is 340 W m-2 and about 30% of it

is reflected back to space by the atmosphere, clouds and the surface. The

rest of the radiation is absorbed by the surface (161 W m-2) and the atmo-

sphere. The energy absorbed by the surface is re-emitted by the Earth as

long-wave radiation (397 W m-2). A portion of this energy is emitted to space

(239 W m-2) and some of it (342 W m-2) is absorbed by the gases in the at-

mosphere and scattered back to the surface as long-wave counter-radiation.

This is known as the greenhouse effect. Together with the latent and sens-

ible heat fluxes, it ensures that the average surface temperature is warmer

(15° Celsius) and livable than it would be without this natural greenhouse

effect (-18° Celsius). Atmospheric gases responsible for the greenhouse ef-

fect are called greenhouse gases (GHGs). These include water vapour (H2O),

carbon dioxide (CO2), methane (CH4), tropospheric ozone (O3) and nitrous

oxide (N2O), which occur naturally in the atmosphere.

The incoming and outgoing radiation must be in balance in order to main-

tain the natural greenhouse effect and the energy balance of the Earth. The

net change in the energy balance due to some perturbations is known as

radiative forcing (IPCC, 2013). When the radiative forcing is positive, the

incoming energy is greater than the outgoing energy, causing a warming

of the Earth’s atmosphere. Conversely, when a negative radiative forcing

occurs, i.e. the incoming energy is smaller than the outgoing energy, the

atmosphere will cool. In order to track the changes in radiative forcing, the

era before the First Industrial Revolution, i.e. prior 1750, is set to a radiat-

1



2 Chapter 1: Introduction

ive forcing of zero. In 2011, the global radiative forcing was approximately

2.29 W m-2 (IPCC, 2013), which leads to a warming of the atmosphere com-

pared to the pre-industrial era. This phenomenon is referred to as global

warming or climate change. The current global surface temperature rise

due to this additional forcing has been recently estimated as approximately

1° Celsius above pre-industrial levels by Intergovernmental Panel on Cli-

mate Change (IPCC) in their Special Report "Global Warming of 1.5 ° Celsius"

(IPCC, 2018).

The global radiative forcing rise is caused by an increase of greenhouse

gas emissions. This increase is due to human activities (IPCC, 2013) emit-

ting GHGs additional to naturally occurring ones, which leads to higher at-

mospheric mixing ratios. The so caused energy imbalance affects not only

the temperature but also the atmospheric and oceanic circulations, glacier

mass balance, plant productivity and evaporation (e.g. Mercado et al., 2009;

Ohmura et al., 2007; Allsopp et al., 2009). Limiting the causes of the tem-

perature rise through mitigation efforts, the energy imbalance of the Earth

could be reduced and climate change slowed down.

Figure 1.1: The global radiation balance of the Earth. The numbers indicate the energy flow in W m-2.
Source: Wild et al. (2012).
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1.1 Importance of methane

A metric often used to assess the importance of a GHG in terms of radi-

ative forcing is the global warming potential (GWP). It quantifies the global

warming impact of a gas by indicating the amount of energy added by a gas

over a given period of time relative to that added by the reference gas CO2

(IPCC, 2014). Accordingly, the GWP of CO2 is 1. CH4 has a GWP of 28 over a

period of 100 years (IPCC, 2014), meaning that the radiative forcing added

by an emission of 1 ton of CH4 is equivalent to that of an emission of 28 ton

of CO2. This makes CH4 the second most radiatively important well-mixed

anthropogenic GHG (CO2, CH4, N2O and halocarbons) after CO2. The atmo-

spheric mixing ratio of CH4 has increased since 1750 by 150%, resulting in

a global average of 1803 ppb (parts per billion) in 2011. Between 1999 and

2006, the CH4 mixing ratio was in a near stable state with a global average

of about 1775 ppb in 2006 (Nisbet et al., 2019). Since 2007, the CH4 mixing

ratio has continued to rapidly rise with a rate of approximately 8 ppb per

year and reached a global average of 1876 ppb in March 2020 (Figure 1.2).

Although CO2 has received most of the scientific attention in the last dec-

ades due to its large abundance in the atmosphere and high radiative for-

cing of about 1.5 W m-2 (in 2011; IPCC, 2013), CH4 alone has contributed

by 0.97 W m-2 to the total radiative forcing increase of 2.29 W m-2 for 2011

(IPCC, 2013).

The Paris Agreement is a global climate change agreement that aims to

combat climate change by limiting the global temperature rise by the end of

this century to below 2 °C compared to pre-industrial times. If CH4 emissions

follow the current trajectory of rapid increase to 2100, the global average of

CH4 mixing ratios is expected to reach approximately 2400 ppb (Nisbet et al.,

2019). It would be the equivalent of about 3 °C temperature increase at the

global scale, compared to pre-industrial times. This threatens the ambitions

set in the Paris Agreement and requires quick action. Since methane is a

relatively short-lived GHG with a lifetime of about 8-10 years (e.g. Saunois

et al., 2020), it is a good target for climate change mitigation. A reduction or

stabilisation of CH4 emissions is beneficial for reaching short-term mitigation

objectives as it can result in a relatively quick reduction or stabilisation of

atmospheric CH4 mixing ratios and thus of its radiative forcing.

CH4 is a GHG that also affects air quality. For example, tropospheric near-

surface oxidation of CH4, when nitrogen oxides (NOx) are present, produces
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O3. Ground-level O3 influences air quality and is harmful for human health

(Zhang et al., 2019). Hence, knowing and controlling CH4 emissions would

benefit the efforts in reducing tropospheric O3 mixing ratios (Fiore et al.,

2008).

Figure 1.2: Global monthly average atmospheric methane abundance [ppb] from 1983 to 2020. The
average mixing ratio is derived from marine surface sites of the Global Monitoring Division of NOAA-
ESRL (National Oceanic and Atmospheric-Earth System Research Laboratory). Source: Dlugokencky,
www.esrl.noaa.gov/gmd/ccgg/trends_ch4/

1.2 Methane budget

1.2.1 Sources and sinks

1.2.1.1 Global scale

Methane emissions are related to anthropogenic activities and natural

sources. Anthropogenic sources include domestic ruminants, waste water,

landfills, fossil fuels, burning of agricultural waste, biofuels from agricultural

residues and rice paddies. They represent about 60% of the total global

CH4 emissions (Saunois et al., 2020). Natural sources of CH4 are wetlands

www.esrl.noaa.gov/gmd/ccgg/trends_ch4/
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and other continental water systems (e.g. lakes, rivers), termites, biomass

burning (wildfires), thawing permafrost and geological sources (such as gas

and oils seeps, mud volcanoes).

Depending on their origin, the sources can be divided in three categories:

microbial, thermogenic and pyrogenic.

• Microbial CH4 is produced from organic matter by anaerobic archaea

when no oxygen is available. The main anthropogenic microbial source

is farming, e.g. through the application of manure, and the enteric fer-

mentation of cattle and other ruminants. Other origins include rice pad-

dies and wastewater treatment. Microbial CH4 is also emitted by natural

wetlands (e.g. swamps, peatlands).

• Thermogenic CH4 is generated from the breakdown of organic matter

at high temperatures and pressures. Geological gas seeps are the main

source of thermogenic CH4. Anthropogenic origins of thermogenic CH4

include the extraction, production and distribution of fossil fuels that

are associated with oil industry, coal mining and leakage of gas.

• Pyrogenic CH4 is formed by incomplete combustion of biomass, e.g.

wildfires, domestic wood burning, burning of agricultural waste and

fossil fuels. Biomass burning is partly a natural source of CH4 but is

nowadays mainly human induced.

Recent estimates of methane emissions at the global scale were derived

by Saunois et al. (2020) for the period 2008-2017. Following their study,

the global CH4 emissions for the studied decade are about 576 TgCH4 yr-1,

of which 359 TgCH4 yr-1 are of anthropogenic origin. Fossil fuel produc-

tion and use is the largest global source of CH4 that accounts for approx-

imately 35% of the total anthropogenic CH4 sources. Agriculture and waste

sources together make up for 217 TgCH4 yr-1 (60%) of the total anthropo-

genic emissions. Biomass burning is a mixed source of anthropogenic and

natural sources and are estimated to be about 30 TgCH4 yr-1. The largest

natural source of CH4 is wetlands with emissions of 181 TgCH4 yr-1. Other

natural sources, such as geological emissions and termites, are responsible

for approximately 37 TgCH4 yr-1 in the period 2008-2017.

The main sink of tropospheric CH4, representing about 90% of the total

sinks (Ehhalt, 1974), is the hydroxyl radical (OH) that is a highly reactive

species. OH is generated by the photolysis of O3 when water vapour is

available. CH4 oxidises through the reaction with OH in the presence of

sunlight, resulting in water and CO2. OH is responsible for the removal of
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about 500 TgCH4 yr-1 (Kirschke et al., 2013). Saunois et al. (2020) estim-

ated this loss to be approximately 553 TgCH4 yr-1 for the period 2000-2009.

Minor CH4 sinks include photo-chemistry of CH4 in the stratosphere, oxida-

tion by chlorine radicals, consumption by methanotrophic bacteria in soils

and photo-chemical destruction by the reaction with chlorine in the strato-

sphere and troposphere.

Our current understanding of the different CH4 sources and sinks is in-

complete due to the high uncertainty associated to their magnitude and

spatio-temporal distribution. Based on different studies, the descriptions of

the evolution of sources and sinks and hence their current global abundance

are contradictory. Some studies hypothesise that the reason for the increase

of atmospheric CH4 mixing ratios after the near stability in the early 2000s

is the increase of fossil emissions (Hausmann et al., 2016; Helmig et al.,

2016). Other studies found that microbial sources have increased. For ex-

ample, Schaefer et al. (2016) and Patra et al. (2016) suggest that increased

agricultural activities are the reason behind the rise. Bousquet et al. (2011)

proposed the increase of emissions from natural wetlands due to large posit-

ive anomalies of precipitation in the tropics and of temperature in high latit-

udes for the period 2006-2008. Nisbet et al. (2016) found a similar reason for

the renewed growth of CH4 mixing ratio and depletion of the heavy carbon

isotopologue of CH4. Their study suggests unusual meteorological condi-

tions in the tropics led to a rise of natural wetland and agriculture emissions.

The study of Saunois et al. (2017) supports these findings as their results

of a top-down model ensemble indicate that about 80% of the renewed CH4

growth is due to an emission increase in the tropics.

In addition to uncertainties in the CH4 sources, there are large uncertain-

ties in the sink processes. The lifetime and seasonal cycle of CH4 is determ-

ined by the loss via radicals, primarily OH, in the troposphere. CH4 loss is

derived from estimates of tropospheric mixing ratios of OH. The lifetime of

CH4 is estimated as the total amount of CH4 divided by the removal rate of

OH (Holmes, 2018). Due to the very short lifetime of approximately 1 s of

OH, it is difficult to estimate it from direct measurements. Thus, a common

method for estimating OH mixing ratio is to use measurements of methyl

chloroform since its main sink is OH in the troposphere and is often used as

proxy for OH (e.g. Montzka et al., 2011) as its emissions and mixing ratios are

assumed to be well known. Hence, OH mixing ratios are derived from meas-

urements of methyl chloroform. Another common practice for determining
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the loss of atmospheric CH4 is by atmospheric chemistry modelling (Naik

et al., 2013). However, both the indirect estimation from methyl chloroform

and the modelling bear uncertainties due to the high spatial and temporal

variability of OH. In turn, it makes the CH4 lifetime uncertain: 11.2 ± 1.3

years estimated for 2010 by Prather et al. (2012).

1.2.1.2 European scale

It is beneficial to study atmospheric CH4 at the regional and sector scales

to help reduce uncertainties of methane emission estimates of the vari-

ous sources at the global scale. Europe offers good opportunities to more

thoroughly study CH4 emissions. It is equipped with dense monitoring net-

works, e.g. the Integrated Carbon Observation System (ICOS) and the In-

tegrated non-CO2 Greenhouse gas Observing System (InGOS), and has re-

ceived increasing attention for the preparation of anthropogenic emission

inventories, such as the TNO-MACC (Kuenen et al., 2014), CAMS-REG emis-

sion inventories (Granier et al., 2012) and Emissions Database for Global At-

mospheric Research (EDGAR) (Janssens-Maenhout et al., 2017). Therefore,

Europe is chosen as the study domain of this thesis.

In the European Union (EU), emissions of CH4 contributed to 11% of the

total GHG emissions in 2018 (EEA, 2020). About 80% of CH4 is emitted by

anthropogenic sources, while natural sources account for about 20% of the

total CH4 emissions in Europe (Saunois et al., 2016a,b). The report of EEA

(2020) estimated the total anthropogenic CH4 emissions to be approximately

18 Tg in 2018 for the EU-27, Iceland and the UK (EEA, 2020, Figure 1.3). The

main microbial source is connected to agricultural activities, which make up

to 50% of the total anthropogenic CH4 emissions in the EU in 2018. Emis-

sions from landfills, waste water treatment and discharge account for 22%

of the total anthropogenic CH4 emissions. The primary natural microbial

source of CH4 in the EU is wetlands. Thermogenic methane sources, such

as fossil fuel handling, represent about 11% of the total anthropogenic CH4

emissions in the EU in 2018. Pyrogenic sources have only a small contribu-

tion (under 4%) to the total CH4 emissions in the EU in 2018.

However, studies focusing on the European CH4 budget have estimated

CH4 emissions to be larger than suggested by the EEA (2020). For example,

Bergamaschi et al. (2018) estimated approximately 27 TgCH4yr-1 total CH4

emissions for the EU-27 and the UK for the period 2006-2012, while the emis-

sion estimate according to EEA (2020) for 2012 is approximately 19 Tg. This

demonstrates the need for more reliable CH4 emission estimation methods.
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Figure 1.3: Contribution of the main methane emissions by source category in the EU in 2018. Source:
EEA (2020)

1.2.2 Isotopic composition

Types of CH4 sources can be distinguished in the above mentioned three

categories (microbial, thermogenic, pyrogenic) through their isotopic con-

tents. The stable isotope contents of CH4 are 12C, 13C, 1H (protium) and 2H

(deuterium). The isotope ratio R is the relative abundance of two isotopes

of the same element. The carbon isotope ratio 13R is defined as 13C/12C and

the hydrogen isotope ratio 2R is written as 2H/1H. The ratios provide inform-

ation about the processes involved in the CH4 formation. In general, the

more heat is involved in the CH4 formation, the more enriched it is in heav-

ier isotopes (13C, 2H). For this reason, pyrogenic sources, e.g. wood burning,

produce CH4 containing more heavy isotopes and CH4 of microbial origin is

depleted in the heavier isotopes. Isotopic differences between samples are

quantified by the relative difference of isotope ratios of a sample compared

to an internationally recognised standard reference and denoted as delta (δ )

with a unit of per mil (‰). The relative difference of the carbon isotope ratio

of CH4 is δ 13C-CH4:

δ
13C-CH4 =

13C
12C sample

13C
12C standard

−1 (1.1)
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where standard is the Vienna Peedee Belemnite VPDB=11180.2 ± 2.8 × 10-6

(Werner and Brand, 2001).

The relative difference of the hydrogen isotope ratio of CH4 is δ 2H-CH4:

δD-CH4 =

2H
1H sample

2H
1H standard

−1 (1.2)

with the standard being the Vienna Standard Mean Ocean Water with a value

of VSMOW=155.76 ± 0.08 × 10-6 (Werner and Brand, 2001).

In the following, the term "relative difference of isotope ratio" will be

shortened to "isotope ratio" or "δ value". For clarity, whenever the isotope

ratio R is described, the notations 13R and 2R will be used. The term "isotopic

source signature" will be referred to when characterising typical δ values of

an emission source.

The global mean δ 13C in ambient air is -47.1‰ (Rigby et al., 2012) and

typical δ 13C values per source type are as follows (Sherwood et al., 2017):

• Microbial sources: -74.4‰ to -45.5‰

• Thermogenic sources: -87.0‰ to -14.8‰

• Pyrogenic sources: -32.4‰ to -12.5‰

However, more common global δ 13C values for the main European source

types are (based on Whiticar, 1999; Szénási and Bousquet, 2019):

• Microbial sources:

– Agriculture: -70.6‰ to -46.0‰

– Waste: -73.9‰ to -45.5‰

– Wetland: -88.9‰ to -51.5‰

• Thermogenic sources:

– Fossil fuels: -66.4‰ to -20.0‰

The global mean δ 2H in ambient air is -86‰ (Rigby et al., 2012) and typ-

ical δ 2H values per source type span the following ranges (Sherwood et al.,

2017):

• Microbial sources: -442‰ to -281‰

• Thermogenic sources: -415‰ to -62‰

• Pyrogenic sources: -232‰ to -195‰

Prevalent global δ 2H values for the main European source types cover a

narrower range (based on Whiticar, 1999; Szénási and Bousquet, 2019):

• Microbial sources:

– Agriculture: -361‰ to -295‰

– Waste: -312‰ to -293‰
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– Wetland: -358‰ to -246‰

• Thermogenic sources:

– Fossil fuels: -275‰ to -100‰

The above mentioned ranges of δ 13C and δ 2H are illustrated in Figure 1.4.

The global average of δ 13C and δ 2H in ambient air depends on the δ 13C and

δ 2H emitted from sources and lost to sinks (Quay et al., 1999). The δ 13C and

δ 2H isotopic signatures during CH4 reaction with OH are about -5.4 ± 0.9‰

(Cantrell et al., 1990) and -231 ± 45‰ (Gierczak et al., 1997), respectively.

Thus, the global average of δ 13C and δ 2H in ambient air is more enriched in

heavier isotopes than the various CH4 sources. Since the typical values of

isotopic signatures vary depending on the source type, stable isotope con-

tents are beneficial for discriminating between emission sources and for a

better understanding of the spatial source distribution. Isotopic measure-

ments of CH4 can be especially useful when they are available for periods

of multiple years to among others analyse seasonal effects and inter-annual

variability of CH4 sources.
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Figure 1.4: Ranges of δ 13C and δ 2H isotopic source signatures per main European source type:
red=microbial, blue=thermogenic (fossil fuels), orange=pyrogenic. The global mean value of ambient air is
marked by a black cross. The δ 13C and δ 2H values used here are taken from Rigby et al. (2012); Whiticar
(1999); Szénási and Bousquet (2019).
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1.3 Measurements of atmospheric methane

1.3.1 Methane mixing ratios

Measurements of atmospheric composition offer opportunities to better

understand surface emissions of trace gases. For methane, measurements

of atmospheric CH4 mixing ratio began at multiple locations in America in

1978 (Blake et al., 1982) in order to monitor its trend. The National Oceanic

and Atmospheric Administration, Earth System Research Laboratory, Global

Monitoring Division (NOAA/ESRL/GMD) has monitored CH4 mixing ratios glob-

ally since 1983 (Dlugokencky et al., 1994). Nowadays, there are several

measurement networks at the global scale. In Europe, ICOS is such a net-

work. The coverage of the ICOS network is illustrated in Figure 1.5a, which

includes monitoring sites that are already part of ICOS (green), as well as

sites currently being in the labelling process (orange) to become part of the

ICOS network. The mission of such measurement networks is to monitor

the atmospheric transport and long-term trends of atmospheric mixing ra-

tios of GHGs. This helps detect sources and sinks and enables research to

understand the evolution of GHGs. The information provided on GHGs by

measurement networks supports emission mitigation strategies to combat

climate change and its impacts.

Surface and low atmospheric mixing ratios of atmospheric CH4 are typic-

ally measured by flask sampling and in-situ instruments. Mixing ratios in air

sampled in flasks is examined in laboratory using gas chromatography with

flame ionisation detection. Such measurements are normally performed

every few weeks and allow the interpretation of the inter-hemispheric gradi-

ent, trends and seasonal cycle. In-situ instruments, such as cavity ring-down

spectroscopy, have the advantage that measurements are carried out on a

long-term basis at surface sites. Mobile instruments are often deployed on

aircrafts or ships to obtain quasi-continuous data sets. On top of the as-

sets of flask samples, in-situ measurements can be used for monitoring the

diurnal cycle and synoptic variations.

In order to study the distribution between the various sources of meth-

ane, several methods have been used. For example, measurements of eth-

ane are often used as a tracer for estimating CH4 emitted by the fossil fuel

sector as ethane is co-emitted with CH4 from oil and gas sources (Franco

et al., 2016). Similarly, CO is usually co-emitted with CH4 from biomass

burning and can therefore be used as a tracer of CH4 originating from bio-
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mass burning (Gaubert et al., 2017). Another, effective tool to distinguish

CH4 sources is isotopic information (e.g. Townsend-Small et al., 2016; Fisher

et al., 2017).

Atmospheric mixing ratios of methane are also monitored by infrared

sensors onboard satellites. Satellites provide a near-global spatial cover-

age and thus an advantage to obtain information about GHGs in regions

with inadequate coverage by ground-based networks. However, satellite

observations still bear substantial uncertainties in the derived mixing ratios.

Therefore, ground-based measurements are often preferred for studying at-

mospheric CH4.
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Figure 1.5: Coverage of the European network ICOS (a) monitoring CH4 mixing ratios, and sites monit-
oring the stable isotope content (b) of atmospheric CH4. Source for isotopic composition map: https:
//gaw.kishou.go.jp/search/station (last accessed: 13-07-2020).

1.3.2 Stable isotopic composition of methane

As atmospheric isotope ratios are less abundant than CH4, isotope meas-

urements are complex and require more advanced techniques and higher

precision than CH4 mixing ratios. As a consequence, measurements of iso-

tope compositions are scarce both globally and in Europe. There are only

three sites monitoring δ 13C on a regular basis in Europe, and only one of

them measures δ 2H (Figure 1.5b). However, continuous or quasi-continuous

measurements of CH4 isotopic composition have recently been carried out

(Röckmann et al., 2016; Menoud et al., 2020b) and the number of such meas-

urements should increase in future.

https://gaw.kishou.go.jp/search/station
https://gaw.kishou.go.jp/search/station
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δ 13C and δ 2H in methane is usually collected in air flasks and analysed

on a gas chromatography isotope ratio mass spectrometry (IRMS) or a con-

tinuous flow IRMS. As CH4 cannot be analysed directly by these systems,

CH4 is isolated from the other air components and converted to CO2 and H2.

Ambient air is pumped through a drying agent and cooled down. After that,

the sample is heated to release CH4 and then combusted to CO2 and H2 that

enter the analyser. There, they are compared to a standard isotope ratio R.

To ensure the compatibility of atmospheric data, the WMO IAEA (World

Meteorological Organization - International Atomic Energy Agency) set a tar-

get of ±2 ppb, 0.02‰ and 1‰ for CH4 mixing ratio, δ 13C and δ 2H, respect-

ively (WMO, 2018). These compatibility targets are for measurements of

CH4 in background air used in global models. For regionally focused studies,

extended targets are defined as ±5 ppb, 0.2‰ and 5‰, respectively.

From the analysis of CH4 measured in ambient air, average isotopic signa-

tures of the various CH4 sources can be identified. To do so, measurements

of atmospheric δ 13C and δ 2H are usually carried out in a target area down-

wind from the location of interest. For this, methods such as the Keeling

plot (Keeling, 1958; Pataki et al., 2003) and Miller-Tans plot (Miller and Tans,

2003) approach are used. In the Keeling plot approach (Figure 1.6), δ 2H or

δ 13C are plotted against 1/CH4 and a linear regression analysis is used to

calculate the y-axis intercept and the corresponding uncertainty, while tak-

ing into account the uncertainties in the x- and y-axis variables. The y-axis

intercept is the isotopic signature of the dominant CH4 source above back-

ground, i.e. air containing lowest level of emissions.

The atmospheric mixing ratio of a substance consists of background mix-

ing ratio and mixing ratio produced by a source:

ca = cb + cS (1.3)

with ca being the measured atmospheric mixing ratio, cb the background

mixing ratio and cS the mixing ratio of the source. Following Pataki et al.

(2003), the δ 13C and δ 2H of the measured CH4 can be written as:

δ aca = δ bcb +δ ScS (1.4)

where δ a and δ b are the isotopic composition of the total measurement and

the measured background, respectively and δ S the isotopic signature of the

source. To compute the source isotopic signature, the combination of Equa-
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Figure 1.6: Example for a Keeling plot analysis to derive methane isotopic source signature, which is
represented by the y-axis intercept of the Keeling plot. Source: Fisher et al. (2017)

tions 1.3 and 1.4 can be written as:

δ S = δ a− cb(δ b−δ S)(1/ca) (1.5)

The Keeling analysis does not necessarily require that the CH4 back-

ground mixing ratio and isotopic composition are known. The Miller-Tans

analysis is based on the Keeling approach but has the advantage that vari-

able background CH4 mixing ratios can be applied (Figure 1.7): the back-

ground values can be constant or vary over time. In this method, the mixing

ratio and isotopic composition of the background must be specified (Miller

and Tans, 2003):

δ aca−δ bcb = δ S(ca− cb) (1.6)

The left side of Equation 1.6 is computed against ca− cb on the right side

of the equation in a linear regression analysis to obtain δ S, the slope of the

correlation between the two sides. The slope then represents the isotopic

signature of the dominant source above background, while the uncertain-

ties in the x- and y-axis variables are taken into account to determine the

corresponding uncertainty of the isotopic source signature.
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Figure 1.7: Example for a Miller-Tans plot analysis to derive methane isotopic source signature, which is
represented by the slope of the Miller-Tans plot. Source: Zazzeri et al. (2017)

1.4 Modelling atmospheric methane

As atmospheric species, such as CH4, cannot be measured everywhere

frequently, their mixing ratios, as well as their spatial and temporal vari-

ability are often characterised with the aid of simulations performed by nu-

merical chemistry-transport models (CTMs), which relate emissions to atmo-

spheric mixing ratios. Limited-area Eulerian CTMs are well suited to study

the regional scale and have been frequently used in such studies (e.g. Pison

et al., 2018; Berchet et al., 2020; Denier van der Gon et al., 2015; Berga-

maschi et al., 2018; Remaud et al., 2018; Locatelli et al., 2015; Timmermans

et al., 2009). Hence, we choose to use a Eulerian CTM in this thesis and

the main properties of such CTMs is described in this section. Eulerian CTMs

simulate the transport through the discretisation of the advection-diffusion

equation:
δc
δ t

=−u
δc
δx

+
δ

δx
(Kx

δc
δx

)+E−L−D (1.7)

where c is the mixing ratio at time t at location x, u the mean advective velo-

city over a given time period, Kx the turbulent diffusion coefficient, E emis-

sions, L sinks and D deposition. The first term on the right side describes

the advection process and the second term the turbulence. The advection-

diffusion equation is solved on a three-dimensional grid for a given domain

with parameterised subgrid-scale processes, such as convection and turbu-
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lence.

1.4.1 The chemistry-transport model CHIMERE

In this thesis, the chemistry-transport model CHIMERE is used to carry

out simulations of atmospheric CH4 mixing ratios and the atmospheric CH4

isotope contents δ 13C and δ 2H. CHIMERE is a three-dimensional Eulerian re-

gional chemistry-transport model designed to simulate regional atmospheric

mixing ratio of gas-phase and aerosol species (Menut et al., 2013; Mailler

et al., 2017). For this work, CHIMERE is driven by the system PYVAR (Fortems-

Cheiney et al., 2012). Figure 1.8 illustrates the general principle of a CTM,

such as CHIMERE.

Figure 1.8: General principle of a Eulerian chemistry-transport model. The abbreviations cobs and cmod
stand for the measured and simulated mixing ratio fields, respectively. Figure is adapted from the CHI-
MERE Documentation, Figure 1.1. on page 15 (CHIMERE, 2017).

The domain is arbitary and can be regional or local. The three-dimensional

domain is represented by a limited number of grid-boxes and assumptions

are made about the structure of the domain by spatial discretisations. The

horizontal grid resolution can span from 1 km to 100 km covering urban

(100-200 km) to regional (several thousand km) scales. The vertical coordin-
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ates are a linear combination of pressure p and sigma σ vertical coordinates.

Sigma is the ratio of the pressure at a given location to the pressure on the

surface at that given location (Simmons and Burridge, 1981). Sigma co-

ordinates follow topographic variations in the surface and simplify the lower

boundary conditions. In such vertical coordinates, the pressure levels are

defined as:

pk = ak +bk ps (1.8)

with ps being the surface pressure, k the vertical model layer, ak and bk con-

stants coefficients that determine the vertical coordinate (ECMWF, 2020;

Eckermann, 2009). The lowest model layers are pure sigma levels, while

the top levels of the model are pure pressure levels.

Boundary layer processes have a large influence on the resulting mix-

ing ratios. Such processes, e.g. dry deposition or turbulent vertical mix-

ing within the boundary layer, are parameterised by the sensible heat flux,

the surface friction velocity and vertical diffusion profile (Troen and Mahrt,

1986). The ability of the atmosphere for the diffusion, mixing and transport

of gases that are emitted to the planetary boundary layer (PBL) is determ-

ined by the PBL height. The PBL usually extends to 1-2 km height above

the surface and the height depends on the turbulent air flows and is usually

defined by the vertical distribution of wind, temperature and water vapour

(Stull, 1988).

CHIMERE requires external forcings to perform simulations, one of which

is 3-D meteorological forcing. The meteorological data files contain all the

necessary variables for the simulation of atmospheric processes, for ex-

ample, three-dimensional wind fields, temperature and the constant coef-

ficients determining the vertical coordinates (ECMWF, 2020). Other external

forcings are emissions and boundary and initial conditions. As the time-steps

of external data usually differ from the desired times-step in a CTM, external

data are temporally interpolated to yield simulation outputs in the desired

time-step, which is hourly time-step in CHIMERE. As the spatial coverage of

these external forcings often differs from the domain of interest, they are

interpolated onto the domain of interest.

For the evolution of the mixing ratio in the domain, mixing ratios specified

on the boundaries of the domain (four sides and top of the domain) and ini-

tial mixing ratios are required. Emissions can be integrated at any vertical

level in the model and their temporal variation scheme can include, for ex-

ample, diurnal, weekly or annual profiles. Up to date, methane emissions
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are provided by inventories with an annual variation, sometimes including a

monthly time profile.

In this thesis, we use a domain covering main parts of Europe with [31.5° -

74°] in latitude and [-15° - 35°] in longitude. Moreover, a sub-domain is used

that mainly covers parts of Northwestern Europe; [43.6° - 55.6°] in latitude

and [5° - 12°] in longitude. The domains are shown in Figure 1.9. Throughout

the different sub-studies in this thesis, three different horizontal resolutions

are used: 0.5°×0.5°, 0.25°×0.25° (covering Europe) and 0.1°×0.1° (cover-

ing the sub-domain).
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Figure 1.9: European domains used in this study for simulating CH4 mixing ratio and its stable isotopic
composition δ 13C and δ 2H. "High resolution domain" shows the sub-domain, in which simulations with a
horizontal resolution of 0.1°×0.1° are performed. Monitoring sites of the ICOS network are shown as well.

1.4.2 Computing equivalents of measurements

The atmospheric mixing ratio is linked to the amount of emissions emit-

ted to, transported and transformed in the atmosphere. CTMs compute the

connection between emissions and measurements that is described through

the following equation:

y = H(x) (1.9)

with y being the observation vector, x the emission vector and H the trans-

port model. The latter represents the atmospheric transport and mixing in

the model for a given time period and space, as well as all the interpolation

tools that make the comparison of model outputs to the measurements pos-
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sible (e.g. averaging over time, extraction of the grid’s cell matching the

location of a measurement site).

In this thesis, mixing ratios of atmospheric CH4 are simulated per source

category. The δ 13C and δ 2H time series are computed by combining the

simulated CH4 mixing ratios per source category and isotopic signatures cor-

responding to the sources. First, the mixing ratios of the stable isotopes of

carbon and hydrogen are determined for each source based on their ratios
13R and 2R, respectively. An example is shown for δ 2H:

2R =(
δ 2Hsignature

1000h
+1)∗V SMOW (1.10)

2H =2R/(1+ 2R)∗CH4 (1.11)
1H =CH4− 2H (1.12)

where CH4 is the simulated CH4 mixing ratio of a specific source and δ 2Hsignature

is a given isotopic signature of a specific source. The so determined 2H and
1H are added to obtain the total 2H and 1H. The total simulated δ 2H is then

computed as:

δ
2H = (

2R
V SMOW

−1)∗1000h (1.13)

For δ 13C, the calculations are identical to the above mentioned ones.

1.5 Estimation of methane emissions
To gain more knowledge on atmospheric methane mixing ratios and CH4

sources for designing and accomplishing the emission reduction efforts based

on the Paris Agreement, the estimation of emissions is a key factor. In

principal, there are two approaches to estimate emissions: bottom-up ap-

proaches and top-down approaches, which are described in detail in this

section.

1.5.1 Bottom-up approach

In bottom-up approaches, emissions are estimated based on a large num-

ber of statistical information for source sectors and processes, which are

extrapolated to larger spatial scales. The IPCC developed guidelines for

estimating and reporting GHG emissions in inventories (IPCC, 2006). This

method combines the so-called activity data (AD) and emission factor (EF).

The activity data characterises anthropogenic socio-economic activities that
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cause emissions. The emission factor quantifies the sources or sinks per unit

of activity. Therefore, emissions can be defined with the equation:

Emission = AD×EF (1.14)

The IPCC guidelines must be followed by countries reporting their emis-

sions and removals (i.e. methods to remove emissions from the atmosphere)

to the United Nations Framework Convention on Climate Change (UNFCCC)

whose objective is the stabilisation of GHGs in the atmosphere as an interna-

tional effort. Emission inventories are developed, among others, to provide

information on the magnitude and spatial and temporal variations of GHGs.

They usually cover global, regional (such as Europe) or country scales and

provide emissions on spatial grids that can be used in numerical models

to simulate atmospheric CH4 mixing ratios. Such inventories are the TNO-

MACC_III (Kuenen et al., 2014) for the European scale, the EDGAR version

4.3.2 (Janssens-Maenhout et al., 2017) and the ECLIPSE V5a (Stohl et al.,

2015) for the global scale (Figure 1.10), which are used in this thesis.
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Figure 1.10: Anthropogenic emission inventories covering Europe: a) EDGARv4.3.2, b) TNO-MACC_III
and c) ECLIPSE V5a.

These inventories provide CH4 emissions on grids with high spatial resol-

utions of 0.125°×0.0625°, 0.1°×0.1° and 0.5°×0.5°, respectively. However,

they distribute the sources on their spatial grids using different proxies, such

as population density for e.g. waste sources. The TNO-MACC_III and ECLIPSE

V5a inventories provide only annual emission time profiles. While the EDGAR

inventory includes monthly time profiles as well, they are uncertain as they

are based on the emission time profile of other species that co-emit with

CH4, e.g. ammonia for agricultural practices. The inventories provide emis-

sions using different classifications for source categories that need to be

regrouped when comparing simulation results made with emissions from dif-
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ferent inventories. In this thesis, the Selected Nomenclature for Air Pollution

(SNAP) level-1 categories are applied that are listed in Table 1.1. The emis-

sion inventories are further described and analysed in the following chapters

of this thesis.

Table 1.1: Selected Nomenclature for Air Pollution (SNAP) level-1 categories of methane emissions.

SNAP code Description of emission category

01 Combustion in the production and transformation of energy
02 Non-industrial combustion plants
03 Combustion in manufacturing industry
04 Production processes
05 Extraction and distribution of fossil fuels and geothermal energy
06 Solvent and other product use
07 Road transport
08 Other mobile sources and machinery
09 Waste treatment and disposal
10 Agriculture
11 Other sources and sinks (natural)

Emission inventories include uncertainties due to various causes (IPCC,

2006). Some of them are connected to the reported statistics; missing, in-

complete or unclear information on reported emissions. In some situations,

measurements or other data are not available to characterise individual

emissions. Proxies used to spatially distribute national emissions contain

further uncertainties. Numerical models that are used to generate inventor-

ies are also a source of uncertainty. Models are simplified systems that do

not entirely represent real conditions. Equations used in numerical models

are approximations, spatial grids or temporal scales may not be represent-

ative, and the activity data and emission factors used as inputs in mod-

els are estimates and therefore generate further uncertainties (IPCC, 2006).

Moreover, uncertainties arise when interpolating emission inventories to a

model grid.

Apart from the combination of emission factors and socio-economic activ-

ity data in anthropogenic emission inventories, emissions are estimated in

two other ways: process-based numerical models and upscaling of models

and measurements. Process-based models simulate individual emissions

by representing physical, chemical or biological processes, constrained by

local-scale measurements and/or laboratory experiments. Such models are

often used to estimate CH4 emissions from wetlands (e.g. Tang et al., 2010).
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While they provide useful information on local scales, their use for regional

to global scales is rather uncertain. These models require many paramet-

ers and inputs to represent essential processes, such as CH4 production and

oxidation in the soil. Such processes are not fully known and assumptions

have to be made. Furthermore, the scarcity of direct measurements of CH4

emissions from wetlands to initialise and parameterise the models is an ad-

ditional source of uncertainty. With upscaling, local measurements made in

the field or laboratory are extrapolated to the regional or global scales us-

ing numerical models. The uncertainties connected to this type of modelling

are similar to the ones of process-based models. The measurements made

at local scales may not be representative enough for larger scales. CH4

emissions have a large spatial and temporal variability due to complex non-

linear processes (e.g. CH4 production, transport) that are not completely

understood. As a result, upscaling methods often assume, for example, a

standardised distribution of CH4 sources within a given country or region

(Sarrat et al., 2009). While emissions depend on local practices that can dif-

fer from country to country, such as types of fossil fuel produced, this kind

of assumptions can lead to scaling problems.

1.5.2 Top-down approach

The goal of top-down methods is to reduce uncertainties connected to

bottom-up estimated emissions and to help improve such estimates. The

top-down approach optimally combines measurements of atmospheric CH4

mixing ratios and prior knowledge on emissions from bottom-up estimates

using a numerical atmospheric chemistry-transport model (Figure 1.11). This

approach has been extensively used to estimate GHG emissions (Mikaloff-

Fletcher et al., 2004; Bousquet et al., 2006; Berchet et al., 2020; Bergamas-

chi et al., 2005; Thompson et al., 2015; Bergamaschi et al., 2018; Tsuruta

et al., 2019; Pison et al., 2018).

Bayes’ theorem (Tarantola, 2005) usually provides the basis of top-down

methods, called atmospheric inverse modelling. In this framework, atmo-

spheric mixing ratio measurements are assimilated to optimise emissions

based on synoptic deviations between measurements and simulations. An

inverse modelling framework includes the respective error statistics, which

are computed before the assimilation process. The optimisation of emissions

largely depends on their prior estimates and their uncertainties. The optim-

ised emissions are called the posterior emission estimates. The Bayesian



1.5. Estimation of methane emissions 23

Figure 1.11: Schematic diagram of atmospheric inversions of greenhouse gas emissions (fluxes). Source:
https://www.icos-cp.eu/inverse-modelling, last accessed on: 15-07-2020.

method is able to separate the information about emissions contained in

misfits of simulation outputs and measurements from other sources of er-

rors. The aim is to determine the conditional probability of the emission vec-

tor x (from Equation 1.9) that contains the emissions to be optimised, with

information on atmospheric measurements of CH4 mixing ratios described

by the observation vector y (Enting et al., 1993, 1995):

p(x|y) ∝ p(y|x)p(x) (1.15)

with p(x|y) being the probability distribution of the posterior emission es-

timates, p(x) the prior probability density function of the emission vector x
and p(y|x) the probability density function of the observation vector y when

x is assigned a certain value. When the observation operator H from Equa-

tion 1.9 (on page 18) can be considered linear and denoted as the Jacobian

matrix H, the posterior estimates of emissions xa and uncertainties Pa can

be calculated as:

xa = xb +K(yo−Hxb) (1.16)

Pa = Pb−KHPb (1.17)

https://www.icos-cp.eu/inverse-modelling
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where K is the Kalman gain matrix:

K = PbHT (R+HPbHT )−1 (1.18)

Our study deals with linear problems because the chemistry processes are

not taken into account in the simulations as the air masses in the analysed

domain change rather quickly (approximately 10-14 days) compared to the

atmospheric lifetime of CH4 (approximately 8-10 years).

Emissions estimated by top-down approaches depend on the perform-

ance of chemistry-transport models and measuring instruments. For the

latter, the instrument precision should be high enough to detect synoptic

variations in the atmospheric signal to obtain qualitative CH4 emission es-

timates. Qualitative emissions in this context mean accurate emissions in

relation with the model’s resolution and performance, which depends on the

model inputs. The model resolution has an impact on the simulation outputs

(e.g. Custodio et al., 2016; Ma et al., 2015) and estimates of emissions can

differ between a higher and lower horizontal resolution configuration (Loca-

telli et al., 2013).

1.6 Limitations of our knowledge on atmospheric methane

Our current understanding of atmospheric methane mixing ratio evol-

ution is limited by several aspects, which contributes to uncertainties in

the CH4 budget. This section highlights some of the limitations and un-

certainties. As mentioned in Sections 1.2 and 1.5, CH4 is formed by dif-

ferent processes and emitted through various types of sources, whose emis-

sion factors are highly variable in space and time. Due to that, quantific-

ation of CH4 emissions is challenging (IPCC, 2006; Saunois et al., 2020).

Although natural emissions show the largest uncertainties, anthropogenic

emissions have also significant uncertainties of about 20-50% at the global

scale (Saunois et al., 2020). In addition to uncertainties in sources, the sink

processes of CH4, such as the removal by OH, are not yet well understood

and presents further uncertainties in the CH4 budget (Zhao et al., 2019).

Hence, due to a lack of constraints on various source and sink types, our

knowledge on the contribution of different sources and sinks to the total

CH4 budget is incomplete.

The quality of emissions estimated by atmospheric inversion frameworks

depends on the quality and density of atmospheric networks and on the
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performance of CTMs (Section 1.5.2). The limited spatio-temporal coverage

of atmospheric measurements of CH4 mixing ratios and particularly of iso-

topic measurements (e.g. Nisbet et al., 2019) still limits the ability of atmo-

spheric studies to infer regional CH4 sources and sinks. Knowledge on the

spatial and temporal variability of CH4 mixing ratios and its stable isotopic

ratios δ 13C and δ 2H can be gained through their monitoring by for example

ground-based networks. Although Europe is well equipped with networks

monitoring atmospheric CH4 mixing ratio, the spatial coverage of measure-

ments remains sparse in many parts of Eastern and Southern Europe. As

measurements of δ 13C and δ 2H are bound with higher instrumentational re-

quirements and larger costs than CH4 mixing ratio, the availability of δ 13C

and δ 2H measurements remains very limited.

Atmospheric modelling incorporates additional uncertainties (e.g. phys-

ical parameterisations, representation of vertical mixing). Thus, the assess-

ment of errors in transport models, emission inventories and measurements

is critical for atmospheric inversion studies (Berchet et al., 2015; Locatelli

et al., 2013; Houweling et al., 2014).

In the following sections, we address three important limitations connec-

ted to isotopic measurements and modelling errors for top-down studies.

1.6.1 Constraints on atmospheric methane sources

One of the important constraints on the roles of various sources and sinks

in the methane budget is the availability of atmospheric measurements of

methane isotopologues. Isotopic measurements have been proven to be

useful for constraining the CH4 budget (Nisbet et al., 2019; Townsend-Small

et al., 2016). As typical isotopic source signatures vary depending on the

origin of CH4, CH4 stable isotopic ratios, δ 13C and δ 2H, can help discriminate

sources of CH4 and evaluate spatial distribution of emissions in bottom-up

inventories (Zazzeri et al., 2017). Moreover isotopic measurements also ap-

pear valuable in atmospheric top-down studies as they can help improve es-

timates of CH4 emissions through more constraints on source discrimination

(Mikaloff-Fletcher et al., 2004). In the study of Rigby et al. (2012), it was fur-

ther shown that high-frequency isotopic measurements could reduce uncer-

tainties in emissions estimated by top-down approaches. They also provide

advantages for evaluating emissions, their source apportionment and spa-

tial distribution in inventories, as demonstrated by Zazzeri et al. (2017).

Isotopic measurements can bring constraints on atmospheric methane
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source sectors, which can contribute to more certain emission estimates

(Rigby et al., 2012). Furthermore, information from isotopic measurements

in addition to CH4 mixing ratios can provide insights on causes of discrepan-

cies between measurements and simulations. Such knowledge could further

improve our understanding of atmospheric CH4.

1.6.2 Requirements on instruments for source detection

Besides the limitations of the spatial coverage of atmospheric measure-

ments of methane stable isotopic ratios, the detection of various CH4 sources

is uncertain due to limited precisions of instruments measuring δ 13C and

δ 2H (Schaefer, 2019). Thonat et al. (2019) studied in a theoretical frame-

work which instrument precision would be necessary to detect CH4 sources

through δ 13C measurements in the Arctic. They found that the requirements

on instrument precisions can be challenging with present instruments. How-

ever, as source contributions to the total global CH4 budget are generally

larger in Europe than in the Arctic (Saunois et al., 2020), the requirements

on instruments may be more favourable. This is because the uncertainty of

instruments measuring isotopic composition is usually lower with higher CH4

mixing ratios (e.g. Hoheisel et al., 2019). Hence, it is worth to investigate

such instrument requirements in a European framework.

1.6.3 Error estimation for top-down studies

As mentioned in Section 1.5.2, top-down methods require that the error

statistics on emissions and transport models are estimated before the as-

similation of atmospheric measurements to separate the information about

emissions in the discrepancies between measurements and simulation out-

puts of CH4 mixing ratios. Measurements and simulation outputs can have

discrepancies due to a number of causes. One cause is uncertainties in

the prior emission inventories as mentioned in Section 1.5.1. Other causes

include measurement errors originating from instrument precision and ac-

curacy, and errors in transport modelling. Errors in transport modelling oc-

cur, for example, from projecting emissions to the model’s grid, which may

not be representative compared to measurements that can be viewed as

point in case of ground-based measurements. This type of error is called the

representation error (Hodyss and Nichols, 2015). Another source of repres-

entation error is the temporal resolution of transport models usually differ-

ing from that of measurements. Further errors arise from uncertainties in
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inputs, such as boundary conditions, and in the transport itself due to dis-

cretisations, physical parameterisations and simplifications used in models

(e.g. Brophy et al., 2019).

Atmospheric inverse methods take errors into account through covari-

ance matrices. Uncertainties, constructed from different error types, usu-

ally incorporate approximations and expert knowledge from past experience

with inverse methods, which make the inverse system less objective than it

should be to provide consistent emission estimates.

Several ways exist to estimate errors for atmospheric inversions of CH4

emissions. Common methods include Monte Carlo approaches that generate

multiple guesses (e.g. Super et al., 2019; Lithoxoos et al., 2012), systematic

and/or objective analysis of possible uncertainties based on available data

(e.g. Pison et al., 2018). Such methods are usually computationally expens-

ive and thus difficult to reproduce, especially in case of high spatial and

temporal resolutions and large amounts of measurements, which are neces-

sary for providing reliable information to policy makers about the current

state of methane in the atmosphere. Therefore, efficient tools are required

to quantify uncertainties that are used in inverse models to estimate CH4

emissions.

1.7 Objectives and research questions

1.7.1 Context of the study

The general motivation of this thesis is the increasing importance of at-

mospheric CH4 in climate change (e.g. Saunois et al., 2017, 2020) and the

relatively lower scientific attention given to CH4 than to CO2, although its

mitigation could be efficient. The fact that CH4 mixing ratio measurements

in dense and relevant monitoring networks are increasingly available, espe-

cially in Europe, has additionally contributed to the ambitions of this work.

The scientific context of this thesis is the MEMO2 project (MEthane goes

MObile – MEasurements and MOdelling; https://h2020-memo2.eu). The main

aim of MEMO2 is the identification and evaluation of CH4 emissions in order

to support mitigation efforts set in the Paris Agreement. The region of in-

terest is Europe as mitigation efforts occur at the regional scale and Europe

is relatively well equipped with sites monitoring CH4 mixing ratios. Within

the project, new measurement and modelling tools are developed and used

to detect and quantify CH4 emissions. These include recently developed

https://h2020-memo2.eu
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mobile analysers, state-of-the-art isotopic techniques, and newly developed

high-resolution dispersion models. CH4 emissions are measured from local

sources in several countries in Europe, targeting the main sources of atmo-

spheric CH4. For example, agricultural sources are measured and quantified

mainly in the Netherlands and emissions due to coal mining activities in Po-

land. The so gained knowledge from measurements is intended to be used

to update emissions and improve emission estimates at the European scale.

The modelling frameworks in MEMO2 are focused on different aspects of at-

mospheric CH4 from the site- and city-scale to the European scale. At the

local scale, CH4 emissions are estimated with the aid of Gaussian plume

models and Direct Numerical Simulations (a computational fluid dynamics

tool to simulate turbulent flows in the atmosphere) are used to study CH4

plume composition under different conditions. At the regional scale, this

project addresses various uncertainties of the European CH4 budget, using

a limited-area Eulerian CTM.

1.7.2 Objectives

In this thesis, I address several sources of uncertainties in the atmo-

spheric methane mixing ratio evolution, aiming at improving methods for

estimating CH4 emissions at the European scale. This could contribute to

improved CH4 emission estimates and to a more comprehensive knowledge

on atmospheric CH4 in Europe.

In this work, we take benefits of CH4 emission inventories and of the high-

frequency atmospheric measurements of CH4 mixing ratios and stable iso-

topic ratios δ 13C and δ 2H available for Europe. Note that we use versions of

emission inventories that were available at the beginning of this thesis. In

order to remain consistent throughout the thesis, we did not update them

when newer versions became available. Atmospheric chemistry-transport

models are advantageous for representing atmospheric CH4 and its spatial

and temporal evolution. They are useful tools for estimating emissions and

designing mitigation strategies and are chosen here as the main means to

study atmospheric CH4 at the European scale. By combining atmospheric

modelling and measurements, this work explores different constraints on

the CH4 budget and the potential of isotopic ratio measurements to improve

estimates of CH4 emissions at the European scale.
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1.7.3 Research questions

The different chapters of this thesis address the above mentioned three

crucial limitations that contribute to substantial uncertainties in the CH4

budget.

One of the powerful tools to estimate CH4 emissions and point towards

locations that need to be emission controlled is the top-down approach (Ber-

chet et al., 2020; Thompson et al., 2015; Bergamaschi et al., 2018; Pison

et al., 2018). When such approaches combine atmospheric measurements

of CH4 mixing ratio with isotopic information, they can potentially provide

even more valuable emission estimates (Mikaloff-Fletcher et al., 2004; Rigby

et al., 2012). However, atmospheric inversion frameworks are subject to un-

certainties in CTMs, emission inventories and measuring instruments. It is

therefore critical to consistently assess the error statistics of these compon-

ents. This leads to my first research question.

Research question 1: How can we quantify errors in transport models

and emission inventories for atmospheric inversions of methane emissions

in Europe?

Chapter 2 describes an analysis of several errors in transport modelling and

emission inventories that can be used for inverting CH4 emissions in Europe.

The errors are estimated using a simple method over the European domain

and at the location of various European measurement sites. The results of

this study reveal, among others, that some inversion modelling practices

should be reassessed and highlight the importance of the error estimation

procedure. The study indicates that some uncertainties in atmospheric mod-

elling originate from large errors in source apportionment of emissions.

Thus, the limited knowledge on the contribution of different CH4 sources

to the total CH4 budget introduces additional uncertainties in the CH4 budget.

Measurements of isotopic composition can provide constraints on different

source sectors and can hence be advantageous for improving emission es-

timates. However, isotopic measurements are scarce in Europe, which is a

further limitation addressed in this thesis. Within the MEMO2 project, quasi-

continuous measurements of δ 2H and δ 13C at a coastal monitoring site and

of δ 13C at a continental site were made available. These measurement time-

series are among the very few high-frequency isotopic measurements of five

months in our entire European domain. They offer an excellent opportunity

to investigate the value of quasi-continuous isotopic measurements. Meas-

urements compared to model outputs are able to well demonstrate the re-
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gional influence of CH4 emission sources. Hence, the second study of this

thesis aims at answering the following question:

Research question 2: Are isotopic measurements useful as constraints

on CH4 sources?

Chapter 3 focuses on the reasons for misfits between measured and simu-

lated CH4 mixing ratios as well as isotope ratios δ 13C and δ 2H at two loc-

ations in Europe. The main goal of the study is to learn whether any mis-

fits between measurements and simulations can be associated with incor-

rect source apportionment or spatial distribution of emissions in inventories

and/or with inadequate isotopic source signatures used for modelling iso-

topic ratios. Moreover, we aim at identifying further possible reasons for

any measurement-simulation misfits.

However, using data of only two monitoring sites poses limitations and

may lead to results that are not representative enough for the domain of

interest. Hence, to overcome the limitations of isotopic measurement avail-

ability, simulations of one year made by the CHIMERE model are used to

investigate the value of long-term in-situ isotopic measurements for more

reliable estimates of CH4 emissions in Europe.

Research question 3: Which instrument precisions and sites are needed

for isotopic measurements to be used in atmospheric inversion studies at the

European scale?

Chapter 4 studies the importance of long-term isotopic measurements by

taking advantage of the European monitoring network ICOS. The value of

isotopic measurements is determined by two aspects in this study: real-

istic instrument precision and placement of monitoring sites. As the instru-

ment uncertainty sets limitations on CH4 emission estimates, we examine

the instrument precision needed to detect signals of δ 13C and δ 2H. For that,

four reasonable instrument precisions for both δ 13C and δ 2H are examined.

Whether the placement of monitoring sites is beneficial, is analysed by how

often signals can be detected in the study year and what type of sources can

be detected at the sites. For a complete understanding of CH4 emissions, the

detection and measurement from different types of sources is crucial.
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Characterisation of errors for top-down
estimates of methane emissions

2.1 Preamble

2.1.1 Context and aim of the study

In this chapter, we address the limitation connected to the assessment of

errors in atmospheric transport modelling, as introduced in Section 1.6. This

study focuses on the influence of the transport model performance on top-

down estimated emissions and aims at estimating errors in emission invent-

ories and transport modelling that can be used in atmospheric inversions to

estimate CH4 emissions at the European scale.

2.1.2 Methodology

In this study, an error in emission inventories and four errors in transport

models are assessed by applying the method of Wang et al. (2017). Follow-

ing this method, multiple simulations are performed with the CHIMERE trans-

port model using different horizontal resolutions, three emission inventories

covering Europe, two products of boundary and initial conditions and CH4

mixing ratio simulation outputs of two limited-area transport models CHI-

MERE and LOTOS-EUROS (Manders et al., 2017). The errors in emission in-

ventories and transport models are the following:

• error in emission inventories: estimated from different emission invent-

ories;

• background error: determined by simulation outputs of CH4 mixing ra-

tio made with two boundary and initial condition products;

31



32 Chapter 2: Characterisation of errors for top-down estimates of methane emissions

• representation error: calculated from simulation outputs carried out

with different horizontal resolutions;

• transport error: assessed with the aid of simulation outputs performed

with two transport models;

• transported-emission error: estimated from simulation outputs of CH4

mixing ratio made with different emission inventories.

To investigate whether an atmospheric inversion framework is able to

tackle targeted CH4 emissions over Europe, we compute the ratio of the

transported-emission error to the other three transport model errors. Fur-

thermore, spatial and temporal correlations of errors, if attainable, are ex-

plored. The errors are estimated at the location of measurement sites in

Europe and over the European model domain for 2015.

2.1.3 Main results

The computation of the background error showed that its structure is ho-

mogeneous and its variability low. Thus, it can be discriminated from other

types of errors. The background error can be represented by long temporal

and spatial scales of more than a month and over 2400 km, respectively. Due

to its homogeneity, the background error can be controlled alongside the

emissions. The analysis of the transport error resulted in spatial correlations

of 150-550 km and temporal correlations of 5-50 days, depending on the

inventory used for the simulations of CH4 mixing ratios. Our results indicate

that sources of transport error may be controlled alongside the emissions.

Both the representation error and transported-emission error feature tem-

poral correlations under 15 days. The representation error shows no spatial

correlations, while the transported-emission error shows spatial correlation

lengths of about 100 km. Comparing the transport error to the transported-

emission error suggests that the representation error can be treated in the

observation error statistics. We estimate the error in emission inventories

at the source sector and country scale. At both scales, the analysis resulted

in a heterogeneous error. The study of spatial correlation lengths indicates

100-150 km for the agriculture sector, and negligibly small correlations for

the waste and fossil fuel related sectors.

2.1.4 Conclusions and impact

The estimated errors allow us to gain insights into how these errors could

be treated and included in a data assimilation system for inverting CH4 emis-
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sions in Europe. The results implied that the background error may be con-

trolled alongside the emissions, which is usually done in inversion studies.

Similarly, our results for the representation error are in agreement with the

usual methods of atmospheric inversion studies, in which they are included

in the observation error statistics. However, controlling sources of the trans-

port error alongside the emissions is challenging in most state-of-the-art in-

version systems.

The examination of the error in emission inventories shows that the in-

ventories are in agreement regarding the agriculture emissions. In contrast

to that, there are substantial differences between the spatial distribution and

magnitude of waste and fossil fuel related sources over Europe. To reduce

uncertainties in CH4 emissions, additional constraints on methane sources

can be achieved by the application of atmospheric measurements of CH4 iso-

topologues as isotopic source signatures differ depending on the CH4 source

type.

2.2 A pragmatic protocol for characterising errors in atmo-
spheric inversions of methane emissions over Europe

Article submitted to Tellus B: Chemical and Physical Meteorology on 13 Au-
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Abstract. This study aims at estimating errors which are to be accounted

for in atmospheric inversions of methane (CH4) emissions at the European

scale. A technically ready and computationally inexpensive method is used.

Four types of errors are estimated: (i) background error, due to the bound-
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ary and initial conditions, (ii) representation error, due to the difference of

representativity between a model’s grid-cell and atmospheric mixing ratio

measurements, (iii) transport error, due to the numerical representation

of atmospheric transport and meteorological inputs and (iv) transported-

emission error, due to the misrepresentation of emissions on the spatial and

temporal model grid. Furthermore, the errors in the emission inventories

are estimated at the country and source sector scales. The method is imple-

mented by running a set of simulations of hourly CH4 mixing ratios for 2015

using two area-limited transport models at three horizontal resolutions with

three emission inventories and two sets of boundary and initial conditions as

inputs. The obtained error estimates provide insight into how these errors

could be treated in an inverse modelling system for inverting CH4 emissions

over Europe. The main results include that error patterns cover a number of

measurement sites and errors are heterogeneous and depend on sector and

country.

2.2.1 Introduction

Methane (CH4) contributed up to 11% to the total greenhouse gas (GHG)

emissions of the European Union (EU) in 2017 (EEA, 2019), after carbon di-

oxide (79%). In Europe, CH4 is released to the atmosphere by a variety

of anthropogenic (more than 80%) and natural (∼ 20%) sources (Saunois

et al., 2016a,b). Anthropogenic CH4 mainly originates from the activity of

anaerobic bacteria in waste water treatment, landfills and through manure

management and enteric fermentation of ruminants. Anthropogenic CH4 is

also released during fossil fuel extraction, production and distribution, non-

industrial combustion (e.g. heating), the use of biofuel, as well as through

biomass burning from agricultural activities and the treatment of agricultural

waste. The largest anthropogenic emission sources in the EU are enteric fer-

mentation, manure management and anaerobic waste treatment, account-

ing for ∼54% of the total anthropogenic sources in 2017 (EEA, 2019). Natural

sources include methanogenesis in natural wetlands mostly, and to a lesser

extent CH4 release in natural gas seeps and by wildfires, through incomplete

combustion of the biomass.

Due to CH4’s relatively short lifetime of 8-10 years (e.g. Saunois et al.,

2020), it is a good target for short-term climate change mitigation. In or-

der to design efficient mitigation strategies, it is necessary to have an ad-

vanced understanding on the magnitudes, trends, as well as spatial, tem-
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poral and sector distributions of CH4 emissions at the relevant space and

time scales. Emissions are primarily estimated and characterised by the so-

called bottom-up approaches; i) aggregating socio-economic statistical in-

formation in the case of anthropogenic emission inventories (Kuenen et al.,

2014), ii) using process-based numerical models calibrated with local-scale

measurements and lab experiments (Ringeval et al., 2010), or iii) upscaling

local models and measurements (Peltola et al., 2019). However, the large

variety of anthropogenic sources associated with high heterogeneity, both

in space and time, of their activity data and emission factors lead to im-

perfect knowledge. All emission data sets have significant but ill-quantified

uncertainties, of which the statistical characterisation is particularly difficult

(Jonas et al., 2011).

An alternative to bottom-up approaches is proposed by atmospheric in-

versions. The aim of such a top-down approach is to reduce uncertainties on

existing emission data sets. They are built to optimally merge atmospheric

measurements, numerical modelling of atmospheric transport and chem-

istry and prior knowledge on emissions. Atmospheric inversions commonly

apply Bayesian inversion methods (Tarantola, 2005) using emission data

sets as prior knowledge and assimilating atmospheric mixing ratio data in

a chemistry-transport model (CTM) to update this a-priori knowledge into an

optimised posterior emission estimate. In principle, the Bayesian framework

makes it possible to obtain the information about the emissions contained in

the misfits between the model simulations and the measurements from the

other sources of errors, assuming that the statistics of the different types of

errors are correctly characterised. Misfits between model simulations and

measurements originate from (i) errors in measurements (instrument preci-

sion and accuracy), (ii) uncertainties in the chosen prior emission inventory,

(iii) projection of emissions to the CTM’s grid, (iv) representativity of simu-

lated mixing ratios in a model grid cell compared to measurements, which

can generally be viewed as representative of a point (for in-situ measure-

ments) or a line (for remote sensing data), compared to the typical spatial

and temporal resolution of CTMs, (v) boundary conditions used in the CTM

for the case of regional CTMs with limited-area domains of simulation, (vi)

uncertainties in the modelling of the transport in the CTM itself (discretisa-

tion and numerical solving of continuous equations, physical parameterisa-

tions and simplifications, uncertainties in the meteorological forcing), as well

as (vii) aggregation errors, which are due to the spatial and temporal resol-
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utions of the inversion, which are different from (usually coarser than) the

spatial and temporal resolutions of the CTM.

To date, atmospheric studies for the inversion of CH4 emissions use con-

figurations which have been specifically adapted to each inversion system

and inverse problem to be solved (e.g. Bergamaschi et al., 2005; Thompson

et al., 2015; Henne et al., 2016; Bergamaschi et al., 2018; Tsuruta et al.,

2019; Wang et al., 2019). In particular, uncertainties in inverse systems are

based on approximations, past experience and expert knowledge, which can

be biased towards including some specific error-generating processes and

ignoring others, e.g. taking into account errors due to the vertical mixing in

the model and not the errors due to the representation of sub-grid-scale pro-

cesses. Recent studies have proposed automatic methods representing un-

certainties in inversion systems in a more comprehensive way (e.g. Ganesan

et al., 2014; Berchet et al., 2015; Lunt et al., 2016; McNorton et al., 2020;

Pison et al., 2018). These studies are based on Monte Carlo approaches,

systematic exploration of possible uncertainties and/or objective analysis of

available data to estimate uncertainties. They primarily optimise the uncer-

tainties in all sources of model-data misfits along with the posterior emis-

sions and its uncertainties. Still, underlying assumptions are strong (such

as structure of errors and their correlation) and methods are computation-

ally very expensive, making their application hard to replicate, especially

for high dimensional problems with emissions at high spatial and temporal

resolutions and with large amounts of observations to assimilate.

The replicability and operationality of the uncertainty assessment is es-

pecially critical in the field of regional atmospheric inversions of methane

emissions, with high pressure to deliver reliable results to policy makers in

the framework of the Paris agreement. As the volume of observations will

further increase (Varon et al., 2019; Hu et al., 2018; Bousquet et al., 2018),

our capability of manually attributing uncertainties will be more and more

compromised. Indeed, in the EU, the increasing availability of continuous

in-situ observations (mainly in the ICOS network, https://www.icos-cp.eu/),

of ground-based remote-sensing data (e.g. total columns in Wunch et al.,

2019) and of high-resolution satellite products, makes it necessary to build

generic and efficient tools to quantify uncertainties.

In the present work, our aim is to obtain uncertainty estimates, which

can be used in the framework of the inversion of CH4 emissions in Europe

by assimilating in-situ measurements from surface stations, with a method-

https://www.icos-cp.eu/
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ology that is computationally inexpensive, easy to reproduce and update to

account for new products (e.g. new prior emission inventories, meteorology

products at high resolutions), extended measurement periods, new meas-

urement sites and large-size data sets (e.g. satellite data). The uncertainty

estimates obtained here should help setting-up inversions by providing in-

sights on i) how to account for sources of errors that are not emission related

and ii) how to specify error statistics (magnitude, temporal and spatial pat-

terns of errors). The uncertainty estimates are computed at the CTM’s grid

resolution and at hourly scales, which are the finest targeted resolution for

the foreseen inversions. The spatial and temporal scales targeted by the

inversion can also be coarser than the CTM’s: in Europe, a primary target

for CH4 could be estimates of emissions at the country scale per main sector

per year or per month.

Following Wang et al. (2017), we base our error analysis and practical im-

plementation on comparisons between simulation outputs and in-situ meas-

urements of CH4 mixing ratios, as generated from an ensemble of model

simulations. The ensemble of simulations is based on three inventories of

European CH4 emissions, two CTMs with three different horizontal resolu-

tions and two sets of lateral boundary conditions (LBCs) and covers the year

2015. The data sets and the models are described in Section 2.2.2. The

methodology to compute error estimates is explained in Section 2.2.3. We

analyse the magnitude of errors and investigate to what extend they are

correlated in time and space. The results are presented and discussed in

Section 2.2.4, with emphasis on the relations between the different errors.

Finally, Section 2.2.5 concludes about possible error characterisations and

ranges and ways to use these results in atmospheric inversions of European

CH4 emissions.

2.2.2 Data and Model Description

2.2.2.1 Measurements

In this study, focused on the year 2015, we use hourly atmospheric meas-

urements of CH4 mixing ratios at sites at which measurements are available

for at least six months in the year. We choose 2015 for the analysis as a

large number of measurements are available for this year. The selected 31

measurement sites in Europe are listed in Table 2.1 and their locations are

shown in Figure 2.1.

In order to identify links between error statistics and locations and sur-
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Figure 2.1: Locations of the 31 selected measurement sites (with at least six months of data available for
2015, see details in Table 2.1). Blue triangles indicate mountain sites, green diamonds coastal sites and
orange circles indicate ’other’ sites that are not included in the first two categories.

rounding topography of the measurement sites, we group the measurement

sites in three categories: mountain sites, coastal sites and other sites (in

most cases, tall towers at rural sites in a relatively flat environment). When

a measurement site provides several sampling heights, we use the highest

level to limit the effects of local emissions. That, combined with poorly re-

solved vertical transport near the surface, may lead to biased inversions

(Broquet et al., 2011).

2.2.2.2 Emissions

Three annual anthropogenic emission data sets are used: TNO-MACC_III

(Kuenen et al., 2014), EDGARv4.3.2 (Janssens-Maenhout et al., 2017) and

ECLIPSE V5a (Stohl et al., 2015) emission inventories. At the start of this

study, the inventories did not include the year 2015 so that we use the emis-

sions from the most recent year available in each inventory (Table 2.2).

For this study, CH4 emissions are grouped into Selected Nomenclature for

Air Pollution (SNAP) level-1 sectors to have a common ground for the three

inventories, as they use different classifications. In our European domain,

agriculture (SNAP 10) is the main emitting sector, followed by the waste

sector (SNAP 9). Other relevant emission sources for CH4 are non-industrial

combustion plants (SNAP 2) and the production, extraction and distribution

of fossil fuels (SNAP 5). The latter two sectors were added into one cat-

egory that is named "fossil fuel related emissions" hereafter (Table 2.3). The

total anthropogenic emissions in EDGARv4.3.2 are up to 20% larger than in
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Table 2.1: List of measurement sites located in the studied domain with at least six months of data available
for 2015 (see locations in Figure 2.1).

Trigram Name of site Contributor Country Coordinates (lat, lon)
Altitude

(m asl + inlet height)

Mountain sites
GIC Gredos WDCGG/IC3 Spain 40.35, -5.18 1456
JFJ Jungfraujoch EMPA Switzerland 46.54, 7.987 3580
PDM Pic du Midi LSCE France 42.9372, 0.1411 2877
PRS Plateau Rosa RSE Italy 45.93, 7.70 3480
PUY Puy de Dôme InGOS/LSCE France 45.7719, 2.9658 1465
SNB Sonnblick WDCGG/UBA Austria 47.05, 12.95 3106
VAC Valderejo WDCGG/IC3 Spain 2.88, -3.21 1122
ZSF Zugspitze / Schneefernerhaus UBA Germany 47.42, 10.98 2656

Coastal sites
BIS Biscarrosse LSCE France 44.38, -1.23 120
ECO Lecce Environmental-Climate Observatory WDCGG Italy 40.3358, 18.1245 36
ERS Ersa LSCE France 42.9692, 9.3801 533
FKL Finokalia ECPLa Greece 35.3378, 25.6694 150
LMT Lamezia Terme WDCGG Italy 38.8763, 16.2322 6
LUT Lutjewad InGOS The Netherlands 53.4036, 6.3528 1
MHD Mace Head NOAA/ESRL Ireland 53.33, -9.9 8
RGL Ridge Hill University of Bristol UK 51.9974, -2.5398 199
TAC Tacolneston University of Bristol UK 52.5177, 1.1388 56
TTA Angus University of Bristol UK 56.555, -2.9864 313
WAO Weybourne NILUd Norway 52.95, 1.121 31

Other sites
BEO Beromünster UBERN Switzerland 47.19, 8.18 1009
CGR Capo Granitola WDCGG Italy 37.6667, 12.65 5
GIF Gif-sur-Yvette LSCE France 48.71, 2.1475 160
IPR Ispra InGOS/JRC Italy 45.8147, 8.636 210
LAE Lägern Hochwacht UBERN Switzerland 47.82, 8.4 872
OHP Observatoire de Haute Provence OSUb France 43.931, 5.712 650
OPE Observatoire pérenne de l’environnement LSCE France 48.5619, 5.5036 390
OVS OVSQc LSCE France 48.7779, 2.0486 150
PAL Pallas-Sammaltunturi NOAA/ESRL Finland 67.97, 24.12 560
PUI Puijo FMId Finland 62.9096, 27.6549 232
SMR Hyytiälä University of Helsinki Finland 61.8474, 24.2947 181
TRN Trainou InGOS/LSCE France 47.9647, 2.1125 131

a ECPL: Environmental Chemical Process Laboratory
b OSU: Observatoire des Sciences de l’Univers Institut Pythéas
c OVSQ: Observatoire de Versailles Saint-Quentin-en-Yvelines
d FMI: Finnish Meteorological Institute
e NILU: Norwegian Institute for Air Research

Table 2.2: Description of the anthropogenic emission inventories used in this study

Inventory TNO-MACC_III EDGARv4.3.2 ECLIPSE V5a

Coverage Europe Global Global
Spatial resolution 0.125°×0.0625° 0.1°×0.1° 0.5°×0.5°

Temporal resolution Yearly Monthly and yearly Yearly
Available years 2000-2011 1970-2012 1990-2050

Year used 2011 2011 2010

TNO-MACC_III and ECLIPSE V5a but the relative contributions of the three

main sectors are very similar across the inventories (Table 2.3). The agri-

culture sector dominates (about 39 to 46% of the total CH4 emissions). The

top panel of Figure 2.2 shows the spatial distribution of the average annual

emissions of the three inventories for the total and the main emission sec-



40 Chapter 2: Characterisation of errors for top-down estimates of methane emissions

tors.

Figure 2.2: Average (top, in kg.m−2.s−1) and standard deviations (SDs, bottom, in % of the average) of
yearly CH4 emissions from the TNO-MACC_III, EDGARv4.3.2 and ECLIPSE V5a anthropogenic inventor-
ies: total and three main emission sectors (see Section 2.2.2.2 for definition).

2.2.2.3 Chemistry-Transport Models

Table 2.3: Total and sectoral emissions [TgCH4year-1] of the TNO-MACC_III, EDGARv4.3.2 and ECLIPSE
V5a anthropogenic inventories in our European domain. The three main sectors used in this study are
described in column ’Details’.

SNAP code Details Emissions (TgCH4year-1)
% of total

anthropogenic emissions
TNO-MACC_III

(2011)
EDGARv4.3.2

(2011)
ECLIPSE V5a

(2010) TNO-MACC_III EDGARv4.3.2 ECLIPSE V5a

2&5
Non-industrial combustion plants &

Distribution of fossil fuels and geothermal energy 6.1 7.3 5.9 24.0 23.9 22.6
9 Waste treatment and disposal 7.7 10.8 7.8 30.3 35.3 29.9
10 Agriculture 10.9 12.1 12.0 42.9 39.5 45.8
all Total anthropogenic 25.4 30.6 26.1 97.2 98.7 98.5

We use two regional CTMs: CHIMERE (Menut et al., 2013; Mailler et al.,

2017) driven by the system PYVAR (Fortems-Cheiney et al., 2019) and LOTOS-

EUROS (Manders et al., 2017) in a European domain covering [31.5° - 74°] in

latitude and [-15° - 35°] in longitude (Figure 2.1). The main characteristics of

the set-up of the two models can be found in Table 2.4. The meteorological

data used to drive both models are obtained from the European Centre for

Medium-Range Weather Forecast (ECMWF) operational forecast product. For

the CHIMERE simulations, the boundary and initial concentrations of CH4 are

taken either from the analysis and forecasting system developed in the Mon-

itoring Atmospheric Composition and Climate (MACC) project (Marécal et al.,
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2015) or are pre-optimized LBCs. The pre-optimized LBCs are 4D fields of

CH4 concentrations resulting from the inversion by Bousquet et al. (2006),

using the global scale Laboratoire de Météorologie Dynamique (LMDz) model

(Hourdin et al., 2006). The most recent year available from this inversion

system is 2010, which we use to provide large-scale patterns and seasonal

cycles at the boundaries of our domain for 2015. The CH4 boundary and

initial conditions of the LOTOS-EUROS model are taken from the CAMS CH4

reanalysis product (Segers and Houweling, 2017). The global concentration

fields and meteorological products were interpolated to our models’ resolu-

tions both spatially and temporally.

Table 2.4: Set-ups and input data for the atmospheric chemistry-transport models CHIMERE and LOTOS-
EUROS for the simulations in 2015. The resolutions indicated for Meteorology and Boundary and initial
conditions are the original ones, from which the data is interpolated on the Horizontal resolutions.

Model CHIMERE LOTOS-EUROS
Meteorology

Horizontal resolution
Frequency of data availability

ECMWF
10×10 km
3 hours

ECMWF
7×7 km
3 hours

Boundary and initial conditions
Vertical levels

Horizontal resolution (lon × lat)
Frequency of data availability

LMDz or MACC
19 & 71

3.75°×2.5° & 0.653°×0.653°
48 hours & 3 hours

CH4: CAMS CH4 flux reanalysis, full chemistry runs: MACC
34

3°×2°
3 hours

Number of levels
Top pressure

29
300 hPa

20
240 hPa

Anthropogenic emissions EDGARv4.3.2 or TNO-MACC_III or ECLIPSE V5a EDGARv4.3.2 or TNO-MACC_III or ECLIPSE V5a
Horizontal resolutions (lon × lat) 0.5°×0.5°or 0.25°×0.25°or 0.5°×0.25° 0.5°×0.25°

Period simulated 2015 2015

2.2.3 Methodology

2.2.3.1 Definition of Error Sources

We study five errors, described below; four of them are in the concentra-

tion space and one is in the emission space:

Error in the emission space:

• ep, called hereafter the prior error, which is the error of the emissions in

the inventories, particularly due to the spatial distribution of the emis-

sions at the sector and country scales. This error source includes the

errors due to the projection of the inventories on the model’s grid and

due to the use of different methodology, socio-economic input data,

emission factors and products used for the spatial distribution of emis-

sions in various inventories. We do not study the temporal distribution

of ep as emissions do not vary throughout the year in the inventories

used here.

Errors in the concentration space:
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• εflx, called hereafter the transported-emission error. This error source

is due to the impact of the errors in the emission inventories on the

simulated mixing ratios in the transport model domain. The error ep

is linked to εflx mainly through the projection of the inventories on the

model’s grid and the atmospheric transport of these emissions by the

model;

• εrepr the representation error, due to the model having a resolution that

is coarser than the scales at which emissions vary and of which in-situ

measurements are representative;

• εt the transport error, due to discretisation with sub-grid scale paramet-

risations and other approximations of the fundamental equations of the

atmospheric transport used in a model as well as the meteorological

forcing (computed off-line for the CTMs used here, by the numerical

weather forecast system of ECMWF) and the choice of physical approx-

imations in a given model.

• εLBC, called hereafter the background error, is due to the choice of lat-

eral boundary conditions (LBCs, four sides and top of the domain) and

initial conditions

This list of errors does not include the aggregation error described in

Wang et al. (2017), which is based on Kaminski et al. (2001) and Bocquet

et al. (2011). This error is linked to the inversion targeting emissions at a

resolution coarser than the CTM’s resolution. To our knowledge, inversion

systems do not use the CTM’s native spatio-temporal resolution as a target

resolution. In many cases, the CTM’s grid cells are grouped into coarser

spatial structures (e.g. national or regional groups) and in most cases, the

temporal profiles of emissions are grouped by time periods (from a few hours

to days or even years), below which a constant profile is kept throughout the

inversion procedure. Inversions with the capability to handle large control

vectors, like variational inversions, often control the emissions at a resolu-

tion close to that of the transport model (e.g. Broquet et al., 2011; Fortems-

Cheiney et al., 2012), at least spatially. In that case, εflx covers most of the

aggregation error. In contrast, for inversions handling low resolution control

vectors (e.g. Pison et al., 2018), like when using analytical inversion systems,

the aggregation error can dominate over many other type of errors (Wang

et al., 2017). Here, considering our future use of a variational inverse mod-

elling system in which all spatial and temporal scales can be targeted (from

the grid-cell and hourly scales to the whole domain and period of interest),
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we do not further investigate the aggregation error. Our aim is to estimate

the dominant contributions to the total observation and prior errors in or-

der to propose a lower bound for uncertainties and consistent structures of

errors.

To evaluate whether an atmospheric inversion is relevant to tackle the

targeted CH4 emissions, we compare the magnitudes and structures of εrepr,

εt and εLBC to εflx. The relation of εflx to the other errors in the concentration

space is valuable as εflx contains the expected signal from emissions in the

simulated mixing ratios. Several cases are possible:

• εflx has distinct spatio-temporal structures and /or dominates all other

types of error: emissions are so ill-quantified, i.e. ep is large and is not

smoothed out when projected by the model to the concentration space

(through mainly the projection of the inventory on the model’s grid and

the simulation of the atmospheric transport), that they introduce large

errors on the simulated mixing ratios. Therefore, any data brings valu-

able knowledge on emissions in an inversion. This can be the case of

particular sectors with little or no reliable information on emissions;

• errors have similar structures and some errors are of the same mag-

nitude as εflx: the inversion may lead to inconclusive ambiguous res-

ults;

• errors have similar structures and some errors are large compared to

εflx: the inversion is likely to bring only limited information and only on

very large scale aggregated CH4 budgets; in that case, it may be pos-

sible to control the sources of these errors alongside the CH4 emissions

to better optimise the latter; for instance, regional inversions classically

include LBCs in their control vector to avoid biases in the LBCs impact-

ing emission estimates. In Section 2.2.4.1, we elaborate on this issue.

2.2.3.2 Estimates of theRepresentation Error εrepr, the Transport Error εt, the Transported-
Emission Error εflx, and the Background Error εLBC from Simulated CH4 Mixing
Ratios

Following Wang et al. (2017), from the available modelling components

(Table 2.4), a total of 11 CHIMERE and 3 LOTOS-EUROS simulations are run

as listed in Table 2.5. In each grid cell c, one estimate of a given εi, for

i ∈ {repr,t,flx,LBC}, consists of a time-series of hourly differences between

two simulations, φ and ψ, of CH4 concentrations which differ by only one
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aspect:

ε
(φ ,ψ)
i,c =

(
[CH4]

φ

c,h− [CH4]
ψ

c,h

)
h∈H

(2.1)

with H an ensemble of hours among all the 8760 hours in 2015.

Table 2.5: Simulations performed with the set-ups of the two chemistry-transport models (CTMs) de-
scribed in Table 2.4. The ID(s) attributed to each simulation indicate(s) when it is used for computing
differences between different resolutions (R1X-R2X, with X=A, B, C), inventories (I1X-I2X), transport mod-
els (T1X-T2X) or boundary conditions (L1-L2). See Section 2.2.3.2 for details.

CTM Boundary conditions Emissions Resolution (lon × lat) ID

CHIMERE MACC EDGARv4.3.2 0.5°×0.5° R1A, I1A, I2C
CHIMERE MACC EDGARv4.3.2 0.25°×0.25° R2A
CHIMERE MACC EDGARv4.3.2 0.5°×0.25° T1A
CHIMERE MACC TNO-MACC_III 0.5°×0.5° R1B, I2A, I1B
CHIMERE MACC TNO-MACC_III 0.25°×0.25° R2B
CHIMERE MACC TNO-MACC_III 0.5°×0.25° T1B
CHIMERE MACC ECLIPSE V5a 0.5°×0.5° R1C, I2B, I1C
CHIMERE MACC ECLIPSE V5a 0.25°×0.25° R2C
CHIMERE MACC ECLIPSE V5a 0.5°×0.25° T1C
CHIMERE MACC EDGARv4.3.2 0.5°×0.5° L1
CHIMERE LMDZ EDGARv4.3.2 0.5°×0.5° L2

LOTOS-EUROS CAMS EDGARv4.3.2 0.5°×0.25° T2A
LOTOS-EUROS CAMS TNO-MACC_III 0.5°×0.25° T2B
LOTOS-EUROS CAMS ECLIPSE V5a 0.5°×0.25° T2C

The 14 simulations available are grouped to compute:

• three estimates of εrepr: (R1A−R2A), (R1B−R2B), (R1C−R2C); each calcu-

lation is based on two horizontal resolutions, 0.5°×0.5° and 0.25°×0.25°,

and one inventory per estimate. The differences are computed in the

grid cells of the finer resolution after projecting the coarser resolution

on the fine resolution grid (one grid cell at 0.5°×0.5° corresponds to

four grid cells at 0.25°×0.25°).

• three estimates of εt: (T 1A− T 2A), (T 1B− T 2B), (T 1C− T 2C); each cal-

culation is based on the two CTMs computed at the same horizontal

resolution (0.5°×0.25°) and one inventory per estimate.

• three estimates of εflx: (I1A−I2A), (I1B−I2B), (I1C−I2C); each calculation

is based on a pair of the three inventories computed with the model

CHIMERE at 0.5°×0.5°.

• one estimate of εLBC: (L1−L2), based on the two available LBC data set

runs with CHIMERE at 0.5°×0.5°.

As the present work is a first step towards regional inversion using real

in-situ observations, all estimates of errors are also calculated in the grid
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cells matching the horizontal and vertical location of existing measurements

in Europe (see Table 2.1). To determine the model layer that best fits the

height of the measurements for each site, the RMSE between measured and

simulated hourly mixing ratios from 2015 was computed for all the model

layers; the layer with the lowest RMSE was then taken to compute error

estimates. Note that choosing another layer than the one with the lowest

RMSE would lead to an increase of the errors in the concentration space.

2.2.3.3 Metrics Characterising Errors

To be able to summarise the estimates of the error time series, we define

aggregated metrics used later in Section 2.2.4. The chosen metrics are the

bias, the standard deviation of errors, the spatial correlation of errors as well

as the temporal correlation of errors on a given sub-sample H of hours in

2015 (see details on the choice of H in Section 2.2.3.4).

For every estimate (φ ,ψ) of a given error i ∈ {repr, t,flx,LBC}, we compute

the bias b
ε
(φ ,ψ)
i,c,H

and the standard deviation σ
ε
(φ ,ψ)
i,c,H

as:
b

ε
(φ ,ψ)
i,c,H

= ε
(φ ,ψ)
i,c = 1

Card(H) ∑h∈H ε
(φ ,ψ)
i,c,h

σ
ε
(φ ,ψ)
i,c,H

=

√
1

Card(H) ∑h∈H(ε
(φ ,ψ)
i,c,h −b

ε
(φ ,ψ)
i,c,H

)2
(2.2)

with Card(H) being the size of the sample H.

The spatial correlations of an estimate (φ ,ψ) of a given error i∈{repr, t,flx,LBC}
are obtained from the bias-corrected correlations for pairs of grid cells (c1,c2):

corr(φ ,ψ)
i,(c1,c2),H

=

1
Card(H) ∑h∈H

(
ε
(φ ,ψ)
i,c1,h

−b
ε
(φ ,ψ)
i,c1,H

)(
ε
(φ ,ψ)
i,c2,h

−b
ε
(φ ,ψ)
i,c2,H

)
σ

ε
(φ ,ψ)
i,c1,H
×σ

ε
(φ ,ψ)
i,c2,H

(2.3)

The correlations are represented as the average of all correlations from all

possible pairs for a given distance interval (Section 2.2.4.1):

corr(φ ,ψ)
i,d,H =

{
corr(φ ,ψ)

i,(c1,c2),H
∀(c1,c2) \ ||c1c2|| ∈ [d,d +50km[

}
(2.4)

The temporal auto-correlation R for a given temporal delay k is computed

as follows:

R(φ ,ψ)
i,c,H (k) =

1
Card(H) ∑h∈H

(
ε
(φ ,ψ)
i,c,h −b

ε
(φ ,ψ)
i,c,H

)(
ε
(φ ,ψ)
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ε
(φ ,ψ)
i,c,H

)
σ

ε
(φ ,ψ)
i,c,H

(2.5)
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In most inversion studies, the temporal correlation of errors is assumed

to follow an exponential decay. In our case, the auto correlations quickly

decrease before converging to zero but do not necessarily closely follow an

exponential decay. Nevertheless, for a simple representation of the tem-

poral correlation, we take the time after which the auto correlation drops

below e−1.

For better readability, the spatial distribution of the metric of a given error

i ∈ {repr, t,flx,LBC} is not displayed for all possible estimates (e.g. for all pairs

of inventories). Instead, we show the average of the metric of interest on all

estimates of the error (one for εLBC, and three for all other errors, as detailed

in Section 2.2.3.2) in Sections 2.2.3.4 and 2.2.4.1.

2.2.3.4 Temporal Sampling of Error Time Series

To investigate whether a diurnal cycle is present in the error metrics, we

compute the estimates of εrepr, εt, εflx, εLBC for 8 sub-samples Wj of simulated

hourly concentrations over 3-hour long time-windows j:

Wj = [(3 j)hours;(3 j+3)hours] (2.6)

To detect whether there is a period in the day which is more favourable

for assimilating observations on regional scale, we compute the ratios of the

averages of εrepr, εt and εLBC with respect to εflx, for each time-window j, in

each grid cell c:

r j
i,c =

ε
j

i,c

ε
j
f lx,c

with i ∈ {repr, t,LBC} (2.7)

We subsequently determine the minimum and maximum of r j
i,c for each

i ∈ {repr, t,LBC} to signal the time-window for which the ratio of errors to εflx

is the smallest. These values are shown for the locations c of the meas-

urement sites in Figure 2.3. In the ’mountain’ sites category, the optimum

ratios are mostly found during the night and early morning (15 over 24 ra-

tios), the rest being during the afternoon. However, most ratios are bigger

than 2, confirming that ’mountain’ sites are less sensitive to local emissions,

and provide information on the larger spatial scales. The smallest ratios are

found during the afternoon, which suggests that some days, the planetary

boundary layer (PBL) can reach the corresponding sites, allowing them to

constrain local or regional emissions. For the other categories of sites, the

smallest ratios are generally found in the morning with 28 occurrences over
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69 between 6h-12h, which indicates that more precise information on local

to regional emissions would be retrieved by inversions using morning data

at these sites. This result differs from the choice generally made in inver-

sions, based on expert knowledge, to select only afternoon observations for

non-mountain sites to limit the impact of poorly-modelled shallow PBL dur-

ing the night and early morning. Indeed, the vertical mixing and its impact

on the diurnal cycle of mixing ratios are a significant source of error in CTMs

(Koffi et al., 2016; Dabberdt et al., 2004). However, both CTMs in this study

use ECMWF data so that errors on the vertical mixing likely follow the same

diurnal pattern. It is therefore not possible to go further in the analysis of

the impact of the errors on the vertical mixing at the sub-diurnal scale. In

order to stay compatible with the usual choice of afternoon observations for

non-mountain sites, in the following, we compute εrepr, εt, εflx, εLBC in each

grid cell c from simulated hourly concentrations between 13 h and 17 h UTC

included. For mountain sites, we take the simulated hourly concentrations

between 00 h and 04 h UTC included. The sample of hourly concentrations

H to compute error metrics has then 5 hours × 365 days = 1825 elements. Our

computation of the transport error thus focuses on the horizontal aspect,

rather than the vertical one.

Figure 2.3: Three-hour long time-window in the day for the maximum (top part) and minimum (bottom
part) of the ratio of εrepr, εt, εLBC to εflx for the year 2015 at the 31 selected measurement sites (details
in Table 2.1). The colour depicts the time-window in the day and the number gives the ratio at that time
[UTC].

2.2.3.5 Indicators of ep Characteristics

The consistency of the spatial distributions of the three inventories is rep-

resented through the average and standard deviation (in % of the average)

of methane emissions per sector s in each grid cell c (Figure 2.2):
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fs,c =
1
3

(
f ED
s,c + f T M

s,c + f EC
s,c

)
(2.8)

SDs,c =

√
1
3

(
( f ED

s,c − fs,c)2 +( f T M
s,c − fs,c)2 +( f EC

s,c − fs,c)2
)

f s,c
×100 (2.9)

with f XY the annual emissions from EDGARv4.3.2 (XY = ED), TNO-MACC_III

(XY = T M) and ECLIPSE V5a (XY = EC).

To investigate whether the prior error ep for a given sector includes spa-

tial correlations, and, if so, whether these correlations can be represented

with correlation lengths, the correlations of the SDs,c for the three main sec-

tors s are computed (Section 2.2.4.2). The correlations between sectors are

investigated at the European and at the country scales. All correlations are

analysed for significance and are considered significant when the p-value

is ≤ 0.01. At the European scale, the correlations between two sectors

(hereafter named ’cross-sector correlations’) are computed, for each pair

of sectors (s1,s2), from the two sets of three maps of differences in emissions

for this sector, i.e. between the series consisting of the list of differences

between pairs of inventories, in all grid cells c of the European domain:

δ
I
s,c = f A

s,c− f B
s,c for (I,A,B) ∈ {(1,ED,T M),(2,ED,EC),(3,T M,EC)} (2.10)

corrEurope
s1,s2

=
1
3

1
N ∑

N
c=1 ∑

3
I=1 δ I

s1,cδ I
s2,c√(1

3
1
N ∑

N
c=1 ∑

3
I=1 δ I

s1,c
2
)(1

3
1
N ∑

N
c=1 ∑

3
I=1 δ I

s2,c
2
) (2.11)

The cross-sector correlations are then represented as a matrix (Section 2.2.4.2).

To enable the computation of the correlations between two sectors (s1,s2)

and between two countries, the correlations between sectors and between

countries (hereafter named ’cross-sector cross-country correlations’) are ob-

tained from two series which describe the 66 possible pairs of countries

among 12 selected countries (as defined in Table 2.6):

δ
I
(s,C) = f A

s,C− f B
s,C

for (I,A,B) ∈ {(1,ED,T M),(2,ED,EC),(3,T M,EC)}

and C ∈ 12 selected countries

(2.12)



2.2. Characterising errors in atmospheric inversions 49

(L1,L2) lists of countries /(Ca,Cb) ∈ L1×L2 describe the 66 pairs of countries (2.13)

corrcountries
s1,s2

=

1
3

1
66 ∑(Ca,Cb)∈(L1×L2)∑

3
I=1 δ I

(s1,Ca)
δ I
(s2,Cb)√(

1
3

1
66 ∑Ca∈L1 ∑

3
I=1 δ I

s1,Ca
2
)(

1
3

1
66 ∑Cb∈L2 ∑

3
I=1 δ I

s2,Cb
2
) (2.14)

The cross-sector cross-country correlations are then represented as a matrix

(Section 2.2.4.2). Contrary to a classical correlation matrix representation,

in which only pairs of sectors or pairs of countries are taken into account,

the diagonal terms of the matrices in Section 2.2.4.2 are not equal to 1 as

they represent the average correlation between pairs of countries for given

sectors and are therefore always smaller than 1.

An inter-annual analysis of ep is not possible here as the CH4 emissions

in the inventories used for this study do not vary within the year. Finally,

the uncertainties of the above elements, associated to the three spatially

distributed emission inventories, are evaluated by comparison to the total

UNFCCC national estimates and estimates from top-down (TD) studies (Sec-

tion 2.2.4.2).

2.2.4 Results and Discussion

2.2.4.1 Errors in the Concentration Space: Representation Error εrepr, Transported-Emis-
sion Error εflx, Transport Error εt, and Background Error εLBC

Absolute Values of εLBC, εrepr, εt and εflx

Figure 2.4 shows the spatial patterns of εLBC, εrepr, εt and εflx over the do-

main, including the average bias, SD and the ratios of εrepr, εt and εLBC to

εflx. The annual SDs of εLBC, εrepr, εt and εflx at the locations of the meas-

urement sites are shown in Figure 2.5. Despite of having the largest bias

(3-34 ppb, Figure 2.4g) compared to the biases of the other errors, εLBC has

the smallest and most homogeneous annual SD over Europe (15-32 ppb,

Figure 2.4h). This confirms that LBCs are a critical obstacle to any reliable

regional inversion. Nevertheless, their uniform structure with low variabil-

ity makes it possible to differentiate the LBC errors from other errors (both

emission-induced and other types), and thus to optimise them in the inver-

sion.

Patterns due to the emissions show up both in εrepr and εt. The SD of εrepr

ranges between 1 and 80 ppb over land and reaches high values at several



50 Chapter 2: Characterisation of errors for top-down estimates of methane emissions

grid cells that contain emission hot-spots such as capitals in Europe, e.g.

Madrid, Paris and Warsaw. Maxima are found in high-emitting zones, such

as the Silesian Coal Basin in Poland or the Po-Valley in Italy (Figure 2.4b). A

maximum value of 80 ppb occurs in St. Petersburg. Indeed, a hot-spot of

emissions appears in St. Petersburg in the total emission map of the TNO-

MACC inventory, due to fossil fuel related emissions (see Figure 2.2a and

Figure 2.2c): 54% of the total GHG emissions in St. Petersburg come from

energy sources (ISAP, 2019).

The SD of εrepr is in general much smaller over the sea than over the land,

with values under 10 ppb, due to limited sea emissions. Nevertheless, higher

values for the SD of εrepr are found in the North Sea where numerous oil

and gas offshore platforms are located. The SD of εt ranges between 10 and

140 ppb over land. High values are found over the largest emission hot-spots

and areas (Figure 2.4e) rather than in areas where the transport modelling

is in principle more challenging, such as coasts or mountainous zones (high

values for the Alps appear only in Italy and Switzerland). The patterns in

εrepr and εt biases and SDs are linked to large gradients of concentrations

induced by steep gradients of emissions, which have an impact even at a

resolution as large as 0.5°×0.5°. Patterns due to meteorological situations

and synoptic events may occasionally generate large errors but these events

are averaged out at the yearly scale studied here.

Emission hot-spots and high-emitting zones are key regions of interest

for policy makers. The capacity of retrieving information on the emissions

through inversions in these areas would then be particularly useful. How-

ever, the very steep spatial emission gradients encountered at scales smal-

ler than the smallest scale used in our work (0.25◦) may lead to even higher

εrepr and εt than derived here. Hence, observations near hot-spots should be

used with caution within an inversion over Europe at horizontal resolutions

coarser than 0.25°×0.25°.

The SD of εflx ranges between 2 and 140 ppb and is the highest over grid

cells where the emissions in the three inventories differ the most, e.g. over

the Po-Valley, the Silesian Coal Basin, Istanbul (Figure 2.4k). Wunch et al.

(2019) have shown that there is an uncertainty in the spatial distribution of

the emissions, based on the comparison of EDGAR v4.2 FT2010 and TNO-

MACC_III over parts of Europe, the differences being larger near large cities.

Nevertheless, εflx is not necessarily the highest near large cities in our case

because of the horizontal resolutions used in the simulations remain larger
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Figure 2.4: Average bias (first column) and standard deviation (SD, middle column) for 2015 of (from top
to bottom) εrepr, εt, εLBC and εflx in ppb and ratios of εrepr, εt and εLBC SDs to εflx SD. Results are shown at
0.5°×0.5°.

than the typical scale of European mega-cities. Further investigations on the

patterns in the prior error ep are made in Section 2.2.4.2.

Ratios of εLBC, εrepr and εt Relative to εflx

The ratios of the SDs of εLBC, εrepr and εt relative to the SD of εflx, called

hereafter rεLBC
SD ,rεrepr

SD ,rεt
SD (Figure 2.4i, Figure 2.4c, Figure 2.4f), are used as in-

dicators of whether εflx dominates the other types of error. rεrepr
SD is the smal-
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Figure 2.5: Standard deviations (SDs) of εrepr, εt, εflx and εLBC for 2015 at the 31 selected measurement
sites (details in Table 2.1). The colour and number give the same information.

lest relative error at about 1 over the entire domain (Figure 2.4c); rεLBC
SD and

rεt
SD are often 2-6 (Figure 2.4i, Figure 2.4f) and therefore dominate εflx. Even

though information about the statistics of these errors makes it possible to

characterise these errors correctly, the resulting observation error matrix

may be too complex due to technical limitations, e.g. it is too big for the

system to deal with it in an affordable computing time. In this case, it is

possible to include other variables, alongside the targeted emissions, in the

control vector. In our case, the ratios of εLBC, εrepr and εt relative to εflx indic-

ate that εrepr could be treated in the observation error statistics whereas the

sources of εLBC and εt may better be controlled alongside the emissions in

the inversion. Including LBCs in the control vector is usually done in regional

inversions, but optimising the transport alongside emissions remains chal-

lenging in most state-of-the-art inversion systems, although first attempts

exist (e.g. Zheng et al., 2018).

Temporal Patterns in εLBC, εrepr, εt and εflx

Annual biases appear in εLBC, εrepr, εt and εflx (Figure 2.4g, Figure 2.4a, Fig-

ure 2.4d and Figure 2.4j). As we have very few samples of errors (only three

inventories), the average estimate is likely not representative of an actual

bias, but rather indicates strong temporal correlations of errors. εflx and εrepr

auto-correlations have characteristic time scales generally less than 15 days

(Figure 2.6 and Figure 2.7), which correspond to the synoptic scale. εt scales

range mainly between 5 and 50 days and εLBC scales are larger than one

month over more than half the domain. In general, over continents, εflx, εrepr
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and εt have similar temporal scales. The similarity of structures requires that

the magnitude of εflx is larger than the magnitudes of εrepr and εt to ensure

efficient filtering by the inversion system.
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Figure 2.6: Characteristic time scales (in days) of the decrease of temporal auto-correlation for εrepr, εt,
εflx and εLBC over the domain for 2015.

Spatial Correlations in εLBC, εrepr, εt and εflx

The average spatial correlation structures of the different errors are presen-

ted in Figure 2.8. The longest characteristic scale is found for εLBC (2450 km)

and the shortest for εflx (100 km) and εrepr (≈50-100 km). The length of εt is

intermediate (≈150-550 km). Lengths shorter than the size of one grid cell

(≈50 km) indicate that spatial correlations may be neglected, as is the case

for εrepr for EDGAR and TNO-MACC. This suggests that a network of stations

with a density higher than one station per 500 km would allow an inversion

system to filter LBC and transport errors as their characteristic lengths are

larger than 500 km with EDGAR and TNO-MACC. However, our results show

that distinguishing between representation and transported-emission errors
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is challenging without a very dense network.

Figure 2.7: Characteristic time scales (in days) of the decrease of temporal auto-correlation for εrepr, εt,
εflx and εLBC with the three inventories at the 31 selected measurement sites (details in Table 2.1) for 2015.

Figure 2.8: Spatial correlations over the whole domain for the three estimates of εrepr, εt and εflx (indicated
by the name of the emission inventory used, see Section 2.2.3.2 for details) and for the estimate of εLBC.

Most studies, such as Bergamaschi et al. (2018), Tsuruta et al. (2017),

Locatelli et al. (2013) or Fortems-Cheiney et al. (2012), assume the concen-

tration errors to be spatially uncorrelated, which is not what we would recom-

mend following our results. In our case, not taking into account correlations

due to error patterns common to various measurement locations would ar-

tificially increase the weight of observations in the cost function used in the

inversion and erroneously attribute all correlated patterns to the emissions.

This implies that non-diagonal correlation matrices should be used for the

inversion, for which smart implementations are required.
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2.2.4.2 Prior Emission Uncertainties ep

Absolute Values of ep

Some studies assume ep to be homogeneous over the whole domain or per

land-use categories, e.g. Bergamaschi et al. (2015) with 500% in monthly

emissions (in their free inversion setting), Tsuruta et al. (2017) with 80%

over land and Thompson et al. (2017) with 50% for total emissions. With

the three inventories used here, ep depends on the location and emission

sector, as shown by the large SDs (up to 170%) for waste in almost all coun-

tries, for fossil fuel related sectors in some countries only (e.g. the United

Kingdom, the Netherlands) compared to low values for agriculture in almost

all countries (Figure 2.2f, Figure 2.2g, Figure 2.2h). The emissions in the 3

inventories differ most in the waste and the fossil fuel related sectors, with

SDs of 58 to 122% and 35 to 124% (Table 2.6) at the national scale in the

12 selected countries. This can be explained by the different distributions of

area and point sources used for these two sectors in the three inventories.

The SDs are lowest in the agriculture sector with values <57%.

Table 2.6: Standard deviation relative to the average [%] between the three anthropogenic emission in-
ventories for selected countries.

Country Agriculture [%] Waste [%] Fossil fuel related sector [%]

AUT: Austria 29 99 54
BEL: Belgium 19 62 113
DEU: Germany 22 93 50
DNK: Denmark 29 62 48
ESP: Spain 28 104 48
FIN: Finland 48 122 124
FRA: France 37 83 35
GBR: United Kingdom 29 78 104
IRL: Ireland 16 99 118
ITA: Italy 57 80 41
NLD: The Netherlands 22 72 70
PRT: Portugal 34 58 46

The main hot-spots and high-emitting zones could be assumed to be of-

ten better known and therefore better located and specified in the invent-

ories. This is the case for high-emitting zones such as the Netherlands or

Brittany in France (Figure 2.2a), where the emissions are mainly due to the

agricultural sector (Figure 2.2b): the spatial patterns of the three inventor-

ies are consistent (SDs <50%, Figure 2.2e, Figure 2.2f). Nevertheless, some
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high-emitting zones or hot-spots are not represented consistently in all three

inventories: e.g. the off-shore fossil fuel sector in the North Sea (Figure 2.2c

and Figure 2.2g).

Large differences between emission inventories are also found in low

emitting areas, as denoted by the large SDs around the coasts (Figure 2.2a).

With differences between emissions over land and sea being large, the ef-

fect of different horizontal resolutions becomes large at the coasts. With a

CTM horizontal resolution lower than that of the inventory, land based emis-

sions are attributed to grid cells encompassing actually land and sea areas.

This problem is smaller with higher CTM horizontal resolutions. In general,

the approach used for the spatial projection of emissions onto the CTM’s

grid impacts the patterns in the interpolated field (conservation of the mass

over particular land-use categories for example) so that the interpolation

method itself leads to errors. These discrepancies are a source of errors that

impact specifically the assimilation of data from coastal measurement sites

and need to be addressed in each system.

Spatial Correlations in ep

The spatial correlations of the prior emission errors (Figure 2.9) indicate

that an exponential decay function with a correlation length of ≈100-150 km

could be used to model the errors for agriculture. For the waste sector and

the fossil fuel related sectors, considering that the size of the model grid cells

is approximately 50 km×50 km, we assume that spatial correlations can be

neglected. Tsuruta et al. (2019) and Bousquet et al. (2011) (inversion INV1)

assumed that the errors in emissions ep are spatially uncorrelated, which is

in agreement with our analysis for the fossil fuel related sectors. In the study

of Bergamaschi et al. (2015) (inversion S1), uncertainties of 100% per grid

cell and month and spatial correlation scale lengths of 200 km are applied to

individual emission sectors. Compared to this setting, our analysis results in

a lower average uncertainty and comparable spatial correlation lengths for

agriculture and waste. Theoretically, higher uncertainties and lower spatial

correlation lengths give more freedom for the inversion to optimise emis-

sions.

Cross-Sector and Cross-Sector Cross-Country Correlations in ep

Cross-sector correlations in ep over the whole domain are presented in Fig-

ure 2.10a. These correlations are computed with a good level of signific-

ance and are very weak (r < 0.1), reflecting the overall independence of the
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Figure 2.9: Spatial correlation lengths of the prior errors for the agriculture, waste and fossil fuel related
(FF) sectors (see Section 2.2.2.2 for definition) per grid cell at the 0.5°×0.5° horizontal resolution.

sectoral emissions in the bottom-up inventories. We also compute cross-

country cross-sector correlations (Figure 2.10b) for a subset of 12 countries

(see country list in Table 2.6). The agriculture sector is correlated with no

other sectors, which is consistent with the cross-sector correlations over

the whole domain. However, the fossil fuel and waste sector exhibit non-

negligible cross-country and cross-sector correlations (r = 0.34). These small

correlations are likely indirect effects of spatial correlations embedded when

building the bottom-up inventories, for example when using proxies such as

population density for various sectors.

Figure 2.10: Correlations (colour matrices): cross-sector correlations over the European domain (left)
and cross-sector cross-country correlations for 12 selected countries (right, see Table 2.6 for list). White =
correlation not significant, green = negative correlation, violet = positive correlation. Thematching standard
deviations (in % of the average) are given in the top bar charts.
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National-Scale Uncertainties: Comparison to Estimates from Other

Studies

The national average emissions of the three inventories and the uncertain-

ties estimated in this study are compared to the emissions and uncertainties

in the UNFCCC national inventory reports (NIR) for the selected 12 countries

(Figure 2.11). Compared to the NIRs, average emissions of the three in-

ventories are for most countries underestimated in the agriculture sector

but overestimated in the waste and fossil fuel related sectors. However, the

average country totals of the emissions of the three inventories are still in

the range of the NIR uncertainties, which is expected as the inventories are

constructed by using similar information as in the NIRs.

Furthermore, the uncertainties in the NIRs are highest in the waste sector

for most countries, in agreement with our estimated uncertainties. This sug-

gests that the current knowledge of the activity data and emission factors

of the waste emission sector remains less complete than that of the agri-

culture and fossil fuel related sectors. To deal with the large temporal and

spatial variability of the emissions in the waste sector, specific climate and

operational practices should be taken into account (National Academies of

Sciences, Engineering, and Medicine, 2018).

To evaluate the results of this study, a comparison to top-down estimates

from other studies at the national scale is also attempted (Table 2.7). Unfor-

tunately, only a few studies estimate TD emissions at national scale for the

countries that we have data available for. Thus, the comparison is only pos-

sible for France (Pison et al., 2018), Finland (Tsuruta et al., 2019), the United

Kingdom and Ireland together and Germany (Bergamaschi et al., 2010). For

these countries, estimates are statistically consistent at ± 1-sigma except

for France. The years covered by these studies differ. However, we are in-

terested mainly in the uncertainties and we assume that they do not vary

much over the years available.

The uncertainties reported in TD studies are either larger (FRA and GB+IRL)

or much larger (DEU, FIN) than the uncertainties estimated in this work for

these four countries. This might be due to the inversions being too conser-

vative and using large estimates of prior errors, which leads to large uncer-

tainty estimates for the posterior emissions and/or this may be due to our

error estimates being underestimated because of the similarities in the three

inventories available for this study.
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Figure 2.11: Anthropogenic CH4 emissions (TgCH4/year) of different source sectors of the TNO-MACC_III
(2011), EDGARv4.3.2 (2011) and ECLIPSE V5a (2010) inventories and their average compared to the
anthropogenic emissions of the UNFCCC (2017) for 12 selected countries (see Table 2.6 for list). The
error bars indicate the uncertainties on the UNFCCC emissions and the uncertainties estimated here on
the average inventory emissions. The uncertainty on total emissions of the United Kingdom could not be
assessed as not all the necessary information is available in the NIR.

2.2.5 Conclusions and Recommendations

In this study, we aim at estimating errors that need to be taken into ac-

count in atmospheric inversions of CH4 emissions at the European scale. We

have used a simple (i.e. technically ready and not expensive in computing

time) and easy to update method that consists of performing a set of simu-

lations using two limited-area CTMs at three different horizontal resolutions

with inputs based on three emission inventories and two sets of boundary

and initial conditions. We have performed the analysis for the year 2015.

Four types of errors have been estimated by computing differences of simu-

lated hourly mixing ratios:

• the background error εLBC, due to the lateral boundary and initial condi-

tions used by the area-limited CTMs;

• the representation error εrepr, due to the difference of representativ-

ity between a model’s grid-cell and atmospheric mixing ratio measure-
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Table 2.7: Total anthropogenic emissions [TgCH4year-1] and associated uncertainties as 1-σ SD
[TgCH4year-1 and %] from this study compared to top-down (TD) emission estimates and uncertainties
from other studies and to the UNFCCC emissions and uncertainties.

Germany Finland France United Kingdom and Ireland

Our study 2.54 ± 0.26 (10%) 0.30 ± 0.14 (47%) 2.54 ± 0.14 (6%) 2.42 ± 0.61 (25%)
UNFCCC 2.15 ± 0.24 (11%) 0.18 ± 0.03 (17%) 2.23 ± 0.90 (40%) 2.57
TD studies 3.67 ± 1.25 (34%) a 0.31 ± 0.34 (110%) b 3.9 ± 0.31 (8%) c 3.29 ± 1.09 (33%) a

a Bergamaschi et al. (2010) (inversion S1, anthropogenic, average over the study years)
b Tsuruta et al. (2019) (anthropogenic)
c Pison et al. (2018) (sectoral run)

ments;

• the transport error εt, due to discretisation, parametrisations of the fun-

damental equations of the atmospheric transport used in a model and

to the meteorological inputs used by the CTMs;

• the transported-emission error εflx, due to the misrepresentation of emis-

sions on the spatial and temporal grid of the model.

To be consistent with the usual choice of data based on expert-knowledge,

the errors have been computed from afternoon values (13 h to 17 h UTC in-

cluded) for non-mountain sites and from night-time values (00 h to 04 h

UTC included) for mountain sites, either in all the first-level grid-cells of the

European domain or at the locations (horizontal and vertical grid cell) of 31

selected measurement sites. We have shown that this choice is not always

optimal depending on stations and that it should be reassessed by inverse

modellers.

The obtained error estimates allow us to gain insights into how these er-

rors could be treated in a data assimilation system for inverting CH4 emis-

sions over Europe, as summarised in Table 2.8:

• εLBC appears to be simple to take into account because of its uniform

structure with low variability, which makes it possible to differentiate it

from the other errors. εLBC can be considered as a parameter to invert,

in the observation error statistics, or could even be corrected before-

hand. The relative magnitude of εLBC compared to εflx indicates that, in

the inversion framework, the sources of εLBC may better be controlled

alongside the emissions. This is consistent with what is usually done

in regional inversions, which include lateral boundary and initial condi-

tions in their control vector. At the scale studied here, long temporal

(>1 month) and spatial (>2400 km) correlation lengths could be used

to represent εLBC.
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Table 2.8: Summary of the errors estimated in this study: main recommendations to treat each error in
an inversion system for targeting CH4 emissions in Europe at the yearly scale and orders of magnitude of
correlation lengths which can be used to simply represent some of them.

Error Magnitude
relative to
εflx

Recommended
treatment

Temporal correl-
ation lengths

Spatial correlation lengths

εflx 1 controlled (emis-
sions are themain
target of the inver-
sion)

<15 days (due
to meteorology,
other sources of
error in time not
accounted for)

≈100 km

εrepr ≈1 in the observation
statistics

<15 days none

εt 2-6 controlled along-
side the emis-
sions

5-50 days 150 -550 km

εLBC 2-6 controlled or in
the prior statistic
or pre-treated

>1 month >2400 km

ep not studied in the prior statist-
ics

not accounted for
for agriculture: 100-150 km
for other sectors: negligible

other correlations: cross-sector agriculture & waste; fossil-fuel related & waste
cross-sector cross country fossil-fuel related & waste

• εrepr and εt may be underestimated in our set of simulations close to

hot-spots and high-emitting zones. This is due to the horizontal resol-

utions used for the simulations being coarser than the scale at which

CH4 emission patterns actually vary. Steep gradients of concentrations

induced by steep gradients of emissions encountered in certain types

of activity sectors (e.g. waste) can, therefore, not be represented well

in our models’ configurations. Even though hot-spots and high-emitting

zones are key-regions for policy makers, in which a reduction of uncer-

tainties on emissions brought by the inversions would be very useful,

our study shows that observations near these areas should be used with

caution with horizontal resolutions coarser than 0.25°×0.25°. The relat-

ive magnitudes of εrepr and εt compared to εflx indicate that εrepr can be

treated in the inversion within the observation error statistics whereas

the sources of εt may better be controlled alongside the emissions in

the inversion. Nevertheless, optimising transport characteristics at the

same time as emissions remains challenging in most state-of-the-art

inversion systems. Moreover, spatial (from 150 to 550 km depending

on the prior inventory) and temporal (from 5 to 50 days) correlation

lengths would have to be used for εt, which may be an issue because of

the technical challenge of inverting non-diagonal large matrices.
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• εflx may be represented by short spatial correlation lengths (≈100 km

i.e. twice our coarsest resolution). Since emissions do not vary through

the year in the inventories used here, temporal aggregation errors could

not be studied and temporal patterns in εflx are only due to meteorology.

In this case, the use of short temporal correlation lengths (<15 days) is

recommended.

The spatial correlation lengths estimated here show that the error patterns

cover a number of measurement sites, whereas the errors in in-situ fixed

measurements are generally assumed to be uncorrelated in inversion sys-

tems.

Moreover, we have estimated the error in the emission inventories, ep,

particularly at the country and sector (agriculture, waste and fossil fuel re-

lated emissions) scales. Due to the assumptions and proxies used for the

spatial distribution of area and point sources in the inventories, they dif-

fer the most for the waste and fossil fuel related sectors and agree better

for agriculture at the European scale. This is particularly due to some high-

emitting zones or hot-spots not being represented consistently, i.e. their loc-

ations and/or emissions vary between the three inventories. Discrepancies

also arise from the projection of emissions onto the model’s grid along the

coasts, which may impact specifically the assimilation of data from coastal

measurement sites. All cases where emission gradients between two neigh-

bouring types of land-use are steep will lead to such an issue. Spatial correla-

tion lengths that are recommended to represent ep for agricultural emissions

are ≈100-150 km. Cross-sector and cross-sector cross-country correlations

show the impact of spatial correlations that are used in the inventories. Our

simple analysis based on the 3 available inventories indicates that errors are

heterogeneous and depend on the sector and country, which is in contrast

with most inversion studies where the assumed uncertainties are homogen-

eous, with only land being different from sea. Finally, there is a need for an

in-depth analysis and/or update of the spatial distribution of current emis-

sion inventories and for a more complete error estimation study dedicated

to the inventories.

Following the method chosen here, further work should target the follow-

ing:

• εrepr and εt should be analysed on finer horizontal resolutions, mainly

with the objective of assimilating satellite imaging

• εt should be more finely analysed with different meteorological inputs,
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particularly to investigate the vertical mixing, which is known as a large

source of error (Dabberdt et al., 2004).

• εflx and ep could be improved by adding simulations based on other

emission inventories; either including new inventories that may be-

come available, or the same inventories with added features such as

seasonal or hourly time profiles. Although natural emissions are small

compared to anthropogenic contributions in Europe, they are not neg-

ligible everywhere, particularly in northern regions with natural wet-

lands. Their errors could be studied with the same methodology as the

anthropogenic emissions.
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Chapter 3

Use of high-frequency atmospheric
isotopic composition measurements for
deriving information about
model-measurement mismatches

3.1 Preamble

3.1.1 Context and aim of the study

In Chapter 2, we estimated errors connected to transport models and

emission inventories. This chapter deals with the limitation regarding the

scarcity of quasi-continuous atmospheric measurements of methane iso-

topologues across Europe (Section 1.6, page 24) and focuses on potential

factors that can cause differences between measurements and simulations

of atmospheric CH4 mixing ratios and its stable isotopic ratios. The two po-

tential main reasons, besides transport model errors, can be incorrect emis-

sion inventories and isotopic source signatures used for modelling atmo-

spheric δ 13C and δ 2H isotopic ratios. This is investigated for δ 2H and δ 13C

at the location of the coastal monitoring site Lutjewad in the Netherlands.

Discrepancies between measured and simulated δ 13C are also examined at

the continental site Heidelberg in Germany and the isotopic signature of the

dominant source is determined.

65
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3.1.2 Quasi-continuous isotopic measurements at a coastal monitoring
site

Quasi-continuous measurements of CH4 mixing ratios and stable isotopic

ratios, δ 13C and δ 2H, were carried out from 3 November 2016 to 31 March

2017 at the Dutch monitoring site Lutjewad (Figure 3.2), located in the north-

ern part of the Netherlands on the Wadden Sea coast. The measurements

were carried out using an isotope measurement system based on a continu-

ous flow isotope ratio mass spectrometry system (CF-IRMS, Röckmann et al.,

2016; Menoud et al., 2020b). The measurements were analysed within the

MEMO2 project by Menoud et al. (2020b). In Menoud et al. (2020b), meas-

urements of CH4 mixing ratios and δ 13C and δ 2H were investigated by Malika

Menoud at the Institute for Marine and Atmospheric research Utrecht (IMAU).

To support and further analyse the findings of Malika Menoud, simulations of

CH4 mixing ratios, as well as δ 2H and δ 13C isotope ratios were carried out us-

ing the atmospheric transport models FLEXPART-COSMO (Stohl et al., 2005;

Baldauf et al., 2011) and CHIMERE. The simulations with FLEXPART-COSMO

were performed by Randulph Morales at the Swiss Federal Laboratories for

Materials Science and Technology (Empa), while the simulations with CHI-

MERE were carried out by me.

Menoud et al. (2020b) performed an in-depth analysis of the δ 13C and δ 2H

measurements in order to identify the main sources of CH4 in the region. A

Keeling plot approach was used to obtain isotopic source signatures of pollu-

tion events during the measurement period. To do so, they applied a moving

time window with a width of 12 hours and moving steps of 1 hour and selec-

ted suitable datasets by taking at least 5 data points and CH4 mixing ratios

enhancement of at least 200 ppb above background. The obtained average

isotopic source signature based on the measurements of δ 13C and δ 2H for

the five-month period is -59.5 ± 0.1‰ and -287 ± 1‰ for δ 13C and δ 2H,

respectively. These are typical values for microbial CH4 origin (agriculture

and waste). It corresponds well to the type of land-use in the area around

Lutjewad and in the Netherlands in general. The region is characterised by

intensive agriculture and it has a high amount of livestock.

Furthermore, Menoud et al. (2020b) compared the measured isotopic

composition to isotopic composition simulated by the two above mentioned

CTMs using two anthropogenic emission inventories EDGARv4.3.2 and TNO-

MACC_III. The source signatures were derived for the simulations as well,
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which were in good agreement with the measurements on the dominant

CH4 source type. Both δ 13C and δ 2H source signatures obtained from the

measurements were overestimated by the models. Using one of the mod-

els, CHIMERE, the isotopic source signatures were for δ 13C -57.2 ± 0.2‰

and -55.2 ± 0.2 with EDGAR and TNO-MACC, respectively (Figure 3.1). The

δ 2H source signature derived from simulations with EDGAR and TNO-MACC

were -266 ± 2‰ and -254 ± 2‰, respectively. This suggests that either the

δ 13C and δ 2H isotopic source signatures used for modelling are too high or

that the emission in the two inventories are too low. This is investigated in

Section 3.2.
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Figure 3.1: δ 13C and δ 2H source isotopic signatures derived from measurement and simulations of CH4
mixing ratios and its isotopic composition for the coastal monitoring site Lutjewad (Menoud et al., 2020b).
Simulations are performed with CHIMERE using the EDGARv4.3.2 and TNO-MACC_III anthropogenic
emission inventories.

3.1.3 Quasi-continuous isotopic measurements at a continental monitor-
ing site

Quasi-continuous time-series of CH4 mixing ratios and its stable isotopic

contents of δ 13C were measured from 12 November 2016 to 31 March 2017

in Heidelberg (Figure 3.2), located on the river Neckar in the state of Baden-

Württemberg in South-West Germany. The land use around Heidelberg is

mainly characterised by urban fabrics and farming (Jokar Arsanjani et al.,

2013). The measurements were carried out using an analyser based on cav-

ity ring down spectroscopy (CRDS) at the Institute of Environmental Physics

of the Heidelberg University. The analyser continuously measures ambient
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air in the laboratory, regularly using calibration gas and quality control gas

injections (Hoheisel et al., 2019).

Hoheisel et al. (2019) carried out surveys around Heidelberg and in North

Rhine-Westphalia to characterise the δ 13C isotopic signature of several CH4

sources. Samples were taken and mobile measurements were performed

to study CH4 sources from a natural gas distribution network, from a biogas

plant, from dairy farms, a landfill, a waste water treatment plant, natural gas

facilities and coal mines. The Miller-Tans approach combined with the York fit

was used to obtain δ 13C isotopic signatures and corresponding uncertainties

of the surveyed sources. The resulting mean δ 13C signatures are listed in

Table 3.1.

Table 3.1: δ 13C source isotopic signatures determined in the study of Hoheisel et al. (2019), which are
used as input for computing time-series of atmospheric δ 13C isotope ratios in the study presented in
Section 3.3.

Source type Mean δ 13C [‰]

Dairy farms -63.9 ± 0.9
Biogas plant -62.4 ± 1.2

Landfill -58.7 ± 3.3
Waste-water treatment plant -52.5 ± 1.4

Active deep coal mine -56.0 ± 2.3
Natural gas -43.3 ± 0.8

3.1.4 Overview of the study

We use the CTM CHIMERE in a domain covering mainly Northern France,

the BENELUX and Western Germany (Figure 3.2). The size of the domain is

reduced to avoid high computational costs as the simulations are carried out

with a relatively high horizontal resolution of 0.1°×0.1°. The isotopic ratios

of δ 13C and δ 2H are computed by combining simulated CH4 mixing ratios of

the main CH4 sources and corresponding isotopic source signatures. This

was done by applying the Equations 1.10 to 1.13 in Section 1.4 (page 19).

We analyse the measurements and simulations of CH4 mixing ratios, δ 2H

and δ 13C using wind roses. Wind roses provide a good insight on the general

model performance and quality of the modelled wind fields and can be an

asset for evaluating the magnitude and placement of sources in inventories.

To conclude on the main cause(s) for discrepancies between measurements

and simulations, we carry out different sensitivity analyses.

Our study in Section 3.2 complements the study of Menoud et al. (2020b)
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Figure 3.2: Model domain covering parts of Northwestern Europe, showing the locations of the meas-
urement sites Lutjewad (LUT) and Heidelberg (HEI) and the geographical zones used in the studies in
Sections 3.2 and 3.3. The colours of the lines depicting the geographical zones correspond to the meas-
urement sites: blue=Heidelberg, red=Lutjewad.

and further investigates the simulation performance of CHIMERE combined

with evaluating emission inventories, while analysing the influence of the

modelled wind field and CH4 boundary mixing ratios on the simulated values.

In Section 3.3, we further evaluate the emission inventories using δ 13C

measurements of the same five-month period at the continental site Heidel-

berg. The isotopic source signatures determined by Hoheisel et al. (2019)

are taken as input for modelling δ 13C isotopic ratios. Besides the wind rose

analysis, we determine the dominant source by applying the Miller-Tans ap-

proach.

As a complement to the wind rose analyses in Sections 3.2 and 3.3, Fig-

ures A1 and A2 in the Appendix section A.1 illustrate the time series of the

measured and modelled CH4 mixing ratios and δ 13C isotope ratios for the

German monitoring site Heidelberg, as well as CH4 mixing ratios and δ 13C

and δ 2H isotope ratios for the Dutch monitoring site Lutjewad. The figures

also include the relative source contributions to the total simulated CH4 mix-

ing ratios above the simulated CH4 boundary mixing ratios.
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3.2 What can we learn about methane emissions from the
comparison ofmeasured and simulatedmethane isotopic
ratios at a coastal monitoring site?

Article in preparation:

Barbara Szénási1, Antoine Berchet1, Isabelle Pison1, Grégoire Broquet1, Ma-

lika Menoud2, Carina vander Veen2, Bert Scheeren3, Huilin Chen3, Thomas

Röckmann2, and Philippe Bousquet1

1 Laboratoire des Sciences du Climat et de l’Environnement, LSCE-IPSL (CEA-CNRS-UVSQ),

Université Paris-Saclay, Gif-sur-Yvette, France
2 Institute for Marine and Atmospheric Research Utrecht (IMAU), Utrecht University, the

Netherlands
3 Centre of Isotope Research, University of Groningen, the Netherlands

Abstract. The stable isotope (13C and 2H) contents of atmospheric meth-

ane (CH4) are valuable tools to discriminate different types of CH4 emis-

sions. Isotope ratios of δ 13C and δ 2H, in addition to CH4 mixing ratios, can

improve the estimation of CH4 emissions and their source attribution in at-

mospheric inversion studies. However, high-frequency, long-term measure-

ments of isotope ratios remain scarce. In this study, we compare five-month

long quasi-continuous measurements of CH4 mixing ratios and its isotopic

compositions δ 13C and δ 2H made at the Dutch coastal monitoring site Lutje-

wad to simulation outputs. Model-measurements mismatches are analysed

through an ensemble of sensitivity tests. The simulations of CH4 mixing

ratios are performed using two anthropogenic inventories for a domain cov-

ering parts of Northwestern Europe. The δ 2H and δ 13C are computed using

source contributions to the total simulated CH4 mixing ratios, combined with

their corresponding source isotopic signatures. Our results suggest that the

isotopic source signatures used in the model are generally appropriate for

the sources and that discrepancies between measurements and simulations

are due to mismatches in emissions. Furthermore, the emissions of agri-

cultural origin are underestimated in the inventories, whereas the fossil fuel

emissions are overestimated. The comparison at a single site has limita-

tions; mainly that our conclusions may not be representative for the entire

domain studied here and most certainly not for all of Europe. Therefore,

more long-term measurements of isotope ratios are needed to draw solid

conclusions and bring more constraints on the CH4 budget through atmo-
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spheric inversions.

3.2.1 Introduction

Atmospheric methane (CH4) is a potent greenhouse gas that is emitted

through various anthropogenic activities, representing about 60% of global

emissions, and through natural sources accounting for about 40% of global

total emissions (Saunois et al., 2020). In Europe, ∼ 80% of emissions are an-

thropogenic and ∼ 20% are emitted through natural sources (Saunois et al.,

2016a,b). Major European anthropogenic sources include landfills, waste

water treatment plants, agricultural activities, enteric fermentation of cattle

and other ruminants, non-industrial combustion (e.g. heating), as well as

fossil fuel extraction, distribution and production (EEA, 2019). The dominant

natural source in Europe is natural wetlands.

CH4 emissions originate from complex processes, have many different

sources and their emission factors highly vary in space and time, which

poses challenges for emission quantification. This, paired with a relatively

low density of sites measuring atmospheric CH4 both on the global and

European scale, leads to uncertainties in the sources and their estimates.

Emissions are primarily estimated and characterised by bottom-up and top-

down approaches. Bottom-up estimates of anthropogenic CH4 emissions

aggregate economic statistical information with the aid of activity data and

average emission factors. Atmospheric inversion approaches are increas-

ingly used to help improve and complement inventories. They optimally

merge atmospheric measurements, atmospheric chemistry-transport mod-

elling and prior knowledge on emissions.

However, there are considerable differences between bottom-up and top-

down estimates of emissions. In the latter, the characterisation of emission

sources often relies only on the knowledge gained from CH4 mixing ratio

measurements. This can make it difficult to attribute emissions to their spe-

cific source, especially if multiple types of sources (e.g. waste and gas) are

close to each other or downwind of a measurement site. The stable isotope

ratios of CH4, quantified as δ 13C and δ 2H, are, in principle, a valuable as-

set in addition to CH4 mixing ratios to improve source discrimination of CH4

emissions in atmospheric inversions (Mikaloff-Fletcher et al., 2004; Bousquet

et al., 2006; Berchet et al., 2020; Gromov et al., 2017). This could improve

source estimates of top-down studies and help decrease the discrepancies

between bottom-up and top-down estimates.
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The isotope signature in the background atmosphere, i.e. air containing

lowest level of emissions, is appr. -47‰ in case of δ 13C and appr. -85‰ in

case of δ 2H (Dlugokencky et al., 2011). The isotopic composition of the emit-

ted CH4 from different sources depends on the isotopic composition of the

substrates and the isotope effects associated with the production process.

Biogenic CH4 is produced from organic matter by anaerobic bacteria and

is generally more depleted in 13C than the background atmosphere. Such

anthropogenic sources, e.g. domestic animals, waste water treatment and

wetlands, have isotope signatures between -74‰ and -46‰ for δ 13C and

between -358‰ and -281‰ for δ 2H (Sherwood et al., 2017). Thermogenic

CH4, e.g. fossil fuel production and natural gas seeps, is generated from the

breakdown of organic matter at high temperatures and high pressure, and

the isotope signatures usually range ranges between -87‰ and -15‰ for

δ 13C, and between -415‰ and -62‰ for δ 2H. Pyrogenic CH4 is formed by

incomplete combustion of biomass (wild fires), of biofuels (domestic wood

burning) and fossil fuels. Pyrogenic CH4 sources are enriched in heavy iso-

topes relative to the background atmosphere and to both biogenic and ther-

mogenic sources. Wetlands have typical signatures between -79‰ and -

48‰ for δ 13C and between -450‰ and -288‰ for δ 2H.

Atmospheric measurements of isotopic signatures of sources have been

used to characterise emissions from various sources (e.g. Zazzeri et al.,

2017; Townsend-Small et al., 2016; Lowry et al., 2001). Such measurements

are often carried out by collecting air samples on ground or on small air-

crafts that are later measured in laboratory. For example, Zazzeri et al.

(2017) sampled CH4 emission plumes in the London area and found that CH4

emissions are underestimated and spatially not well characterised in the in-

ventory they evaluated. However, there is a lack of measured signatures of

emission sources. Due to that, the spatial and temporal variability, as well as

the possible range of signatures of the specific source types in different loc-

ations is yet to be surveyed and remains, therefore, uncertain. This is one of

the limitations in the use of isotopes to improve our understanding of the CH4

cycle. Isotopic signatures of CH4 sources are also used to tune CTM’s for for-

ward simulation of δ 2H and/or δ 13C. Those simulations are usually compared

to measurements for interpreting the data gained from measurements and

demonstrating the regional influence of emission sources (e.g. Thonat et al.,

2019; Warwick et al., 2016; Monteil et al., 2011).

To date, measurements of methane isotope ratios δ 13C and δ 2H, espe-
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cially long-term or quasi-continuous in-situ measurements are even scarcer

both globally and in Europe than isotopic source signature measurements

(e.g. Menoud et al., 2020b; Röckmann et al., 2016; Tyler et al., 1999). This

is another major limitation. However, isotopic ratios assimilated in atmo-

spheric inversions have the potential to constrain the CH4 budget and re-

duce uncertainties of sources when combined with measurements of CH4

mixing ratios (e.g. Quay et al., 1999; Mikaloff-Fletcher et al., 2004; Rigby

et al., 2012).

Menoud et al. (2020b) presented quasi-continuous isotope measurements

of atmospheric CH4, δ 13C and δ 2H, that were performed at the atmospheric

monitoring site Lutjewad (LUT), the Netherlands, at the North Sea coast.

This data set is one of the very few high-frequency isotopic measurements

available in Europe. They showed that the main sources of CH4 emissions in

the surroundings of LUT are associated with agricultural practices. In addi-

tion to their extensive analysis of the isotopic signatures, they compared the

measurements to the simulations made by two transport models, each using

two anthropogenic emission inventories. The isotopic ratios were computed

from simulated source sector contributions of CH4 mixing ratios combined

with isotopic signatures of the particular sources. The source signatures

were taken from several available literature. Even though the simulations

generally underestimated the measurements of CH4 mixing ratios and over-

estimated the δ 13C and δ 2H isotope ratios, they correlated well with the

measurements. The study of Menoud et al. (2020b) indicates that it is im-

portant to use isotope source signatures that are representative for the re-

spective study area; global average numbers are often not sufficient.

Here, following Menoud et al. (2020b) using the same modelling set-up,

we investigate discrepancies between measurements and simulation out-

puts at LUT in more detail by conducting an ensemble of analysis and sens-

itivity tests. In this forward modelling study, we focus on the contribution of

main emission sources (agriculture, waste, fossil fuel and natural wetland)

to the total CH4 mixing ratios and their impact on the computed isotopic

composition at LUT. The importance of the modelled boundary conditions

connected to the computed isotopic signatures is investigated as well.

The measurements at LUT and the modelling framework, including the

method for computing the isotopic compositions δ 13C and δ 2H, are described

in Section 2. Section 3 deals with the analysis tools used in this study. The

results are presented and discussed in Section 4 with a focus on the influ-
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ence of the emissions and the isotopic source signatures on the computed

isotopic time series at LUT.

3.2.2 Measurements and modelling framework

3.2.2.1 Measurements

Measurements of CH4 mixing ratio and its isotopic compositions δ 13C-

CH4 and δ 2H-CH4 were carried out at the atmospheric measurement site

Lutjewad from November 3 2016 to March 31 2017 (Menoud et al., 2020b).

The site is equipped with a 60m-tall tower and is located in the northern

part of the Netherlands on the Wadden Sea coast (Figure 3.3). The land-

use in the studied domain (Figure 3.3) can be characterised by intensive

agriculture, including dairy farms and vegetables. Furthermore, natural gas

is extracted from sandstone layers at about 3 km depth. In the North Sea, a

large number of oil and gas extraction platforms are located west and north-

west from LUT.

The measurements were performed using an isotope measurement sys-

tem based on a continuous flow isotope ratio mass spectrometry system

(CF-IRMS) that was set up at the Lutjewad site. δ 13C and δ 2H were meas-

ured alternatively by one IRMS instrument, after conversion to CO2 and H2,

respectively. The system, the extraction process and the data handling is

described in detail in Menoud et al. (2020b) and in Röckmann et al. (2016).

The resulting time series of δ 13C and δ 2H have a non-regular temporal res-

olution of 51 minutes on average. During an isotope measurement, the CH4

mixing ratios were also determined. Therefore, the measurement process

lead to two time series of CH4 mixing ratio; one time series when δ 13C was

measured and a second one when δ 2H was measured.

The meteorological data collected at LUT were incomplete, therefore,

wind measurements at 10m height are used from the monitoring site Lauwer-

soog. Lauwersoog is located about 10 km from LUT and is operated by The

Royal Netherlands Meteorological Institute (KNMI). Menoud et al. (2020b)

analysed the incomplete wind data measured at LUT and the wind data from

Lauwersoog and found that the two data sets are very similar in wind char-

acteristics.

3.2.2.2 Modelling framework

We use the regional transport model CHIMERE (Menut et al., 2013, Mailler

et al., 2017) driven by the PYVAR system developed for forward compar-
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ison of model outputs and observations and variational inversions (Fortems-

Cheiney et al., 2019). The model domain covers parts of Northwestern

Europe; [43.6° - 55.6°] in latitude and [5° - 12°] in longitude (Figure 3.3).

The main characteristics of the model and its configuration are described in

Table 3.2.

We carried out simulations at a horizontal resolution of 0.1°×0.1°. The

meteorological data used to drive the model are obtained from the European

Centre for Medium-Range Weather Forecast (ECMWF) operational forecast

product. The boundary and initial conditions are taken from the analysis and

forecasting system developed in the Monitoring Atmospheric Composition

and Climate (MACC) project (Marécal et al., 2015). The global concentration

fields and the meteorological products are spatially and temporally interpol-

ated to our model grid.

Most CTMs incorporate only basic planetary boundary layer (PBL) para-

meterisations. Due to that, the mixed layer depth of the PBL is not always

well represented in transport models, which negatively affects the vertical

mixing (Dabberdt et al., 2004). This mainly occurs during night with the

mixed layer depth not being shallow enough in CTMs. The vertical mixing

is usually largest and better represented in the afternoon. This PBL repres-

entation issue is a known and significant source of transport model error.

In order to limit the impact of this error on the simulation outputs, we have

analysed at which time of the day the measurements are best reproduced

by CHIMERE. We have compared the measured and simulated CH4 mixing

ratios sampled at the grid-cell matching the location of LUT during morning,

afternoon and night. Following it, we select measurements in the afternoon

between 12 and 17 UTC that we compare to simulations sampled at the loc-

ation of LUT in this study.

Emissions

The annual mean anthropogenic emissions driving the model are taken from

the TNO-MACC_III (Kuenen et al., 2014) and the EDGARv4.3.2 (Janssens-

Maenhout et al., 2017) emission inventories. When we conducted this study,

the inventories did not include the study years 2016 and 2017 so that we use

the anthropogenic emissions from the most recent available year in each in-

ventory (Table 3.3). We group the emissions into Selected Nomenclature for

Air Pollution (SNAP) level-1 sectors to have a common ground for the invent-

ories, as they use different classifications. The main emitting sectors of CH4

in the study area are agriculture (SNAP 10) and waste (SNAP 9). Other relev-
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Table 3.2: Setup of the atmospheric transport model CHIMERE for the simulations between November
2016 and March 2017. The resolutions indicated for "Meteorology" and "Boundary and initial conditions"
are the original ones, from which the data are interpolated on the horizontal and vertical resolution of the
domain grid.

Meteorology
Horizontal resolution

Frequency of data availability

ECMWF
10×10 km
3 hours

Boundary and initial conditions
Vertical levels

Horizontal resolution
Frequency of data availability

MACC
71

0.653° × 0.653°
3 hours

Number of levels
Top pressure

29
300 hPa

Anthropogenic emissions
Natural emissions

EDGARv4.3.2 and TNO-MACC_III
ORCHIDEE-WET

Horizontal resolution 0.1° × 0.1°
Period simulated 12 November 2016 - 31 March 2017

ant emission sources for CH4 are non-industrial combustion plants (SNAP 2)

and the production, extraction and distribution of fossil fuels (SNAP 5). These

two sectors are added into one category and named "fossil fuel related emis-

sions" hereafter. Emissions from sources other than the above mentioned

are named "other" anthropogenic sources. As wetlands are the main natural

CH4 source in Europe, we include natural wetland emissions in the simula-

tions. We obtain the yearly natural wetland emissions from the ORCHIDEE-

WET model (Ringeval et al., 2011). The annual average anthropogenic and

wetland emissions used in the study for the model domain are shown in Fig-

ure 3.3.

Table 3.3: Description of the anthropogenic emission inventories and the wetland emissions

Inventory/model TNO-MACC_III EDGARv4.3.2 ORCHIDEE-WET

Coverage Europe Global Global
Spatial resolution 0.125°×0.0625° 0.1°×0.1° 1°×1°

Temporal resolution Yearly Monthly and yearly (yearly used) Yearly
Available years 2000-2011 1970-2012 1935-2009
Years used 2011 2011 2009

Due to the paucity of information on high-resolution activity data of CH4,

the temporal variability of CH4 sources is not yet well understood. As a res-

ult, CH4 emissions do not have high temporal, e.g. hourly, profiles. Hence,

the hourly variation of the simulation outputs depends only on the meteor-

ology, as well as the boundary and initial conditions. This is another source
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of transport model error that can contribute to mismatches between simula-

tions and measurements.
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Figure 3.3: Total anthropogenic methane emissions in the emission inventories in our domain for 2011 in
case of TNO-MACC and EDGAR, and the wetland emissions from ORCHIDEE-WET for 2010. The study
site Lutjewad is indicated by the rose-coloured circle and its three-letter code "LUT".

Computation of the isotopic ratios δ13C and δ2H

The δ 13C and δ 2H isotope ratios are computed by combining for each hour

the simulated CH4 mixing ratios per source category and the corresponding

source signatures. The used input source signatures and the average sim-

ulated CH4 mixing ratios per source are listed in Table 3.4. As the study of

Menoud et al. (2020b) indicated that their source signatures, obtained as

the average of several global studies, are not representative enough for the

region around LUT, we adjusted the source signatures of some sources in

our domain, based on source signatures derived from measurements within

the MEMO2 project (Menoud et al., 2020a).

Table 3.4: Summary of the absolute CH4 mixing ratios [ppb ± 1σ ], their relative contribution [% ± 1σ ] to
the total mixing ratios in the grid-cell matching the location of Lutjewad and the corresponding characteristic
source isotopic values used as input for the computation of the isotopic compositions δ 13C and δ 2H.
The δ 13C source isotopic value for the boundary mixing ratios represents the mean value of the LMDz
simulations of δ 13C used as background δ 13C values. Note that the relative contributions of the sources
indicate the source contributions to CH4 mixing ratios above background, and that the relative contribution
of the background indicates the contribution to the total mixing ratios.

Source sector

CH4 [ppb]
EDGARv4.3.2

& ORCHIDEE-WET

CH4 [ppb]
TNO-MACC_III

& ORCHIDEE-WET

Contribution [%]
EDGARv4.3.2

& ORCHIDEE-WET

Contribution [%]
TNO-MACC_III

& ORCHIDEE-WET δ 13C [‰] δ 2H [‰]

Agriculture 71 ± 67 65 ± 60 63 ± 14 60 ± 13 -64.0 -301
Waste 26 ± 29 24 ± 29 18 ± 10 17 ± 8 -58.0 -285

Fossil fuel related emissions 14 ± 17 18 ± 22 11 ± 6 14 ± 7 -40.0 -175
Other anthropogenic sources 3 ± 3 4 ± 5 2 ± 1 3 ± 2 -35.0 -150

Wetland 7 ± 8 7 ± 8 6 ± 3 6 ± 3 -71.0 -330
Boundary mixing ratios 1947 ± 45 95 ± 4 -47.7 (mean) -87 (mean)

Based on the results of Menoud et al. (2020b), we have changed some
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of the source isotopic signatures. We use δ 13C and δ 2H signatures for ag-

ricultural sources being by 4‰ and 18‰, respectively, heavier than the

ones in Menoud et al. (2020b). For the waste sources, we apply 8‰ heavier

δ 2H and 3‰ lighter δ 13C isotopic source signatures. We increased the δ 2H

isotopic signature by 25‰ for the "other" anthropogenic sources, while we

decreased the δ 13C isotopic signature by 2‰ for wetlands.

The isotopic ratios used for the background in combination with the sim-

ulated CH4 boundary mixing ratios are taken from global simulations of δ 13C

and δ 2H from Thanwerdas et al. (2019). These isotopic simulations are

carried out with the Laboratoire de Meteorologie Dynamique (LMDz) global

model (Hourdin et al., 2006) and have 3-hourly temporal resolution outputs.

We use the δ 13C and δ 2H time series obtained from a model grid-cell above

the North Atlantic as background as the air masses in Europe often origin-

ate from that direction. As the spatial variation of δ 13C and δ 2H is low in

the North Atlantic, we consider these δ 13C and δ 2H simulations adequate for

the background conditions of our Western European domain. In the study

of Menoud et al. (2020b), offsets were applied to the simulated background

δ 13C and δ 2H to better match the isotope scales identified in an interna-

tional inter-comparison (Umezawa et al., 2018). We apply the same offsets

of -0.3‰ for δ 13C and +12‰ for δ 2H in this study, that lead to an average

background of -47.7‰ for δ 13C and -87‰ for δ 2H.

3.2.3 Analysis tools

We compare the simulations of CH4 mixing ratios and of δ 13C and δ 2H val-

ues to the measurements and evaluate the model performance computing

the Pearson correlation coefficient r, the mean bias error (MBE) and the root

mean squared error (RMSE). The MBE is computed in ppb and in percentage,

compared to the average measured CH4 mixing ratios, δ 13C and δ 2H at LUT,

respectively. When analysing the CH4 mixing ratios, we use the combination

of the two measured CH4 time series (Section 3.2.2.1). For the analysis of

CH4 mixing ratios and isotopic ratios at the same time, we use the CH4 time

series that were taken during the extraction of the corresponding isotopic

composition.

3.2.3.1 Analysis of the modelled wind fields

Before analysing the simulated mixing ratios and isotopic compositions in

Section 3.2.4, we shortly compare the modelled wind fields to the measured

wind fields in Figure 3.4 to assess whether it contributes to the measurement-
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simulation mismatch. The measured wind fields are generally well repro-

duced by the model with a correlation coefficient of r=0.9 for both the wind

direction and the wind speed. The standard deviation (SD) of the simulated

wind speed and direction is similar to that of the measured ones. The mod-

elled wind direction is misaligned by appr. 3° on average compared to the

observed wind direction. The measured wind speed is underestimated by

0.5 ms-1 on average by the model. In general, there are only 5 cases out

of the total 3330 data points with high speeds (> 15 ms-1) in the modelled

wind field.

To reduce the impact of discrepancies between the measured and mod-

elled wind fields on the simulations, we analyse the measured and simulated

CH4 mixing ratios and isotope ratios using wind roses, i.e. function of the

wind speed and direction. Doing so, we can investigate whether the simula-

tions are generally in agreement with the measurements regarding location

and magnitude of the sources, even if some pollution events at given times

are not well reproduced by the model.

For wind roses, we categorise the wind direction and speed with a bin size

of 2.4 ms-1 and 22.5°, respectively. This is done by combining the measured

wind direction and speed with the measured CH4 mixing ratios, δ 13C and

δ 2H isotope ratios, as well as by combining the simulated wind direction and

speed with the simulated CH4 mixing ratios, δ 13C and δ 2H isotope ratios.

Using such wind roses, geographical zones are defined in the study do-

main to evaluate the model performance on the placement of sources. The

geographical zones correspond to the following wind directions:

• Land, including the BENELUX and Germany: 90° - 225°

• North Sea & UK: 225° - 292.5°

• North Sea: 292.5° - 359°

• North Sea & Nordic countries (Denmark and Norway): 0° - 90°

3.2.4 Results and discussion

3.2.4.1 General investigation of the model performance

The comparison of measured and simulated CH4 mixing ratios is shown

in Figure 3.5 as a function of wind direction and speed. Large measured CH4

mixing ratios originate from the land (South) with a maximum value of about

2875 ppb, while the lowest measured mixing ratios of about 1900 ppb, asso-

ciated with background, come from the North Sea (Northwest). Simulations

made with both inventories agree with the measurements and produce max-
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Figure 3.4: Comparison of the measured and simulated 10m-wind speed in ms-1 (top panel) and direction
in ° (bottom panel). Furthermore, the statistical measures Pearson correlation coefficient (r), mean bias
error (MBE), root mean squared error (RMSE) and standard deviation (SD) are displayed.

imum CH4 mixing ratios of about 2590 ppb and 2550 ppb with EDGARv4.3.2

and TNO-MACC_III, respectively, over land, and minimum CH4 mixing ratios

of about 1900 ppb with both inventories, originating from the North Sea dir-

ection. Table 3.5 summarises the results of the statistical analyses carried

out on measured and simulated data. The simulations underestimate the

measured CH4 mixing ratios by appr. 37 ppb (EDGARv4.3.2) and 39 ppb

(TNO-MACC_III) and correlate well with the measurements (correlation coef-

ficient of 0.83 for EDGAR and 0.82 for TNO-MACC).

The wind roses of the measured and simulated isotopic compositions δ 13C

and δ 2H are shown in Figure 3.6. The correlation coefficients are good; 0.83

and 0.81 for δ 13C, as well as 0.79 and 0.78 for δ 2H for the EDGARv4.3.2 and

TNO-MACC_III inventories, respectively. In general, the simulated isotopic

ratios are not depleted enough compared to the measured ones. The meas-

ured isotopic ratios are overestimated on average by 0.27‰ and 0.33‰ for

δ 13C and by 4.62‰ and 5.2‰ for δ 2H in case of EDGAR and TNO-MACC, re-

spectively. The mean bias values for δ 13C are less than 1% compared to the

average of the measured δ 13C, while it is up to 7% for δ 2H (Table 3.5). Röck-

mann et al. (2016) consistently found that the simulations made using pre-

vious versions of these inventories (EDGARv4.2 FT2010 and TNO-MACC_II)
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(a) Measurements (b) EDGARv4.3.2 (c) TNO-MACC_III

Figure 3.5: Hourly afternoon data of the total CH4 mixing ratios as function of wind speed and wind
direction for the period November 2016 - March 2017. The measurements are shown in sub-figure a) and
the simulations made using the EDGARv4.3.2 and TNO-MACC_III inventories in sub-figures b) and c),
respectively.

underestimated the measured CH4 mixing ratios and produced simulated

δ 13C and δ 2H too enriched compared to the measurements at another Dutch

monitoring site, Cabauw. The versions of inventories used in this study still

underestimate the different CH4 mixing ratios, which could be the reason for

the measurement-simulation mismatches in the isotopic composition. The

largest differences between measurements and simulations of isotopic com-

position occur for the land origin, as for the CH4 mixing ratios of Figure 3.5.

However, the correlation between simulations and measurements is best

for the land origin, while it is poorest for values from the North Sea. It could

indicate issues with CH4 boundary conditions as mostly background air is

transported to LUT from this direction, according to the measurements.

Comparing the simulation performance for δ 13C and δ 2H in Table 3.5

shows that simulated δ 13C are in better agreement with measured δ 13C than

for δ 2H. An explanation can be that we use more realistic input isotopic val-

ues for δ 13C than for δ 2H for the dominating sources, as δ 2H signatures have

been less studied so far.

3.2.4.2 Analysis of model-measurement mismatches by sensitivity analysis and source
contributions of CH4 mixing ratios

The underestimation of the CH4 mixing ratios from the land zone, lead-

ing to too enriched isotopic ratios as shown in Section 3.2.4.1, could come

from the underestimation of emissions in the inventories. Yet, too enriched

isotopic source values can also contribute to or even be the main cause of

the overestimation of the isotopic measurements. A detailed analysis of the
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(a) δ 13C measurements (b) δ 13C EDGARv4.3.2 (c) δ 13C TNO-MACC_III

(e) δ 2H measurements (f) δ 2H EDGARv4.3.2 (g) δ 2H TNO-MACC_III

Figure 3.6: Hourly afternoon data of the measured isotope ratios of δ 13C and δ 2H (sub-figures a) and
d), respectively) and simulated isotope ratios of δ 13C and δ 2H with the EDGARv4.3.2 and TNO-MACC_III
inventories (sub-figures b) and e), c) and f), respectively) as function of wind speed and wind direction for
the period November 2016 - March 2017.

mismatches between simulations and measurements is conducted in this

section based on the contributions of the boundary mixing ratios and each

source sector to the simulated total CH4 mixing ratios (Figure 3.7).

Moreover, to further investigate causes of model-measurement mismatches

in the isotopic ratios of δ 13C and δ 2H, we carry out three sensitivity analyses:

1. The correlation between simulations and measurements of CH4 mixing

ratios is poorest in the North Sea and the North Sea & Nordic coun-

tries geographical zones, which indicates an issue connected with the

CH4 boundary mixing ratios. Therefore, we perform two analyses con-

cerning this issue, in which we compute averages of the lowest 10th

percentile of the measured CH4 mixing ratios over a 10-day and a 7-

day rolling window. We then replace the simulated CH4 boundary mix-

ing ratios by the 10-day and 7-day rolling averages of the lowest 10th

percentile of the measured CH4 mixing ratios. The 7- and 10-day aver-

ages are chosen as this amount of days exceeds the synoptic time scale
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Table 3.5: Statistics for the measured and modelled CH4 mixing ratio and δ 13C and δ 2H isotopic ratios in
the four geographical zones around Lutjewad (Section 3.2.3). The mean bias error (MBE) is presented as
both absolute value in ppb and relative value in % compared to the mean of the measurements at Lutjewad
in each geographical zone.

Geographical zones Correlation coefficient r Mean bias error (MBE) Root-mean-square error (RMSE)
EDGARv4.3.2 TNO-MACC_III EDGARv4.3.2 TNO-MACC_III EDGARv4.3.2 TNO-MACC_III

CH4 mixing ratios [ppb]
All data 0.83 0.82 -37 (1.8%) -39 (1.9%) 97 99

North Sea & Nordic countries -0.20 -0.14 -17 (0.8%) -16 (0.8%) 96 95
Land 0.81 0.8 -47 (2.3%) -47 (2.3%) 79 80

North Sea & UK 0.69 0.73 -27 (1.3%) -31 (1.5%) 66 65
North Sea 0.39 0.43 -48 (2.4%) -48 (2.4%) 93 92

δ 13C [‰]
All data 0.83 0.81 0.3 (0.6%) 0.3 (0.6%) 0.5 0.6

North Sea & Nordic countries 0.14 0.03 0.1 (0.2%) 0.2 (0.4%) 0.4 0.4
Land 0.78 0.76 0.3 (0.6%) 0.4 (0.8%) 0.5 0.6

North Sea & UK 0.87 0.87 0.3 (0.6%) 0.3 (0.6%) 0.5 0.5
North Sea 0.85 0.86 0.3 (0.6%) 0.3 (0.6%) 0.5 0.4

δ 2H [‰]
All data 0.79 0.79 4.3 (4.4%) 4.8 (4.9%) 9.9 10.2

North Sea & Nordic countries -0.89 -0.85 6.0 (6.2%) 6.2 (6.4%) 9.8 9.9
Land 0.86 0.85 6.7 (6.4%) 7.2 (6.9%) 8.7 9.1

North Sea & UK 0.76 0.74 -0.8 (0.9%) -0.4 (0.4%) 5.7 5.8
North Sea 0.81 0.84 5.5 (6.0%) 5.4 (5.9%) 9.1 9.0

(about 5 days) and can be considered representative of background

conditions.

2. To analyse the underestimation of emissions, we increase the CH4 mix-

ing ratios of each source sector by 20% (background by 2%). Doing so

assists in determining whether the emissions are underestimated in the

inventories used in this study.

The modifications for the background are chosen to be smaller than

those of other source sectors. This is necessary as the contribution of

boundary mixing ratios is about 95% of the total CH4 mixing ratios.

3. To analyse the overestimation of δ 13C and δ 2H isotopic ratios, we de-

crease the input isotopic signatures of each source sector by 10% (back-

ground by 1%). This leads to the simulated isotopic ratios becoming

more depleted and the extent of overestimation smaller. As both δ 2H

and δ 13C are overestimated, a reduction of the input source signatures

will always lead to an improvement of the simulations. This can be mis-

leading. However, if the decrease of the input source signatures results

in an improvement of the simulated isotopic composition that cannot

be explained by the underestimation of the CH4 mixing ratios, then the

used isotopic signatures are indeed too enriched.

The sensitivity analyses are performed on the time series of simulated

CH4 mixing ratios, δ 13C and δ 2H isotopic ratios but investigated using wind
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roses and the introduced geographical zones. The outcome and impact of

the sensitivity analyses on the total δ 13C and δ 2H is evaluated by the RMSE

and the MBE compared to the RMSE and MBE computed from the original

simulations. The Pearson correlation coefficient is analysed as well. How-

ever, as the changes in the correlation coefficients are negligible, they are

not further discussed when presenting the sensitivity analyses results. In the

following sections, the issues concerning the simulated boundary conditions

and the source contributions to the total CH4 mixing ratios are discussed

first, followed by the examination of corresponding sensitivity analyses.

Evaluation of the methane boundary mixing ratios

The simulated CH4 mixing ratio from boundary conditions, shown in Fig-

ure 3.7f, is highest in the East (67.5° - 112.5°; part of the Land and Nordic

countries zones). At this direction, the simulations of total CH4 mixing ra-

tio in Figure 3.5 often overestimate the measurements. This could indicate

too high simulated boundary conditions. In the North Sea & Nordic countries

zone, the correlation coefficients of -0.2 and -0.14 are the poorest, indicating

that the simulated CH4 mixing ratios are only weakly correlated to the meas-

ured ones. On the other hand, the MBE for both inventories is the smallest

with about 0.8%. This again could mean that the boundary mixing ratios are

too large in the North Sea & Nordic countries zone as the CH4 mixing ratios

from any source are low.

In the North Sea zone, the measured CH4 mixing ratios are underestim-

ated to a large extent with an MBE=2.4% and very low correlation coeffi-

cients. Since the source contributions are very low and mostly background

air is advected from this direction, the simulated boundary conditions are

probably too low in the North Sea zone. The MBE of δ 2H of appr. 6% are

the largest in both the North Sea and North Sea & Nordic countries zones.

Hence, the poor model performance in these zones is likely to be explained

by the boundary conditions not being representative enough.

Giordano et al. (2015) analysed the influence of the MACC boundary con-

ditions on the simulation quality of the long-lived species O3 and CO, among

others. They found that some biases between ground station observations

and simulation outputs can be traced back to the performance of the MACC

boundary conditions. The same may occur in the CH4 boundary conditions

of MACC.

The performance of the simulated CH4 boundary mixing ratios is examined

by all three sensitivity analyses. In Figures 3.8 and 3.9, the left and middle
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(a) Agriculture EDGARv4.3.2 (b)Agriculture TNO-MACC_III (c) Wetland

(d) Waste EDGARv4.3.2 (e) Waste TNO-MACC_III (f) Boundary conditions

(g) FF EDGARv4.3.2 (h) FF TNO-MACC_III

(i) Other anthropogenic
EDGARv4.3.2

(j) Other anthropogenic TNO-
MACC_III

Figure 3.7: Contributions of source sectors to the simulated total CH4 mixing ratios for the simulations
made using the EDGARv4.3.2 and TNO-MACC_III anthropogenic inventories. The wetland and boundary
condition contributions are not dependent on the anthropogenic inventories. Note that the colour scale
differs per source type.
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panels illustrate the results of the sensitivity analyses 2 and 3. When modi-

fying the contribution to the total CH4 mixing ratios, the worsening of the

RMSE and MBE for most geographical zones for both δ 2H and δ 13C indicate

that the original boundary conditions are large enough or even too large.

This contradicts the above mentioned findings but confirms the need for

more analysis.

The right panels of Figures 3.8 and 3.9 illustrate the results of the bound-

ary condition sensitivity analysis (analysis 1) on the simulated δ 13C and δ 2H,

respectively. Our analysis shows that replacing the simulated boundary CH4

mixing ratios by the 7-day and 10-day rolling averages of the lowest 10th

percentile of the measured CH4 mixing ratios has only a minor influence on

the simulated δ 13C but a larger influence on the simulated δ 2H in all four

geographical zones and both inventories. This difference between the influ-

ence on δ 2H and δ 13C could be due to the general difference in the model

performance on δ 13C and δ 2H.

The largest difference between the original simulations of both δ 13C and

δ 2H and the modified ones is in the Land zone. While the MBE of δ 13C for the

7-day average indicates an improvement, the RMSE becomes worse com-

pared to the original simulations. This, together with the results for δ 2H,

demonstrates that modifying the boundary mixing ratios does not improve

the simulations of δ 13C and δ 2H and is not the key reason for the mismatches

between simulations and measurements. However, analyses that apply

more sophisticated background extraction approaches may bring more in-

sight to better represent background conditions as they constitute most of

the atmospheric ratios.

Analysis of the methane sources

We now evaluate the influence of the source contributions to the simulated

total CH4 mixing ratios and the effects of the sensitivity analyses 2 and 3 on

the simulated isotopic compositions δ 13C and δ 2H. In general, the contribu-

tions from any emission sources are largest in the Land zone and lowest from

the North Sea (Figure 3.7). The highest CH4 mixing ratios on land are mainly

associated with contributions from biogenic sources (waste and agriculture

sources, wetlands to a smaller extent).

Both sensitivity analyses (Figures 3.8 and 3.9) result in a better agree-

ment with the measurements for both inventories. The changes in the simu-

lated isotopic ratios caused by both the increase of CH4 mixing ratio and the

decrease of input isotopic signatures are largest when more land is involved
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(zones Land and North Sea & Nordic countries). This is due to the higher

amount of emissions and thus larger contributions to CH4 mixing ratios. Fur-

thermore, this leads to larger differences between the simulated isotopic

ratios issued from the two inventories as they contain different magnitudes

of emissions.

Agriculture sources. Both inventories agree that the largest contributor of

the total CH4 mixing ratios at LUT is agricultural activities (Figure 3.7a and

Figure 3.7b). Although the EDGAR inventory has 3% larger contribution of

the agriculture sources than TNO-MACC, there is no specific direction from

which the agriculture contribution in EDGAR is much higher than in TNO-

MACC.

The sensitivity analyses in Figure 3.8 show that in the Land zone, the

modification of the input source signature for agriculture results in the largest

improvement for δ 13C. This is likely to be a consequence of the fact that the

agriculture has the largest contribution to the total CH4 mixing ratios at LUT.

The increase of the CH4 mixing ratios also improves the simulated isotopic

composition. These findings suggest that the agriculture sources are under-

estimated in the inventories. The only degradation is found for δ 2H results

for the North Sea & UK zone (Figure 3.9): the RMSE is worse when both

increasing the CH4 mixing ratios and reducing the input source signature.

This occurs in most source sectors as the original simulations of δ 2H un-

derestimate the measurements in this geographical zone (Figure 3.6). The

underestimation can be explained by the isotopic source signatures paired

with the simulated boundary conditions not being suitable for δ 2H. The used

source signatures are likely too low for the background, which can cause

lower total δ 2H isotope ratios and the negative sensitivity analyses results

for the sources.

Fossil fuel related sources. Between 90° and 157.5° (in Figure 3.5, part

of the Land zone), the TNO-MACC CH4 mixing ratios are on average by

14 ppb lower than the measured mixing ratios and about 12 ppb larger than

the EDGAR ones. This can be due to the higher contribution of FF related

sources and "other" anthropogenic sources in the TNO-MACC inventory (Fig-

ures 3.7h and 3.7j). It also contributes to the more enriched simulated δ 13C,

and thus to a larger overestimation of the measurements with TNO-MACC

(MBE=0.45) than with EDGAR (MBE=0.33) in this direction. Although there

is no indication of it in the simulated δ 2H signatures with the MBE being sim-

ilar (7.1 for TNO-MACC and 7.3 for EDGAR), it points towards too large emis-
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Figure 3.8: Results of the sensitivity analyses made for the EDGARv4.3.2 (EDG) and TNO-MACC_III
(TNO) inventories: Mean bias error (MBE) and root-mean-square error (RMSE) for the δ 13C isotope ratios
compared to the measured ones after modifying the CH4 mixing ratios (left panel) and the input signatures
(middle panel) of the sources, and the boundary conditions (right panel) by the 7-day and 10-day rolling
averages of the lowest 10th percentile of the measured CH4 mixing ratios for the period November 2016 -
March 2017. The cell colours indicate the MBE and RMSE changed by the sensitivity analyses compared
to the original MBE and RMSE; with decline in blue, improvement in red, no change in white. The darker
the colour, the largest the decline/improvement. Note that the largest decline (-0.03) is smaller than the
largest improvement (+0.21). These results are analysed by geographical zones: Land, North Sea (NS),
North Sea & Nordic countries (NS_DK_NO) and North Sea & UK (NS_UK).
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sions from the FF related sources and the "other anthropogenic" sources in

both inventories. However, the overestimation of the emissions seems lar-

ger in the TNO-MACC_III inventory than in EDGAR around LUT. Similarly, in

the study of Röckmann et al. (2016), the FF contribution was too large with

a previous version of the EDGAR inventory.

Increasing the FF related mixing ratios leads to worsening of the simu-

lated δ 13C in all geographical zones (Figure 3.8). This means that there is

no need for more FF emissions in the inventories. Perhaps even a reduction

of the FF emissions could be considered, particularly in the TNO-MACC in-

ventory, which is indicated by the largest degradation in Figure 3.8 (darker

blue colour). The decrease of the input isotopic signatures contributes to an

improvement of the simulated δ 13C but δ 2H remains unchanged. Indeed, it

makes the total simulated isotopic ratios more depleted. This improvement

is noticeable as the FF related sources are the third largest contributor to the

total CH4 mixing ratio at LUT and suggests that the used input source values

for δ 13C and δ 2H for this sector are too enriched.

Waste sources. Contributions from waste sources are the second largest

to the total CH4 mixing ratios (Figure 3.7d and Figure 3.7e) which is con-

firmed by the analysis of the measured isotopic ratios by Menoud et al.

(2020b). The extent of the contribution from waste sources is similar for

both inventories, the only difference being the location of the sources. The

TNO-MACC_III inventory has larger CH4 mixing ratios between 135° and 180°

(Land zone) and lower mixing ratios between 180° and 270° (partly Land,

partly North Sea & UK zone) than the EDGAR inventory. The simulated δ 2H

in the North Sea & UK zone underestimates the measured δ 2H which may

suggest that the waste emissions in EDGARv4.3.2 are overestimated in this

area. However, there is no indication for it in the sensitivity analyses in

Figures 3.8 and 3.9. Thus, we reject this hypothesis. Other results of the

sensitivity analyses concerning the waste sector are inconclusive (e.g. de-

cline of the MBE of δ 13C in the North Sea zone but there is no indication for

it in the RMSE and δ 2H results).

Other anthropogenic sources. The lowest contributions to the total CH4

mixing ratios come from the "other" anthropogenic sources (Figure 3.7i and

Figure 3.7j). Between 90° and 157.5° (part of the Land zone), the CH4 mix-

ing ratios of the "other" anthropogenic sources in the inventories contribute

to the generally higher mixing ratios that lead to a smaller underestimation

of the measured mixing ratios and to a more enriched simulated δ 13C due
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to the enriched source signature of this source sector. Just as in the case of

the FF related sources, this indicates that the emissions in the "other" an-

thropogenic source sector are large enough or too large in both inventories

around LUT. The sensitivity analyses in Figures 3.8 and 3.9 indicate that the

emissions in the "other" anthropogenic sources are indeed overestimated.

It is shown by the worsening of the MBE for δ 13C and of the RMSE for δ 2H

when increasing the CH4 mixing ratios of this source.

Wetland sources. The wetland sources have a small contribution to the

total CH4 mixing ratios (Figure 3.7c). In the Land zone, the increase of CH4

mixing ratios and the decrease of the isotopic signatures for any biogenic

sources, including wetlands, results in an improvement (Figures 3.8 and 3.9).

This is because biogenic sources have lower signatures than other source

types and thus, they improve the simulated δ 13C and δ 2H signatures which

are too enriched compared to the measurements. In the other geographical

zones, the changes due to both sensitivity analyses are small and can be

positive or negative.

3.2.5 Conclusions

In this study, we have compared quasi-continuous measurements of CH4

mixing ratios and isotopic ratios of δ 13C and δ 2H to simulation outputs at

the Lutjewad monitoring site, located in the Netherlands, at the North Sea

coast. Using wind rose plots and sensitivity analyses, we have examined

whether the emissions in the study domain are well characterised by the

EDGARv4.3.2 and TNO-MACC_III inventories. Moreover, the simulated CH4

boundary mixing ratios and their impact on the simulated isotopic ratios

have been analysed.

Our analysis shows that the MACC CH4 boundary mixing ratios that were

used as the background CH4 mixing ratios in this study need further investig-

ation. They are perhaps too high on the land and too low over the sea. How-

ever, they are not the key reason for the model-measurement mismatches

of the methane isotopic ratios.

With the sensitivity analyses proposed here, we have shown that an ad-

justment of the CH4 mixing ratios and of the input isotopic source signa-

tures leads to a better agreement between the measured and simulated

δ 2H and δ 13C. We have found that the simulation quality for δ 2H is gen-

erally lower, suggesting that the input isotopic source signatures are not

suitable for the studied region. To have more information on typical iso-
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Figure 3.9: Results of the sensitivity analyses made for the EDGARv4.3.2 (EDG) and TNO-MACC_III
(TNO) inventories: Mean bias error (MBE) and root-mean-square error (RMSE) for the δ 2H isotope ratios
compared to the measured ones after modifying the CH4 mixing ratios (left panel) and the input signatures
(middle panel) of the sources, and the boundary conditions (right panel) by the 7-day and 10-day rolling
averages of the lowest 10th percentile of the measured CH4 mixing ratios for the period November 2016 -
March 2017. The cell colours indicate the MBE and RMSE changed by the sensitivity analyses compared
to the original MBE and RMSE; with decline in blue, improvement in red, no change in white. The darker
the colour, the largest the decline/improvement. Note that the largest improvement (+1.36) is smaller than
the largest decline (-13.01). These results are analysed by geographical zones: Land, North Sea (NS),
North Sea & Nordic countries (NS_DK_NO) and North Sea & UK (NS_UK).
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topic source signatures that can be used for modelling isotopic ratios, more

campaign-like, local measurements are required that target the estimation

of specific source signatures. The importance of this is well demonstrated

by the fact that adjusting the input source isotopic signatures based on the

MEMO2 campaigns measurements has improved the δ 2H and δ 13C simula-

tions, compared to those in (Menoud et al., 2020b).

As the sensitivity analysis for modifying the input source signatures res-

ults either in an improvement or no change compared to the original simu-

lations of δ 2H and δ 13C, most of the discrepancies between the measured

and simulated CH4 mixing ratios, δ 13C and δ 2H are the result of incorrect

emissions and/or their spatial distribution in the inventories. The general

underestimation of the measured CH4 mixing ratios and the overestimation

of δ 13C and δ 2H by CHIMERE is mainly due to the underestimation of the bio-

genic sources, especially agriculture sources, in both the EDGARv4.3.2 and

the TNO-MACC_III inventory.

Even though the measured CH4 mixing ratio is generally underestim-

ated by the simulations, the fossil fuel related emissions and emissions from

"other" anthropogenic sources are likely overestimated in both inventories.

However, the results suggest that the overestimation of these sources is lar-

ger in TNO-MACC, particularly South-East from LUT (Land zone), suggesting

too large sources in Eastern Netherlands and North-West Germany. There-

fore, the EDGAR inventory contains more reasonable emission amounts and

emission distribution for these source sectors. Moreover, we found indica-

tions that the δ 13C isotopic source signature for fossil fuel related emissions

is too high. Hence, δ 13C isotopic source signatures of approximately -44‰,

as in the sensitivity analysis, would likely better match the conditions around

Lutjewad.

One of the main limitations of this study is that the measurements were

carried out only in winter months. Therefore, seasonal effects and even

more the inter-annual variability of sources cannot be assessed. Further

limitations are introduced by the fact that simulations of this study are com-

pared to measurements made at one location only. The geographical fea-

tures, as well as amount and type of sources at larger distances from and at

LUT can be widely different from those of other sites and regions in Europe.

LUT is a coastal site whose mixing ratios are strongly influenced by winds

from West and North-West advecting background air. Moreover, the Neth-

erlands is a relatively well mapped country regarding CH4 sources, which is
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also demonstrated by the similarities of the two inventories. This may not

be the case for other countries or regions. Hence, our results may not be

representative for the full studied domain.

Although source attribution through forward modelling can pinpoint is-

sues with emissions as the main reason for mismatches between measure-

ments and simulations, the combination of CH4 mixing ratios and isotope

ratios in atmospheric inversion approaches appears to be more powerful.

Indeed, such an approach can help reduce the uncertainties associated with

bottom-up estimates of sources. Furthermore, with more measurements,

the inter-annual variability of CH4 sources could be assessed, which is usu-

ally not provided by inventories. Therefore, long-term high-frequency meas-

urements of CH4 isotope ratios at multiple locations could improve the cur-

rent estimates of CH4 emissions and their attribution to specific sources in

top-down approaches. Consequently, it would help broaden our knowledge

on the atmospheric CH4 cycle in Europe.
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3.3 Analysis of quasi-continuous carbon isotopic ratios at a
continental monitoring site

To further investigate the value of quasi-continuous isotopic composition

measurements for source attribution, we conduct an analysis similar to the

previous study in Section 3.2. This study uses quasi-continuous measure-

ments of δ 13C carried out in Heidelberg (HEI), South-West Germany for the

same five-month period as in Lutjewad. Heidelberg is a good target for com-

plementing the study in Section 3.2 as it is located deeper on the continent

and thus the prevailing meteorological conditions differ from those around

Lutjewad.

As the study in Section 3.2 revealed, the main reason for the discrepan-

cies between measurements and simulations is incorrect emissions in the

inventories. Therefore, we focus here on the dominant sources of CH4 and
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the evaluation of emission inventories around HEI.

3.3.1 Material and methods

3.3.1.1 Modelling framework

The same modelling framework, including the study domain and emission

inventories, as in Section 3.2 is used in this study to simulate CH4 mixing

ratios and compute δ 13C isotopic ratios for the location of HEI (see Figure 3.2

on page 69). The δ 13C isotopic source signatures used for the computation

of δ 13C isotope ratios are described below.

3.3.1.2 Measurements

The University Heidelberg, Germany, has made δ 13C isotopic ratio meas-

urements of five months available for members of the MEMO2 project. The

time period is the same as for the measurements carried out at the site

Lutjewad: 12 November 2016 to 31 March 2017. The measuring instrument

used is an analyser based on cavity ring down spectroscopy (Hoheisel et al.,

2019). The instrument is set up to continuously measure CH4 mixing ratios

and δ 13C isotopic composition, using regularly calibration gas and quality

control gas injection. The repeatability of the analyser, determined by the

Allan variance (Werle et al., 1993), is 0.08 ppb for atmospheric CH4 mixing

ratios and 0.2‰ for atmospheric δ 13C isotopic ratios. A more detailed de-

scription about the analyser and the data handling can be found in the study

of Hoheisel et al. (2019).

3.3.1.3 Source isotopic signatures

The δ 13C source isotopic signatures used here for the main CH4 sources

are listed in Table 3.6, including the contribution of each source sector to

the total CH4 mixing ratios in the grid-cell corresponding to the location of

Heidelberg. The δ 13C signatures for waste, agriculture and fossil fuel related

emissions are taken from the study of Hoheisel et al. (2019), while the δ 13C

signatures for the "other" anthropogenic sources and wetland emissions are

the same as in Section 3.2. To better match the isotope scales identified in

an international inter-comparison by Umezawa et al. (2018), we apply offsets

of -0.2‰ for the simulated δ 13C background from LMDz in this study, which

lead to an average background of -47.4‰.
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Table 3.6: Summary of the absolute CH4 mixing ratios [ppb ± 1σ ], their relative contribution [% ± 1σ ]
to the total mixing ratios in the grid-cell matching the location of Heidelberg and the corresponding char-
acteristic source isotopic values used as input for the computation of the isotopic composition δ 13C. The
δ 13C source isotopic value for the boundary mixing ratios represents the mean value of the LMDz simu-
lations of δ 13C used for the background. Note that the relative contributions of the sources indicate the
source contributions to CH4 mixing ratios above background (boundary mixing ratios), and that the relative
contribution of the background indicates its contribution to the total mixing ratios.

Source sector

CH4 [ppb]
EDGARv4.3.2

& ORCHIDEE-WET

CH4 [ppb]
TNO-MACC_III

& ORCHIDEE-WET

Contribution [%]
EDGARv4.3.2

& ORCHIDEE-WET

Contribution [%]
TNO-MACC_III

& ORCHIDEE-WET δ 13C [‰]

Agriculture 31 ± 22 31 ± 23 43 ± 12 53 ± 11 -64.0
Waste 28 ± 29 11 ± 10 31 ± 8 17 ± 6 -55.0

Fossil fuel related emissions 10 ± 13 10 ± 10 12 ± 6 15 ± 5 -47.0
Other anthropogenic sources 7 ± 7 6 ± 7 7 ± 2 7 ± 4 -35.0

Wetland 6 ± 6 6 ± 6 6 ± 3 8 ± 4 -71.0
Boundary mixing ratios 1952 ± 51 96 ± 3 97 ± 2 -47.4 (mean)

3.3.1.4 Analysis tools

Analogue to the study in Section 3.2, we compare simulations of CH4

mixing ratios and of δ 13C isotope ratios to measurements and evaluate the

model performance computing the Pearson correlation coefficient r, the mean

bias error (MBE) and the root mean squared error (RMSE). The comparison

between measurements and simulations helps evaluating the TNO-MACC_III

and EDGARv4.3.2 emission inventories used in this study.

As discussed in Section 3.2, most CTMs use basic planetary boundary

layer parameterisations, which negatively affects the vertical mixing (Dab-

berdt et al., 2004) in transport models, especially during night. Therefore,

we have compared measured and simulated CH4 mixing ratios sampled at

the grid-cell matching the location of HEI during morning, afternoon and

night to examine which time of the day is better reproduced by CHIMERE

(comparison not shown). Subsequently, we select measurements in the af-

ternoon between 12 and 17 UTC that we compare to simulations sampled

from the grid-cell matching the location of HEI in this study.

Similarly to Section 3.2, we shortly compare the modelled wind fields

to the measured wind fields in Figure 3.10 to investigate whether discrep-

ancies between the modelled and measured wind fields contribute to the

measurement-simulation mismatches of CH4 mixing ratios and δ 13C and δ 2H

isotopic ratios. The modelled wind speed correlates with the measured wind

speed with a correlation coefficient of r=0.7 and underestimates the meas-

ured wind speed on average by 0.1 ms-1. The modelled wind direction differs

by 28° on average from the measured wind direction and weakly correlates

by r=0.4 with the measured wind direction. However, the standard devi-
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ation (SD) of the simulated wind speed and direction is similar to that of the

measured ones.
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Figure 3.10: Comparison of measured and simulated wind speed in ms-1 (top panel) and direction in °
(bottom panel). Furthermore, the statistical measures Pearson correlation coefficient (r), mean bias error
(MBE), root mean squared error (RMSE) and standard deviation (SD) are displayed.

For wind roses, the same categorisation of the wind direction and speed

are used as in Section 3.2: a bin size of 2.4 ms-1 and 22.5°, respectively. The

measured wind direction and speed are combined with the measured CH4

mixing ratios, δ 13C and δ 2H isotope ratios, the simulated wind direction and

speed with the simulated CH4 mixing ratios, δ 13C and δ 2H isotope ratios. To

evaluate the model performance associated with the placement of sources,

we define geographical zones in the model domain. The geographical zones

correspond to the following wind directions (Figure 3.2):

• Eastern Germany: 45° - 179°

• Southern Germany & France: 180° - 269°

• BENELUX & North-West Germany: 270° - 44°

The dominant source type for the five-month study period is determined

by the Miller-Tans approach (see Equation 1.6 in Section 1.3 on page 14),

combined with an orthogonal distance regression fit that takes the uncer-

tainties in the X and Y variables into account. As the background values for
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both measurements and simulations of CH4 mixing ratios and δ 13C isotope

ratios need to be specified, we take the lower 10th percentile of the meas-

ured CH4 mixing ratios and the average of the CH4 boundary conditions.

Correspondingly for δ 13C, we use the highest 10th percentile of the meas-

ured δ 13C isotope ratios and the average of the LMDz δ 13C simulations used

as background in this study. Note that a more sophisticated background

extraction approach may produce more reliable δ 13C isotopic source signa-

tures.

3.3.2 Results and discussion

3.3.2.1 General comparison of measurements and simulations

The comparison of measured and simulated CH4 mixing ratios and δ 13C

isotope ratios is shown in Figure 3.11 as a function of wind direction and

wind speed. The measured minimum and maximum CH4 mixing ratios are

1926 ppb, originating from South at high wind speeds, and 2285 ppb, from

South at wind speeds of about 5 ms-1. Simulated minimum and maximum

CH4 mixing ratios are 1908 ppb and 2429 ppb for EDGAR and 1906 ppb and

2316 ppb for TNO-MACC, respectively. Table 3.7 summarises the results of

the statistical analyses carried out on measured and simulated data. The

simulated CH4 mixing ratios underestimate the measured CH4 mixing ra-

tios by approximately 20 ppb (TNO-MACC_III) and 5 ppb (EDGARv4.3.2) and,

in general, correlate well with the measurements (correlation coefficient of

0.67 for TNO-MACC and of 0.72 for EDGAR). The CH4 mixing ratio simula-

tions with EDGAR are higher than with TNO-MACC. This difference between

them is likely due to the higher contribution of waste sources to the total

CH4 mixing ratios in the EDGAR inventory (Table 3.6) as the contributions

of other sources to the total mixing ratios are similar with both inventories.

The highest correlation coefficients of r=0.91 and r=0.92 for EDGAR and

TNO-MACC, respectively, are reached when the wind is from the Southern

Germany & France geographical zone. The poorest correlation coefficients

of r=0.46 for EDGAR and of r=0.42 for TNO-MACC occurs in the BENELUX

& NW Germany zone, in which both simulations overestimate the measured

CH4 mixing ratios. It suggests an overestimation of the CH4 sources in this

zone.

Regarding the δ 13C isotope ratios, the simulated isotopic ratios are gen-

erally not as depleted as the measured ones. The simulated δ 13C with both

inventories overestimates the measured δ 13C by only 0.1‰. However, the
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Table 3.7: Statistics for the measured and simulated CH4 mixing ratio and δ 13C isotopic ratios in the three
geographical zones around Heidelberg (Section 3.3.1).

Geographical zones Correlation coefficient r Mean bias error (MBE) Root-mean-square error (RMSE)
EDGARv4.3.2 TNO-MACC_III EDGARv4.3.2 TNO-MACC_III EDGARv4.3.2 TNO-MACC_III

CH4 mixing ratios [ppb]
All data 0.72 0.67 -5 -20 47 52

Eastern Germany 0.5 0.45 -5 -21 31 36
Southern Germany & France 0.91 0.92 8 -7 23 18

BENELUX & North-West Germany 0.46 0.42 38 21 60 48
δ 13C [‰]

All data 0.28 0.25 0.1 0.1 0.4 0.4
Eastern Germany -0.09 -0.11 0.1 0.1 0.2 0.2

Southern Germany & France 0.01 0.04 0.1 0.1 0.3 0.2
BENELUX & North-West Germany -0.22 -0.25 0.1 0.2 0.4 0.4

correlation coefficients are poor; 0.28 for EDGAR and 0.25 for TNO-MACC.

In the Southern Germany & France geographical zone, there is no correla-

tion between simulated and measured δ 13C, which is in contrast with the

high correlations for the CH4 mixing ratios. The correlations between meas-

ured and simulated CH4 mixing ratio are even negative and the RMSE is the

largest for the BENELUX & NW Germany zone.

These findings indicate issues with CH4 emissions in inventories, as well

as with the assigned δ 13C isotopic signatures for sources used for simula-

tions. In sensitivity analyses similar to the ones in Section 3.2, we examine

these issues. In one of them, we decrease the δ 13C isotopic source sig-

natures used as input for modelling by 10% (background 1%) to analyse

whether the used isotopic source signatures cause the overestimation of

measured δ 13C isotope ratios. In another sensitivity analysis, we increase

the CH4 mixing ratio of each source by 20% (boundary conditions 2%) to in-

vestigate whether the emissions are too low that cause the underestimation

of measured CH4 mixing ratios and/or the overestimation of measured δ 13C

isotope ratios.

However, none of the sensitivity analyses lead to significant changes in

comparison between the simulated total δ 13C isotope ratios and the meas-

ured δ 13C isotope ratios. Thus, the main reason for mismatches between

measured and simulated δ 13C must be another underlying issue.

Uncertainties in modelled wind fields and boundary conditions surely con-

tribute to the mismatches between simulations and measurements but as

the measured CH4 mixing ratios are relatively well reproduced by the model

(r=0.67 and r=0.72 for TNO-MACC and EDGAR, respectively) in contrast

to δ 13C isotope ratios, they cannot be the main driver for the mismatches

between measured and simulated δ 13C.
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(a) CH4 measurements (b) CH4 EDGARv4.3.2 (c) CH4 TNO-MACC_III

(e) δ 13C measurements (f) δ 13C EDGARv4.3.2 (g) δ 13C TNO-MACC_III

Figure 3.11: Hourly afternoon data of themeasured CH4 mixing ratios and δ 13C isotope ratios (sub-figures
a) and d), respectively) and simulated CH4 mixing ratios and δ 13C isotope ratios with the EDGARv4.3.2
and TNO-MACC_III inventories (sub-figures b) and e), as well as c) and f), respectively) as function of
wind speed and wind direction for the period November 2016 - March 2017.

Contrariwise to LUT, Heidelberg is a town where the transport of sources

is different, more complex than at a site like LUT, which is more difficult to re-

produce by a model with a horizontal resolution of 0.1°×0.1°. This horizontal

resolution is high for regional studies but not appropriate for the city-scale.

The precision of the CRDS instrument used for measuring δ 13C at HEI may

play a role in the mismatches between measured and simulated δ 13C.

Although the impact of the emissions has been investigated by the sens-

itivity analysis when increasing CH4 mixing ratios, the low model perform-

ance for δ 13C isotope ratios can still be partly due to emissions. If the source

sector distribution and/or placement of emissions in the inventories is not

representative enough for the area around Heidelberg, that can lead to in-

correct modelled total δ 13C isotope ratios as the modelled δ 13C is computed

using one isotopic source signature per source combined with CH4 mixing ra-

tios of that source. Therefore, we compare the measured and simulated CH4

mixing ratios and δ 13C isotopic ratios by examining the source contributions
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to the total simulated CH4 mixing ratios in the following sections.

3.3.2.2 Determination of the dominant source type

The Miller-Tans plots used for determining the dominant source type around

Heidelberg are shown in Figure 3.12. The average δ 13C isotopic source sig-

nature derived from the measurements is -53.5 ± 0.5‰, implying that the

dominant source around Heidelberg is of microbial origin, possibly waste.

However, this δ 13C source isotopic signature could also be due to a mixing

of microbial and thermogenic sources.

The δ 13C isotopic source signatures defined from the simulations with

EDGAR and TNO-MACC are -55.0 ± 0.3 and -54.2 ± 0.4, respectively. They

could also imply a microbial origin. The δ 13C source isotopic signatures used

as input for the source sectors and the source contributions to the simulated

total CH4 mixing ratios (Table 3.6), however, implies a mixing of agriculture

and FF related sources: agricultural sources have a larger contribution to the

simulated total CH4 mixing ratios with both inventories than waste sources.
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Figure 3.12: Miller-Tans plots based on measured and simulated CH4 mixing ratios and δ 13C isotopic
ratios for the period November 2016 - March 2017.

The measured source signature is underestimated by both simulations.

However, the derived δ 13C source signature with TNO-MACC_III is higher

and thus closer to the measured isotopic source signature than that with

EDGARv4.3.2. The difference between the regression lines of the measure-

ments and simulations is likely due to issues with the simulations used for

the background in this study: the LMDz simulations of δ 13C and/or the sim-

ulated CH4 boundary mixing ratios. We test this hypothesis with simplified

methods for the TNO-MACC inventory, in which we replace:
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(i) the simulated CH4 boundary mixing ratios by the lowest 10th percentile

of the measured CH4 mixing ratios in a 10-day running window (similar

to Section 3.2.4.2, page 84);

(ii) the LMDz simulations of δ 13C by the highest 10th percentile of the meas-

ured δ 13C isotope ratios in a 10-day running window.

The modification of the LMDz δ 13C simulations (Figure 3.13a) results in a

1‰-lower average δ 13C source isotopic ratio of -55.2 ± 0.4‰, while modify-

ing the CH4 boundary mixing ratios (Figure 3.13b) leads to a higher average

δ 13C source isotopic ratio of -54.0 ± 0.4‰. The latter is even in the range of

the uncertainty of the average δ 13C source isotopic ratio derived from the

measurements. The improvement caused by replacing the CH4 boundary

mixing ratios indicates that there are indeed issues with the simulated CH4

boundary mixing ratios as shown in Section 3.2.4.2. The further decrease of

the average δ 13C source isotopic ratio derived from simulations when repla-

cing the LMDz simulations of δ 13C implies that the highest 10th percentile of

the measured δ 13C is not optimal for combination with the original simulated

CH4 boundary mixing ratios or the isotopic signatures of sources (Table 3.1)

used for simulating the total atmospheric δ 13C isotope ratios. Both the LMDz

simulations of δ 13C and the simulated CH4 boundary mixing ratios need fur-

ther, in-depth analyses to learn more about the underlying issues.
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Figure 3.13: Miller-Tans plots based on modified simulated δ 13C isotope ratios (a) and CH4 mixing ratios
(b) used for simulating the background for the period November 2016 - March 2017. The Miller-Tans plots
are made by using simulations with the TNO-MACC_III inventory.
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(a) Agriculture EDGARv4.3.2 (b)Agriculture TNO-MACC_III (c) Wetland

(d) Waste EDGARv4.3.2 (e) Waste TNO-MACC_III (f) Boundary conditions

(g) FF EDGARv4.3.2 (h) FF TNO-MACC_III

(i) Other anthropogenic
EDGARv4.3.2

(j) Other anthropogenic TNO-
MACC_III

Figure 3.14: Contributions of source sectors to the simulated total CH4 mixing ratios for the simulations
made using the EDGARv4.3.2 and TNO-MACC_III anthropogenic inventories. The wetland and boundary
condition contributions are not dependent on the anthropogenic inventories. Note that the colour scale
differs per source type.
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3.3.2.3 Investigating model-measurement mismatches by source contributions to CH4

mixing ratios

In this section, the source contributions to the simulated total CH4 mixing

ratios are analysed based on the mismatches between measured and sim-

ulated CH4 mixing ratio and δ 13C isotope ratio. The source contributions to

the simulated total CH4 mixing ratios are displayed in Figure 3.14.

Agriculture. The overestimation of measured CH4 mixing ratios in the BE-

NELUX & NW Germany zone can be due to large agriculture contributions

to the simulated total CH4 mixing ratios (Figures 3.14a and 3.14b). As the

measured δ 13C is usually underestimated by the simulated δ 13C in this zone,

it confirms the possible overestimation of agriculture sources in the invent-

ories. Based on the Figures 3.14a and 3.14b, the inventories generally agree

on the magnitude of contributions to the total agriculture mixing ratios and

on the location of agriculture sources in the model domain.

Fossil fuel related sources. Fossil fuel related sources (Figures 3.14g and

3.14h) also contribute to the overestimation of the measured CH4 mixing ra-

tios in the BENELUX & NW Germany zone, especially between 0° and 22.5°.

The contributions of these sources to the total mixing ratios is larger with

EDGAR, while the location of them in both inventories is similar. The over-

estimation of the FF related sources in North is in agreement with the find-

ings of the study in Section 3.2 that indicates too large FF related sources

South-East from Lutjewad. The measured δ 13C isotope ratio in North is low,

indicating sources of microbial origin rather than thermogenic.

Waste. Waste sources are the second largest contributor to the simulated

total CH4 mixing ratios with EDGAR (Figure 3.14d). It likely places too large

sources South from HEI between 180° and 225° in the Southern Germany

& France zone as EDGAR simulations of CH4 mixing ratios overestimate the

measurements in this direction when wind speed is under 5 ms-1. It is sup-

ported by the fact that simulations of CH4 mixing ratios using TNO-MACC

emissions (Figure 3.14e) lead to smaller waste contribution to the total sim-

ulated mixing ratios and thus to an underestimation of the measurements

in the same area. In addition, the measured δ 13C isotope ratio is underes-

timated in this same area by the simulated δ 13C with EDGAR, which further
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supports the hypothesis that EDGAR overestimates waste sources there.

Other anthropogenic sources. Other anthropogenic sources are one of

the smallest sources in the domain (Figures 3.14i and 3.14j). However, as

their contribution to the simulated total CH4 mixing ratios is largest in the

Southern Germany & France zone at wind speeds under 2.5 ms-1, indicating

sources in or close by Heidelberg, they are also responsible for the overes-

timation of measured CH4 mixing ratios, especially with the EDGAR invent-

ory.

Wetlands. Wetland sources have a small contribution to the total simulated

CH4 mixing ratios (Figure 3.14c). Their contribution is largest in the Southern

Germany & France zone. The impacts of this contribution is similar to the

ones of the other anthropogenic sources.

Boundary conditions. The boundary conditions are largest when wind is

coming from North-West (Figure 3.14f). However, the simulated CH4 mix-

ing ratios performed with both inventories underestimate the measurements

between 45° and 90° in the "Eastern Germany" zone, indicating that sources

are missing in this direction that may be close to the domain borders based

on the average wind speed of about 7 ms-1 for the five-month period in this

wind rose area. Indeed, the contributions of any sources to CH4 mixing ra-

tios is small in this direction. In this geographical zone "Eastern Germany",

the measured δ 13C is overestimated by the simulated δ 13C with both in-

ventories, which confirms that sources are missing and that missing sources

are likely of microbial origin based on relatively low measured δ 13C isotope

ratios.

3.3.3 Conclusions

In this study, we have compared quasi-continuous measurements of CH4

mixing ratios and δ 13C isotopic ratios to simulation outputs at Heidelberg,

located in South-West Germany. We have used wind roses to investigate

possible origins of discrepancies between measurements and simulations.

Our results suggest that emissions are misplaced and emission magnitudes

are inaccurate in the TNO-MACC_III and EDGARv4.3.2 emission inventories.

However, this conclusion is drawn only from the comparison of the measured

and simulated CH4 mixing ratios and δ 13C isotope ratios, combined with the

examination of the source contribution to the simulated total CH4 mixing
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ratios. Differences in the simulated CH4 mixing ratios per source of two in-

ventories is usually the result of differences in the magnitude and/or spatial

distribution of CH4 emissions of the inventories and isotopic composition can

be useful for evaluating this.

As in the study in Section 3.2, we have carried out sensitivity analyses

to investigate whether the δ 13C isotopic source signatures used as input for

simulations or emissions are the main cause for simulation-measurement

mismatches around Heidelberg. However, the sensitivity analyses did not

lead to significant changes compared to the original simulations and could

not be used to draw conclusions. Yet, based on the findings of this study,

it can be assumed that the δ 13C isotopic source signatures used as input

for simulations are possibly not well suited for the region around HEI and

CHIMERE is less able to reproduce CH4 mixing ratios in a dense area as well

as at other locations such as Lutjewad. However, the LMDz δ 13C values

used for background conditions seem to have a significant impact on the

simulated total δ 13C isotope ratios, as shown in Figures 3.13a and 3.12b,

and they need to be further analysed using a more sophisticated method.

Our findings indicate that agriculture sources in the BENELUX & NW Ger-

many geographical zone are overestimated by both inventories. In the same

zone North from HEI, FF related sources are overestimated. It also strengthens

the findings in the study described in Section 3.2 that FF related sources are

overestimated South-East from Lutjewad, which points towards North-West

Germany. Furthermore, South from Heidelberg between 180° and 225° in

the Southern Germany & France zone, the EDGAR inventory possibly overes-

timates waste sources. In addition to emission overestimation in the invent-

ories, they likely miss sources in the geographical zone "Eastern Germany"

at some distance from Heidelberg, indicated by missing sources occurring at

larger wind speeds.

The average measured δ 13C isotopic source signature was defined by

the Miller-Tans approach and resulted in -53.5 ± 0.5‰, indicating micro-

bial sources or a mixing of microbial and thermogenic sources as dominant

around Heidelberg. Simulations with both inventories agree with the source

type(s) but underestimate the source signature. However, the δ 13C isotopic

source signature derived from the simulations with TNO-MACC is closer to

the measured δ 13C source signature.

Using information from quasi-continuous δ 13C in addition to CH4 mixing

ratios provided a benefit to evaluate emission inventories. However, as
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some results of this study are inconclusive, more quasi-continuous or long-

term measurements of δ 13C would bring more constraints on the findings.

This is well demonstrated by the fact that an overestimation of FF related

emissions is confirmed from this study and the study in Section 3.2.

3.4 Conclusions and impact
As a conclusion from the analysis of the simulations and measurements

carried out for the Dutch coastal site Lutjewad, we have found that the main

reason for the discrepancies between measured and simulated δ 2H and δ 13C

is incorrect emissions of the TNO-MACC_III and EDGARv4.3.2 inventories.

Both inventories used for this study underestimate agricultural sources and

overestimate fossil fuel emissions. The isotopic source signatures used as

input for the simulations seems to be well-suited for δ 13C, except for fossil

fuel emissions, for which the analysis suggests lower signatures than -40‰.

However, for δ 2H, the simulation performance was in general lower than

for δ 2H, implying that the isotopic source signatures used for δ 2H are less

suitable. Therefore, campaign-like measurements of δ 2H (and δ 13C) at mul-

tiple locations and during different seasons are needed to derive character-

istic isotopic signatures of the various CH4 sources. This is one of the main

objectives of the MEMO2 project and various regions in Europe have been

surveyed, which will be of great value for future studies on atmospheric

methane in Europe.

The results of the study analysing measured and simulated CH4 mixing

ratios and δ 13C isotope ratios at the continental site Heidelberg lead to con-

clusions that emissions of the main anthropogenic CH4 sources (agriculture,

waste and FF related emissions) are incorrectly estimated and spatially dis-

tributed in the inventories. Both inventories overestimate agricultural and

FF related sources North from Heidelberg, a region that is known for intens-

ive agriculture. Analysing the measured δ 13C isotope ratios at Heidelberg in

addition to the analysis of δ 13C at Lutjewad helped confirm that FF related

sources are overestimated in North-West Germany.

Our results from both case studies show that source partitioning through

forward modelling can be useful for discovering the main cause for discrep-

ancies between measurements and simulations and for evaluating emission

inventories. Hence, more long-term, high-frequency measurements of both

δ 13C and δ 2H at multiple locations could help better identify and quantify

CH4 sources.



Chapter 4

Investigating the potential of isotopic
measurements for methane source
detection in a modelling framework

4.1 Introduction

The results in Chapter 3 reveal that inaccurate magnitudes and place-

ment of methane emissions in the inventories is the main reason for the dif-

ferences between measured and modelled δ 13C and δ 2H and that measure-

ments of isotopologues in addition to mixing ratios can be an asset for gain-

ing more information about CH4 emissions. δ 13C and δ 2H measurements

are usually available as flask-sampled data with a low frequency of several

days to weeks, while high-frequency (∼ hourly) data of isotopic composition

have been demonstrated to be able to reduce uncertainties on emissions es-

timated through atmospheric inversions (Rigby et al., 2012). However, the

global scarcity of high-frequency, long-term measurements of δ 13C and δ 2H

limits their application in emission estimation methods, such as atmospheric

inversions.

Therefore in this chapter, we investigate through experiments with syn-

thetic data the importance of high-frequency δ 13C and δ 2H data to be as-

similated in atmospheric inversions, alongside with CH4 mixing ratios, to

improve CH4 emission estimates. While awaiting availability of more high-

frequency atmospheric isotopic measurements of several months or years

in Europe, the evaluation is made at monitoring sites of the ICOS network.

ICOS is chosen as the sites in this network already provide measurements of

atmospheric CH4 mixing ratios and it could represent a possible CH4 isoto-

107



108 Chapter 4: Investigating the potential of isotopic measurements for source detection

pologue monitoring network.

Furthermore, we address the limitation on CH4 source detection due to

limited precisions of instruments measuring atmospheric isotopic compos-

ition (Schaefer, 2019), as referred to in Section 1.6 (page 24). Following

Thonat et al. (2019), we analyse a set of current instrument precisions for

δ 2H and δ 13C analyses and investigate from what type of CH4 sources at-

mospheric δ 13C and δ 2H signals would be detectable with given instrument

precisions. A further aim of this analysis is to provide ICOS sites or altern-

ative locations that would be best suited for long-term monitoring of CH4

isotopologues.

4.2 Methodology
The synthetic experiments are performed for one year from 1 July 2016

to 30 June 2017 using the same modelling framework as in Chapter 3.

4.2.1 Computation of isotopic ratios

δ 13C and δ 2H time series are computed with an hourly temporal resolu-

tion based on simulated CH4 mixing ratios for the four main CH4 source cat-

egories as in Chapters 2 and 3. Using Equations 1.10 to 1.13 (page 19), the

simulated CH4 mixing ratios per source are combined with their correspond-

ing δ 2H and δ 13C isotopic source signatures. The atmospheric CH4 mixing

ratios, as well as δ 2H and δ 13C isotope ratios are computed for the locations

of measurement sites (Section 4.4.1) and for the domain (Section 4.4.4) us-

ing emissions from two anthropogenic emission inventories to tackle uncer-

tainties in emissions and their impact on the simulations of atmospheric CH4

mixing ratios and δ 13C and δ 2H isotope ratios.

We use simulations of atmospheric δ 2H and δ 13C isotope ratios sampled

in grid-cells matching the monitoring sites locations of the ICOS network

(Figure 4.1). Presently, there are 23 monitoring sites in our full European

domain that are part of the ICOS network. We also include ten additional

sites that are in the labelling process to become part of the ICOS network

as described in Section 1.3. Detailed information on the ICOS sites in our

domain can be found in Table 4.1.

As discussed in previous chapters, most transport models use basic plan-

etary boundary layer parameterisations, which affects the vertical mixing

in models (Dabberdt et al., 2004). Therefore, we have examined whether

the conclusions of this study, described in Section 4.5, are affected by us-
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Figure 4.1: Simulation domains covering whole Europe and part of Europe (turquoise square). Locations
of the monitoring sites that are already part of the ICOS network are shown in green and sites being in
the labelling process are orange. Mountain sites are indicated by triangles, sites with usually large mixing
ratios by squares, sites in Scandinavia by diamonds and any other sites by circles.

ing mixing ratios and isotopic ratios of only the morning, afternoon or night

time. Based on this analysis (not shown), the conclusions are not affected

and we use hourly simulations of atmospheric CH4 mixing ratios as well as

δ 13C and δ 2H isotopic ratios of entire days in this study, without selecting

specific hours of the day.

We group the measurement sites in four categories (Figure 4.1):

• Large mixing ratio: sites whose average CH4 mixing ratio in the study

year is above 1980 ppb

• Scandinavia: sites located in Scandinavia, where most of the European

wetlands are

• Mountain: sites located at an altitude above 900 m above sea level

• Other: sites that do not fit in the above mentioned categories

4.2.2 Determination of average source isotopic signatures

We derive δ 2H and δ 13C source isotopic signatures from time series of at-

mospheric δ 2H and δ 13C isotope ratios to identify the average source type at

locations of all measurement sites over the study year (Section 4.4.2). To do

so, the Keeling plot approach (Equation 1.5 in Section 1.3) is applied on at-

mospheric CH4 mixing ratios and δ 13C and δ 2H isotope ratios in combination

with an orthogonal distance regression that accounts for the uncertainty in
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Table 4.1: List of monitoring sites in the ICOS network within our European domain.

3-letter code of site Name of site Country
Altitude

[m a.s.l + inlet height] part of ICOS

Large mixing ratio sites
CBW Cabauw The Netherlands 0 + 200 in process
GAT Gartow Germany 70 + 341 yes
IPR Ispra Italy 210 + 100 yes
JUE Jülich Germany 98 + 120 in process
LUT Lutjewad The Netherlands 1 + 60 yes
SAC Saclay France 160 + 100 yes
STE Steinkimmen Germany 29 + 252 yes

Scandinavia sites
BIR Birkenes Observatory Norway 219 + 224 in process
HTM Hyltemossa Sweden 115 + 150 yes
NOR Norunda Sweden 46 + 100 yes
PAL Pallas Finland 565 + 12 yes
PUI Puijo Finland 316 + 84 in process
SMR Hyytiälä Finland 181 + 127 yes
SVB Svartberget Sweden 267 + 150 yes
UTO ICOS Utö - Baltic sea Finland 8 + 57 yes

Mountain sites
CMN Monte Cimone Italy 2165 + 8 yes
JFJ Jungfraujoch Switzerland 3572 + 10 yes
OXK Ochsenkopf Germany 1015 + 163 yes
PRS Plateau Rosa Italy 3480 + 9 in process
PUY Puy de Dome France 1465 + 10 yes
SSL Schauinsland Germany 1205 + 12 in process
ZSF Zugspitze Germany 2666 + 3 in process

Other sites
HEL Helgoland Germany 43 + 110 in process
HPB Hohenpeissenberg Germany 934 + 131 yes
KIT Karlsruhe Germany 110 + 200 yes
KRE Křešín u Pacova Czech Republic 534 + 250 yes
LIN Lindenberg Germany 73 + 98 yes
LMP Lampedusa Italy 45 + 8 yes
OPE Observatoire Pérenne de

l’Environnement
France 392 + 120 yes

TOH Torfhaus Germany 801 + 147 yes
TRN Trainou France 131 + 180 yes
WES Westerland Germany 12 + 11 in process

WAO Weybourne Atmospheric
Observatory United Kingdom 15 + 10 in process

both the X (1/CH4 mixing ratio) and Y (isotopic composition) variables.

4.2.3 Detection of methane sources

Following Thonat et al. (2019), we compute the standard deviations (SD)

of simulated daily (1-day mean) total atmospheric δ 2H and δ 13C time series

over 3-day, 7-day and 14-day running windows, i.e. running time intervals,

to be in the range of the synoptic time scale (about 5 days). We test a set of

instrument precisions, i.e. thresholds for signal detection. If a threshold is
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exceeded by the running SDs of the total atmospheric δ 2H and δ 13C signals,

we compute the SDs of the individual CH4 sources over the same running

windows. Even though total atmospheric signals consist of various sources

that have different isotopic signatures, we consider only the source with

the highest running SD as detectable for a given day. The exceedance of a

threshold indicates that the synoptic variability of atmospheric signals can

be detected, in which case a measuring instrument is considered to be able

to provide useful information for regional atmospheric inversions. To con-

clude on how often signals from CH4 sources are detectable in a year, the

number of days when signals are detectable are added up over the one year

study period.

4.2.3.1 Detection thresholds

The thresholds for δ 2H and δ 13C are chosen according to precisions of cur-

rent instruments and compatibility targets defined by the WMO IAEA (World

Meteorological Organization - International Atomic Energy Agency) (WMO,

2018). The latter are for δ 2H and δ 13C, respectively, ±1‰ and ±0.02‰

for global studies, as well as ±5‰ and ±0.2‰ for regionally aimed studies

(Section 1.3). The thresholds used in this study for δ 2H are 0.5‰, 1.0‰,

3.0‰ and 5.0‰. For δ 13C, we use the thresholds of 0.02‰, 0.05‰, 0.1‰

and 0.2‰.

The instrument used by Röckmann et al. (2016) and Menoud et al. (2020b)

is based on a continuous flow isotope ratio mass spectrometry system (CF-

IRMS) and has a precision of 1.0‰ for δ 2H and 0.1‰ for δ 13C. According

to Lowe et al. (2002), the IRMS of the National Institute of Water and Atmo-

spheric Research, Wellington, New Zealand reaches a precision of 0.02‰

and the Scripps Institution of Oceanography, University of California San

Diego, uses an IRMS with an experimental uncertainty of 1.0-3.0‰ for δ 2H

and 0.05-0.1‰ for δ 13C. Similarly, Fisher et al. (2006) achieved a preci-

sion of 0.05‰ for δ 13C using a CF-IRMS. Bergamaschi et al. (1998a) per-

formed δ 2H analyses in CH4 samples with the aid of their tunable diode laser

based Methane ISOtopomer Spectrometer (MISOS) with an overall precision

of 0.5‰.

4.2.3.2 Confirmation of detectable sources

In Section 4.4.5, we analyse whether source types indicated as detectable

by the detection method described above are indeed likely to be detected.

For that, we select the dominant detectable source, i.e. the source that is
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detectable on most of the days in the study year, at the sites and apply

the Keeling approach on the hourly data of the days on which the dominant

source is detectable. We carry out this analysis for the sources that can be

detectable by measuring instruments with 0.02‰ and 0.5‰ precisions for

δ 13C and δ 2H, respectively.

If the derived average δ 13C and δ 2H source isotopic signatures are within

the range of the dominant detectable source type, which are based on MEMO2

campaigns (Menoud et al., 2020a, more details in Section 4.3.1) and studies

listed in Szénási and Bousquet (2019), it gives insights that a specific source

at a given site is indeed likely to be detected by an instrument with the given

precisions. For example, if the dominant detectable source is waste and the

derived δ 13C and δ 2H source isotopic signatures indicate a microbial source

type at a given site, we assume that waste sources are likely to be detected

at that given site.

4.2.3.3 Seasonal detection analysis

We also analyse in which season the various sources are more expected

to be detected. Doing so can reveal which season is most suited to per-

form intensive measurement campaigns of several days to weeks or quasi-

continuous measurements (e.g. Röckmann et al., 2016; Menoud et al., 2020b)

if there is no possibility for measurements of at least a year. This is espe-

cially helpful if the source of interest is detectable only on a low number of

days (∼ one month or less) during a year. The results are presented and

discussed in Section 4.4.6.

4.2.4 Investigating the impact of horizontal resolution on simulation out-
puts

The study of Locatelli et al. (2013) demonstrates that different model ho-

rizontal resolution configurations can lead to differences in top-down estim-

ated CH4 emissions. Emissions, especially from point sources or small area

sources, are more concentrated in grid-cells with a high horizontal resolu-

tion. This leads to larger spatial and temporal gradients of simulated mixing

ratios within a smaller grid-cell compared to simulations made with a lower

horizontal resolution. Additionally, the results in Chapter 2 have shown that

it is important to analyse the influence of the model’s horizontal resolution

on the simulation outputs. The sensitivity of atmospheric δ 2H and δ 13C iso-

tope ratios could be analysed to different horizontal resolutions with similar
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methods. However, such an analysis requires information on source isotopic

signatures in more detail than it is currently available (for example, country

or region specific isotopic signatures of different sources).

Although an exhaustive analysis is not yet possible due to a lack of in-

formation on source isotopic signatures, we start investigating the influence

of the model’s horizontal resolution on the simulated atmospheric δ 2H and

δ 13C isotopic ratios as well as the source detectability in Section 4.4.7. For

that, simulations at two horizontal resolutions are carried out: 0.5°×0.5°

over the entire European domain and 0.1°×0.1° over the sub-domain cover-

ing parts of Northwestern Europe (Figure 4.1).

4.3 Material

4.3.1 Source isotopic signatures

The δ 13C and δ 2H source isotopic signatures used as input for computing

time series of atmospheric δ 13C and δ 2H isotopic compositions are assumed

homogeneous in time and space over the domains. They are chosen with

the aid of several literature studies and the MEMO2 measurements (Menoud

et al., 2020a) and are summarised in Table 4.2. Although MEMO2 campaigns

have been carried out at several locations in Europe and they have brought

valuable information on typical isotopic source signatures, the locations of

the measurement sites we focus on do not overlap with the MEMO2 cam-

paign locations. The areas of interest in MEMO2 are large emission areas,

whereas the sites of the ICOS network used in this study are located in rather

low emission areas to be representative at large spatial scales.

For methane of microbial origin, enteric fermentation is a major source

and its signature varies depending on the type of animal and their diet. For

example, Klevenhusen et al. (2010) found δ 13C signatures of -68‰ for a C3

plant diet of cows (e.g. barley, wheat) and -57‰ for a C4 plant diet (e.g.

maize, sugarcane). Signatures of agricultural sources derived from meas-

urements using Keeling or Miller-Tans approaches in MEMO2 range between

-65.5‰ and -56.8‰ for δ 13C and between -379‰ and -168‰ for δ 2H in the

Netherlands. One signature per country for Romania, Poland, and the United

Kingdom is available that are for δ 13C -62.6‰, -61.5‰ and -63.4‰, re-

spectively. In case of δ 2H, these are -252‰, -356‰ and -301‰ for the three

countries, respectively. Corresponding to these values and values found in

other studies listed in Table 4.2, we use -63.5‰ for δ 13C and -306‰ for δ 2H



114 Chapter 4: Investigating the potential of isotopic measurements for source detection

Table 4.2: Characteristic source isotopic signatures used as input for the computation of the atmospheric
isotopic compositions δ 13C and δ 2H, including the ranges of values found in the listed references. The
δ 13C and δ 2H values for the boundary mixing ratios demonstrate the mean value as they vary over time.

Source sector δ 13C [‰] δ 2H [‰] References

Agriculture
-63.5 -306 Menoud et al. (2020a), Levin et al. (1993), Kleven-

husen et al. (2010), Sherwood et al. (2017), Bréas
et al. (2001), Bilek et al. (2001), Röckmann et al.
(2016), Uzaki et al. (1991), Tyler et al. (1997)

[-74.4 – -50.3] [-442 – -168]

Waste
-54.9 -290 Bergamaschi et al. (1998b), Levin et al. (1993),

Zazzeri et al. (2015), Röckmann et al. (2016),
Menoud et al. (2020a), Games and Hayes (1976),
Sherwood et al. (2017)

[-73.9 – -45.4] [-347 – -172]

Fossil fuel
related
emissions

-46.4 -185 Levin et al. (1999), Röckmann et al. (2016), Men-
oud et al. (2020a), Sherwood et al. (2017), Lowry
et al. (2001), Thielemann et al. (2004), Zazzeri
et al. (2016)

[-87.0 – -14.8] [-415 – -56]

Other an-
thropogenic
sources

-38.3 -206 Menoud et al. (2020a), Röckmann et al. (2016),
Levin et al. (1999), Chanton et al. (2000), Nak-
agawa et al. (2005), Sherwood et al. (2017)

[-64.4 – -12.5] [-308 – -110]

Wetland
-68.2 -337

Menoud et al. (2020a), Sherwood et al. (2017),
Tyler et al. (1987), Smith et al. (2000), Fisher et al.
(2017), Galand et al. (2010), Happell et al. (1995),
Martens et al. (1992), Bilek et al. (2001), Sug-
imoto and Fujita (2006), Quay et al. (1999)

[-96.5 – -48.0] [-450 – -288]

Boundary
mixing ratios -47.0 (mean) -86 (mean) Thanwerdas et al. (2019)

for the agriculture sector.

Waste signatures typically vary between -73.9‰ and -45.5‰ for δ 13C

and between -312‰ and -281‰ for δ 2H at the global scale (Sherwood et al.,

2017). According to the MEMO2 measurements in Europe, the ranges are

similar with -63.6‰ – -45.4‰ for δ 13C and -347‰ – -173‰ for δ 2H, with

the lowest values found in France and the highest in Poland and the United

Kingdom. Therefore, we use signatures of -54.9‰ and -290‰ for δ 13C and

δ 2H, respectively.

Typical, global signature ranges for wetland sources are -70.1‰ – -48.0‰

in case of δ 13C and -442‰ – -288‰ in case of δ 2H (Sherwood et al., 2017).

In the MEMO2 project, most measurements were carried out in Swedish wet-
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lands and one measurement in Romania. In Sweden, the signatures vary

between -96.5‰ and -54.9‰ for δ 13C and between -380‰ and -255‰ for

δ 2H. In Romania, the derived δ 13C and δ 2H source signatures are -64.2‰

and -237.3‰, respectively. In this study, the signatures used for wetlands

are -68.2‰ and -337‰ in case of δ 13C and δ 2H, respectively.

Thermogenic CH4 sources (e.g. from fossil fuel production) typically have

isotopic signatures that vary widely between -87‰ and -15‰ for δ 13C, and

between -415‰ and -62‰ for δ 2H (Sherwood et al., 2017). The range

of signatures derived from the MEMO2 measurements is similarly wide: -

73.3‰ – -18.3‰ for δ 13C and -369‰ – -56‰ for δ 2H. Based on these and

values found in other studies, the used source signatures for δ 13C and δ 2H

are -46.4‰ and -185‰, respectively.

Pyrogenic CH4 is usually more enriched in heavy isotopes compared to

microbial and thermogenic sources. For biomass burning, the signatures

typically are between -32.4‰ and -12.5‰ in case of δ 13C, and between

-232‰ and -195‰ in case of δ 2H, according to the global inventory of

Sherwood et al. (2017). The source category named "other anthropogenic

sources" in this study is a mixture of mainly pyrogenic and some thermo-

genic sources. Thus, we use signatures for the "other anthropogenic sources"

of -38.3‰ and -206‰ for δ 13C and δ 2H, respectively.

For the background, i.e. air with very low emission levels, the simulated

CH4 boundary mixing ratios are combined with isotopic composition time

series obtained from δ 13C and δ 2H simulations of Thanwerdas et al. (2019)

as in Chapter 3. The average of the δ 13C and δ 2H simulations for the one

year period is -47.0‰ and -98‰, respectively. Since the average of the

δ 2H LMDz simulations is much lower than the global average of δ 2H in back-

ground air (-86‰ by Rigby et al., 2012), we offset the δ 2H simulations by

+12‰ to meet the global average and have realistic source signatures for

the background.

4.3.2 Emission data

4.3.2.1 Methane emissions

We use anthropogenic emissions from the TNO-MACC_III (Kuenen et al.,

2014) and the EDGARv4.3.2 (Janssens-Maenhout et al., 2017) inventories

and use the same classifications for CH4 source sectors as in Chapters 2 and

3. Natural wetland emissions are obtained from the ORCHIDEE-WET model

(Ringeval et al., 2011) with a monthly time profile. The anthropogenic and



116 Chapter 4: Investigating the potential of isotopic measurements for source detection

wetland emissions over the European domain with a horizontal resolution of

0.5°×0.5° are illustrated in Figure 4.2 and Table 4.3 contains the magnitude

of the total and sector emissions of the inventories.
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Figure 4.2: Anthropogenic emissions per sector (a-f) contributing to the total CH4 emissions of the
EDGARv4.3.2 (g) and TNO-MACC_III (h) inventory, as well as emissions from natural wetlands (i) ob-
tained from the ORCHIDEE-WET model.

4.3.2.2 Methane isotopic maps

Based on the main emission sectors and emission inventories used in

this study, we produce maps of δ 13C and δ 2H of CH4 sources for Europe to

analyse emissions with the aid of isotopic information. Such maps provide

more insight on the source distribution and dominant source types over the

domain than, for example, maps of total CH4 emissions. The δ 13C and δ 2H

maps are made by using weighted emission averages of emission sectors

from the inventories in combination with corresponding δ 13C and δ 2H source
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Table 4.3: Emissions [TgCH4year-1] per category of the TNO-MACC_III and EDGARv4.3.2 anthropogenic
inventories, as well as of natural wetlands in the full European domain. The relative contribution [%]
of the sources to the total anthropogenic emissions is displayed in the column "Percentage of the total
anthropogenic emissions".

SNAP code SNAP name Name in
this study

Quantity (TgCH4year-1)
Percentage [%] of the total
anthropogenic emissions

TNO-MACC_III EDGARv4.3.2 TNO-MACC_III EDGARv4.3.2

Anthropogenic sources

2, 5

Non-industrial
combustion plants &
Distribution of fossil
fuels and geothermal

energy

Fossil fuel rela-
ted emissions

6.1 7.3 24.0 23.9

9 Waste treatment and
disposal Waste 7.7 10.8 30.3 35.3

10 Agriculture Agriculture 10.9 12.1 42.9 39.5

1, 3, 4, 6, 7, 8 Other anthro-
pogenic sources 0.7 0.4 2.8 1.3

Total
anthropogenic 25.4 30.6 100.0 100.0

Wetland emissions
11 Natural emissions Wetland 7.8 7.8

Total 33.2 38.4

isotopic signatures (from Section 4.3.1).

Figure 4.3 shows the δ 13C and δ 2H emission maps for the European do-

main. Through the δ 13C and δ 2H values, a general spatial distribution of

CH4 sources is easily recognisable. The prevailing values of about -60‰ for

δ 13C and -300‰ for δ 2H in both inventories indicate that CH4 from agricul-

ture sources dominates in Europe. In most of the capitals and larger cities,

the δ 13C and δ 2H values are higher, pointing out sources connected to fossil

fuels and residential combustion (e.g. heating). Such isotopic maps high-

light the differences in spatial and sector distribution of sources between

the inventories (e.g. Figure 4.3a and Figure 4.3b). The TNO-MACC_III in-

ventory contains a higher ratio of FF related emissions from point sources

than EDGAR, indicated by the higher δ 13C and δ 2H values in multiple single

grid-cells in the TNO-MACC maps. The sources in EDGAR appear to be more

diffuse, indicating a larger proportion of area sources than in TNO-MACC.

This difference may be due to different definitions and treatment of point

and area sources in the inventories. Another difference between the invent-

ories is the inclusion of shipping paths in the EDGAR inventory, which are

not present in the TNO-MACC inventory.

The combination of CH4 emissions (Figure 4.2) and their isotopic signa-

tures provide a full insight on the differences of the emission magnitudes

between the inventories (Table 4.3). The TNO-MACC inventory includes in
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Figure 4.3: Maps of δ 13C (top panel) and δ 2H (bottom panel) made from the EDGARv43.2. (left panel)
and TNO-MACC_III (right panel) anthropogenic emission inventories and ORCHIDEE-WET wetland emis-
sions as weighted average for the full European domain with a horizontal resolution of 0.5°×0.5°.

general more agriculture and less waste emissions than EDGAR over our

European domain, which is indicated in the maps of Figure 4.3 by TNO-

MACC having more values under approximately -62‰. This is due to the

agriculture sources having lower signatures assigned than waste sources.

Furthermore, EDGAR having more waste sources likely contributes to the

higher δ 13C and δ 2H in larger cities where waste and FF related emissions

are usually the largest sources of methane.

As described in Section 4.2.4 and demonstrated in Chapter 2, the hori-

zontal resolution of the model affects, among others, the emissions used

as input for the model. Hence, the δ 13C and δ 2H emission maps are com-

puted for the higher horizontal resolution configuration of 0.1°×0.1°. Fig-

ure 4.4 shows the δ 13C and δ 2H of emission sources over the sub-domain

covering parts of Northwestern Europe, which illustrates well the effect of

the horizontal resolution configuration. The spatial distribution of δ 13C and

δ 2H is finer than in the low horizontal resolution configuration (Figure 4.3).
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Hot-spots and point sources are better defined. A good example is the off-

shore gas and oil distribution network in the North Sea, which appear as

point sources in Figure 4.4 instead of clusters as in Figure 4.3. Moreover,

the difference in the proportions of area and point sources between the two

inventories is even more apparent than in the low horizontal resolution con-

figuration.
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Figure 4.4: Maps of δ 13C (top panel) and δ 2H (bottom panel) made from the EDGARv43.2. (left panel)
and TNO-MACC_III (right panel) anthropogenic emission inventories and ORCHIDEE-WET wetland emis-
sions as weighted average for the domain covering parts of Northwestern Europe with a horizontal resol-
ution of 0.1°×0.1°.

4.4 Results and discussion

4.4.1 Analysing time series of methane mixing ratios and its stable iso-
topic content

In this section, analyses of atmospheric CH4 mixing ratios as well as δ 2H

and δ 13C isotope ratios are carried out to demonstrate how δ 13C and δ 2H
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isotope ratios can be useful to indicate the extent of contribution of the vari-

ous CH4 sources to total CH4 mixing ratios. As the boundary mixing ratios

are the largest contributor (approximately 95%) to the total CH4 mixing ra-

tios, the source contributions to the total CH4 mixing ratios are shown above

the boundary mixing ratios in this section. As an example, we show the

time series of two monitoring sites: Steinkimmen (STE) in Figure 4.5 and

Weybourne Atmospheric Observatory (WAO) in Figure 4.6.

Figure 4.5: Time series of CH4 mixing ratios (top panel), δ 13C (second panel from top) and δ 2H (middle
panel) at the monitoring site Steinkimmen (STE) in the domain covering whole Europe. The relative con-
tributions [%] (bottom two panels) indicate the CH4 mixing ratio contributions of the sources to the total
CH4 mixing ratios using the EDGARv4.3.2 and the TNO-MACC_III inventories. The absolute CH4 mixing
ratios of the sources [ppb] are indicated in text form on the top right corner of the figure.

At STE, the CH4 mixing ratios made by using the TNO-MACC_III inventory

are generally larger than those made by using the EDGAR inventory. How-

ever, the δ 2H and especially the δ 13C time series indicate differences in the

CH4 source contributions to the total CH4 mixing ratios. If both inventor-

ies contained a similar source apportionment and they differed only in the

amount of emissions (and thus in the total CH4 mixing ratios), the δ 13C with

TNO-MACC would be lower than that with EDGAR. Indeed, the bottom two

panels of Figure 4.5 show that the total CH4 mixing ratio simulations with the



4.4. Results and discussion 121

Figure 4.6: Time series of CH4 mixing ratios (top panel), δ 13C (second panel from top) and δ 2H (middle
panel) computed by using the TNO-MACC_III and EDGARv4.3.2. emission inventories at the monitoring
site Weybourne Atmospheric Observatory (WAO) in the domain covering whole Europe. The relative con-
tributions [%] (bottom two panels) indicate the CH4 mixing ratio contributions of the sources to the total
CH4 mixing ratios using the EDGARv4.3.2 and the TNO-MACC_III inventories. The absolute CH4 mixing
ratios of the sources [ppb] are indicated in text form on the top right corner of the figure. The squares
numbered 1 and 2 highlight events when δ 13C and δ 2H pinpoint differences in the source apportionment
of the TNO-MACC_III and EDGARv4.3.2. inventories.

TNO-MACC inventory have a larger contribution of FF related sources than

EDGAR, while the total CH4 mixing ratios with EDGAR contain mainly agri-

culture and waste sources. Since the input isotopic signatures used for the

FF related sources are higher than those used for the agriculture and waste

sources, the total δ 13C and δ 2H values become more enriched in heavy iso-

topes when the FF related sources dominate.

For WAO, the CH4 mixing ratios made by using the EDGAR inventory are

larger than those made by using TNO-MACC. Accordingly, the δ 13C and δ 2H

values are generally lower with EDGAR than with TNO-MACC. Yet, there are

events when the CH4 mixing ratio with TNO-MACC is larger than with EDGAR

but the δ 13C values are still more depleted with EDGAR than with TNO-

MACC. These events are marked with the numbers 1 and 2 in Figure 4.6.

In both events, the main sources contributing to the total CH4 mixing ratio
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with TNO-MACC are FF related and "other" anthropogenic sources, whereas

with EDGAR, the waste and agriculture sources dominate, making the δ 13C

lower than with TNO-MACC.

These two examples show differences in the magnitudes, source parti-

tioning and spatial distribution of the emissions in the inventories, lead-

ing to discrepancies in the total CH4 mixing ratios as well as the δ 2H and

δ 13C isotope ratios. Just as the results in Chapter 3, they underpin the need

for high-frequency, long-term isotopic composition measurements to detect

differences between simulations with the two inventories, in other words

between two atmospheric signals, in order to perform relevant atmospheric

inversions.

4.4.2 Determination of average source isotopic signatures

In order to obtain the average source type at all measurement sites of the

ICOS network over the study year, we derive δ 2H and δ 13C source isotopic

signatures from atmospheric δ 2H and δ 13C time series. The determined δ 13C

and δ 2H source isotopic signatures are shown in Figure 4.7, in which the

sites are coloured depending on their site category (Section 4.2.2). Most

of the sites in each category have similar isotopic source signatures. Most

sites in the Scandinavia, Mountain and Other categories have typical aver-

age source signatures that correspond to background values. In the Large

mixing ratio category, simulations made using the EDGAR inventory are of

microbial origin at most sites, while the source isotopic signatures derived

from simulations made using TNO-MACC are higher and only two sites are

within the microbial category. This is due to TNO-MACC having mainly lower

CH4 emissions than EDGAR and therefore lower CH4 mixing ratios, which

results in a higher δ 2H and δ 13C.

The determined δ 2H and δ 13C isotopic source signatures at the meas-

urement sites are close to a straight line in Figure 4.7. This is because δ 13C

and δ 2H time series are computed from sectoral CH4 mixing ratios combined

with only one δ 13C and δ 2H source isotopic signature per source (Table 4.2)

for each hour in the study year. Only the background source isotopic signa-

tures include an hourly time profile. Under real conditions, the determined

average source isotopic signatures at sites would have a more dispersed

distribution. However, as long as there is a lack of knowledge on typical

source isotopic signatures and their spatial and temporal distribution, sim-

plifications (such as one isotopic signature per source for each hour) have to
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be made in modelling frameworks.
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Figure 4.7: Average δ 13C and δ 2H isotopic source signatures determined by the Keeling approach using
simulations made with the EDGARv4.3.2 (a) and TNO-MACC_III (b) inventories for each monitoring site of
the ICOS network in the full European domain for the year between July 2016 and June 2017. The ranges
for CH4 source types (microbial, thermogenic, pyrogenic) indicated by solid grey lines are taken from
studies listed in Szénási and Bousquet (2019). The dashed grey box represents the range for thermogenic
CH4 sources taken from MEMO2 campaigns (Menoud et al., 2020a). The dotted grey box indicates the
range for microbial CH4 sources obtained from MEMO2 campaigns (Menoud et al., 2020a). The black
cross represents the global average δ 2H and δ 13C isotopic signatures in ambient (background) air (Rigby
et al., 2012).

4.4.3 Detectability of methane sources at ICOS sites

This section investigates whether δ 13C and δ 2H signals from CH4 sources

can be detected by isotopic instruments of different precisions, and if so, on

how many days of the study year specific sources are likely to be detected.

Figures 4.8 and 4.9 show the number of days between July 2016 and June

2017 when the SDs of simulated daily CH4 source contributions to δ 2H and

δ 13C, using the TNO-MACC_III inventory, at ICOS sites are above the four dif-

ferent thresholds. The results are shown for 3-day, 7-day and 14-day running

windows and the colours of the bars indicate the source types that exceed a

given threshold on a day. The figures for the EDGARv4.3.2 inventory can be

found in the Appendix (Figures A4, A5).

The thresholds for both δ 13C and δ 2H are exceeded on less days with

the 3-day running window compared to when using the 7-day and 14-day

running windows. In general, the lower the running window, the lower the
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(b) 7-day window, TNO-MACC_III
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Figure 4.8: Number of days in the study year when simulated daily source contributions to δ 2H at ICOS
sites are above given thresholds, computed from standard deviations over the 3-day, 7-day and 14-day
running windows, for the TNO-MACC_III inventory in the domain covering whole Europe. Colours indicate
detectable source types.



4.4. Results and discussion 125

0 80 160 240 320
WES
WAO
TRN
TOH
OPE
LMP
KRE
KIT

HPB
HEL
ZSF
SSL
PUY
PRS
OXK

JFJ
CMN
UTO
SVB
SMR
PUI
PAL

NOR
HTM
BIR
STE
SAC
LUT
LIN
JUE
IPR

GAT
CBW

La
rg

e 
m

ix
in

g 
r.

Sc
an

di
na

vi
a

M
ou

nt
ai

n
Ot

he
r

Threshold: 0.02

0 80 160 240 320

Threshold: 0.05

0 80 160 240 320

Threshold: 0.1

0 80 160 240 320

Threshold: 0.2

Number of days
Agriculture Waste FF Other Wetland BC

(a) 3-day window, TNO-MACC_III

0 80 160 240 320
WES
WAO
TRN
TOH
OPE
LMP
KRE
KIT

HPB
HEL
ZSF
SSL
PUY
PRS
OXK

JFJ
CMN
UTO
SVB
SMR
PUI
PAL

NOR
HTM
BIR
STE
SAC
LUT
LIN
JUE
IPR

GAT
CBW

La
rg

e 
m

ix
in

g 
r.

Sc
an

di
na

vi
a

M
ou

nt
ai

n
Ot

he
r

Threshold: 0.02

0 80 160 240 320

Threshold: 0.05

0 80 160 240 320

Threshold: 0.1

0 80 160 240 320

Threshold: 0.2

Number of days
Agriculture Waste FF Other Wetland BC
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Figure 4.9: Number of days in the study year when simulated daily source contributions to δ 13C at ICOS
sites are above given thresholds, computed from standard deviations over the 3-day, 7-day and 14-day
running windows, for the TNO-MACC_III inventory in the domain covering whole Europe. Colours indicate
detectable source types.
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number of days when the thresholds are exceeded and thus sources can be

detected. This occurs because variations in the simulated daily δ 13C and

δ 2H isotope ratios are lower in a smaller running window than in a larger

running window. In order to present a lower bound on the source detection,

we only study the 3-day running SD results in the following.

For δ 2H, signals generated with both emission inventories can be detec-

ted with the lowest detectability threshold (i.e. highest instrument precision)

of 0.5‰ at all sites on at least 175 days, while on average, signals can be

detected during about 80% of the year. With the second lowest threshold

of 1.0‰, the minimum number of days on which signals are detectable is

67 days at the German site Westerland (WES). On average, signals are de-

tectable for about 57% of the year at the sites. However, the two highest

thresholds (i.e. two lowest instrument precisions) of 3.0‰ and 5.0‰ are

exceeded on average only for about 10% and 5% of the year, respectively.

With the highest thresholds, there are only 6 and 2 sites at which signals

are detectable for at least 28 days (∼ one month) when using the EDGAR

and TNO-MACC inventories, respectively. The number of sites is larger with

EDGAR as it contains generally larger emission amounts than TNO-MACC.

For δ 13C, the lowest threshold of 0.02‰ is exceeded on at least 130 days

(at the site WES), while the threshold is exceeded on average at the sites for

about 80% of the year. The number of detection events is reduced with the

second lowest measurement uncertainty of 0.05‰: signals can be detected

at all sites but only for about 54% of the year. The detection capability

with the second largest threshold of 0.10‰ is limited compared to the lower

thresholds of 0.02‰ and 0.05‰ as the number of days on which signals

are detectable is about 85 days on average at the sites and the minimum

number of such days is only 4 days (at WES). The largest threshold of 0.20‰

is barely exceeded during the year: there are 9 and 6 sites at which signals

can be detectable for at least 28 days when using EDGAR and TNO-MACC,

respectively. Moreover, there are only 26 and 22 sites with EDGAR and TNO-

MACC, respectively, at which signals exceed the threshold on at least 1 day

during the year. Based on these results, potential instruments should have

a precision of at least 1.0‰ for δ 2H and 0.05‰ for δ 13C to be able to detect

sources at 50% of the ICOS sites on about 85% of the year.

Thus, we further analyse the detectability using the two lowest thresholds

(two highest precisions): 0.5‰ and 1.0‰ for δ 2H, as well as 0.02‰ and

0.05‰ for δ 13C. Figure 4.10 shows the number of days in the study year
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Figure 4.10: Number of days in the study year when simulated daily source contributions to δ 13C at ICOS
sites are above given thresholds, computed from standard deviations over the 3-day running window, for
the TNO-MACC_III and EDGARv4.3.2 inventory in the domain covering whole Europe. Colours indicate
detectable source types.

when simulated daily CH4 source contributions to δ 2H and δ 13C, using the

TNO-MACC and EDGAR inventories, at ICOS sites are above the two lowest

thresholds for δ 2H and δ 13C. When comparing the results for δ 2H and δ 13C,

approximately the same types of sources may be detected at the same mon-

itoring sites. Examples for this are the large number of agriculture source

detection events at Lutjewad (LUT), Cabauw (CBW), Monte Cimone (CMN)

and Helgoland (HEL), or the low number of days on which wetland sources

are detectable at Puijo (PUI) and Hyytiälä (SMR). As the possible ranges of

δ 13C and δ 2H for the various source types are large and sometimes overlap,

it is advantageous to analyse both δ 2H and δ 13C together so that sources
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can be more certainly attributed to a specific source type. The source types

that are mainly detectable at ICOS sites are agriculture and boundary mix-

ing ratios. Each is detectable using both inventories on about 40% of the

total number of days on which any sources are detectable.

The magnitude and the location of the sources in the inventories determ-

ine whether a type of source is dominant enough at a site to exceed a given

detectability threshold. Hence, the differences between the number of de-

tection events and the dominant sources when using the EDGAR or TNO-

MACC inventories can be linked to different magnitudes and locations of

specific sources in the inventories. Differences occur, for example, at the

site Utö - Baltic sea (UTO) where waste sources could not be detected at all

according to TNO-MACC, whereas the number of detectable waste sources

with EDGAR using the two lowest precisions, respectively, is 57 and 31 days

for δ 13C, as well as 57 and 37 days for δ 2H. Similarly at WAO, FF related

sources can be detected on about 30% more days with TNO-MACC than with

EDGAR. The differences between the emissions in the inventories highlight

the importance and need for a much more accurate knowledge on CH4 emis-

sions. El Yazidi (2018) found that the spatial distribution of the CH4 emission

budget over France bears significant uncertainties when studying the sens-

itivity of CH4 mixing ratios to emissions using the CHIMERE model with the

EDGARv4.2 and the IER (produced by Institute for Energy Economics and

the Rational Use of Energy, University Stuttgart) anthropogenic emission in-

ventories. Similarly, Wunch et al. (2019) inferred CH4 emissions in Europe

by total column measurements and found that the spatial disaggregation of

the emissions in the EDGAR v4.3.1 and TNO-MACC_III inventories is highly

uncertain.

4.4.4 Detectability of methane sources across the domain

Since agriculture and boundary mixing ratios are the primarily detectable

source types at ICOS sites, we analyse the detectability over the European

domain as well to investigate whether there are other locations that could

prove useful for detecting other types of sources. The maps in Figures 4.11

and 4.12 showing the dominant source types and the number of days when

simulated daily source contributions to δ 2H and δ 13C exceed the thresholds

can be a good indication for where long-term isotopic measurements could

be carried out in the future. We show only the detectable source type in

a model grid-cell that dominates over the one year period. For example, if
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waste sources exceed a given threshold on 300 days in a grid-cell and other

types of sources exceed that same given threshold on the remaining days

of the year, only the waste source is shown as dominant detectable source

for that grid-cell. However, the corresponding number of days in that grid-

cell represents the total number of days on which any source is detectable.

Doing so, we are able to deduce the most potential locations or areas in

Europe, in which sites could be installed for detecting CH4 sources through

measurements of atmospheric δ 13C and δ 2H isotope ratios.
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Figure 4.11: Number of days in the study year (b and d) and source types (a and c) when simulated
daily source contributions to δ 2H at ICOS sites are above given thresholds, computed from 3-day running
standard deviations. Results are shown for the EDGARv4.3.2 (a and b) and TNO-MACC_III (c and d)
inventories in the domain covering whole Europe.

The number of days on which thresholds are exceeded for EDGAR is sim-

ilar to that in case of TNO-MACC (Figures 4.11d, 4.11b, 4.12d, and 4.12b).

With the highest instrument precisions, both δ 13C and δ 2H isotope ratios ex-

ceed the thresholds all year around over Europe and signals are detectable

during approximately two third of the year over the whole domain, even
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Figure 4.12: Number of days in the study year (b and d) and source types (a and c) when simulated
daily source contributions to δ 13C at ICOS sites are above given thresholds, computed from 3-day running
standard deviations. Results are shown for the EDGARv4.3.2 (a and b) and TNO-MACC_III (c and d)
inventories in the domain covering whole Europe.

over sea grid-cells. This is due to the air being well transported over the

domain during the study year. The second highest threshold of 1‰ for δ 2H

and of 0.05‰ for δ 13C is exceeded over most regions in Europe during at

least half of the year. For δ 2H, with the second lowest instrument precision

of 3.0‰, signals only from large source areas can be detected on approx-

imately 200 days or more. These regions are large emission regions in the

inventories in Figure 4.2; for example, the BENELUX, the Po-Valley in Italy

and several larger cities, such as Paris and Madrid. The δ 13C from larger

sources, as the above mentioned ones, is detectable with the second low-

est instrument precision of 0.1‰ on about 250 days in the study year. The

lowest thresholds for both δ 13C and δ 2H are exceeded over very few areas

on max. 291 (EDGAR) and 260 (TNO-MACC) days, as well as 274 (EDGAR)

and 254 (TNO-MACC) days, respectively. Such areas are e.g. the BENELUX,
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North-Western Germany, the Po-Valley, Brittany in North-Western France, the

Southern part of the UK and larger cities, such as Minsk and Budapest.

The placement of sources in the inventories determines the patterns in

the dominant source types, which is well visible through the differences

between the results for EDGAR and TNO-MACC in Figures 4.11 and 4.12.

The inventories agree that West from Poland (e.g. Germany, France, Italy),

mostly agriculture and some waste sources are detectable over Europe,

while there are differences in the inventories regarding the FF related sources.

With EDGAR, FF related sources exceed the thresholds of 0.5‰, 1‰ and

3‰ for δ 2H over the North Sea, pointing towards the oil and gas platforms.

This is not the case in TNO-MACC, in which only agriculture sources are de-

tectable over the North Sea. These detected sources are emitted over the

surrounding land and transported to the North Sea during the study year.

Moreover, the detection capability of FF related sources differs the most

for the two inventories in Eastern Europe. For example, there are larger

areas in Romania in which FF related sources are dominant detectable with

TNO-MACC than with EDGAR. Another example is Greece where FF related

sources are the main dominant detectable source according to the sim-

ulations with EDGAR, whereas using TNO-MACC, the dominant detectable

source is agriculture. Wetland sources are detectable with all precisions for

δ 2H and δ 13C but they are not the dominant detectable source in higher

northern latitudes with the two highest precisions (two lowest thresholds)

and hence not visible in the figures. The dominant detectable source is

boundary mixing ratios in higher latitudes with the two highest precisions.

When the precision is not high enough to detect boundary mixing ratios, i.e.

lowest two precisions of δ 13C and δ 2H, wetlands become the dominant de-

tectable source in some areas. Such areas are Southern part of Finland and

the far northwest of Russia.

Regions that could be targeted for long-term isotopic measurements are

regions with discrepancies in the dominant source types with the two in-

ventories (e.g. Greece) and regions where FF related sources (e.g. Silesia

in Poland) and wetland sources (e.g. Southern Finland) dominate during the

year as sites detecting these two sources are scarce in the ICOS network.

4.4.5 Confirmation of detectable sources at ICOS sites

To strengthen the findings on dominant sources in the previous sections,

we investigate whether the dominant sources are indeed likely to be detec-
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ted at ICOS sites with the highest instrument precisions of 0.5‰ for δ 2H

and 0.02‰ for δ 13C. As described in Section 4.2.3 (page 111), we use the

Keeling approach to determine the average isotopic source signatures of at-

mospheric δ 2H and δ 13C (Figure 4.13) for days on which the dominant source

is detectable.

According to the simulations performed using EDGARv4.3.2 (Figure 4.13a),

only agriculture and waste sources, as well as boundary mixing ratios dom-

inate at ICOS sites during the year, whereas with TNO-MACC (Figure 4.13b)

only agriculture and boundary conditions dominate. However, with both in-

ventories, the determined δ 13C and δ 2H isotopic source signatures can con-

firm the dominant source only at a small number of sites. These sites are the

ones within the square of the microbial source type and around the average

of ambient air for boundary conditions.

To be able to compare the results of this analysis to the ones in Figure 4.7

(Section 4.4.2, page 123), Figures 4.13c and 4.13d show sites at which the

derived δ 2H and δ 13C isotopic source signatures have changed by more than

± 10‰ or ± 2‰, respectively. Even though the source isotopic signatures

have changed, the corresponding source type remained the same. How-

ever, the sites whose dominant detectable source is agriculture and waste

have moved towards lower δ 13C and δ 2H values, i.e. towards more typical

microbial source values. These changes occurred mainly due to changes in

the δ 2H source isotopic signatures, which is expected as the ranges of the

different source types are larger for δ 2H than for δ 13C. Hence, analysing only

days on which a dominant source is detectable can lead to changes in the

average source isotopic signature compared to when analysing every day in

the study year.

Although the above mentioned source types dominate over the year at

specific sites, it is still not certain that any source above background or a

source of interest will be detected by instruments with even a high precision

of 0.02‰ and 0.5‰ for δ 13C and δ 2H, respectively. As one of the goals of

these analyses is to contribute to a better understanding of the various CH4

sources, we analyse whether it is possible to detect signals from sources

other than the dominant source type. Hence, we apply two criteria to obtain

sites at which specific sources could be detected with a higher possibility:

(i) We select the top 10 sites at which agriculture and waste are detect-

able, the top 5 sites at which FF related sources are detectable and the

top 2 sites at which wetlands are detectable. The number of sites is
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(a) EDGARv4.3.2
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(b) TNO-MACC_III
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(c) Comparison to Figure 4.7a - EDGARv4.3.2
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(d) Comparison to Figure 4.7b - TNO-MACC_III

Figure 4.13: Determined average δ 13C and δ 2H source isotopic signatures using simulations made with
the EDGARv4.3.2 (a) and TNO-MACC_III (b) inventories for each monitoring site of ICOS in the European
domain for days on which specific sources are detectable, indicated by the colour of circles. Figures (c)
and (d) show sites at which average δ 13C and δ 2H source isotopic signatures changed compared to
Figure 4.7. Ranges for CH4 sources (microbial, thermogenic, pyrogenic) indicated by solid grey lines are
taken from studies listed in Szénási and Bousquet (2019). The dashed grey box represents the range for
thermogenic CH4 sources and the dotted grey box the range for microbial sources, obtained from MEMO2

campaigns (Menoud et al., 2020a). The black cross represents the global average δ 2H and δ 13C isotopic
signatures in ambient (background) air (Rigby et al., 2012).

determined by the initial number of sites at which the specific sources

are detectable (Section 4.4.3).

(ii) A given source type at a given site is only taken into account if the
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number of days, on which that given source is detectable, exceeds 28

days to ensure a sufficient number of data for this analysis.

These two criteria can lead to some sites representing more than one source

category. The result of this analysis is illustrated in Table 4.4 and Figure 4.14.

For wetlands, only one site PUI passed both criteria, for FF related sources

with EDGARv4.3.2, only two sites, Křešín u Pacova (KRE) and Lindenberg

(LIN), and for waste sources with TNO-MACC_III only six sites CMN, Ispra

(IPR), Jülich (JUE), Saclay (SAC), Trainou (TRN) and Lampedusa (LMP).
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Figure 4.14: Determined average δ 13C and δ 2H source isotopic signatures using simulations made with
the EDGARv4.3.2 (a) and TNO-MACC_III (b) inventories in the full European domain. The analysis is
performed for days on which specific sources are dominant detectable, indicated by the colour of circles,
with the criteria that those days account for at least 28 days. The ranges for CH4 source types (microbial,
thermogenic, pyrogenic) indicated by solid grey lines are taken from studies listed in Szénási and Bousquet
(2019). The dashed grey box represents the range for thermogenic CH4 sources and the dotted grey box
the range for microbial CH4 sources, obtained from MEMO2 campaigns (Menoud et al., 2020a). The black
cross represents the global average δ 2H and δ 13C isotopic signatures in ambient (background) air (Rigby
et al., 2012).

For the top 10 sites in the agriculture and waste source types, this ana-

lysis with simulations using both inventories leads to the same source iso-

topic signatures as the previous analysis. The sites, which are within the

solid square indicating microbial sources, remained the same, with one ex-

ception: waste sources appear to be detectable at IPR with the TNO-MACC

simulations. Thus, agriculture and waste sources are more certain to be

detected by high-precision instruments at the following sites, suggested

by simulations with both inventories: CBW, LUT, IPR and STE. Accoring to
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EDGAR, two more sites show potential for the detection of agriculture and

waste sources: CMN and Gartow (GAT), respectively. CBW, LUT, IPR and STE

are in the Large mixing ratio category, which is another reason to expect

that sources can be detected at these sites as signals from larger sources

are generally easier to detect at any instrument precision. Indeed, CBW

and LUT have been surveyed by Röckmann et al. (2016) and Menoud et al.

(2020b) and provided useful information for evaluating CH4 emission invent-

ories.

For wetlands, even the one site PUI passing the two criteria does not

prove to be a potential site for detecting signals from wetlands as the de-

rived δ 2H and δ 13C source isotopic signatures are representative for back-

ground conditions.

For the thermogenic source type, KRE and LIN are likely to provide useful

atmospheric δ 2H and δ 13C measurements during about a month as indicated

by the simulations with both inventories.

4.4.6 Analysis of the seasonal detection

In order to capture sources with a limited number of detectable days,

seasonal variations of the detectability should be analysed. This section

investigates the seasonal variation of the detectability at ICOS sites and dis-

cusses the results for the detection thresholds of 1‰ for δ 2H and 0.05‰ for

δ 13C as these precisions are possibly more often available for instruments.

The seasonal detection is shown in Figures 4.15 and 4.16 for δ 2H and δ 13C,

respectively. Since only the boundary mixing ratios and wetland emissions

have a temporal variation and other source types are constant over the year

in the model, the seasonal variations are due to meteorology, boundary con-

ditions and wetlands.

The number of days on which sources are detectable and the types of de-

tectable sources are similar for δ 2H and δ 13C. The number of days on which

any source exceeds the given thresholds is generally largest in autumn. The

detectability of agriculture and waste sources has only a small seasonal vari-

ation over winter, spring and summer, while FF related sources and bound-

ary conditions exceed the thresholds mainly in autumn and winter. Thus,

if the source of interest is fossil fuel related sources or background and if

there is no possibility to deploy instruments to measure isotopic composition

of CH4 over an entire year, it is most beneficial to perform measurements

during autumn and winter.
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Table 4.4: ICOS sites at which the four main sources of methane can be detectable for more than 28 days
within our European domain. Number of detection days is indicated for the atmospheric δ 13C and δ 2H
isotopic ratio simulations made with the EDGARv4.3.2 and TNO-MACC_III emission inventories.

Site
EDGARv4.3.2

Number of days Site
TNO-MACC_III

Number of days
δ 13C δ 2H δ 13C δ 13C

Agriculture
STE 315 310 LUT 283 282
LUT 301 299 STE 259 258
CMN 264 258 CBW 241 238
CBW 242 240 HEL 228 225
HEL 241 239 CMN 212 204
HPB 183 183 GAT 209 201
TOH 176 170 OPE 189 181
OPE 165 163 KIT 188 178
KIT 156 148 HPB 186 182
OXK 149 145 IPR 184 178

Waste
IPR 245 244 CMN 99 92
GAT 169 166 IPR 93 95
TRN 136 136 JUE 63 68
SAC 130 129 SAC 51 50
WAO 127 127 TRN 42 40
LIN 107 104 LMP 39 38
JUE 80 81
NOR 73 73
KIT 72 68
UTO 57 58

Fossil fuel related sources
KRE 42 45 WAO 65 71
LIN 28 28 STE 58 55

KRE 45 50
LIN 36 38
IPR 35 35

Wetlands
PUI 28 28 PUI 36 30

Although wetland sources are dominant only on a few days during the

study period, they exceed the thresholds mainly in summer and autumn.

Therefore, campaigns aimed at measuring δ 13C and δ 2H from wetlands over

a few months should be carried out in the summer and autumn months.

This is consistent with the campaigns performed by Fisher et al. (2017) at

northern European wetlands mainly during summer months.

The seasonality of the detection capability for the FF related sources dif-
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fers for EDGAR and TNO-MACC. In general, there are more sites at which the

thresholds are exceeded by FF related sources with TNO-MACC and more

sites at which waste sources exceed the thresholds with EDGAR. With EDGAR,

waste sources exceed the thresholds of δ 2H and δ 13C mostly in summer and

autumn, while with TNO-MACC, the number of days when waste sources ex-

ceed the 1‰ threshold is highest in winter. As the relative contribution of

the waste sources to the total anthropogenic emissions is larger in EDGAR,

waste sources tend to exceed the thresholds on more days than with TNO-

MACC. The seasonality differences between the results using the two invent-

ories could be due to the different spatial allocation of sources in them. In-
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Figure 4.15: Seasonality of simulated daily source contributions to δ 2H at ICOS sites being above the
1‰ threshold, computed from 3-day running standard deviations. Colours indicate detectable source
types. Results are shown for using the EDGARv4.3.2 (a) and TNO-MACC_III (b) inventories in the domain
covering Europe.
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Figure 4.16: Seasonality of simulated daily source contributions to δ 13C at ICOS sites being above the
0.05‰ threshold, computed from 3-day running standard deviations. Colours indicate detectable source
types. Results are shown for using the EDGARv4.3.2 (a) and TNO-MACC_III (b) inventories in the domain
covering Europe.

deed, prevailing wind directions can be different depending on the season

and thus, different sources can be advected depending on their locations.

4.4.7 Impact of horizontal resolution on simulation outputs

4.4.7.1 Analysing time series of methane mixing ratios and its stable isotopic content

The horizontal resolution influences the CH4 emissions and simulated

mixing ratios, which affect the computed atmospheric δ 2H and δ 13C isotopic

ratios. As an example, the impact of the horizontal resolution on the simu-

lated time series of STE is illustrated in Figure 4.17. Agriculture sources are
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more dominant in the lower horizontal resolution configuration (Figure 4.5)

compared to the higher horizontal resolution configuration. This occurs be-

cause agriculture is an area source that is the main source of methane in

Europe and other sources, such as FF related sources that are mainly point

sources, become more concentrated in smaller grid cells. Therefore, point

sources can be more dominant when using high horizontal resolutions and

the differences between simulations with two inventories can be more obvi-

ous.

Figure 4.17: Time series of CH4 mixing ratios (top panel), δ 13C (second panel from top) and δ 2H (middle
panel) at the monitoring site Steinkimmen (STE) in the domain covering parts of Northwestern Europe
(horizontal resolution: 0.1°×0.1°). The relative contributions [%] (bottom two panels) indicate the CH4
mixing ratio contributions of the sources to the total CH4 mixing ratios using the EDGARv4.3.2 and the
TNO-MACC_III inventories. The absolute CH4 mixing ratios of the sources [ppb] are indicated in text form
on the top right corner of the figure.

4.4.7.2 Detectability of methane sources at ICOS sites

The comparison between simulations of the two horizontal resolution con-

figurations demonstrates the influence of the horizontal resolution on the

detection capability. Figure 4.18 illustrates the results for δ 13C signal detec-

tion from CH4 sources with the higher horizontal resolution configuration at

ICOS sites. The figures for δ 2H can be found in the Appendix (Figure A6). We
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show only the 3-day running SD results as 3-day averages are sufficient to

target synoptic scale variations and, as stated in Section 4.4.3, we present

a lower bound for the detectability of methane sources.

There are specific sites whose dominant source differs with the two res-

olutions. For example, at the site SAC, the dominant source with the low

horizontal resolution simulations using EDGAR is agriculture but with the

high horizontal resolution simulations, more waste sources are detectable.

Other examples are STE and WAO: using the higher horizontal resolution sim-

ulations with TNO-MACC, FF related sources become the dominant source,

instead of agriculture in the low horizontal resolution simulations.
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Figure 4.18: Number of days in the study year when simulated daily source contributions to δ 13C at
ICOS sites are above given thresholds, computed from 3-day running standard deviations. Colours indic-
ate detectable source types. Results are shown for using the EDGARv4.3.2 (a) and TNO-MACC_III (b)
inventories in the domain covering parts of Northwestern Europe.
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4.4.7.3 Detectability of methane sources across the domain

A similar effect is apparent when analysing the detection capability for

δ 13C over the domain. Figure 4.19 shows the number of days and the source

types when the simulated daily source contributions to δ 13C are above the

instrument precision thresholds in the sub-domain covering parts of North-

western Europe. As in the previous section, only the 3-day running SD results

are shown. As the results for δ 2H lead to similar conclusions, confirming the

detectable source types, the corresponding figures are shown only in the

Appendix (Figure A3).
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Figure 4.19: Number of days in the study year (b and d) and source types (a and c) when simulated
daily source contributions to δ 13C are above given thresholds, computed from 3-day running standard
deviations. Results are shown for the EDGARv4.3.2 (a and b) and TNO-MACC_III (c and d) inventories
in the domain covering parts of Northwestern Europe.

The FF related sources and waste sources are more dominant in the high

resolution domain. The maximum number of days on which the lowest

thresholds are exceeded are higher with 344 (EDGAR) and 335 (TNO-MACC)
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days for δ 2H, as well as 342 (EDGAR) and 339 (TNO-MACC) days for δ 13C,

than with the low horizontal resolution, which results in max. 274 (EDGAR)

and 254 (TNO-MACC) days for δ 2H, as well as 291 (EDGAR) and 260 (TNO-

MACC) days for δ 13C.

4.5 Conclusions

We have analysed which instrument precision would be necessary to de-

tect sources at already existing monitoring sites of the ICOS network and

over our European domain. Our results indicate that the requirements on

instrument precisions are high. The precision targets defined by the WMO

IAEA (WMO, 2018) for δ 13C and δ 2H are 0.2‰ and 5‰, respectively, for

regionally oriented studies. However, our analysis implies that the 0.2‰

and 5‰ precisions are sufficient for detecting sources only from large emit-

ting areas, such as the Po-Valley in Italy or the Silesian coal basin in Poland,

during about six months of the year. The second highest precisions of 1‰

for δ 2H analyses and 0.05‰ for δ 13C analyses have been demonstrated to

be more useful for providing information on CH4 sources in regional atmo-

spheric inversions: sources could be detected at about half of the ICOS sites

during 85% of the year. The highest precisions of 0.5‰ for δ 2H analyses

and 0.02‰ for δ 13C analyses could yield even more days on which sources

can be detected. Such precisions, however, are quite ambitious and require

strict laboratory protocols.

We have shown that seasonal variations exist in the detectability of CH4

sources. However, it is important to note that seasonal variations of sources

occur mainly due to the meteorology and boundary mixing ratios in this

study as the applied anthropogenic sources are constant over the year. Ag-

riculture and waste sources are mainly detectable in autumn and they are

approximately uniformly detectable during the rest of the year. Although

wetland sources exceed the detection thresholds only at a few high-latitude

sites on a few days during the year, the best possibility to detect them would

be during summer and autumn months. Perhaps, an even higher instrument

precision than the ones analysed here would yield satisfactory detection res-

ults. For the best detectability of FF related sources and boundary mixing

ratios, the seasonality analysis suggests winter and autumn months.

It should be noted that the source detection method used in this study is

optimistic as we consider only the source with the highest SD as detectable,

while atmospheric signals consist of contributions from different sources.
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The number of detection events can be lower than in our study as signals

can cancel each other out for some events. Furthermore, sources that have

been indicated as detectable in our study highly depend on the emissions’

magnitude and spatial distribution in the inventories used.

Our results show that at most ICOS sites, mainly background and agricul-

tural sources would be detectable. While background sites are valuable for

monitoring the general atmospheric evolution of sources and sinks of GHGs

at larger regional scales, sites and regions where signals from CH4 sources

would be detectable, could be useful to improve our understanding on spe-

cific methane sources and their temporal and spatial distribution. For ex-

ample, sites and regions with controversial source detectability for EDGAR

and TNO-MACC could be considered for long-term monitoring of δ 13C and

δ 2H isotope ratios. A good example is the monitoring site Steinkimmen (STE)

in Germany, at which simulations with TNO-MACC suggest that FF related

sources are detectable, whereas simulations with EDGAR do not indicate FF

related sources as detectable. Our study performed with the low horizontal

resolution configuration indicates that the detection of FF related sources

over a month is not likely at any ICOS sites. However, the analysis of the

source detection using simulations with the higher horizontal resolution and

the TNO-MACC inventory implies that FF related sources may be detectable

at STE for over half a year. Furthermore, long-term monitoring of CH4 mixing

ratios and δ 13C and δ 2H isotope ratios or at least measurement campaigns

of several months would be beneficial in Eastern Europe as the emissions in

the two inventories and the resulting detectability have substantial discrep-

ancies and there are currently no ICOS sites in operation there.

We have analysed which sites have the most potential for detecting δ 13C

and δ 2H signals from CH4 sources. Based on our analyses using simulations

with both inventories, the sites at which the possibility is high for detect-

ing agriculture sources for at least six months are STE, CBW and LUT. For

the detection of waste sources during at least six months, IPR appears to

be promising. The analysis with the EDGAR simulations suggests also CMN

and GAT as potential sites for detecting signals from primarily agriculture

and waste sources, respectively. The highest possibility to detect waste and

agriculture sources is in autumn. FF related sources may be detectable at

KRE and LIN for about a month mainly during autumn and winter. None of

the current ICOS sites have been indicated to be suited for capturing signals

from wetlands. Southern Finland is likely to be a good target for carrying out
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measurements of at least a few months in summer and autumn to detect

signals from wetlands.

Even though this study has been performed for one year only, we as-

sume that the results apply for the years after 2017 as emission hot-spots

and large emission areas will likely remain at similar locations in Europe.

Moreover, most CH4 emissions in Europe do not have a high inter-annual

variability, due to which we can assume that our results will still apply in the

near future. Hence, δ 2H and δ 13C data sets can be implemented in atmo-

spheric inversions of CH4 emission over Europe, once a sufficient amount of

δ 2H and δ 13C data with sufficient instrument precision are available. How-

ever, as our study showed, even higher precisions than 0.02‰ for δ 13C and

0.5‰ for δ 2H may be necessary to detect sources. This may be the case

especially for wetland and FF related sources. Alternatively, atmospheric

inversions could further investigate the value of long-term isotopic data by

using synthetic measurements of δ 2H and δ 13C over multiple years.



Chapter 5

Summary and outlook

5.1 Summary and conclusions

The general aim of this thesis is to improve our knowledge on European

methane sources by using atmospheric modelling of CH4 mixing ratios, as

well as δ 13C and δ 2H isotopic ratios. This work is motivated by the im-

portance of atmospheric CH4 in climate change and the increasingly avail-

able CH4 mixing ratio measurements in Europe that are valuable for emis-

sion quantification. This thesis addresses uncertainties in the European CH4

budget by focusing on several elements used in atmospheric inversions. The

accuracy of CH4 emission estimates derived from top-down atmospheric in-

versions depends on the performance of the transport model, the uncer-

tainties connected to its input data, such as emissions and boundary and

initial conditions, the precision of instruments measuring CH4 mixing ratios

and δ 2H and δ 13C isotope ratios as well as the number and location of such

measurements.

In the first part of this thesis, we assessed several errors in transport

models and emission inventories by comparing simulations of CH4 mixing

ratios that were carried out using different configurations, transport mod-

els and input data. These error estimates can be used in regional atmo-

spheric inversions to derive CH4 emissions in Europe. The second step of

this work involved the use of information obtained from quasi-continuous

measurements and simulations of CH4 isotopic composition to explore pos-

sible causes for mismatches between measurements and simulations, with

the final aim to deduce information on emissions of the main CH4 sources.

The main limitation of the study is that quasi-continuous, high-frequency

measurements of δ 13C and δ 2H are available from only two monitoring sites

145
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in our European domain. This leads to the third study of this thesis with the

aim to investigate the value of long-term in-situ isotopic measurements at

operational monitoring sites in Europe. To do so, we analyse the instrument

precision needed for detecting signals from CH4 sources.

In the following, the main conclusions of these studies are summarised

and the research questions posed at the beginning of this thesis answered.

The main findings are summarised in Figure 5.1.

Research question 1: How can we quantify errors in transport models

and emission inventories for atmospheric inversions of methane emissions

in Europe?

In Chapter 2, we estimated various errors in transport modelling and emis-

sion inventories, which can be used to set up atmospheric inversions of

methane emissions in Europe. The aim was to gain insights into how these

errors could be consistently treated and included in a data assimilation sys-

tem for inverting CH4 emissions in Europe. A simple method (Wang et al.,

2017) was used that consists of performing multiple simulations using two

limited-area transport models at three different horizontal resolutions with

inputs based on three emission inventories and two sets of boundary and

initial conditions.

We found that the background error features a homogeneous structure

and low variability, due to which it can be discriminated from other types

of errors. Hence, it can be controlled alongside emissions in an inversion

framework, which is consistent with other regional inversion studies. The

representation error can also be included in the observation error statistics.

Our analyses suggest that the sources of the transport error may better be

controlled alongside the emissions. However, the optimisation of the trans-

port together with the emissions is challenging in most inversion systems.

In addition, it showed spatial and temporal correlations, which increase the

difficulties to include the transport error in the emission space due to the

technical challenges of inverting large non-diagonal matrices.

The error in emission inventories is heterogeneous and depends on the

country and source sector. The inventories differ mainly in the waste and

fossil fuel related sources over Europe. This is due to assumptions used for

spatially disaggreagting area and point sources in inventories, which leads

to differences in the magnitudes and locations of emissions.

Research question 2: Are isotopic measurements useful as constraints
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on CH4 sources?

In Chapter 3, we investigated causes for mismatches between measured

and simulated methane mixing ratios, as well as its isotopic ratios δ 2H and

δ 13C at two measurement sites: the coastal site Lutjewad in the Nether-

lands and the continental site Heidelberg in Germany. The aim of this study

was to analyse whether such mismatches can be associated with inaccurate

magnitudes and/or spatial distributions of emission in inventories or with

improper δ 13C and δ 2H isotopic source signatures used for modelling atmo-

spheric δ 13C and δ 2H isotope ratios.

The analysis of the measurement-simulation mismatches around Lutje-

wad indicated that the key reason for the mismatches is inaccurate mag-

nitudes and spatial distribution of emissions in the domain covering parts

of Northwestern Europe. The underestimation of the measured CH4 mixing

ratios and the overestimation of δ 13C and δ 2H by CHIMERE is primarily due

to the underestimation of biogenic sources, especially agriculture sources,

in both the EDGARv4.3.2 and the TNO-MACC_III inventory. Moreover, the

sensitivity analyses suggested that fossil fuel related emissions are overes-

timated in both inventories, especially South-East from Lutjewad. The com-

parison of measured and simulated CH4 mixing ratios and δ 13C isotope ratios

around Heidelberg lead to the conclusion that emissions are likely misplaced

and emission magnitudes are inaccurate in both emission inventories. A pos-

sible reason for the low model performance for atmospheric δ 13C isotopic

ratios is improper δ 13C source isotopic signatures used for the area around

Heidelberg. Nevertheless, our results indicate, among others, that fossil fuel

related sources are overestimated North from Heidelberg. This confirms the

similar findings based on the analysis around Lutjewad that fossil fuel related

emissions possibly in North-Western Germany are overestimated.

Research question 3: Which instrument precisions and sites are needed

for isotopic measurements to be used in atmospheric inversion studies at the

European scale?

In Chapter 4, we have investigated the importance of long-term isotopic

measurements of atmospheric δ 13C and δ 2H for improved CH4 emission es-

timates in Europe. As long-term isotopic measurements are presently scarce

in Europe, simulations of atmospheric δ 13C and δ 2H isotope ratios are used

in this synthetic study. The simulations were carried out for monitoring sites

of the European ICOS network for one year. This study was focused on the in-

strument precision needed to detect signals from the main CH4 sources and
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on measurement sites, at which the potential to detect signals is highest.

Through the investigation of the instrument precision, we found that a

precision of at least 1‰ for δ 2H analyses and 0.05‰ for δ 13C analyses

would be needed to detect sources at most sites during at least six months.

The ICOS sites Steinkimmen (DE), Cabauw (NL), Lutjewad (NL) and IPR (IT)

have been implied by simulations with both inventories as potential sites for

isotopic signal detection during at least six months of the year. The main de-

tectable confirmed source at these sites is agriculture, which is detectable

by most sites. At IPR, waste sources are the dominant detectable source.

The sites KRE (CZ) and LIN (DE) appear to be promising for the detection of

FF related sources for about a month.

In order to learn more about CH4 sources and sinks, it would be advant-

ageous to measure CH4 isotopic composition at sites and in regions with

controversial source detectability indicated by the simulations using two in-

ventories (e.g. WAO (UK) and STE), as well as in further regions where waste

and fossil fuel related sources can be detectable. Such regions are, for ex-

ample, Southern part of the UK and Eastern Europe, respectively. As none

of the ICOS sites is indicated to be a potential site for detecting signals from

wetlands, other higher latitude regions, such as Southern Finland, could be a

good target for measuring δ 2H and δ 13C isotope ratios and CH4 mixing ratios

from wetlands.

Figure 5.1: Summary of the main findings in this thesis.



5.2. Outlook 149

The research in this thesis found that inaccurate spatial distributions and

magnitudes of CH4 emissions are the primary reason for mismatches between

measured and simulated atmospheric CH4 mixing ratios and isotopic com-

position. The largest uncertainties were detected in the waste and fossil

fuel related source sectors of the inventories used in this thesis. Our studies

showed that the application of δ 13C and δ 2H isotopic ratios in addition to

CH4 mixing ratios can help identify discrepancies between the magnitude

and spatial distribution of emissions in the inventories and help improve

them. Furthermore, long-term (> 1 year) or quasi-continuous (< 1 year)

measurements of δ 13C and δ 2H can be an asset for source discrimination

in atmospheric inversions. However, such measurements should be carried

out by instruments with a precision of at least 0.05‰ for δ 13C and 1‰ for

δ 2H in order to be useful in inversions. Moreover, inversion studies should

carefully asses the errors in transport models and emission inventories.

5.2 Outlook

5.2.1 Emission estimation

As the results of the study in Chapter 2 showed, the spatial distribu-

tion of emissions in anthropogenic methane emission inventories is uncer-

tain. Although our analysis of emissions provides valuable insights into

emission inventories and uncertainties connected to them, a more compre-

hensive study on estimating errors in CH4 emission inventories would likely

yield more reliable emission estimates in atmospheric inversion frameworks.

The estimation of the errors in emission inventories and the transported-

emission errors could be improved by adding other emission inventories if

available, or new versions of the used inventories, including updated emis-

sion magnitudes and spatial distribution, as well as seasonal and/or diurnal

time profiles.

Time profiles based on atmospheric processes driving CH4 production

(e.g. higher temperatures increase methane formation in landfills; Javad-

inejad et al., 2019) would potentially help reduce discrepancies between

measurements and simulation outputs. The impact of applying temporal

profiles on simulation outputs of CH4 mixing ratios should, however, be ex-

amined as improper time profiles could lead to even larger discrepancies

between measurements and simulations. Furthermore, an in-depth analysis

on the spatial distribution of emissions, as well as the assumptions and prox-
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ies used for spatially distributing them would contribute to lower emission

uncertainties. Such analyses would provide valuable information for prepar-

ing emission inventories.

Throughout the whole thesis, the same version of the anthropogenic emis-

sion inventories TNO-MACC_III and EDGARv4.3.2 from the year 2011 was

used. Since the beginning of this thesis, new versions of these inventories

have become available and Table 5.1 shows a comparison of TNO-MACC_III

and EDGARv4.3.2 to their newer versions: CAMS-REG v4.2 and EDGARv5.0

for 2011 and the most recent available year 2015. The comparison of the

EDGAR inventory’s versions for 2011 shows a more than 2 Tg total CH4 emis-

sion increase in EDGARv5.0, which is mainly due to the almost 4 Tg increase

of CH4 in the waste sector and a 1.3 Tg CH4 decrease of the fossil fuel re-

lated emissions. In 2015 in EDGARv5.0, the waste emissions became 1 Tg

smaller compared to 2011 in the same inventory version, while agriculture

emissions slightly increased by 0.4 Tg, resulting in a total emission reduc-

tion of 0.5 Tg CH4. In the CAMS-REG v4.2 inventory, the total CH4 emission

increased by 1.5 Tg with an enhancement of emissions in the agriculture,

waste and fossil fuel related emissions for 2011, compared to TNO-MACC_III.

Comparing 2011 and 2015 of CAMS-REG v4.2 shows a decrease in the waste

and fossil fuel related emissions and a slight 0.2 Tg enhancement of agricul-

ture emissions, which leads to a total 1.3 Tg CH4 emission reduction in 2015.

In Chapter 3, we found that fossil fuel related emissions are overestimated

in TNO-MACC_III and EDGARv4.3.2 in a domain covering parts of Northwest-

ern Europe. Thus, the decrease of fossil fuel related emissions in the newer

versions, especially in CAMS-REG v4.2 for 2015, suggests an improvement

of the emission magnitudes. Consequently, in future studies on atmospheric

CH4, newer versions could provide updated emission magnitudes and pos-

sibly updated spatial distributions.

Even though emissions from natural wetlands in Europe are small com-

pared to anthropogenic emissions (Saunois et al., 2016b), their role in the

European atmospheric CH4 budget is substantial, especially in higher north-

ern latitudes. Their contribution to the European CH4 budget should be fur-

ther investigated and their errors could be studied using the same method

as in Chapter 2.

Each of these suggestions are feasible in short or medium term as most

of the tools are available.
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Table 5.1: Emissions [TgCH4year-1] per source category of TNO-MACC_III (2011) and EDGARv4.3.2
(2011) anthropogenic emission inventories compared to their newer versions CAMS-REG v4.2 and
EDGARv5.0 for the years 2011 and 2015.

SNAP code Source sector in this study TNO-MACC_III CAMS-REG v4.2 EDGARv4.3.2 EDGARv5.0
2011 2011 2015 2011 2011 2015

2, 5 Fossil fuel related emissions 6.1 6.3 5.6 7.3 6.0 6.0
9 Waste 7.7 8.6 7.7 10.8 14.5 13.5
10 Agriculture 10.9 11.3 11.5 12.1 12.0 12.4

1, 3, 4, 6, 7, 8 Other anthropogenic sources 0.7 0.7 0.8 0.4 0.4 0.5
Total 25.4 26.9 25.6 30.6 32.9 32.4

5.2.2 Atmospheric modelling

The study in Chapter 3, investigating reasons for mismatches between

measurements and simulations, indicated issues with the MACC boundary

and initial conditions (Marécal et al., 2015). The impact of the MACC bound-

ary conditions on the simulation quality of the long-lived species O3 and CO

was analysed in the study of Giordano et al. (2015). They found that biases

between ground-based measurements and simulation outputs exist due to

the performance of the MACC boundary conditions. Similarly, the influence

of the CH4 boundary conditions on the simulation outputs of CH4 mixing ra-

tios could be investigated in the short term.

The vertical mixing of CH4 mixing ratios in CHIMERE was not examined

in this thesis. However, it is known to be a source of error in meteorolo-

gical inputs used in transport models (Gerbig et al., 2008). It highlights the

need to analyse uncertainties contained by meteorological inputs. Brun-

ner et al. (2015) analysed the performance of atmospheric models due to

meteorological inputs and found that the simulation of some meteorological

parameters, e.g. planetary boundary layer height, is indeed subject to un-

certainties. The influence of meteorological inputs on the simulation of CH4

mixing ratios could be investigated in a similar study or by the method de-

scribed in Chapter 2. Such a study could analyse the influence of e.g. the

PBL height on simulations of atmospheric CH4 mixing ratios and could point

out what could potentially be improved in atmospheric CTMs to further en-

hance their performance. Moreover, increasing the vertical resolution could

lead to more accurate simulation outputs as it could improve the represent-

ation of vertical gradients and decrease misrepresentations of the vertical

mixing of CH4 mixing ratios.
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5.2.3 Measurements of isotopic composition

In Chapter 4, we have used homogeneous δ 13C and δ 2H isotopic source

signatures as input for computing atmospheric δ 13C and δ 2H isotope ratios.

However, isotopic source signatures of a given source depend on the ac-

tual parameters of CH4 formation processes, such as the diet type of cattle,

which can be different from region to region. To start investigating this

issue, we shortly study the detectability, analogue to the method used in

Chapter 4, for the highest instrument precisions at the ICOS site Steinkim-

men in Germany. We modify the δ 13C and δ 2H source isotopic signatures

of the agriculture and fossil fuel related sources as these are the sources

that were indicated dominant detectable by simulations with the TNO-MACC

inventory in our study in Chapter 4. The δ 13C and δ 2H source isotopic signa-

tures have been modified to lower source signatures of -66‰ and -330‰,

respectively, for the agriculture sector and to higher source signatures of

-40‰ and -160‰, respectively, for FF related sources. The resulting de-

tectable sources and number of days on which they are detectable are com-

pared in Table 5.2 to the ones determined in Chapter 4. Even though modi-

fied input source isotopic signatures seem to have only a marginal influence

on the detectability of CH4 sources at Steinkimmen, heterogeneous source

isotopic signatures would likely result in more realistic δ 13C and δ 2H time

series. However, more spatially well distributed δ 2H and δ 13C source iso-

topic signatures derived from measurements are needed to provide more

realistic signatures over a domain as large as Europe.

Table 5.2: Number of days on which sources are detectable at the ICOS site Steinkimmen (Germany)
when modifying the δ 2H and δ 13C source isotopic signatures for the agriculture and fossil fuel (FF) related
sources in simulations using the TNO-MACC_III emission inventory.

Source sector δ 13C [‰] δ 2H [‰]
original modified original modified

Agriculture 259 260 258 255
Waste 1 1 2 2

FF related sources 58 60 55 60
Other anthropogenic sources 0 0 0 0

Wetlands 0 0 0 0
BC 36 41 36 40

In order to gain more information on typical δ 13C and δ 2H source iso-

topic signatures in Europe, more local mobile isotopic measurements are
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required that target the estimation of isotopic source signatures, which has

been a focus in recent studies (e.g. Fisher et al., 2017; Zazzeri et al., 2017;

Assan, 2017) and would thus be feasible in medium term. The MEMO2 pro-

ject is a great initiative, whose objective is the identification of various CH4

sources in different locations in Europe. The target areas of MEMO2 includes

mainly Western European countries. Although MEMO2 participated in intens-

ive measurement campaigns in Poland and Romania, other parts of Eastern

Europe are, to date, not well explored.

This was also indicated by the analyses in Chapter 4 that demonstrated

discrepancies in emissions of the TNO-MACC_III and EDGARv4.3.2 inventor-

ies. Currently, there is no ICOS site in operation in Eastern Europe, it would

hence be beneficial to carry out quasi-continuous measurements of CH4 mix-

ing ratios and its isotopic ratios for at least several months.

As most European CH4 emissions do not feature high year-to-year vari-

ations as demonstrated in Table 5.1, it is reasonable to assume that our

results in Chapter 4 will apply at least in the near future. While there are

uncertainties in the spatial allocation of emissions in inventories, the spatial

uncertainties of emissions have been addressed by using two emission in-

ventories. Therefore, atmospheric inversions could implement δ 13C and δ 2H

data, once the availability of such data has sufficiently increased. To over-

come limitations of the use of isotopic data in atmospheric inversions, more

long-term or at least quasi-continuous isotopic measurements are needed

in Europe. It will possibly take many years to reach a sufficient amount of

long-term or quasi-continuous isotopic measurements. However, the data

availability is not the only limiting factor to implement isotopic data in in-

version frameworks. The requirements on instrument precisions that would

yield valuable measurements for atmospheric inversions remain challen-

ging. Therefore, measurement projects could target ICOS sites that seem

to be most advantageous to detect sources: for example, Steinkimmen in

Germany or Ispra in Italy as indicated by our study.

5.2.4 Atmospheric inversions of methane emissions

In this thesis, we have addressed some of the main uncertainties in at-

mospheric inversions of CH4 emissions; errors in transport models and emis-

sions from simulation outputs of CH4 mixing ratios and precision require-

ments for instruments measuring CH4 isotopic composition. Furthermore,

we explored the advantages when using isotopic information to gain know-
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ledge about emissions and isotopic source signatures. These analyses have

shown what would be necessary for an atmospheric inversion framework to

be able to estimate reliable methane emissions from atmospheric measure-

ments of CH4 mixing ratios and its stable isotopic composition in Europe.

Such an inversion framework would be of great importance for future stud-

ies on methane emissions, it would thus be relevant to validate that in sim-

plified atmospheric inversions, while aiming to take into account as much

of the recommendations in our studies as possible regarding computational

challenges and costs, as well as data availability.

An example for an inversion system that could be used for this purpose is

currently being developed and tested at the global scale, which is designed

to assimilate measurements of specific CH4 tracers and their corresponding

isotopic data (Thanwerdas et al., In preparation).

As long as the number of available CH4 isotopic measurements is not suf-

ficient in Europe, synthetic measurements of δ 2H and δ 13C could be included

in Observing System Simulation Experiments (OSSEs) that would make pos-

sible to investigate the performance of atmospheric inversions with isotopic

data within a shorter time range.
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A.1 Use of high-frequency atmospheric isotopic composition
measurements for deriving information aboutmodel-meas-
urement mismatches

Figure A1: Time series of the measured and simulated CH4 mixing ratios and δ 13C isotope ratios at the
German monitoring site Heidelberg for the period November 2016 to March 2017. Simulations made by
using the EDGARv4.3.2 inventory are illustrated with orange lines, simulations made by using the TNO-
MACC_III inventory are illustrated with blue lines. Furthermore, the relative source contributions to the
total simulated CH4 mixing ratios above the simulated CH4 boundary mixing ratios are shown by different
colours at the bottom of the figure.
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Figure A2: Time series of the measured and simulated CH4 mixing ratios as well as δ 13C and δ 2H isotope
ratios at the Dutch monitoring site Lutjewad for the period November 2016 to March 2017. Simulations
made by using the EDGARv4.3.2 inventory are illustrated with orange lines, simulations made by using
the TNO-MACC_III inventory are illustrated with blue lines. Furthermore, the relative source contributions
to the total simulated CH4 mixing ratios above the simulated CH4 boundary mixing ratios are shown by
different colours at the bottom of the figure.
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A.2 Investigating the potential of isotopic measurements for
methane source detection in a modelling framework
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Figure A3: Number of days in the study year (b, d) and source types (a and c) when simulated daily source
contributions to δ 2H at ICOS sites are above given thresholds, computed from 3-day running standard
deviations. Results are shown for the EDGARv4.3.2 (a) and TNO-MACC_III (c) inventories in the domain
covering parts of Northwestern Europe.
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Figure A4: Number of days in the study year when simulated daily source contributions to δ 2H at ICOS
sites are above given thresholds, computed from standard deviations over 3-day, 7-day and 14-day run-
ning windows, for the EDGARv4.3.2 inventory in the domain covering whole Europe. Colours indicate
detectable source types.
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Figure A5: Number of days in the study year when simulated daily source contributions to δ 13C at ICOS
sites are above given thresholds, computed from standard deviations over 3-day, 7-day and 14-day run-
ning windows, for the EDGARv4.3.2 inventory in the domain covering whole Europe. Colours indicate
detectable source types.
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Figure A6: Number of days in the study year when simulated daily source contributions to δ 2H at ICOS
sites are above given thresholds, computed from 3-day running standard deviations. Colours indicate
detectable source types. Results are shown for using the EDGARv4.3.2 (a) and TNO-MACC_III (b) in-
ventories in the domain covering parts of Northwestern Europe.
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• Wageningen University and Research in Wageningen, The Netherlands

Duration: 19 February 2018 - 19 March 2018

Objectives: Model development and inter-model comparison using Mi-

croHH, a computational fluid dynamics code for the simulation of tur-

bulent flows in the atmosphere, and the CHIMERE chemistry-transport

model

• Netherlands Organisation for Applied Scientific Research (TNO) in Utrecht,

The Netherlands

Duration: 17 June 2019 - 12 July 2019

Objectives: Characterisation of errors in transport modelling and emis-

sion inventories

• Institute for Marine and Atmospheric research Utrecht (IMAU) of the

Utrecht University in Utrecht, The Netherlands
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Objectives: Perform sensitivity analyses to improve understanding of

modelled atmospheric isotopic ratios

• Netherlands Organisation for Applied Scientific Research (TNO) in Utrecht,

The Netherlands

Duration: 13 January 2020 - 24 January 2020

Objectives: Prepare study for investigating the need of atmospheric

isotopic measurements in Europe
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• University course Greenhouse gases (GHGs): challenges and observa-

tions at Ecole Polytechnique in Palaiseau, France

Duration: October 2017 - December 2017

Objectives: Introduction to GHGs and atmospheric observation tech-

niques

• University course Biogeochemical cycles and interactions with the bio-

sphere at global scale at AgroParisTech in Paris, France
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Objectives: First meeting with MEMO2 members and acquire basics

about atmospheric CH4 mixing ratios and its stable isotopologues

• Workshop about CH4 isotopologues at Royal Holloway University of Lon-

don in Egham, United Kingdom

Duration: 17 - 19 September 2018

Objectives: Acquire fundamentals on CH4 isotopologues

• Dispersion modelling workshop at Institute of Environmental Physics of

the Heidelberg University in Heidelberg, Germany
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France
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Objectives: Update each other about project progress and plans

• Conference EGU in Vienna, Austria
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Presentation form and title: Poster presentation "Atmospheric monitor-
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Authors: Barbara Szénási, Isabelle Pison, Antoine Berchet, Gregoire

Broquet, Philippe Bousquet, Marielle Saunois

• Second MEMO2 annual meeting

Duration: 21 - 22 February 2019
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Objectives: Update each other about project progress and plans
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Duration: 7 - 12 April 2019

Presentation form and title: PICO presentation "Evaluation of methane

emission inventories at the European scale by comparing atmospheric

transport models and measurements"

Authors: Barbara Szénási, Antoine Berchet, Gregoire Broquet, Mari-

elle Saunois, Hugo Denier van der Gon, Arjo Segers, Malika Menoud,

Thomas Röckmann, Randulph Morales, Dominik Brunner, Philippe Bousquet,

and Isabelle Pison

• Conference NCGG8 in Amsterdam, The Netherlands

Duration: 12 - 14 June 2019
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emission inventories by comparing atmospheric transport models and
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and Isabelle Pison
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Objectives: Update each other about project progress and plans
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A.5 Résumé

L’objectif général de cette thèse est d’améliorer nos connaissances sur

les sources européennes de méthane en utilisant la modélisation atmosphé-

rique du rapport de mélangeatmosphérique de CH4, ainsi que des rapports

isotopiques δ 13C et δ 2H. Ce travail est motivé par l’importance du CH4 atmo-

sphérique dans le changement climatique et par la disponibilité de mesures

de plus en plus nombreuses du rapport de mélange de CH4 en Europe,

mesures qui sont précieuses pour la quantification des émissions. Cette

thèse aborde les incertitudes du bilan européen de CH4 en se concentrant

sur plusieurs éléments utilisés dans les inversions atmosphériques. La pré-

cision des estimations d’émissions de CH4 dérivées des inversions atmo-

sphériques (méhodes descendantes) dépend de la performance du modèle

de transport utilisé, des incertitudes liées à ses données d’entrée, telles que

les inventaires d’émissions et les conditions aux limites et initiales, de la

précision des instruments mesurant les rapports de mélange de CH4 et les

rapports isotopiques δ 2H et δ 13C ainsi que du nombre et de l’emplacement

de ces mesures.

Dans la première partie de cette thèse, nous avons évalué plusieurs er-

reurs dans les modèles de transport et les inventaires d’émissions en com-

parant des simulations du rapport de mélange de CH4 effectuées en utilis-

ant différentes configurations, différents modèles de transport et différents

jeux de données d’entrée. Ces estimations d’erreurs peuvent être utilisées

dans des inversions atmosphériques régionales pour estimer les émissions

de CH4 en Europe. La deuxième étape de ce travail a consisté à utiliser les

informations obtenues à partir de mesures quasi-continues de la compos-

ition isotopique du CH4 atmosphérique pour explorer les causes possibles

des décalages entre les mesures et les simulations. Le but est d’en déduire

des informations sur les principales sources de CH4. La principale limite de

l’étude est que les mesures quasi-continues et à haute fréquence de δ 13C et

δ 2H ne sont disponibles que pour deux sites dans notre domaine européen.

Ceci conduit à la troisième partie de cette thèse: son le but est d’étudier

l’apport des mesures isotopiques in-situ à long terme aux sites opération-

nels en Europe. Pour ce faire, nous analysons la précision des instruments

nécessaire à la détection des signaux provenant de sources de CH4.

Dans ce qui suit, nous résumons les principales conclusions et répondons

aux questions de recherche posées au début de cette thèse. Les principales
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conclusions sont résumées dans la Figure 5.1.

Question de recherche 1: Comment pouvons-nous quantifier les er-

reurs dans les modèles de transport et les inventaires d’émissions utilisés

pour les inversions atmosphériques des émissions de méthane en Europe?

Dans le chapitre 2, nous avons estimé diverses erreurs dans la modélisation

du transport et les inventaires d’émissions, qui peuvent être utilisées pour

mettre en place des inversions atmosphériques des émissions de méthane

en Europe. L’objectif était de comprendre comment ces erreurs pourraient

être traitées de manière cohérente et incluses dans un système d’assimilation

de données pour inverser les émissions de méthane en Europe. Les er-

reurs ont été évaluées aux emplacements des sites de mesure européens et

sur le domaine européen modélisé pour 2015. Une méthode simple (Wang

et al., 2017) a été utilisée: elle consiste à effectuer des simulations mul-

tiples à l’aide de deux modèles de transport à aire limitée à trois résolu-

tions horizontales différentes avec des entrées basées sur trois inventaires

d’émissions et deux ensembles de conditions aux limites et initiales. L’avan-

tage d’une telle méthode d’estimation des erreurs est qu’elle est flexible

et peut être utilisée avec n’importe quel modèle de transport et pour toute

étude locale, régionale ou mondiale, ainsi que pour acquérir davantage de

connaissances sur d’autres espèces atmosphériques que le méthane. À

partir de l’ensemble des simulations, nous avons pu estimer quatre erreurs

du modèle de transport : l’erreur de fond, l’erreur de représentation, l’erreur

de transport, l’erreur dues aux émissions transportées. Le rapport entre

l’erreur dues auxémissions transportées et les trois autres erreurs, leur amp-

litude et leur structure ont été utilisés pour examiner si les émissions ciblées

peuvent être traitées par une inversion atmosphérique. En outre, nous

avons estimé l’erreur des inventaires d’émissions en utilisant trois inventaires,

ce qui nous a permis d’étudier les incertitudes spatiales des inventaires et

les incertitudes liées aux amplitudes des émissions.

Nous avons constaté que l’erreur de fond présente une structure homo-

gène et une faible variabilité, ce qui permet de la distinguer des autres types

d’erreurs. Par conséquent, elle peut être contrôlée en même temps que les

émissions dans le cadre de l’inversion, ce qui est cohérent avec d’autres

études d’inversion régionales. L’erreur de représentation peut également

être incluse dans les statistiques d’erreur d’observation. Nos analyses sug-

gèrent que les sources d’erreur de transport peuvent être contrôlées au

mieux en même temps que les émissions. Cependant, l’optimisation du
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transport en même temps que les émissions est difficile dans la plupart des

systèmes d’inversion. En outre, notre analyse a montré des corrélations spa-

tiales et temporelles, qui augmentent les difficultés pourinclure l’erreur de

transport dans l’espace des émissions en raison des défis techniques que

soulève l’inversion de grandes matrices non-diagonales.

L’erreur dans les inventaires d’émissions est hétérogène et dépend du

pays et du secteur source. Les inventaires diffèrent principalement en ce

qui concerne les sources liées aux déchets et aux combustibles fossiles en

Europe. Cela est dû aux hypothèses utilisées pour la désagrégation spa-

tiale des sources surfaciques et ponctuelles dans les inventaires, qui en-

traînent des différences dans l’ampleur et la localisation des émissions. Les

longueurs de corrélation spatiale pour les secteurs des déchets et des com-

bustibles fossiles sont négligeables. Pour l’agriculture, elle est d’environ

100-150 km.

Question de recherche 2: Les mesures isotopiques sont-elles utiles

comme contraintes sur les sources de CH4 ?

Dans le chapitre 3, nous avons recherché les causes des inadéquations entre

les rapports de mélange de méthane mesurés et simulés, ainsi qu’entre ses

rapports isotopiques δ 2H et δ 13C sur deux sites de mesure : le site côtier

de Lutjewad aux Pays-Bas et le site continental de Heidelberg en Allemagne.

L’objectif de cette étude était d’analyser si de telles différences peuvent

être associées à des amplitudes et/ou des distributions spatiales d’émissions

inexactes dans les inventaires ou à des signatures de sources isotopiques

δ 13C et δ 2H inappropriées utilisées pour modéliser les rapports isotopiques

δ 13C et δ 2H atmosphériques.

L’analyse des différences entre les mesures et les simulations autour de

Lutjewad indique que la raison principale en est l’imprécision de l’amplitude

et de la répartition spatiale des émissions dans le domaine couvrant cer-

taines parties de l’Europe du Nord-Ouest. La sous-estimation des rapports

de mélange CH4 et la surestimation de δ 13C et δ 2H par CHIMERE sont prin-

cipalement dues à la sous-estimation des sources biogéniques, en particulier

des sources agricoles, dans l’inventaire EDGARv4.3.2 et TNO-MACC_III. De

plus, les analyses de sensibilité suggèrent que les émissions liées aux com-

bustibles fossiles sont surestimées dans les deux inventaires, en particulier

au sud-est de Lutjewad. La comparaison des rapports de mélange de CH4

et des rapports isotopiques δ 13C mesurés et simulés autour de Heidelberg

permet de conclure que les émissions sont probablement mal placées et
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que leur amplitude est inexacte dans les deux inventaires . Une raison pos-

sible de la faible performance du modèle pour les rapports isotopiques δ 13C

atmosphériques est la mauvaise signature isotopique de la source δ 13C util-

isée pour la zone autour de Heidelberg. Néanmoins, nos résultats indiquent,

entre autres, que les sources liées aux combustibles fossiles sont sures-

timées au nord de Heidelberg. Cela confirme les résultats similaires basés

sur l’analyse autour de Lutjewad, selon lesquels les émissions liées aux com-

bustibles fossiles qui pourraient se trouver dans le nord-ouest de l’Allemagne

sont surestimées.

Question de recherche 3: Quelles sont les précisions des instruments

et les sites nécessaires pour que les mesures isotopiques soient utilisées

dans les études d’inversion atmosphérique à l’échelle européenne ?

Dans le chapitre 4, nous avons étudié l’importance des mesures isotopiques

à long terme des δ 13C et δ 2H atmosphériques pour améliorer les estimations

des émissions de CH4 en Europe. Comme les mesures isotopiques à long

terme sont actuellement rares en Europe, des simulations des rapports iso-

topiques du δ 13C et du δ 2H atmosphériques sont utilisées dans cette étude

synthétique. Les simulations ont été réalisées pour les sites de surveillance

du réseau européen ICOS pendant un an. Cette étude s’est concentrée sur

la précision des instruments nécessaire pour détecter les signaux des prin-

cipales sources de CH4 et sur les sites de mesureauxquels le potentiel de

détection des signaux est le plus élevé.

En étudiant la précision de l’instrument, nous avons constaté qu’une pré-

cision d’au moins 1‰ pour les analyses δ 2H et de 0,05‰ pour les analyses

δ 13C serait nécessaire pour détecter les sources sur la plupart des sites

pendant au moins six mois. Des simulations avec les deux inventaires in-

diquent les sites ICOS de Steinkimmen (DE), Cabauw (NL), Lutjewad (NL) et

IPR (IT) ont été par d comme sites potentiels pour la détection de signaux iso-

topiques pendant au moins six mois de l’année. La principale source détect-

able confirmée sur ces sites est l’agriculture, qui est détectable sur la plupart

des sites. À IPR, les sources de déchets sont la principale source détectable.

Les sites KRE (CZ) et LIN (DE) semblent prometteurs pour la détection de

sources liées aux combustibles fossiles pendant environ un mois.

Afin d’en savoir plus sur les sources et les puits de CH4, il serait avant-

ageux de mesurer la composition isotopique du CH4 sur les sites et dans les

régions où la détectabilité des sources est controversée, comme l’indiquent

les simulations utilisant deux inventaires (par exemple WAO (UK) et STE),
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ainsi que dans d’autres régions où les sources liées aux déchets et aux com-

bustibles fossiles peuvent être détectées. Ces régions sont, par exemple,

la partie sud du Royaume-Uni et l’Europe de l’Est, respectivement. Comme

aucun des sites ICOS n’est indiqué comme étant un site potentiel pour la

détection de signaux provenant de zones humides, d’autres régions de lat-

itude plus élevée, comme le sud de la Finlande, pourraient constituer une

bonne cible pour la mesure des rapports isotopiques δ 2H et δ 13C et des rap-

ports de mélange CH4 provenant de zones humides.

Les recherches menées dans le cadre de cette thèse ont révélé que les dis-

tributions spatiales et les amplitudes inexactes des émissions de CH4 sont

la principale raison des écarts entre les rapports de mélange et la com-

position isotopique du CH4 atmosphérique mesurés et simulés. Les plus

grandes incertitudes ont été détectées dans les secteurs des déchets et des

sources liées aux combustibles fossiles pour les inventaires utilisés dans

cette thèse. Nos études ont montré que l’utilisation des rapports isoto-

piques δ 13C et δ 2H en plus des rapports de mélange de CH4 peut aider à

identifier les causes des divergences entre l’ampleur et la distribution spa-

tiale des émissions dans les inventaires et contribuer à les améliorer. En

outre, les mesures à long terme (> 1 an) ou quasi-continues (< 1 an) de

δ 13C et δ 2H peuvent constituer un atout pour différencier les sources dans

les inversions atmosphériques. Cependant, pour être utiles dans les inver-

sions, ces mesures doivent être effectuées par des instruments dont la pré-

cision est d’au moins 0,05 ‰ pour δ 13C et 1 ‰ pour δ 2H. En outre, les

études d’inversion doivent évaluer soigneusement les erreurs des modèles

de transport et des inventaires d’émissions.
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Titre: Surveillance atmosphérique des émissions de méthane en Europe
Mots clés: méthane, gaz à effet de serre, émission, Europe, isotope

Résumé: Les concentrations atmosphériques de
gaz à effet de serre ont rapidement augmenté
depuis la révolution industrielle, principalement
en raison des activités anthropiques. Les études
menées au cours des dernières décennies ont
principalement porté sur le dioxyde de carbone
(CO2), qui est le principal responsable de la
croissance du forçage radiatif mondial. Récem-
ment, le méthane (CH4), deuxième contributeur
le plus important, a fait l’objet d’une atten-
tion scientifique croissante car il présente un
important potentiel d’atténuation. En raison
de sa durée de vie relativement courte (8 à
10 ans), les efforts d’atténuation peuvent être
efficaces dans des délais relativement courts.
Toutefois, les estimations actuelles des émissions
de CH4 à l’échelle mondiale et régionale sont
très incertaines. Cette thèse vise à améliorer
notre compréhension des émissions de CH4 à
l’échelle européenne en abordant les différentes
sources d’incertitudes. Cette thèse présente
le potentiel de réduction de l’incertitude des
émissions par des inversions atmosphériques
descendantes des émissions de méthane. Les
émissions estimées par des approches descend-
antes dépendent de la performance des mod-
èles de chimie-transport (MCT) et de la pré-
cision des mesures. Le potentiel des approches
descendantes dans notre cadre des émissions de
CH4 en Europe est exploré par trois études,
chacune se concentrant sur différentes sources
d’incertitudes qui doivent être spécifiées dans
les inversions atmosphériques. Dans la première
étude, nous nous concentrons sur les perform-
ances de la MCT choisie en évaluant les erreurs
dans la modélisation des transports et les émis-

sions utilisées comme intrants dans la MCT. La
deuxième étude cible d’autres causes possibles
d’inadéquation entre les concentrations atmo-
sphériques de CH4 mesurées et simulées, ainsi
que les rapports isotopiques atmosphériques de
δ 13C et δ 2H. Entre autres, nous analysons si
les inadéquations peuvent être associées aux sig-
natures isotopiques des sources ou aux émis-
sions utilisées ensemble comme données d’entrée
dans le modèle de transport. Ces travaux dé-
montrent que les informations obtenues à partir
de mesures isotopiques, en plus des mesures des
concentrations de CH4, peuvent être utiles pour
évaluer les inventaires d’émissions et estimer les
émissions par inversion atmosphérique. Le po-
tentiel des mesures de δ 13C et δ 2H dans les in-
versions atmosphériques est étudié en détermin-
ant la précision de l’instrument nécessaire pour
détecter les signaux de δ 13C et δ 2H provenant
de diverses sources de CH4. Cette précision est
examinée à l’emplacement des sites de surveil-
lance du réseau du système intégré d’observation
du carbone (ICOS). Nos résultats indiquent des
exigences de haute précision pour les instru-
ments de mesure de δ 13C et δ 2H. Cependant,
ils révèlent que les informations isotopiques, en
plus des concentrations, pourraient améliorer la
discrimination des sources de CH4 lorsqu’elles
sont mises en œuvre dans les inversions atmo-
sphériques des émissions de CH4. Les travaux
de cette thèse offrent des aperçus sur la man-
ière dont les cadres d’inversion pourraient être
configurés et sur les éléments essentiels pour es-
timer de manière fiable les émissions de CH4 à
l’échelle européenne.



Title: Atmospheric monitoring of methane emissions at the European scale
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Abstract: Atmospheric mixing ratios of green-
house gases have rapidly increased since the in-
dustrial revolution, mainly due to anthropogenic
activities. Studies in the past decades have
primarily targeted carbon dioxide (CO2), being
the largest contributor to the global radiative
forcing growth. Recently, the second largest
contributor, methane (CH4), has received in-
creasing scientific attention as it has a large mit-
igation potential. Due to its relatively short life-
time of 8-10 years, mitigation efforts can be ef-
fective within relatively short time ranges. How-
ever, current estimates of CH4 emissions at both
the global and regional scales are highly uncer-
tain. This thesis aims at improving our under-
standing of CH4 emissions at the European scale
by addressing various sources of uncertainties.

This thesis presents the potential of emis-
sion uncertainty reduction by top-down atmo-
spheric inversions of methane emissions. Emis-
sions estimated by top-down approaches depend
on the performance of chemistry-transport mod-
els (CTMs) and the precision of measurements.
The potential of top-down approaches in our
framework of CH4 emissions in Europe is ex-
plored by three studies, each focusing on differ-
ent sources of uncertainties that must be spe-
cified in atmospheric inversions. In the first
study, we focus on the performance of the chosen
CTM by assessing errors in transport modelling

and emissions used as input in the CTM. The
second study targets other possible causes for
misfits between measured and simulated atmo-
spheric CH4 mixing ratios, as well as isotopic
ratios δ 13C and δ 2H. Among others, we analyse
whether misfits can be associated with isotopic
source signatures or emissions used together as
input in the transport model. This work demon-
strates that information gained from isotopic
measurements, in addition to measurements of
CH4 mixing ratios, can be valuable for evalu-
ating emission inventories and estimating emis-
sions by atmospheric inversions.

The potential of δ 13C and δ 2H measure-
ments in atmospheric inversions is investigated
by determining the instrument precision needed
to detect signals of δ 13C and δ 2H from various
CH4 sources. This is examined at the location of
monitoring sites in the Integrated Carbon Ob-
servation System (ICOS) network. Our results
indicate high precision requirements on instru-
ments measuring δ 13C and δ 2H. However, they
reveal that isotopic information, on top of mix-
ing ratios, could improve discrimination of CH4

sources when implemented in atmospheric in-
versions of CH4 emissions. The work in this
thesis offers insights into how inversion frame-
works could be configured and what are the es-
sentials to reliably estimate CH4 emissions at
the European scale.
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