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Résumé en français 

 

Développement d’un modèle 3D de tumeur vascularisée mimant le 

microenvironnement tumoral : angiogenèse et hypoxie 

 

➢ Introduction 

 

I. Criblage de molécules thérapeutiques 

 

Le cancer, maladie multifactorielle, est la principale cause de décès chez l'homme dans le 

monde moderne. Il est responsable de 7,6 millions de décès par an, et les chiffres devraient 

atteindre 13,1 millions d'ici 2030 (Singh et al., 2017). Les systèmes biologiques ont divers 

mécanismes pour empêcher la propagation du cancer, tels que les gènes suppresseurs de 

tumeur, les points de contrôle du cycle cellulaire, ou encore les mécanismes de réparation de 

l’ADN. Une régulation négative ou un dysfonctionnement de ces systèmes lève ces points de 

contrôle de la cellule pouvant entraîner ainsi l'initiation du cancer. 

Le développement de nouvelles molécules thérapeutiques est un processus très long, 

complexe et coûteux. À ce jour, le temps moyen nécessaire pour développer un nouveau 

médicament anticancéreux est estimé à 7,3 ans, avec un coût moyen de 648 millions de 

dollars par nouvelle molécule (Prasad et al., 2017). Au cours de ce processus, le taux d'échec 

des médicaments anticancéreux atteint 95%, en partie en raison d’une toxicité excessive, du 

manque de molécules cibles et d’ajustement individuel (Ledford, 2011 ; Arrowsmith, 2011 ; 

NIH, About New Therapeutic Uses, https://ncats.nih.gov/ntu/about). A l’heure actuelle, la 

communauté scientifique s’accorde à dire que le problème ne réside pas dans la recherche de 

molécules pharmacologiquement actives, mais dans les modèles expérimentaux permettant de 

les sélectionner. Le développement de modèles tumoraux 3D (microtissus, sphéroïdes, 

organoïdes) a nettement amélioré l'efficacité des tests de sélection et de nombreuses 

entreprises proposent des lignées cellulaires ou des xénogreffes issues de patients (InSphero, 

OcellO, Organogenix, Creative Bioarray). Cependant ces modèles in vitro, certes humains, 

n’incluent pas pour autant la vascularisation tumorale. A l’inverse, les tests in vivo sur 

animaux permettent la vascularisation mais n’ont pas les caractéristiques humaines. Ainsi, le 

développement de nouveaux modèles de criblage de molécules thérapeutiques, comprenant le 

microenvironnement tumoral (vascularisation, hypoxie, matrice...), est crucial pour améliorer 



les effets et la sélection de traitement anticancéreux. La valeur de tout modèle préclinique 

dépendra en fin de compte de sa capacité à prédire avec précision la réponse clinique. 

Les sociétés pharmaceutiques utilisent des approches de criblage à haut débit (HTS) pour 

évaluer rapidement les entités chimiques nouvelles et/ou existantes afin de déterminer les 

effets sur les cellules. Actuellement, la majorité des HTS à base de cellules sont effectués sur 

des cellules cultivées en deux dimensions (2D) sur des surfaces en plastique optimisées pour 

la culture de tissus. Cependant, des preuves convaincantes suggèrent que les cellules cultivées 

dans ces conditions non physiologiques ne sont pas représentatives des cellules résidant dans 

le microenvironnement complexe d'un tissu. Ainsi, les technologies de culture cellulaire 

tridimensionnelles (3D) mimant mieux les environnements cellulaires in vivo sont maintenant 

utilisées en routine car elles permettent une meilleure précision dans la découverte de 

médicaments. En effet, il a été montré que ces sphéroïdes avaient une architecture 3D, avec 

des interactions cellulaires et des dépôts de matrice extracellulaire comparables aux tissus in 

vivo (Oloumi et al., 2002). De plus, ces sphéroïdes peuvent être cultivés avec plusieurs types 

cellulaires dans des rapports variés pouvant représenter les conditions physiologiques in vivo 

(Fang et al., 2010 ; Lopez et al., 2012). Les sphéroïdes ont une limite de diffusion des 

médicaments, des nutriments ou d’autres facteurs et peuvent développer des régions 

d’hypoxies qui sont un point critique pour tester des molécules thérapeutiques (Bredel-

Geissler et al., 1992 ; Wartenberg et al., 2001). Tous ces arguments placent les sphéroïdes 

comme le meilleur modèle in vitro pour tester la sensibilité et la résistance aux médicaments 

(Torisawa et al., 2005 ; Loessner et al., 2010 ; Chwalek et al., 2014). 

La complexité du microenvironnement tumoral nécessite l'incorporation de nombreux facteurs 

jouant un rôle très important dans la réponse aux médicaments, tels que la matrice 

extracellulaire, les gradients de concentration ou encore les cellules stromales. Mais le 

développement d’un modèle de criblage de molécules thérapeutiques se doit également de 

prendre en compte l’hypoxie et la vascularisation, facteurs clés dans l’efficacité et la sélection 

des médicaments. 

 

 

II. Rôle de la vascularisation et de l’hypoxie dans le cancer 

 

La disponibilité de l'oxygène et des nutriments fournis par le système vasculaire est cruciale 

pour les cellules saines et cancéreuses. Cependant, la nature des vaisseaux intra-tumoraux et 

leur relation avec les cellules tumorales sont toujours débattues. 



L’angiogenèse, ou formation de nouveaux vaisseaux sanguins, est un mécanisme clé dans de 

nombreux processus physiologiques, tel que le développement ou encore la cicatrisation des 

plaies, mais est également très largement impliqué dans la progression tumorale et dans 

l’émergence de métastases. En effet, la découverte de réseaux vasculaires très développés au 

sein des tumeurs solides a poussé la communauté scientifique à définir de nouvelles cibles 

thérapeutiques depuis plusieurs années (Knighton et al., 1977). C’est pourquoi, au cours des 

dernières décennies, des thérapies de plus en plus sélectives ont été développées et 

actuellement les agents anti-angiogéniques représentent la partie la plus importante des 

thérapies ciblées (Alameddine et al., 2014 ; Marçola et al., 2015). La grande majorité de ces 

agents anti-angiogéniques cible le facteur de croissance endothélial vasculaire (VEGF) et son 

récepteur (VEGFR), qui sont les régulateurs les plus importants de l’angiogenèse. En effet, la 

signalisation VEGF stimule les voies cellulaires qui conduisent à la formation et à la 

ramification de nouveaux vaisseaux sanguins tumoraux, favorisant une croissance rapide de la 

tumeur et facilite le potentiel métastatique (Zhao et Adjei, 2015).  

La germination de nouveaux vaisseaux à partir de vaisseaux existants était considérée comme 

un moyen exclusif de vascularisation de la tumeur, mais au cours des dernières années, 

plusieurs mécanismes supplémentaires ont été identifiés, tels que l’angiogenèse 

intussusceptive, le recrutement de cellules souches endothéliales, la co-option vasculaire, la 

lymphangiogenèse à la croissance tumorale (Hillen et Griffioen, 2007). Ces mécanismes sont 

maintenant connus pour réguler la vascularisation des tumeurs et déterminer le pronostic du 

cancer à la suite du traitement. En tant que processus requis pour l'invasion et l’émergence de 

métastases, l'angiogenèse tumorale constitue un point de contrôle important de la progression 

du cancer, et est ainsi indispensable dans un modèle de criblage de médicaments. 

 

L'hypoxie, définie comme une diminution du taux d'oxygène dans les tissus, représente une 

condition physiopathologique fondamentale dans le microenvironnement des tumeurs solides. 

L’hypoxie tumorale est connue pour être associée à la résistance relative à la chimiothérapie 

et la radiothérapie, ainsi qu’aux métastases, qui conduisent finalement à la progression du 

cancer contribuant au mauvais pronostic chez les patients (Nurwidya et al., 2012). La 

principale cause de l'hypoxie tumorale est la formation de vaisseaux sanguins non 

fonctionnels dans les tissus néoplasiques, en particulier dans les tumeurs à croissance rapide. 

L'hypoxie est un facteur clinique important puisqu’elle est associée à des phénotypes 

tumoraux agressifs, à une résistance au traitement et à un mauvais pronostic pour le patient.  



La réponse cellulaire à l'hypoxie est principalement portée par la famille des facteurs de 

transcription du facteur inductible par l'hypoxie (HIF), qui régule l'expression de multiples 

gènes impliqués dans les processus entrainant l'adaptation et la progression des cellules 

cancéreuses, tel que VEGF. Ces voies de signalisation affectent de nombreux marqueurs du 

cancer, notamment la prolifération cellulaire, l'apoptose, le métabolisme, les réponses 

immunitaires, l'instabilité génomique, la vascularisation, l'invasion et les métastases. Dans les 

échantillons de biopsies de patient, l'expression de HIF est associée à un mauvais pronostic et 

à une rechute lors du traitement. Les HIF semblent être des cibles moléculaires cruciales 

pouvant être exploitées pour améliorer le traitement du cancer métastatique et résistant au 

traitement (Wigerup et al., 2016). L’hypoxie est ainsi un critère très important à prendre en 

considération dans le développement d’un modèle de tests et de sélection de médicaments. 

 

 

III.  Objectifs de la thèse 

 

Dans ce contexte, afin de répondre aux questions et manques soulevés précédemment, ce 

projet de thèse a pour objectif de développer un modèle 3D plus sélectif et prédictif, prenant 

compte de la vascularisation et du microenvironnement tumoral. Cette thèse se déclinera ainsi 

en deux points : 

1. Mimer le microenvironnement vasculaire de la tumeur en utilisant un modèle 

combiné 2D/3D 

2. Développer un modèle 2D et 3D d’hypoxie tumorale et tester une molécule 

pharmacologique d’intérêt: la Flavagline 

Ces deux objectifs s’inscrivent dans un projet plus vaste dont le but final est de développer 

une plateforme de criblage de molécules thérapeutiques, incluant différents éléments du 

microenvironnement tumoral (sphéroïdes tumoraux, matrice, hypoxie, vascularisation, 

immunité) pour être toujours plus proche de l’in vivo afin de mieux sélectionner les 

médicaments. 

 

 

 

➢ Résultats 

 

I. Chapitre 1 : Combiner l'angiogenèse et des sphéroïdes tumoraux pour imiter 

l'environnement tumoral vascularisé 



 

Pour imiter le microenvironnement vascularisé de la tumeur, nous avons cultivé des cellules 

tumorales d’ostéosarcome (MG-63) en sphéroïdes 3D, que nous avons déposé sur des cellules 

endothéliales (HUVEC-GFP) cultivées en monocouche 2D. Une fois le sphéroïde tumoral 

(MT-MG-63) déposé sur le tapis de cellules endothéliales, nous avons pu observer que les 

cellules tumorales proliféraient rapidement, s’échappant du sphéroïde et formant un front de 

migration en 7 jours de culture. Après 14 jours de culture, les HUVEC se réorganisaient et 

commençaient à former des structures tubulaires, s’agençant au sein des cellules tumorales 

(Figure 1). Au bout de 21 jours de culture du système combiné 2D/3D, les cellules 

endothéliales formaient un réseau vasculaire organisé et étaient capables d’infiltrer les 

sphéroïdes tumoraux (Figure 2).   

Afin d’expliquer la formation de structures tubulaires par les cellules endothéliales, nous 

avons étudié l'expression du facteur de croissance endothélial vasculaire (VEGF), par qPCR, 

dans les cellules MG-63 cultivées en 2D comparées celles cultivées en 3D  (MT-MG-63) 

après 5, 10 et 21 jours de culture. Le taux d'ARNm codant pour le VEGF était 

significativement plus élevé dans les sphéroïdes (MT) que dans les cellules cultivées en 

monocouche après 5 jours. Ce niveau d’expression augmentait de manière significative dans 

les cultures de MT-MG-63 après 10 et 21 jours. Les mêmes analyses ont été effectuées avec 

les cultures combinées 2D/3D. Nous avons pu observer une augmentation très significative de 

l’expression de VEGF dans la combinaison MT-MG-63/HUVEC 2D à 10 jours de culture 

comparée aux HUVEC 2D et MG-63 2D cultivées 10 jours également. Cela signifiait que 

l'ajout de MT-MG-63 sur une monocouche de cellules HUVEC conduisait à une expression 

nettement plus élevée de VEGF, après un délai de culture de 10 jours, correspondant au délai 

nécessaire aux cellules endothéliales pour s’organiser et former des structures tubulaires. 

À 21 jours de culture, le réseau vasculaire formé par les cellules endothéliales infiltrait les 

sphéroïdes tumoraux. Des coupes transversales de ces derniers montrent que les vaisseaux 

présentaient une lumière dont le diamètre a pu être estimé entre 10 µm et 25 µm, 

correspondant à la taille des capillaires et artérioles in vivo (Figure 2). 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1 : Immunofluorescence pour GFP, CD31 et BSPII de cultures combinées après 7 jours (A-C) et 14 jours 

(D-F). Après 7 jours (A-C), les cellules MG-63 ont migré et ont formé un front de migration. Nous pouvons 

observer une forte expression de 

CD31 aux jonctions des 

cellules endothéliales (B, C). 

Après 14 jours, les HUVEC ont 

commencé à former des 

structures tubulaires (D-F). 

Les cellules MG-63 étaient 

positives pour BSPII (F), un 

composant des tissus minéralisés. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 2 : Immunofluorescence pour GFP, CD31, BSPII et Collagène IV de cultures combinées après 21 jours 

(A-C) et 28 jours (D-F). Les cellules d’ostéosarcome MG-63 expriment BSPII (rouge, A-C), et les cellules 

endothéliales HUVEC forment des structures pseudo-tubulaires (A-B). L’image (C) montre une coupe 

transversale de tubules (flèches) infiltrant le sphéroïde MT-MG-63. Les structures tubulaires expriment CD31 

(vert, D) et collagène IV (E). 

 

II. Chapitre 2 : Développer un modèle 2D et 3D d’hypoxie tumorale et tester une 

molécule pharmacologique d’intérêt : la Flavagline 

 

1. Modèle d’hypoxie utilisant l’agent CoCl2 et la culture 3D sur des lignées tumorales 

 

Deux lignées tumorales ont été choisies pour leur agressivité et leur mauvais pronostic lié à 

l’hypoxie, les cellules d’ostéosarcome (MG-63) et de glioblastome (U87-MG). Afin de 

reproduire les conditions d’hypoxie, nous avons utilisé deux techniques, l’une par l’ajout de 

CoCl2, qui mime l’hypoxie en empêchant la dégradation de HIF1α ; l’autre par la culture des 

cellules en 3D (sphéroïdes ou microtissus) connu pour provoquer l’hypoxie au centre de la 

structure. 

Pour mettre en place ce système, différentes concentrations de CoCl2 ont été testées (50µM, 

100µM, 150µM et 200µM) sur les deux types cellulaires MG-63 et U87-MG en 2D. Dans ces 

conditions nous avons pu observer une augmentation de l'expression de la protéine HIF1α 

révélée par Western blot, montrant l’efficacité du CoCl2 (Figure 3C). L’analyse par qPCR de 

l’expression des gènes relatifs à l’hypoxie GLUT1, GLUT3 et VEGF a montré une 

augmentation suite à l’ajout de CoCl2 comparé au contrôle pour les deux lignées tumorales 

(Figure 3A). L’expression des gènes de résistance aux médicaments ABCG2 (ATP-binding 

cassette super-family G member 2) et MRP1 (multidrug resistance-associated protein) n’était 

pas impactée par le CoCl2, mise à part ABCG2 dans les cellules d’ostéosarcome qui 

augmentait de manière significative à partir de 150µM de CoCl2 (Figure 3B). Suite à ces 

résultats, nous avons choisi d’utiliser le CoCl2 à 150µM pendant 24h pour toutes les 

expériences. 

Les mêmes expériences ont été réalisées sur les sphéroïdes 3D (MT) de MG-63 et U87-MG. 

En comparaison avec le contrôle 2D, il y avait une augmentation de l'expression du gène 

HIF1α dans les 3D sans effet du CoCl2. Les mêmes résultats ont été observés pour les gènes 

liés à l'hypoxie, GLUT1, GLUT3 et VEGF, dont l’expression était augmentée dans les MT 



avec ou sans CoCl2 (Figure 3D). Cependant, l’ajout du CoCl2 dans les MT conduisait à une 

augmentation plus élevée pour les gènes de l’hypoxie que dans les MT seuls. 

Une 

augmentation significative était également observée pour les gènes de résistance aux 

médicaments ABCG2 et MRP1 dans les sphéroïdes traités avec CoCl2 pour les deux lignées 

tumorales, comparé aux sphéroïdes non traités et au contrôle 2D (Figure 3E). Ainsi, ces 

résultats ont montré que chaque technique mimant l’hypoxie (2D+CoCl2 ou 3D seul) 

conduisait à une augmentation relativement équivalente des gènes liés à l’hypoxie, mais 

surtout que cet effet était significativement amplifié par la combinaison des deux techniques 

(3D+CoCl2). 

 

 

 

 

 

 

 

 

 

 

 

0	

1	

2	

3	

4	

5	

6	

ABCG2	 MRP1	

Ctrl	(2D)	

3D(5.10^3	cells)	

3D(10^4	cells)	

3D(5.10^3	cells)+Cocl2	

3D(10^4	cells)+Cocl2	

0	

2	

4	

6	

8	

10	

12	

14	

HIF1a	 VEGF	 GLUT1	 GLUT3	

Ctrl	(2D)	

3D(5.10^3	cells)	

3D(10^4	cells)	

3D(5.10^3	cells)+Cocl2	

3D(10^4	cells)+Cocl2	

0	

1	

2	

3	

4	

5	

6	

7	

HIF1a	 VEGF	 GLUT1	 GLUT3	

Ctrl	

50mM	

100mM	

150mM	

200mM	

β-actin 42 KDa 

 Ctrl    50     100     150     200      

[CoCl2-µM] 

110 
KDa 

HIF1α 

21	

26	

31	

36	

41	

A B 

C D 

E 

** 

** 

** 

*** 

*** 

** 

*** 

*** 

* 

*** 

** 

*** 

R
e

la
ti

v
e

 e
x

p
re

s
s

io
n

 

R
e

la
ti

v
e

 e
x

p
re

s
s

io
n

 

R
e

la
ti

v
e

 e
x

p
re

s
s
io

n
 

R
e

la
ti

v
e

 e
x

p
re

s
s
io

n
 

0	

1	

2	

3	

4	

ABCG2	 MRP1	

Ctrl	

50mM	

100mM	

150mM	

200mM	

Figure 1 



 

 

 

 

 

 

 

 

 

 

 

Figure 3 : Développement du modèle 2D et 3D d’hypoxie avec les cellules tumorales d’ostéosarcome. A, 

Expression relative de gènes liés à l'hypoxie dans les cellules 2D MG-63 traitées avec différentes concentrations 

de CoCl2. B, Expression relative de gènes résistance aux médicaments dans les cellules 2D MG-63 traitées avec 

différentes concentrations de CoCl2. C, Analyse en Western Blot du niveau de protéine HIF1α dans les cellules 

2D MG-63 traitées avec différentes concentrations de CoCl2. D, Expression relative par analyse en qPCR de 

gènes liés à l'hypoxie dans les cellules 3D MG-63. E, Expression relative par analyse en qPCR de gènes de 

résistance aux médicaments dans les cellules 3D MG-63. 

 

 

 

2. Effet de la Flavagline sur les modèles cellulaires 

 

Nous avons ensuite utilisé de la Flavagline synthétisée (FL3), une molécule pharmacologique 

connue pour avoir des effets anticancéreux, comme un outil pour tester nos modèles 

d’hypoxie.  

Tout d’abord, la viabilité des cellules a été analysée par le test Alamar BlueTM, mesurant 

l’activité métabolique, à différent temps de traitement et différentes concentrations de FL3. 

Nous avons pu observer une diminution d’environ 60% de viabilité cellulaire pour les deux 

lignées tumorales à une concentration de 200nM pour un traitement de 48h (Figure 4A). Ces 

résultats ont été appuyés par les analyses par cytométrie en flux révélant un arrêt du cycle 

cellulaire en G2 (Figure 4B). Ces données sont corroborées avec la diminution de l’expression 

protéique de la cycline D1, qui est une protéine importante pour la progression à travers la 

phase S, ainsi qu’une augmentation de la protéine phospho-p38 MAPK (Mitogen-activated 

protein kinases) connue pour activer le point de contrôle G2/M pour la réparation de l’ADN et 

la survie cellulaire (Figure 4C).   

L’observation des deux lignées tumorales après traitement à la FL3 indiquait un arrêt de la 

prolifération et une mort des cellules. Cependant, l’analyse par cytométrie en flux utilisant 

l’annexine V et l’iodure de propidium n’a pas révélé de mort par apoptose, indiqué également 

par l’absence d’expression de la caspase-3 clivée dans les cellules traitées.  



Puisque nous avons trouvé une diminution de la viabilité cellulaire mais pas d’apoptose dans 

les cellules 2D traitées avec la FL3, nous avons étudié ses effets sur les cellules en 3D pour le 

gène de prolifération Ki67 et les gènes liés à l’apoptose Bax et Caspas-3. FL3 dans le modèle 

3D seul n’a pas montré d’effet comparé au contrôle, cependant, dans le modèle 3D+CoCl2, il 

y avait une diminution significative de Ki67. A l’inverse, nous avons pu observer une 

augmentation des gènes relatifs à l’apoptose, Bax et Caspase-3, dans les modèles 3D et 

3D+CoCl2. L'apoptose provoquée par FL3 dans nos modèles 3D était attendue, mais l'absence 

de marqueur apoptotique en 2D nous a interpellés. Ainsi, nous avons effectué un test de β-

Galactosidase pour voir si la Flavagline pouvait induire une sénescence dans nos cellules.  

Nous avons en effet pu voir quelques cellules MG-63 sénescentes à 6 jours post-traitement, et 

un grand nombre pour les cellules U87-MG dès 2 jours post-traitement. 
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Figure 4 : Effet de FL3 sur le modèle d'hypoxie 2D et 3D de l'ostéosarcome. A, Analyse de la viabilité des 

cellules par dosage Alamar BlueTM dans les cellules 2D MG-63 traitées par différentes concentrations de FL3. 

B, Représentation du pourcentage de cellules dans chaque phase du cycle cellulaire traitées avec différentes 

concentrations de FL3. C, Analyse en Western Blot du niveau de protéines phospho-p38 et Cycline D dans les 

cellules 2D MG-63 traitées avec différentes concentrations de FL3.  

 

➢ Conclusion 

 

Pour la première partie du projet, en utilisant cette stratégie combinée 2D/3D, nous avons 

montré que les cellules endothéliales pouvaient former un réseau vasculaire en présence de 

cellules tumorales en sphéroïdes 3D. La combinaison de cellules 2D HUVEC et 3D MT-MG-

63 a augmenté l'expression de facteurs angiogéniques, tels que VEGF, ICAM1 et CXCR4, ce 

qui favorise la prolifération des cellules endothéliales et la formation de structures tubulaires. 

Ce réseau néo-vasculaire exprime le collagène IV, un marqueur spécifique des vaisseaux, 

infiltre les sphéroïdes tumoraux et forme des structures tubulaires présentant une lumière. 

Cette stratégie innovante pourrait être utilisée comme point de départ pour développer 

l'angiogenèse tumorale in vitro en tenant compte non seulement de l'expression des facteurs 

angiogéniques, mais également de l'environnement cellulaire 3D. Notre stratégie pourrait être 

une première étape dans l'optimisation d’un environnement 3D tumoral in vitro pour être plus 

proche de l'in vivo. 

Dans la seconde partie du projet, la culture des spheroïdes 3D a permis l'augmentation de 

l'expression de HIF1α et de ses gènes associés, augmentation potentialisée par l'ajout de 

CoCl2. La combinaison 3D+CoCl2 serait un bon modèle pour le criblage des médicaments en 

termes de résistance aux traitements anticancéreux pour une meilleure sélection des nouvelles 

molécules thérapeutiques. En effet, dans les deux lignées cellulaires utilisées, le modèle 

3D+CoCl2 a montré que c’était un système mimant mieux l’in vivo. Le traitement à la 

Flavagline (FL3) a entraîné une diminution de la viabilité cellulaire dans les deux lignées 

tumorales et un arrêt du cycle cellulaire en phase G2, corrélé à une augmentation de phospho-

p38 et une diminution de la cycline D1. Et surtout, cette étude a montré que la FL3 semblait 

induire une mort cellulaire différente dans le modèle de cellules en 2D et celui en 3D. 

L'angiogenèse et l'hypoxie sont des aspects critiques du développement et de la progression 

tumorale, de l’émergence de métastases, de l’agressivité du cancer et ainsi du pronostic vital 

du patient. L'incorporation et la prise en compte de ces deux facteurs au sein d’un modèle in 

vitro permettrait de mieux récapituler le microenvironnement tumoral in vivo et ainsi de 



perfectionner la création d'une plateforme de criblage de médicaments plus robuste, 

perspicace et optimisée. 

Les perspectives de ce projet portent sur la combinaison de ces deux facteurs dans un système 

microfluidique. Ce système microfluidique comprend les caractéristiques structurelles des 

constructions tumorales 3D, des paramètres biomécaniques et cinématiques, tels que la 

rigidité et l'anisotropie de la matrice, adhérence cellulaire et conditions d'écoulement. De plus, 

nous utiliserons des cellules non seulement de lignées cellulaires immortalisées, mais 

également des cellules tumorales obtenues à partir de biopsies de patients, également des 

cellules stromales, des cellules immunitaires et des cellules endothéliales. Ce système 

microfluidique 3D permettra de contrôler et d’étudier les milieux de culture cellulaire et le 

transport des médicaments, l’élimination des déchets, la cytotoxicité et les gradients de 

concentration des facteurs circulants. Ces paramètres contribuent tous à la création d’un 

modèle in vitro imitant le microenvironnement in vivo et permettant d’optimiser le criblage de 

médicaments, et ouvrant ainsi une voie vers la médecine personnalisée. 
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CHAPTER I 

Cancer is a genetic disease usually characterized by abnormal cell growth. Normally, human 

cells grow and divide to form new cells in a constant cycle to repair and replace old cells. 

However, when cancer develops, this process is disordered, and cells grow in an unrestrained 

fashion. This may result in tumor formation leading to the spread throughout the body. There 

are over 100 types of cancer based on the organ or tissue of origin. It is a major cause of 

morbidity and mortality worldwide, with a disease burden estimated to increase over the 

coming decades [1]. 

 

1. Hallmarks of cancer: 

 

Six hallmarks of cancer constitute an organizing principle for rationalizing the complexities of 

neoplastic diseases. As normal cells evolve progressively to a neoplastic state, they acquire a 

succession of these hallmark capabilities [2]. The hallmarks comprise sustaining proliferative 

signaling, evading growth suppressors, resisting cell death, enabling replicative immortality, 

inducing angiogenesis, and activating invasion and metastasis (Figure 1). These hallmarks 

continue to provide a solid foundation for understanding the biology of cancer and they have 

raised the test of time as being integral components of most forms of cancer  [3];[2]. 

 

  

 

Figure 1: The Hallmarks of Cancer. Schematic illustration showing the six hallmarks of cancer [2]. 
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1.1. Sustaining proliferative signaling 

 

Normally, our normal tissues control the production and release of growth-promoting signals 

which maintain cell growth and cell division, thereby sustaining the normal tissue architecture 

and function. However, in cancer cells, dysfunction of these signals will direct them to 

become chief of their own intentions. They can maintain the proliferative signaling property 

producing growth factors ligands to act on their own receptors creating an autocrine 

stimulation, and by sending signals to stimulate normal cells in the tumor’s stroma to supply 

the cancer cells with growth factors [4];[5]. 

 

1.2. Evading growth suppressors 

 

This hallmark highlights the capability of cancer cell of surpassing the negative programs that 

regulate cellular proliferation. Moreover, these programs depend on the activation of tumor 

suppressor genes which act on limiting the cell growth and proliferation [6]. 

 

1.3. Resisting cell death  

During the course of tumorigenesis, cancer cells experience a physiologic stress that trigger 

apoptosis. Among these apoptotic stresses are those arriving from signaling imbalances as a 

result of elevated levels of oncogene signaling, and DNA damage associated with 

hyperproliferation. Moreover, the apoptotic process is made of upstream regulators and 

downstream effector components. The regulators are divided into two major paths, one 

receiving and processing extracellular death-inducing signals (the extrinsic apoptotic 

program), and the other sensing and incorporating a variety of signals of intracellular origin 

(the intrinsic program). The ‘‘apoptotic trigger’’ that transfers signals between the regulators 

and effectors is controlled by compensating pro- and antiapoptotic members of the Bcl-2 

family (apoptosis inhibitor) of regulatory proteins [6];[7].  

1.4. Enabling replicative immortality 

It has been shown that cancer cells require successive cell growth and division cycles in order 

to generate macroscopic tumors. However, most normal cell lineage in our body have 

limitations to pass through these cycles. One of these limitations is the senescence, an 
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irreversible arrest of cell proliferation; the other is crisis, which is involved in cell death. In 

general, when cells undergo repeated cycles of cell division, enter in a state of senescence, by 

contrast, some cells surpass this state and enter in a crisis state in which many cells die. 

Immortalization emerges when the cells have the ability to proliferate, circumventing both 

states of senescence and crisis [6]. 

Induction of senescence is triggered when shortening of telomeres occur, leading to 

exhaustion of replication potential. Successive divisions lead to cycles of chromosomal fusion 

and breakage, developing genomic instability and permitting accumulation of alterations [8]. 

Consequently, cell senescence is emerging theoretically as a protective barrier to neoplastic 

expansion that can be triggered by various proliferation-associated abnormalities, including 

high levels of oncogenic signaling and subcritical shortening of telomeres [6]. 

1.5. Activating invasion and metastasis 

The invasion-metastatic cascade is a series of cell-biologic changes. The series begins with 

local invasion, then intravasation by cancer cells into nearby blood and lymphatic vessels, 

followed by transport of cancer cells through the lymphatic and hematogenous systems. Next, 

the outflow of cancer cells from the lumina of such vessels into the parenchyma of distant 

tissues (extravasation) occurs, followed by the formation of small nodules of cancer cells 

(micrometastasis), and finally the growth of micrometastatic lesions into macroscopic tumors 

leading to a process called ‘colonization’ [6]. 

1.6. Inducing angiogenesis 

During embryogenesis, the development of the vascular system is crucial for the cellular and 

tissue progression. This involves the birth of new endothelial cells and their assembly into 

tubules (vasculogenesis) and sprouting of new vessels from existing ones (angiogenesis). Like 

normal cells, cancer cells need to sustain a supply of nutrients and oxygen in order to survive 

and proliferate, and this process is maintained by the process of angiogenesis [6]. (This part 

will be discussed further in details). 
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CHAPTER II 

1. Screening Technologies  

 

Screening and high-throughput screening aim to create or to produce biologically pertinent 

assays that are appropriate, reproducible, consistent, and robust. The discovery program 

encompasses different aspects ranging from developing a pharmaceutical drug to toxicity 

monitoring assay. In other words, screening is a selective procedure to find few compounds 

from a large group in order to obtain a specific desired biological activity, whereas HTS relies 

on the rate, quantity, or automation level of the testing [9]. 

Drug discovery is a time-consuming process and a costly effort that includes huge financial 

and human resources. It is estimated that over 12–15 years more than 800 million dollars are 

invested for the development of a single approved new drug [10]. To overcome these 

circumstances, it is important to develop new skills to fabricate the next generation of drug-

screening platforms at higher throughput in order to reduce time and cost. 

 

2. The requirements for drug screening platforms in cancer 

 

 Tumor microenvironment is known to be a major factor of intrinsic resistance to anticancer 

treatment. In solid tumor types, including breast cancer, lung, and pancreatic cancer, stromal 

components provide a fibrotic niche, which promotes stemness, Epithelial-Mesenchymale 

Transition (EMT), chemo and radioresistance of the tumor. However, this microenvironment 

is not recapitulated in the conventional cell monoculture or xenografts, and thus in vitro and 

in vivo preclinical models are unlikely to be predictive of clinical response, which lead to 

poorly rely on these preclinical drug-screening models [11]. Moreover, in order to predict the 

clinical activity of an anticancer drug, one should truly summarize this complex disease in 

terms of tumor microenvironment. One important model system for evaluating candidate 

anticancer agents is human tumor-derived cell lines. This exhibits different culture growth 

and survival properties, in comparison to their naturally growing counterparts. However, 

recent technologies in drug discovery facilitate the parallel analysis of large groups of these 
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cell lines, together with the genomic technologies to assess the clinical usefulness of new 

investigational cancer drugs and to discover predictive biomarkers [12]. 

Predicting the efficacy of anticancer therapy is a standard goal. To achieve this goal, scientists 

require preclinical models that can consistently screen anticancer agents with strong clinical 

association. Therefore, tumors contain a heterogeneous architecture of malignant cells, 

normal and abnormal stroma, immune cells, and dynamic microenvironment containing 

chemokines, cytokines, and growth factors. Thus, there is an increasing challenge to develop 

models that can accurately mimic the diversity of the tumor ecosystem, and therefore predict 

how tumors respond or resist to treatment [13].  

Over the past years, there has been a massive increase in drug discovery research for 

anticancer, ranging from general cytotoxic agents that broadly attack malignancies to the 

development of more focused compounds such as kinase targeted molecules that directly 

attack oncogenes [14]. Despite the importance of this discovery achievement and the 

thousands of developed molecules, only 5% of lead drug candidates reach the clinic state. 

Indeed, a major limitation to drug development and clinical success is to predict patient 

outcomes before reaching clinical trial. 

To achieve a good preclinical model, it should be amenable to high-throughput screening, and 

reflecting human-tumor biology as closely as possible. However, this increases a huge barrier 

in the development of successful preclinical models for cancer drug discovery [13];[15]. 

There was a revolution over the last decade in drug discovery and development of small 

molecule cancer drugs moving from a one-size-fits-all approach that underlined cytotoxic 

chemotherapy to the personalized medicine strategy. The latter is a powerful approach that 

relies on the discovery and development of molecularly targeted drugs depending on the 

genetic behavior and characteristics of cancer cells by introducing cancer genome sequencing 

into screening platforms. In addition, this massive emerging opportunity in functional 

genomics and proteomics necessitates a start from the linear process of identification, 

evaluation, and enhancement activities towards a more integrated parallel process [16]. 

Moreover, predicting drug toxicity is also a major concern in drug discovery platforms in 

early stages using in vitro cell-based assays, which represents an essential aspect of in vivo 

pharmacology and toxicology. Thus, a main challenge in drug candidates screening and in 

development of new chemicals or biological entities is the accurate determination of their 

human toxicity [17]. 
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3. Drug screening platforms using 3D models 

Numerous efforts aim at finding new and more effective ways to treat cancer. Among these 

strategies is screening of anticancer drugs [18]. Standard screening has typically been 

evaluated in animal models. However, some results have shown that animal experiments do 

not always predict clinical effect in humans, especially with regard to toxicity assessments 

[19]. Moreover, the use of animals for research is often restricted due to ethical concerns [20]. 

In light of these issues, an in vitro cell-based model is a great alternative, minimizing the need 

for and number of animal experiments. 2D cell culture was the first procedure established for 

cell-based screening assays. Although 2D cell culture methods are simple, quick, cost-

effective, and have been widely investigated, they present many disadvantages. The primary 

disadvantage of a 2D system is that it does not mimic an actual 3D tumor and is not 

biologically relevant [21]. Cells in the in vivo environment usually interact with neighboring 

cells and the ECM; however, 2D cell models cannot recapitulate those characteristics. Thus, a 

2D culture model may be totally different from an actual growing tumor with regards to cell 

morphology, cell proliferation, and gene and protein expression [22]. As a result, only 10% of 

the drugs passed through in vitro testing had a positive effect in the clinic or led to drug 

approval. The percentage of anticancer drugs which have shown clinical efficacy is even 

lower, at about 5% [23]. The high rate failure in the clinical testing phase is a waste of time 

and money. Therefore, it is important to identify promising in vitro culture models for 

evaluating drug efficacy in the early stages of drug discovery and development. Given the 

advantages of 3D versus 2D cell culture models, 3D cell culture techniques have attracted 

great attention. The 3D cell culture systems allow cell-based assays to be more 

physiologically relevant, particularly since cell behavior in 3D culture is much more similar to 

that of cells in in vivo tissues. In 3D models, cell-cell and cell-ECM interactions are 

maintained, such that cell morphology, proliferation, differentiation, migration, apoptosis, 

gene expression and protein expression are comparable to those of cells in vivo [22].  
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3D culture of cancer cells forms multicellular tumor spheroids that are tumor cell aggregates 

grown from one or several cell clones. This in vitro model has a three-dimensional structure 

that mimics micro-tumors or metastases and some of their properties. Multicellular tumor 

spheroids present, in their center, a necrotic area. The size of necrosis varies according to the 

spheroid diameter and the cellular type, and due to oxygen gradient, pH, and nutrients [24]. 

These spheroids will support anchorage-independent growth with functional and mass 

transport properties similar to those observed in micrometastasis or poorly vascularized 

regions in solid tumors [25].  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Tumor spheroid characteristics: spheroid layout, acidity, oxygen concentration and cellular content 

[26]. 

 

An ideal 3D model should provide an environment where a combination of factors joined 

together to create a tissue specific physiological or pathophysiological disease-specific 

microenvironment where cells can proliferate, aggregate and differentiate. Such model should 

take into consideration many factors including cell-to-cell and cell-to-ECM interactions, 

tissue-specific stiffness, oxygen, nutrient and metabolic waste gradients, and a combination of 

tissue-specific scaffolding cells [27]. Most 3D culture techniques (table 1) are often 

categorized into non-scaffold, anchorage independent and scaffold-based 3D culture systems 

as well as hybrid 3D culture models in which formed spheroids are incorporated into a 3D 

polymeric scaffold. Each of these techniques has strengths and limitations (table 2).  
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However, many of the newer 3D culture systems permit for microscale 3D cultures and 

provide a first step toward emerging knowledge for 3D cultures that are compatible with 

automated high-throughput screening helping in the discovery of new drug candidates or 

relocating of known drugs in physiologically more relevant cell cultures. Thus, one will need 

to choose the most appropriate 3D cell culture model for a specific application. 

 

 

 

Table 1: Summary of spheroid-based assays including spheroid formation techniques, experimental setups, 

variables to study and experimental outputs [28].   

 

 

 

Table 2: Advantages and Disadvantages of Different 3D Cell Culture Techniques [33]. 
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4.  Microfluidic 3D in vitro cancer models 

 

New capabilities to understand cancer and create new roads in cancer research have been 

emerged currently by the introduction of microfluidic 3D in vitro cells models. This is due to 

the incorporation of tissue engineering into these microfluidic 3D systems that resulted in the 

evolution of practical in vivo-like in vitro cancer models. 

Microfluidic devices or systems help culturing the cells under perfusion with respect to their 

supply in oxygen and nutrients as well as mimicking the shear forces that are found in vivo. 

As the result of blood flow, they allow a continuous application of drugs and other soluble 

molecules like growth factors, understand the effect of the exchange of fluids in different cells 

compartments and improve the utility of long term tumor cultures [30]. 

Microfluidic 3D systems provide new insights and results that are not previously obtained 

because of their reduced volume, which eases the incorporation of this system to invent 

various microenvironmental components for tumor progression and development. Moreover, 

it leads to the development of many environmental parameters as well as understanding how 

these parameters work together to regulate cancer. It has been shown that ECM proteins such 

as collagen I, fibronectin, and laminin can be measured using these microfluidic systems with 

significantly low cost [31]. Moreover, co-culture of breast cancer epithelial cells with stromal 

fibroblasts becomes more responsive to ECM composition, by using a reduced number of 
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cells from patient’s biopsy to study a specific endpoint. This will also allow to study 

efficiently a large number of endpoints at the same time, and thus studying the characteristics 

of each patient tumor’s with limited time and low cost [32]. 

Microfluidic 3D in vitro models will offer great advances in understanding the biological 

mechanisms in tumor tissue as well as better orientation in designing the more physiologically 

compatible with structures [33]. Furthermore, it is crucial to incorporate the biomaterials 

science in microfluidic tumor and tissue engineering systems because constructing a 

physiologically relevant 3D tissue in vitro necessitates the use of proper materials that have 

the desired degradation rates, products, as well as good mechanical properties for the desired 

tissue. An example of these well-designed materials is the signaling molecules like growth 

factors in 3D in vitro models [34];[35]. In addition, another achievement is the use of ECM 

that can be cleaved only by specific proteases which mimic the signaling mechanisms in the 

interactions of cell-ECM in vivo [36]. 

The microfluidic 3D systems use biomaterials by modifying their chemical and mechanical 

characteristics. In order to maximize the efficacy and functionality of the microfluidic models, 

they need a synchronized collaboration with other disciplines such as tissue engineering and 

biomaterials science. This will facilitate the translation of these skills into innovative methods 

for drug development and HTS as well as in clinical research. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 12  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter III 

 

1. Vascularization Mechanisms in Cancer 

Although cancer cells are not generally controlled by normal regulatory mechanisms, tumor 

growth is highly dependent on the supply of oxygen, nutrients, and host-derived regulators. It 

is now established that tumor vasculature is not necessarily derived from endothelial cell 

sprouting; instead, the cancer tissue can acquire its vasculature by co-option of pre-existing 

vessels, intussusceptive microvascular growth, postnatal vasculogenesis, glomeruloid 

angiogenesis, or vasculogenic mimicry (Figure 2). The best known molecular pathway 

driving tumor vascularization is the hypoxia-adaptation mechanism [37]. 

 

1.1. Endothelial Sprouting 

 

The best-known mechanism by which tumors promote their own vascularization is inducing 

new capillary buds from pre-existing host tissue capillaries. 
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The basement membrane is locally degraded on the side of the dilated peritumoral 

postcapillary venule situated closest to the angiogenic stimulus, interendothelial contacts are 

weakened, and endothelial cells (ECs) emigrate into the connective tissue towards the 

angiogenic stimuli. Furthermore, there is formation of a solid cord by ECs succeeding one 

another in a bipolar fashion. Thus, lumen formation occurs by cell-body curving of a single 

EC or by participation of more ECs in parallel with the synthesis of the new basement 

membrane and the recruitment of pericytes/mural cells (perivascular cells that 

include vascular smooth muscle cells (VSMCs) and pericytes (cells relating to the wall of the 

blood vessel)) [38]. 

During the process of endothelial sprouting, vessels initially dilate and become leaky in 

response to vascular permeability factor/vascular endothelial growth factor (VPF/VEGF) [39]. 

This is mediated by the up-regulation of nitric oxide, the development of fenestrations and 

vesiculo-vacuolar organelles, and by the redistribution of CD31/PECAM-1 and vascular 

endothelial (VE)-cadherin. The gel-sol transition (gelation) of the basement membrane that is 

mediated by matrix metalloproteases (MMPs), gelatinases, and the urokinase plasminogen 

activator system could be partly responsible for the initiation of EC proliferation and 

migration. Angiopoetin-2 (Ang-2), a mediator of Tie-2 signaling, is involved in the 

detachment of pericytes and in the relaxing of the matrix. In addition, a large number of 

molecules stimulate endothelial proliferation and migration, including TGF-β1, tumor 

necrosis factor (TNF)-α, members of the chemokine system and the VEGF, fibroblast growth 

factor (FGF), and platelet-derived growth factor (PDGF) families. Furthermore, a wide 

variety of integrins has been shown to be expressed during sprouting, including α1β1, α2β1, 

α3β1, α5β1, αvβ5, and αvβ3. Perhaps the most important among them is αvβ3, which mediates the 

migration of ECs in the fibrin-containing cancer stroma and maintains the unique state or 

feature of the basement membrane because of its ability to bind to MMP-2. During maturation 

of nascent vessels, PDGF-BB recruits pericytes and smooth muscle cells, whereas TGF-β1 

and Ang-1/Tie-2 stabilize the interaction between endothelial and mural cells. In conclusion, 

we can say that a tightly regulated balance of pro-angiogenic factors and inhibitors controls 

sprouting: an angiogenic cytokine promotes EC proliferation, migration or lumen formation, 

whereas an inhibitor interferes with these steps and modulates the proliferation or migration 

activity of ECs. However, individual tumor types use various combinations of pro-angiogenic 

and inhibitory cytokines (figure 3a) [40];[41]. 

 

1.2. Vessel co-option 

https://en.wiktionary.org/wiki/perivascular
https://en.wikipedia.org/wiki/Vascular_smooth_muscle
https://en.wikipedia.org/wiki/Pericyte
https://en.wikipedia.org/wiki/Mural
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Vessel co-option (or vascular co-option) is a mechanism in which tumors obtain a blood 

supply by borrowing the existing vasculature and tumor cells migrate along the vessels of the 

host organ. The co-opted vessels are usually supported by pericytes from outside of the 

vessels. Pericytes are the supporting cells that stabilize blood vessels by accelerating the 

metabolism of lysophosphatidic acid [42], while promoting endothelial cell survival via 

induction of autocrine VEGF-A signaling [43]. Recent evidences suggest that the co-opted 

vessels can better survive after tumor vasculature normalization, and vessel co-option is an 

important approach of a solid tumor to evade anti-angiogenic therapy (figure 3b) [44]. 

 

1.3. Intussusceptive Microvascular Growth (IMG) 

 

IMG refers to vessel network formation by incorporation of connective tissue columns, called 

tissue pillars, into the vessel lumen and to subsequent growth of these pillars, resulting in 

subdividing of the vessel lumen. This type of angiogenesis, which has been observed in a 

wide variety of normal and malignant tissues, is faster and more economical than sprouting; it 

occurs within hours or even minutes and does not primarily depend on EC proliferation, 

basement membrane degradation, and invasion of the connective tissue. Unlike the sprouting, 

IMG can work only on existing vessel networks. Therefore, the most important feature of 

IMG seems to be its ability to increase the complexity and density of the tumor microvessel 

network already built by sprouting, independent of EC proliferation. In addition, IMG can 

provide more surface area for further sprouting. Furthermore, intussusception is certainly 

synchronized by several cytokines. 

Major candidates are the ones capable of mediating information between ECs or from ECs to 

mural cells, such as PDGF-BB, angiopoietins and their Tie receptors, TGF, monocyte 

chemotactic protein-1, and ephrins and Eph-B receptors [45]. 

After the initial stage of immature capillary network formation by sprouting, additional 

vascular growth and development of complex vascular beds, including their continuous 

remodeling and adaptation, may occur by intussusception in cancers. The absence of intense 

EC proliferation in IMG implies that neovascularization by this mechanism would be resistant 

to angiosuppressive treatment (figure 3c) [37]. 

 

1.4. Glomeruloid Angiogenesis 
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Glomeruloid bodies (GBs) are best known in high-grade glial malignancies, where they are 

one of the diagnostic histopathological features of glioblastoma multiforme. However, these 

complex vascular aggregates have also been described in a wide variety of other malignancies 

[46]. They are composed of several closely associated microvessels surrounded by a variably 

thickened basement membrane within which a limited number of pericytes are embedded. 

The presence of GBs was associated with markers of aggressive tumor behavior and it 

significantly reduced survival in cancer patients [47]. In the first animal model, GBs 

developed in mother vessels from recruitment and proliferation of ECs and pericytes (in the 

absence of tumor cells), and VEGF was essential for their induction and maintenance. In 

contrast to this model, the GB formation starts immediately after tumor cell extravasation, 

much earlier than the appearance of necrosis within the metastases. It is found that the 

proliferating and migrating tumor cells are able to pull the capillaries and the adjacent 

capillary branching points into the tumor cell nests. This process leads to the appearance of 

simple coiled vascular structures that later develop into GBs with multiple narrowed afferent 

and efferent capillaries. Despite the absence of sprouting angiogenesis, necrosis was rare in 

these lesions, suggesting that the blood supply from the preexistent vascular bed is sufficient 

to provide the tumor tissue. This type of GB formation cannot be termed as true angiogenesis; 

it rather represents a remodeling of the existing vasculature of the host lesions, suggesting that 

the blood supply from the preexistent vascular bed is sufficient to provide the tumor cells with 

oxygen and nutrients (figure 3f) [37].  

 

1.5. Postnatal Vasculogenesis 

 

Vasculogenesis or the differentiation of vascular ECs from primitive precursor cells, has been 

thought to appear only in the early stages of vascular development. However, new studies 

have established that circulating bone marrow-derived endothelial progenitor cells (EPCs) 

home to sites of physiological and pathological neovascularization and differentiate into ECs. 

EPCs may be assembled by tumor tissue derived cytokines from the bone marrow [48]. 

VEGF is the best-characterized cytokine during tumor progression, and the level of 

circulating VEGF has been shown to rise and to be associated with the number of EPCs in the 

circulation. After adhesion and insertion of EPCs into the monolayer of surrounding mature 

vascular ECs, additional local stimuli may stimulate the activation of local endothelium to 

explicit adhesion molecules to recruit EPCs. In addition to the physical contribution of EPCs 

to newly formed microvessels, the angiogenic cytokine release of EPCs may be a supportive 
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mechanism to improve neovascularization [49]. Moreover, VEGFR-1 hematopoietic 

progenitor cells that multiply in the bone marrow, mobilize to the peripheral blood along with 

VEGFR-2 EPCs, and integrate into pericapillary connective tissue, thus stabilizing tumor 

vasculature [50]. These cells seem to home in before the tumor cells arrive, promoting 

metastatic growth by forming niches where cancer cells can locate and proliferate (figure 3b) 

[51]. 

 

1.6. Vasculogenic mimicry 

 

It is the ability of aggressive cancer cells to express an endothelial cell phenotype and to form 

vessel-like networks in three-dimensional culture, mimicking the pattern of embryonic 

vascular networks and recapitulating the patterned networks seen in patients with aggressive 

tumors correlating with a poor prognosis [52].   

The concept of vasculogenic mimicry was developed to incorporate the existence of a fluid-

conducting, laminin-containing extracellular matrix network, providing a site for nutritional 

exchange for aggressive tumors, and probably preventing necrosis (figure 3e) [53]. 

Vasculogenic mimicry has been confirmed in breast, prostate, ovarian, lung, synovial, 

rhabdomyo, Ewing sarcomas, and pheochromocytoma [54]. 
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Figure 3: Different mechanisms of tumor vascularization [55]. 

 

2. The importance of cancer vascularization and its role in tumor pathogenesis 

Cancer cells adapt to new environmental restrictions by increasing the number of receptors or 

by shifting from paracrine to autocrine production of growth factors. However, to create a 

clinically significant tumor mass, they mainly need to establish a vascular network to supply 

their mass transport requirements. Tumor vasculature, in addition to nutrient delivery, 

regulates tumor hemodynamics, local oxygen tension, and trafficking of immune cells [56]. 

The role of endothelium in mediating the tumor microenvironment can be enlightened 

from different features: 

First, multiple cell types present within the tumor microenvironment, with endothelial cells 

being one type of them, consume common resources such as glucose. The competition for 
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these resources is itself a community modulator. As an example, the glucose uptake 

measurement has shown doubled amounts of consumption by endothelial cells compared to 

tumor-associated macrophages (TAMs).  

Second, most studies have mostly claimed that the cancer cell genotype dictates the vascular 

network phenotype. However, strong evidence has shown that microvascular endothelium can 

also control the behavior of adjacent cancer cells. As an example, endothelial cells orient the 

stable microvascular zones secreting thrombospondin-1 and keep the metastatic cancer cells 

in a dormant state. Interestingly, cancer cells are encouraged to proliferate in sprouting 

neovascular stimuli with a low concentration of thrombospondin-1 and high amounts of 

periostin and transforming growth factor beta (TGF-β) secreted by endothelial cells [57].  

Third, tumor has a crosstalk with homeostatic centers of the body and other tissues, which 

makes it more like an ecosystem. Vascular and lymphatic networks distributed across the 

body enable the communications. It was recently declared that the decreased density of 

lymphatic vessels and lymphocytes are microenvironmental marks of metastasis. Since 

lymphatic vessels facilitate the tumor antigen presentation for the initiation of immune 

priming, their absence covers the way for cancer cells to avoid immune cytotoxic mechanisms 

[58]. 

 

3. In vitro vascularization models 

 

Vasculogenesis and angiogenesis are the fundamental processes by which new blood vessels 

are formed. Vasculogenesis is defined as the differentiation of precursor cells (angioblasts) 

into endothelial cells and the de novo formation of a primitive vascular network, whereas 

angiogenesis is defined as the growth of new capillaries from pre-existing blood vessels. 
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Table 3: The angiogenic molecules, their receptors and their functions [59]. 
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3.1. Vasculogenesis Models 

Several in vitro systems have been developed for investigating the cellular events of 

vasculogenesis: 

3.1.1. Embryo-derived mesodermal cell culture and embryonic stem cell 

differentiation assays 

 

These assays enable researchers to virtually investigate vasculogenesis as it occurs in the 

embryo in vivo. Adherent cultures of dissociated cells from quail blastodiscs have been 

reported to generate both hematopoietic and endothelial cells that aggregate into 

characteristic blood islands and give rise to vascular structures in long-term culture. 

Vasculogenesis can also be observed when the same quail blastodisc cells are grown in 

suspension forming three-dimensional spheres. However, the formation of vascular structures 

in quail blastodisc cultures is strictly dependent on the presence of fibroblast growth factor-2 

(FGF2) [60];[61]. 

 

3.1.2. The murine ES cell-derived embryoid body formation assay 

 

This model system, whereby a primitive vascular plexus is formed, provides an attractive tool 

for dissecting the mechanisms involved in the vasculogenesis process: angioblast 

differentiation, proliferation, migration, endothelial cell-cell adhesion, and vascular 

morphogenesis can all be evaluated. ES cells, which are derived from the inner cell mass of 

mouse blastocysts, are maintained in vitro as totipotent stem cells by culture in the presence 

of the cytokine leukemia inhibitory factor (LIF). When LIF is removed, the cells 

spontaneously undergo in vitro differentiation, resulting in the formation of embryo-like 

structures called embryoid bodies that have the potential to generate all embryonic cell 

lineages. Blood island formation and many aspects of normal endothelial differentiation and 

growth, which lead to the formation of vascular channels, have been reported during ES-

derived embryoid body development. Microscopic analysis has revealed that the vascular 

structures found within the walls of cystic embryoid bodies consist of endothelial cells that 

form tubular channels with typical endothelial junctions [62]. 
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In addition, endothelial differentiation in ES-derived embryoid bodies was found to be 

sensitive to both angiogenic and antiangiogenic agents [63]. Thus, the ES/EB model also 

appears particularly useful for the identification of factors potentially involved in the 

regulation of angioblast differentiation and further blood vessel formation in a 3D tissue 

context. 

3.2. Angiogenesis Models 

In these models, the researchers observed that after long-term culture of capillary endothelial 

cells, the spontaneous organization of these cells into capillary-like structures (CLS) and the 

presence of a lumen within these CLS were confirmed by phase contrast microscopy and 

transmission electron micrography. These provide the basis for the definition of in vitro 

endothelial angiogenesis and the presence of a lumen in the CLS as a criterion for the 

validation of an in vitro model. From a physiological point of view, an ideal in vitro model 

would take into account all the representative steps of in vivo angiogenesis, from detachment 

of endothelial cells from the vascular wall to final tubular morphogenesis, maturation, and 

connection to a functional vascular network. Furthermore, it should be rapid, easy to use, 

reproducible, and easily quantifiable [64]. 

  

3.2.1. Two-Dimensional Models  

 

They refer to those in which the planar organization of the cells lies parallel to the surface of 

the culture plate. In such assays, endothelial cells are seeded onto plastic culture dishes that 

have eventually been coated with adhesive proteins [65]. Alternatively, they can be loaded on 

top of a gel made of either collagen, fibrin, or Matrigel. Many reports state that CLS 

formation could be observed spontaneously in long-term planar cultures [66]. 

It was observed that endothelial cells either proliferate when seeded on Type I or III collagen 

or differentiate when seeded on Type IV/V collagen. Moreover, the Matrigel, a laminin-rich 

matrix, promoted the rapid formation of CLS and this could be induced in planar cultures and 

modulated by variable substrates, such as fibronectin, collagen IV, or gelatin, depending on 

the density of the coating [67]. It is now recognized that the mechanical signals sensed by 

cells from the substrate depend on the concentration and biochemical composition of the 

matrix and regulate the formation of CLS in 2D models [68]. 
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3.2.2. Three-Dimensional Models 

These assays are based on the capacity of activated endothelial cells to invade 3D substrates. 

The matrix may consist of collagen gels, plasma clot, purified fibrin, Matrigel, or a mixture of 

these proteins with others. The culture medium may be added within the gel before 

polymerization or on the top of the gel. It is possible to insert and culture vascular explants 

such as aortic rings in jellified matrices and then to observe endothelial cells sprouting from 

the intima and forming CL [69]. They closely fulfill the optimal conditions for an in vitro 

model because they allow the preservation of the vessel architecture during the in vitro assay, 

and thus they are close to an “ex vivo” model. They can be adapted to quantify angiogenic or 

angiostatic activities or to study extracellular matrix reorganization during morphogenesis. 

Alternatively, one can observe the morphogenic response of isolated endothelial cells that 

have been seeded on or in gels. When confluent cells cultured on gels are stimulated by 

cytokines such as basic fibroblast growth factor (bFGF) or by phorbol esters, they invade the 

underlying gel and form CLS, switching from a planar confluent configuration to a 

differentiated 3D one [70]. Cells can also be directly overlaid by gels or sandwiched between 

two gel layers before the polymerization.  

In other assays, cells are seeded in gels before polymerization, either dispersed, clustered as 

spheroids, aggregated, or attached onto microcarrier beads. The 3D models are closer to the in 

vivo environment than to the 2D ones, because they take into account more steps of 

angiogenesis. In fact, depending on the culture media composition (percentage of serum, 

addition of cytokines), cells can be induced to sprout, proliferate, migrate, or differentiate in 

the 3D configuration. Because the biogels are polymers, the concentration and the 

biochemical conditions of the matrix polymerization must be carefully defined because they 

may affect the density and the mechanical properties of the substrate, leading to either 

proliferative, migratory, or tubular endothelial cell phenotypes [71].  

3D has provided great advances in the understanding of angiogenesis and appear mainly 

suitable for studying the effects of cytokines, the role of metalloproteases, and that of the 

fibrolytic pathway during tubulogenesis. In addition, they allowed the study of apoptosis and 
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showed the importance of the configuration and composition of the substrate, the role of cell 

adhesion molecules, and the effect of hypoxia [72].  

Another important parameter can be investigated under the three-dimensional configuration is 

the bioavailability of angiogenic factors. The distance between the cells and the culture 

medium generates a gradient of diffusion of nutrients, oxygen, and stimulating factors. This is 

the case when the cells are seeded inside a gel (or sandwiched between two layers of gels) 

that is subsequently covered by culture medium. This gradient may represent what occurs 

during angiogenesis in vivo. Furthermore, the paracrine VEGF-induced morphogenesis of 

HUVECs depends on the distance of HUVECs from the edge of the sandwich culture. The 

cells retain their monolayer configuration at a distance of 0 to 2 mm from the edge of the 

sandwich, whereas a cell network is fully formed at the most hypoxic inner side of the 

sandwich (10–12 mm from the edge). This example shows that the three-dimensional 

configuration most completely models the events occurring during angiogenesis in vivo: cell 

proliferation, migration, and tubulogenesis upon a gradient of nutrients and cytokines [73]. 

3.2.3. Advanced biomimetic models for angiogenesis 

Although the 2D and 3D assays might afford an overall direction for studying the angiogenic 

capability of a given tissue model, these assays are limited in their capability to predict the 

angiogenic activities in vivo due to their slight anatomical similarity to the native process, 

including continuous fluid flow that impacts the EC gene expression profile [74]. Thus, recent 

efforts have combined hydrogel matrices with microfluidic channels to create innate 

microvessels from which new vessels can arise in a way that allow true 3D observation of 

angiogenesis from native microvessels with fluid flow that closely mimicking the in vivo 

conditions [75]. 

The strong method to generate a microfluidic channel within a hydrogel matrix is to locate a 

cylindrical mold (such as a needle) through the gel as it crosslinks. After the crosslinking of 

the hydrogel matrix, the needle is gently withdrawn, and the matrix is then left with a 

cylindrical microfluidic channel that can be used for perfusion. To generate such channels, a 

15 mm long stainless steel needle coated with 1% bovine serum albumin to create a 

microfluidic tube inside their collagen hydrogel, then endothelial cells (either HUVECs or 

HDMECs) are introduced in a suspension, to form a confluent cell layer along the tube 

creating a vessel with a viable barrier function and a quick response to inflammatory stimuli 

[76]. 
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Recently, bio printing has inspired the researches to develop print organs in vitro (3D 

printing). This technique uses bio-ink in either droplets or filaments containing living cells 

forming layers. Hydrogels have been used in this method because of their capability to 

encapsulate the cells due to their flexibility and tunable viscosity allowing to obtain a rigid 

and robust printed tissue’s structural integrity. Moreover, after self-assembling of these 

individual layers into 3D organizations, they create networks similar to that observed during 

the embryonic development [77].  

This bioprinting research aims to create complete functional organs with physiological 

complexity and sufficient vascularization; however, these efforts exposed several difficulties 

such as low scalability of the fabrication methods, prolonged time necessary for tissue self-

assembly, size of the vascular structure, and the generation of perfusable vascular lumen 

structures [78];[79].  

 

4. Vascularization in Microfluidic-Based Platforms 

 

Nowadays, in order to reconstruct the blood vessel in vitro, there is an incorporation of 

microfluidic systems that are divided into 4 different categories (Figure 4): 

 

4.1. Cell patterning 

 

In this method, a specific area is marked, and the cells are seeded on this marked pattern, 

which is the advantage of this method as the flow can be applied and controlled. HUVEC 

cells are cultured in this method pattern using photolithography [80]. Moreover, endothelial 

cells (ECs) were placed on the membrane and permeability under flow was measured [81]. 

Stacked three polydimethylsiloxane (PDMS) layers and two PDMS porous membrane layers 

were also used by this pattern to mimic metastasis of lung cancer cells [82]. 

 

4.2. Sacrificial Molds 

 

This method of microfluidics vascularization targets safe spaces with structures. The 

temporary molds are removed just before the cell seeding. The sacrificial construct used here 

is gelatin within a collagen gel [83]. The gelatin is dissolved, then a vasculature within the 

collagen gel is formed after seeding the HUVECs and an angiogenic sprouting mechanism is 

observed [84]. 
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4.3. Patterned Microchannel 

 

The patterned microchannel method is a procedure that creates designs using soft lithography 

in a device and fulfills a hydrogel and cells into the empty channels. The size and direction of 

the new formed vessel is determined by the designed channels. This method is used to test the 

effects of drugs on the vascular system by incorporating a 3D lumen structure with a circular 

cross-section in the extra cellular matrix [85]. In this method, a circular tube in the collagen 

gel was implanted and there was formation of blood vessel along this tube [86]. Another 

model was also performed consisting of reproducing tumor angiogenesis and intravasation of 

circulating tumor cell by co-culturing HUVECs, lung fibroblasts, and cancer cells as well as 

the interactions between these HUVECs, cancer cells, and macrophages [87]. Furthermore, 

implantable angiogenic complexes made of poly lactic-co-glycolic acid (PLGA) and human 

endothelial progenitor cells (hEPCs) were established in vitro and later transplanted into in 

vivo mice [88]. 

 

4.4. Self-Assembly 

 

In this approach, there is no need to add an extra structure for vascularization, the vascular 

cells are planted within hydrogels in the device, where the cells reorganize 3D vascular 

networks or connections by themselves in a way that the vascularization is more 

physiologically mimicking the in vivo in comparing to other methods [89]. In addition, the 

replication of anastomosis from artery to vein using the engineering artificial vascular 

networks was done using this model, and this is consisting of a human endothelial colony 

forming cell-derived ECs and normal human lung fibroblasts in fibrin gel [90]. The effects of 

pro-angiogenic factors and interstitial flow on the growth and maintenance of vascularization 

were also investigated [91]. In addition, it was shown that  culturing bone marrow-derived 

human mesenchymal stem cells (BM-hMSCs) and HUVECs together in the microfluidic 

device lead to functional microvascularization [92]. 
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  Figure 4: Schematic representation of fabrication methods using microfluidic device. (a) Endothelial cells 

(ECs) (green) are cultured on the designed pattern or the specified membrane. (b) After removal of sacrificial 

molds, ECs (green) are seeded. (c) ECs form monolayer alongside the hydrogel. Immunostaining of vascular 

endothelial cadherin (VE-cadherin, green) and nuclei (blue) confirm the functionality of the vessel. (d) ECs 

(green) are seeded within the hydrogel, and microvasculature is then formed through vasculogenesis [89].  
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Chapter IV 

  

1. Hypoxia Overview 

Hypoxia is defined as a reduction in the normal level of tissue oxygen, which occurs during 

acute and chronic vascular disease, pulmonary disease, and cancer. When this process 

becomes severe and prolonged, this will lead to cell death. Tumors become deprived in O2 or 

become hypoxic because new blood vessels they develop are abnormal and have poor blood 

flow. While hypoxia is toxic to both cancer cells and normal cells, cancer cells endure genetic 

and adaptive modifications that permit them to survive and proliferate in a hypoxic 

environment. These processes contribute to the malignant phenotype and to aggressive tumor 

behavior [93]. One should differentiate between hypoxia and anoxia that is defined as the 

total absence of oxygen in tissue or organ. Normal ambient air comprises 21% oxygen (partial 

pressure of oxygen (pO2) 150 mm Hg) and most of the mammalian tissues exist at 2% to 9% 

oxygen (on average 40 mm Hg). Hypoxia is defined as ≤ 2% oxygen (10-15 mmHg), and 

severe hypoxia or anoxia is defined as ≤ 0.02% oxygen (< 10 mmHg) [94]. 

1.1. Tumor Hypoxia  

Hypoxia is a common feature of almost all of the solid tumors and mainly occurs due to a 

mismatch between tumor growth and angiogenesis [95]. It arises in tumors through the 

uncontrolled oncogene-driven proliferation of cancer cells in the absence of an efficient 

vascular bed. Thus, due to the rapid proliferation of cancer cells, the tumor quickly consumes 

the nutrient and oxygen supply from the normal vasculature, and becomes hypoxic (Figure 5) 

[96].  
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                         Figure 5: Tumor microenvironment of a solid tumor [97]. 

 

 

The tumor microenvironment is highly dynamic and consists of a heterogeneous population of 

cancer cells. These subpopulations of cancer cells have highly dynamic gradients of oxygen 

levels, genomic content, genomic stability, cellular pH and cellular metabolism. Therefore, 

solid tumors may contain group of cells that have been exposed to varying levels of oxygen 

for minutes, hours, or even days and re-oxygenated afterwards. This phenomenon is called 

‘cycling hypoxia’ and occurs frequently in solid tumors. Tumor cells in hypoxic 

microenvironment can be exposed to fluctuating levels of cycling hypoxia at different oxygen 

gradients for different periods of time [98]. These fluctuations determine tumor cell destiny 

depending on the severity, duration, and outcome of hypoxia (whether ended by cell death or 

re-oxygenation). Similarly, in tumors, the abnormal vascular architecture and blood flow that 

arises, owing to unregulated angiogenesis, is also an important factor in the development of 

hypoxia [99]. Depending on these two factors (cycling hypoxia and abnormal vasculature), 

tumor hypoxia can be broadly divided into two types: acute/transient or perfusion-limited 

hypoxia; and chronic or diffusion-limited hypoxia. 

 

1.1.1. Acute/transient or perfusion-limited hypoxia 

 

In acute hypoxia, tumor cells have been differentially exposed to low intracellular oxygen 

levels for minutes to hours and then re-oxygenated. It occurs when abnormal/aberrant blood 

vessels suddenly stop, leading to the development of severe hypoxia at the site connected to 

these vessels. This can also cause blood flow to be reversed [100]. This shut down is normally 

transient and closed blood vessels can be reopened, leading to reperfusion of acute hypoxic 

tissue with oxygenated blood. Reperfusion with oxygenated blood leads to a process known 

as 're-oxygenation injury' characterized by a sudden and sharp increase in free radicals, tissue 

damage, and activation of stress-response genes [101]. Free radicals contain oxygen and have 

unpaired electrons in their outer orbit, which makes them a source of damage to cells and 

tissues. Free radicals can react with and modify the molecular structures of lipids, 

carbohydrates, proteins, and DNA [102]. They are produced during the process of cellular 

metabolism but their rate is significantly increased under acute hypoxia (or ischemia followed 
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by reperfusion) [103]. Acute hypoxia can also be due to an increase in the surrounding 

interstitial fluid pressure [104]. 

 

 

 

 

1.1.2. Chronic or diffusion-limited hypoxia 

 

In this type of hypoxia, tumor cells (at a distance of >100–200 μm from nearby vessel) are 

exposed to a more prolonged hypoxia for hours to days and they either undergo cell death or 

get reoxygenated. These perinecrotic regions of a tumor are located at a median distance of 

130 μm from blood vessels, reflecting the limit in oxygen diffusion [105]. 

In solid tumors, tumor angiogenesis delays behind tumor growth. This uncontrolled 

proliferation causes tumors to develop their blood vessels, which results in the formation of 

large hypoxic zones with few or no blood vessels. The diffusion of oxygen and nutrients is 

limited in these zones and the tumor cells are under continuous severe hypoxia named as 

chronic hypoxia [106]. 

 

2. Hypoxia and the tumor microenvironment 

 

In any cancer, the tumor progression and the initiation of metastasis are directed by the 

neoplastic angiogenesis process so that this phenomenon of vascularization passes through 

many linked and sequential steps that leads to the development of neovascular blood supply to 

the tumors tissue [107];[108]. Many factors as the angiogenic growth factors that are secreted 

by infiltrating immune cells, adjacent stroma, and tumor cells themselves will attach to 

specific receptors on endothelial cells provoking endothelial cell proliferation, migration and 

invasion, finally terminating in capillary formation. 

The important homeostatic mechanism that relates vascular oxygen supply to metabolic 

demand is the angiogenesis that is regulated by hypoxia. Moreover, this is due to molecular 

representation of angiogenic pathways, establishment of HIFs as their key transcriptional 

regulators, and the identification of hydroxylases that controls HIF corresponding to the 

oxygen availability [109]. 

Moreover, hypoxia conveys resistance to anticancer drugs and radiology. Thus, it plays an 

important role in drug discovery and development because many chemotherapeutic drugs in 
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cancer such as alkylating agents melphalan (alkylating agents), bleomycin (cytostatic 

antibiotic), and etoposide (podophyllotoxin) need optimal oxygenation to have their 

maximum effectiveness [110].  

Hypoxic environment can lead to the resistance of tumors against these drugs by increased 

production of nucleophilic substances, such as glutathione, competing with the target DNA 

for alkylation, thus decreasing the drug efficacy [111]. However, there is another class of 

anticancer agents acting at specific phases of the cell cycle. Examples are antimetabolites 

(methotrexate) acting against S-phase cells (inhibiting DNA synthesis) and vinca alkaloids 

that are more M-phase specific (inhibiting spindle formation and alignment of chromosomes), 

in a way that hypoxia causes the cell cycle to slow down or lead to pre S-phase arrest in 

extreme conditions [111]. Alternatively, hypoxia can also affect the apoptotic potential of 

many anticancer drugs by triggering many survival mechanisms and decreasing necrotic cell 

death, in such a way maintaining the cell viability and reduced drug sensitivity. Hypoxia can 

enhance cellular adaptation and survival by suppression of protein synthesis and cell growth 

via mTOR (mammalian target of rapamycin) [112];[113]. Low mTOR activity under hypoxia 

activates autophagy, which is considered as a survival response to remove damaged or 

unwanted organelles in order to conserve cell survival and oxygen homeostasis [114]. 

 

3. Hypoxia: A key regulatory factor in tumor growth 

 

A solid tumor is a punctured structure with areas of mild-hypoxia leading to severe hypoxia 

and necrosis as well as areas of fluctuations between acute hypoxia and re-oxygenation 

[115];[116];[117]. The tumor vasculature architecture can lead to dynamic fluctuations in 

blood flow, and as a result, fluctuations in oxygen availability leading to phenomena called 

“Cycling hypoxia”. It was shown that these cycles can vary between seconds to hours even 

days [117];[98]. It is believed that higher frequency cycling is coming from the changes in 

blood flow and perfusion, while lower frequency cycling hypoxia that are observed in a 

matter of days is caused by large-scale transformation of the vascular network and 

angiogenesis [117]. Moreover, due to the diversity of hypoxic stimuli in tumors, it is difficult 

to generalize on its effect on tumor biology and metabolism. Moreover, the biology of 

hypoxic cancer cells is a product of interplay between many factors including hypoxia-

induced factors (HIF) and their signaling pathways, oxygen concentration, interacting genetic 

defects, and cellular damage by reactive oxygen species [96]. 
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3.1. Hypoxia-induced factors (HIFs) 

 

The reductions of oxygen concentration in cancer cells and tissues result in the stabilization 

and activity of the HIFs through the inactivation of HIF propyl hydroxylases family (PHDs) 

[118];[119]. The transcription factors of HIF are made of a stable β subunit and one of two 

oxygen-labile α subunits (HIF1α and HIF2α), so that the stability of the latter is controlled 

through hydroxylation by PHDs and subsequent binding and ubiquitylation by pVHL (von 

Hippel–Lindau protein) [120] leading to the rapid degradation of the α subunits in normoxic 

conditions through proteasomal activity (Figure 6). This alteration results in the inability of 

HIF1 to transactivate a subdivision of HIF target genes [121].  

Both the HIFα and HIFβ subunits exist as a series of isoforms encoded by distinct genetic loci. 

HIF1β subunits are constitutive nuclear proteins, whereas HIFα subunits are inducible by 

hypoxia. Among three HIFα isoforms, HIF1α and HIF2α appear to be closely related and 

each one is able to interact with hypoxia response elements (HREs) to induce transcriptional 

activity [122];[123]. HIF-3α is involved in negative regulation of the response, through a 

sequentially spliced transcript termed inhibitory PAS (Per-Arnt-Sim) domain protein [124]. 

HIFs are transcription factors that bind the hypoxia-responsive elements to the promoter of its 

specific target genes [125], and thus regulating the expression of a significant number of 

target genes involved in angiogenesis, metabolic adaptation, survival, and migration 

[126];[127]. Moreover, the two HIFα subunits have different expression profiles and gene 

targets, providing a differential response between many tumor types. The expression of 

HIF1α is ubiquitous whereas HIF2α expression is more restricted and has been described in 

cell types such as hepatocytes and endothelial cells [128]. The HIF-responsive transcriptome 

consequently changes between cell types, based on the expression profile of the α subunits in 

addition to the hypoxia’s severity. 
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Figure 6: Hypoxia-dependent regulation of HIF1 activity [129]. 

 

 

 

3.2. The role of HIF1α pathway in cellular adaptation to hypoxic stress 

 

The cells need to maintain a proper oxygen hemostasis in order to achieve their aerobic 

metabolism and energy generation. This hemostasis is impaired in many conditions such as 

cancers, heart diseases, or chronic obstructive pulmonary disorders, where the cells become 

hypoxic [130]. In solid tumors, hypoxic cells proliferate rapidly and form large solid tumor 

masses, leading to obstruction and compression of the blood vessels that surround these 

tissues. Moreover, these abnormal blood vessels do not often function appropriately, leading 

to poor O2 supply to the center cores of tumor tissues [131]. These hypoxic cells start to adapt 

to these low oxygen levels by activating several survival pathways. Activation of HIF1 

transcription factor is the most known pathway assumed by hypoxic cells in this tough 

microenvironment. This factor plays a central role in the adaptive responses of the tumor cells 

to the changes in oxygen through transcriptional activation of over 100 downstream genes 

that control vital biological procedures needed for tumor survival and progression like the 

genes involved in glucose metabolism, cell proliferation, migration, and angiogenesis (table 4) 

[132]. 



 

 33  

Many studies showed that in rapidly growing tumors, HIF1 helps hypoxic tumor cells to 

move toward glucose metabolism, from the more effective oxidative phosphorylation to the 

less efficient glycolytic pathway to maintain their energy production (the Warburg effect) 

[133]. In addition, in order to meet their energy needs, hypoxic cells tend to consume more 

glucose so that HIF1 mediates this metabolic process through the induction of enzymes 

involved in the glycolysis pathway and overexpression of glucose transporters (GLUTs) that 

increase glucose inflow into tumor cells [134]. Furthermore, another example involving HIF1 

transcriptional induction of several pro-angiogenic factors is the vascular endothelial growth 

factor (VEGF), which plays an important role in angiogenesis to improve tumor cells with 

oxygen for their growth and surviving [135]. Another important example is that HIF1 helps 

tumor metastasis into distant and more oxygenated tissues through the transcriptional 

activation of oncogenic growth factors such as transforming growth factor beta3 (TGF-β3), 

epidermal growth factor (EGF) and others [136]. Overall, HIF1 activation in tumor cells is 

one of the key masters coordinating their adaptation mechanisms to the hypoxia environment. 

 

 

 

 

 

 

Table 4: Genes induced by hypoxia [137].  
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3.3. Regulation of HIF1α pathway 

The activity and accumulation of HIF1α protein were found to be controlled at different levels 

through the life cycle of hypoxic cells. Regardless of the O2 levels, HIF1α is constitutively 

transcribed and synthesized through a series of signaling events involving several growth 

factors and other signaling molecules [138]. HIF1α endures quick degradation under 

normoxic conditions and normally has a very short half-life (about 5 min) [139]. However, 

under hypoxic conditions, several pathways have been shown to control HIF1α stability and 

transcriptional activity via post-transnational modifications including hydroxylation, 

acetylation, ubiquitination, and phosphorylation reactions  [138]. 

https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/growth-factor
https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/growth-factor
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3.3.1.   Oxygen-dependent regulation of HIF1α pathway “hypoxic regulation”  

 

HIF1α was recognized as the main regulatory subunit for HIF1 activity. Under hypoxic 

conditions, the expression levels of HIF1α are regulated and mediated by the dioxygenase-

dependent and ubiquitin-proteasome pathway-mediated system. Indeed, HIF1α are 

hydroxylated by dioxygenases, called PHDs in an oxygen-dependent way. However, FIH1 

was found to play a key role in the inactivation of HIF1 under normoxic conditions. 

Under hypoxia, HIF1α becomes stable, acquires transactivation activity, and induces the 

transcription initiation of genes by binding to their enhancer element, HRE, which is located 

in or around the promoter region of each HIF1 regulated gene [140]. 

 

3.3.2. Oxygen-independent oncogenic regulation of HIF1α pathway 

Although the main role of hydroxylases is in regulating HIF1α activity, there are other 

pathways involving oncogenic activation to control HIF1α protein level. In non-hypoxic 

conditions, growth factors, cytokines and other signaling molecules tend to accumulate HIF1α 

protein in cells. 

3.3.2.1. Growth factor signaling pathways 

 

The HIF1α protein translation can be upregulated by the activation of phosphatidyl inositol-

4,5-bisphosphate-3-kinase (PI3K) which controls protein synthesis by the activation of Kinase 

B (AKT) and by the activation of  mammalian target of rapamycin (mTOR) [141];[142];[140]. 

The action of the latter is facilitated by the phosphorylation of eukaryotic translation initiation 

factor 4E (eIF-4E) binding protein (4E-BP1) leading to HIF1α protein translation. Moreover, 

mTOR induces protein translation by promoting the ribosomal protein S6 through the 

phosphorylation of p70 kinase and this pathway can be antagonized by reversing the 

phosphorylation of PI3K products through the inhibition the tumor suppressor protein (PTEN) 

[144]. Also, there is other growth factors which can increase the mRNA translation into 

HIF1α protein like RAS, Extracellular Signal-Regulated Kinase (ERK), and Mitogen-

activated protein kinases (MAPK) Interacting Kinases (MNK) (figure 7) [145].  

https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/binding-protein
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Figure 7: Growth factors (like IGF and TGF) synthesize HIF1α independent of oxygen level via PI3K or MAPK 

pathways [146]. 

 

3.3.2.2. Mdm2 pathway  

 

Mdm2 (mouse double minute 2 homolog), an oncogenic protein, is the principal cellular 

antagonist of the p53 tumor suppresser gene. It negatively regulates p53 activity through the 

induction of p53 protein degradation serving as an E3 ubiquitin ligase of p53 which catalyzes 

polyubiquitination and induces proteasome degradation to downregulate p53 at protein level 

[147]. 

It was shown that under normoxic conditions, HIF1α binds to the p53 and induces Mdm2 

mediated ubiquitination as well as proteasomal degradation of HIF1α [148]. However, in 

hypoxic tumors or hypoxic conditions, mutations or variations in tumor suppressor genes will 

inhibit Mdm2-mediated degradation of HIF1α. 

 

3.3.2.3. Heat shock protein 90 (Hsp90) 

It was shown that Hsp90 binds directly to HIF1α inducing some conformational changes in its 

structure to fit and couple with HIF1β initiating its transactivation, and it can stabilize HIF1α 

against its non-VHL dependent degradation [149]. To confirm this issue, it was reported that 

the inhibition of Hsp90 by a drug (geldanamycin) abolishes the HIF1α levels regardless of the 

oxygen availability [150]. 
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3.4. Hypoxia-regulated pathways 

In response to hypoxia, complex mechanisms are triggered to allow cell adaptation to low 

oxygen conditions, and these are largely mediated by hypoxia-inducible factors (HIFs) and 

their downstream gene expression networks [151]. Thus, hypoxia can regulate many aspects 

of tumor hallmarks leading to different cell response (figure 8). 

 

3.4.1. Proliferation 

 

Hypoxia promotes cell proliferation through the induction of various growth factors, and this 

proliferation is responsible for the initiation of cell migration and regeneration after 

acute/chronic hypoxia damage. PDGF (platelet-derived growth factor), VEGF (Vascular 

endothelial growth factor), IGF2 (insulin-like growth factor-2), and TGF-β (transforming 

growth factor-β) are examples of growth factors shown to be induced by HIF1α [152];[153]. 

This latter have been shown to be phosphorylated by the p42/p44 mitogen-activated protein 

kinases that control cell proliferation in response to extracellular growth factors [154]. Other 

factors are implicated such as phosphatidylinositol 3-OH kinase (PI3K) activity, which is also 

increased in some cell types under hypoxic conditions and is known to be involved in 

regulating cell proliferation and suppression of apoptosis [155]. In addition, Ras also plays an 

important role in proliferation through the subsequent activation of MAPK pathways leading 

to the synthesis of HIF1α and further cell proliferation.  

 

3.4.2. Angiogenesis 

 

Angiogenesis is the most studied mechanism induced by hypoxia. HIF1α activates the 

transcription of VEGF and one of its receptors, VEGF-R1, that is primarily expressed in 

endothelial cells. VEGF is considered as the key regulator of angiogenesis in normal and 

cancer cells after hypoxia exposure [156]. In addition, HIF1α activation will reduce the 

expression of antiangiogenic proteins (Thrombospondin-1 and -2) [157]. 

 

3.4.3. Glycolysis 

 



 

 38  

When the cells are under hypoxic conditions, the glucose metabolism will switch from 

oxygen-dependent pathway (tricarboxylic acid :TCA) to oxygen-independent pathway 

(Glycolysis) in such a way that hypoxic cells use this latter as the primary source of ATP 

production [158]. This mechanism provides 2 ATP molecules for each glucose molecule, 

whereas the oxygen-dependent pathway provides 38 ATP molecules. In this case and in order 

for the cells to acquire their need in ATP, HIF1 interferes to regulate the expression of all the 

enzymes in the glycolytic pathway leading to the expression of glucose transporters (GLUT1 

and GLUT3) [159], which are responsible in cellular glucose uptake [160] and are considered 

as major physiological facilitators of glucose transport across cell membrane. These glucose 

transporters belong to a superfamily of membrane transporters called GLUT or SLC2A 

including 14 facilitators or members, and the GLUTs (1-5) are the most studied [252].  

Due to their tissue-wide expression pattern, GLUT1, GLUT3 and GLUT4 (SLC2A4) regulate 

the majority of glucose uptake [162] and move down its glucose concentration gradient, from 

relatively high blood levels to relatively low intracellular levels, the high quantity of these 

proteins increasing the flux of glucose into the hypoxic cell [163]. Once it is taken by the cells, 

glucose has several metabolic destinies. Intracellularly, glucose is phosphorylated by 

hexokinases to glucose -6- phosphate and these hexokinases will be induced by HIF1α. It has 

been shown that Hexokinase 2 has an important role for glucose metabolism in hypoxia [164]. 

HIF1 can direct glucose into glycolysis by increasing the amounts of the enzymes involved in 

this process. Almost all the enzymes necessary for glycolysis are regulated or stimulated by 

the HIF1 [165];[166]. 

 

3.4.4. Immortalization and genetic instability 

 

In addition to the other roles of hypoxia in cancer regulation, it has also a role in cellular 

DNA and chromosomes promoting transformation. So, under hypoxic conditions, telomerase 

activity of cancer and endothelial cells increases, enhancing cellular immortalization [145]. 

Moreover, hypoxia stimulates the induction of many genes responsible for amplification and 

DNA breaks at fragile sites and disrupts repairing of DNA damage [167]. 

 

3.4.5. Apoptosis 

 

Severe and prolonged hypoxia can initiate apoptosis, whereas under acute and mild hypoxia, 

cells resist and survive as an adaptation mechanism to this environmental stress. Furthermore, 
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HIF1 can initiate hypoxia-mediated apoptosis by increasing the expression of Bcl-2 binding 

proteins (BNIP3 and NIX), inhibiting the antiapoptotic effect of Bcl-2. HIF1 can stabilize p53 

and induce apoptosis. If the cell already has a p53 gene mutation, hypoxia induced apoptosis 

is blocked. However, hypoxia by itself can also stop apoptosis by inducing the expression of 

the antiapoptotic protein IAP-2 (apoptosis inhibitory protein 2). In addition, HIF1 may also 

have an anti-apoptotic function because cells with high amounts of HIF1 are more resistant to 

hypoxia induced apoptosis [168]. 

  

3.4.6. pH regulation 

 

It has been shown that tumors adapt to pH changes. These grow at lower pHs, that take this 

feature from the glycolysis through the generation of lactic acid. Many proteases are activated 

under acidic conditions that seem to promote tumor invasion and metastasis. From the 

enzymes which are involved in pH regulation in tumors, the carbonic anhydrases (especially 

carbonic anhydrases 9 and 12), which convert carbon dioxide and water to carbonic acid, are 

strongly induced by hypoxia in a range of tumor cell lines which are regulated by HIF1 [169]. 

Carbonic anhydrase-9 is found in the perinecrotic areas of many tumors leading to poor 

prognosis and is activated under hypoxic conditions and is switch off by normoxia [170]. 

 

3.4.7. Chemotherapy resistance 

 

It has been shown that areas of hypoxic tumor tissue are more resistant to treatment and are 

associated with a poor clinical prognosis. Therefore, hypoxia can mediate resistance to 

anticancer drugs through different pathways such as metabolic alteration, increased drug 

efflux, inhibition of apoptotic pathways, and hyperactivation of ERK pathway (table 5) [171]. 
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Figure 8: Hallmarks of cancer regulated by hypoxia and HIFs. Hypoxia and HIFs regulate multiple cancer 

phenotypes. Targeting hypoxia/HIFs will thus inhibit several traits of tumor progression, metastasis, and 

treatment resistance [172]. 

 

4. The role of hypoxia in tumor Angiogenesis 

 

Any tumor at early phase of malignant progression, resides in a dormant avascular state in 

which the rate of cell proliferation is equal to cell apoptosis. Thereafter, the tumor undergoes 

a switch from nonangiogenic state to an active angiogenic state [173]. In addition, to show 

that the angiogenesis is critical for both tumor formation and progression, thrombospondin-1 

and -2 were depleted, showing that there is an acceleration in the preclinical model of 

colorectal cancer and skin carcinogenesis [174]. Tumor vessels have a characteristic of being 

irregular leaky and poorly functioning, leading to hypoxic areas and HIF1α stabilization 

regardless to hypoxia such as RAS pathway, P53 mutation, succinate accumulation 

[175];[176]. 

There is a strong correlation between HIF system activation and hypoxia revealed as HIF1α  

and HIF2α which are associated with poor prognosis in many cancers such as breast, head and 

neck, liver, lung , skin and brain cancers [177]. The resistance in these cancers in hypoxic 

tumors is due to the lack of O2 that is required for the cytotoxic effect of ionizing therapy  

[178] as well as due to inappropriate drug delivery in addition to HIF- mediated expression of 

ATP dependent efflux pumps [179]. The HIF signaling pathway is considered as an important 
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stimulus for vascularization in tumors. This is due to the expression of a large pro-angiogenic 

genes including VEGF, Ang-1, Ang-2, and Tie-2 that are regulated by HIF1α and HIF2α. 

These genes are implicated in tumor angiogenesis and vascularization. Moreover, VEGF 

expression is responsible for the angiogenic properties of HIF, while other transcriptional 

targets are essential for the full effect of HIF on vascular biology. It has been shown that Ang-

2 is directly regulated by HIF2α in endothelial cells and indirectly regulated by HIF1α, VEGF 

that is directly regulated by HIF1α can stimulate the Ang-2 expression [180];[181]. Tie-2 

receptor is antagonized by Ang-2, which regulates vascular remodeling in part by 

destabilizing existing vessels. A Tie-2 receptor agonist, Ang-1, plays a pivotal role in tumor 

angiogenesis since it is induced by hypoxia in endothelial cells and pericytes [182];[183]. 

However, hypoxia can regulate other factors enhancing the effect of HIFs. For example, in the 

endothelium miR-210  that is considered as an HIF1α target, enhances endothelial tube 

formation and endothelial cells migration [184]. In the endothelium, VEGF and its receptor 

VEGF-R2 are induced by HIF1α creating a positive feedback leading to endothelial cell 

proliferation, survival, migration and tube formation [185]. So that , all the studies 

demonstrate that in the tumor endothelium, HIF1α and HIF2α play harmonizing roles, where 

HIF1α is crucial for vessel growth, while HIF2α enhances vascular maturation [183].  

Hypoxia plays an important role in tumor vasculogenesis. This fact was illustrated by the 

inhibition of SDF-1/CXCR4 signaling, (SDF1 is a transcriptional target of HIF1α)  that is 

thought  to be the primary mechanism for the recruitment of bone derived cells to the areas of 

vasculogenesis [186]. This inhibition blocks also the vascular growth in glioblastoma [187]. 

Furthermore, it was shown that HIF1 target genes such as VEGF (vascular endothelium 

growth factor, FGFs (fibroblast growth factors) and MCP-1(Monocyte chemoattractant 

protein 1), attract and recruit TAMs to the hypoxic area of the tumors acting as 

chemoattractive molecules [188]. These TAMs can express HIF1α and HIF2α and the 

deletion of macrophage-specific HIF2α reduces the progression of inflammation induced by 

the tumor tissue [189]. 

Moreover, HIF1α can play an important role in TAM induced angiogenesis through the 

regulation of glycolytic phenotype promoting migration, invasion and TAMs accumulation in 

the inflamed hypoxic areas [190, p. 1]. 
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5. Hypoxia and drug resistance 

 

As we discussed before, hypoxia is one of the main features of solid tumors and it is 

associated with poor outcome in cancer patients [94]. It is harmful for many cells due to lack 

of oxygen and free radical formation inside, but some cells undergo an adaptation state and 

confer resistance to chemo and radiotherapy [191] through some regulating processes : 

a- Cell cycle arrest (quiescence), a process of reduced cell proliferation that protects cells 

from external stress [192]. 

b- Inhibition of apoptosis and senescence of cells 

c- Controlling autophagy, p53, and mitochondrial activity [191]. 

d-  Drug delivery and cellular uptake through associated acidity and drug efflux pump 

expression such as Pgp or MDR1 [193].  

e-  Lack of oxygen required for the cytotoxicity effect of a number of chemotherapeutics 

[194]. 

 

Hypoxia produces slow proliferating stem cell-like phenotype of cells, decreases senescence, 

generates hectic and malfunctioning blood vessels, and increases metastasis, altogether 

provoking therapy resistance [192]. For a better outcome nowadays, the assessment of tumor 

oxygenation and HIF expression pattern is crucial to determine tumor sensitivity to 

chemotherapeutics and radiation [195]. HIF expression confers many mechanisms of 

chemoresistance including HIF1-mediated regulation of drug efflux, alterations in cell 

proliferation and survival, inhibition of DNA damage, and metabolic reprogramming [191]. 

However, the most prominent HIF1 mediated resistance is the regulation of drug efflux. 

When the cells are under normoxic conditions, radiation leads to generation of ROS that 

causes irreversible DNA damage and cell death. However, tumoral hypoxia prevents ROS 

formation, prevents DNA strand breaks, and induces radiation resistance [196]. HIF1α 

expression can be decreased temporarily after irradiation due to re-oxygenation of the 

surviving hypoxic tumor cells [197], leading to production of ROS that stabilizes the HIF1α 

protein and increases the expression of HIF1α and its target genes [98];[198]; thus producing 

both radiosensitizing effect by promoting proliferation and p53-induced apoptosis as well as 

radioresistant effects by vascular radioprotection [199]. Cellular responses and resistance to 

radiation therapy can be regulated by HIF1α mediated alterations in tumor glucose 
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metabolism [200]. Moreover, inhibition of HIF1α by pharmacological agents will enhance the 

radiotherapy effect [197]. In addition, blocking HIF2α can increase the radiotherapy effect by 

activating the p53 pathway and increasing apoptosis [201]. In sum, HIF inhibitors can be used 

in combination with radiotherapy to target radiotherapy-resistant tumor cells for a better 

outcome.  

 

 

 

Table 5 : Examples of drug resistance phenotype according to each cancer cell model and their involved 

molecules [202].  

 

 

 

5.1. HIF1 mediated regulation of drug efflux 

 

In response to hypoxia, HIF1 activates multi-drug resistance gene (MDR) [179]. This gene 

encodes for the expression of the membrane P-glycoprotein, which belongs to a family of 

ATP-binding cassette (ABC) transporters. MDR1 is an HIF1 target gene that leads to drug 

resistance in many tumors such as glioma, gastric, breast, and colon cancers 

[179];[203];[204];[205]. This acts by pumping out the chemotherapeutic drug by efflux 

mechanism. Many examples of drugs include vinca-alkaloids, anthracyclines, and paclitaxel. 
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It has been shown that inhibition of HIF1α expression by antisense oligonucleotides leads to 

significant suppression of hypoxia-inducible MDR1 expression and a complete loss of basal 

MDR1 expression in human colon carcinoma tissues. The expression of both HIF1α and Pgp 

proteins was significantly higher in tissue samples classified as Dukes’ stages C or D, 

involving lymph node metastasis, than in samples classified as Dukes’ stages A or B, insisting 

on the fact that HIF1α is strongly involved in tumor invasion and metastasis. Therefore, 

HIF1α expression was significantly associated with MDR1/Pgp expression in human colon 

carcinoma cells (HCT-116, HT-29, LoVo, and SW480) [206]. 

Another HIF1 related gene that is associated with drug resistance under hypoxia is the 

multidrug-resistance-associated protein 1 (MRP1) [207] that belongs also to ABC transporter 

family. This transporter was stated in many brain tumors including glioblastomas [208]. 

Lung resistance protein (LRP) is also implicated in drug resistance and it is related to HIF1 

mediated drug resistance in human hepatocellular carcinoma cells [209]. This protein does not 

belong to the ABC transporter family; it is a vesicular protein involved in non P-glycoprotein 

mediated multidrug resistance [210].  

In addition, there is another ABC transporter protein, BCRP (Breast cancer resistance protein), 

that is implicated in drug resistance and drug disposition. This protein is called a “half 

transporter” ABCG2 and it was first identified as the mediator of acquired resistance in 

doxorubicin selected breast cancer cell line. It has been shown that hypoxia enhances 

HIF1α binding to a specific gene sequence in the hypoxia-responsive elements of the ABCG2 

promoter, increasing its transcript reformation in pancreatic cancer cells and glioblastomas 

[211];[316]. 

 

6. Hypoxia and 3D culture 

 

Spheroids or microtissues (MTs) are considered as in vitro avascular tumor tissues generated 

by different methods. The diameter of the MTs determines the potential development of 

hypoxia inside the MTs. A diameter of 400 μm is considered as the starting point where the 

core of spheroid begins developing hypoxia and activating survival signaling pathways to 

maintain cell viability, proliferation, cellular metabolism, and DNA damage repair signaling 

[213];[214];[215]. 

Hypoxia in the 3D environment of tumors or MTs induces the expression of hypoxia 

inducible factors (HIF). In vivo, the HIF induces the expression of target genes and this  

expression occurs in tumor regions near to blood vessels and is used to evaluate the hypoxia 
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[216]. This mechanism is similarly noticed in MTs, but the target genes like Glut1, VEGF, 

CAIX (Carbonic Anhydrase IX ) are found in the inner hypoxic layers and core of the MT 

[217];[218]. Moreover, as we go away from the MT external surface, there is a formation of 

different layers leading to the formation of different microenvironments, and as a result, 

different HIF signaling pathways as a matter of oxygen diffusion into the MT, provoking 

variable HIF1α stabilization and subsequently tumor cell behavior. However, in the well 

oxygenated layers which are the outer layers, there are a rapid proliferation and a formation of 

physical barrier by tight junctions between cells as well as ECM (extracellular matrix) 

deposition. This leads to different gradients in glucose, catabolites, and variable drug 

exposure [219];[220]. 
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Chapter V 

1. Flavaglines Overview 

Nowadays, natural products continue to be an important source of inspiration for the 

development of new drugs, especially in oncology. Between 2007 and 2013, fourteen natural 

product derivatives were approved for treatment of cancer [221]. This development added a 

great achievement in cancer biology, leading to the renew the interest towards exploring the 

pharmacological effects of Flavaglines in treating cancer [222]. 

Flavaglines are a class of active molecules found in plants of the genus Aglaia and 

characterized by a cyclo-penta[b]benzofuran complex. These compounds were first 

discovered in 1982 by KING and his colleagues [223]. Flavaglines are known to have 

pharmacological effects due to their interactions with prohibitins 1 and 2 and the translation 

initiation factor eIF4A [224]. These molecules were pharmacologically investigated to treat 

cancers as well as other diseases like neurological, cardiac, and inflammatory diseases. 

However, the most prominent effect of such molecules is that they induce death to cancer 

cells while enhancing the survival of non-cancer cells at very smaller concentrations ranging 

from subnanomolar to nanomolar [222]. Because of this surprising effect, these molecules 

attracted the attention of scientists to understand their mechanisms of action in many cancer 

types. After rocaglamide, a derivative molecule of flavaglines, more than hundred natural 

flavaglines have been identified as well as other synthetic flavaglines with different 

pharmacological activities. The most important synthetic molecule is the FL3 that displays a 

potent anticancer activity and cardioprotective, anti-inflammatory, anti-parkinson, and 

antiviral activities. In addition, it has a cytoprotective property as it protects the heart and 

neurons from the undesired effects of many chemotherapies [225]. Moreover, we are 

interested in our work by FL3, which is a synthetic derivative of flavaglines that showed a 

good selectivity toward cancer cells and not normal cells [226]. 
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2. Mechanisms of flavaglines as anticancers  

2.1. Inhibition of cell cycle progression 

Roc-A inhibits the cell cycle progression at G1-S in cancers and reduces the expression of cell 

cycle proteins like CDK4, cyclin D3, Cdc25A, and Cdc25B [227]. Treatment with Silvestarol 

and many other FL3 derivatives inhibits the cell cycle at the G0-G1 and G2-M phases in 

different human cancers like breast cancer cell line BC1, the monocytic leukaemia cell lines 1 

and 2, the colon carcinoma cell lines, and prostate cancer cell line LNCaP [228]. 

2.2. Inhibition of glucose uptake 

After investigating many molecules of Flavaglines derivatives, it was shown that Roc-A has a 

strong inhibition property to HSF1 (heat shock factor 1) activation [229]. Inhibition of this 

transcription factor to bind to its target genes increases the expression of Thiredoxin -

interacting protein (TXNIP) that is a negative regulator of glucose uptake in the cells leading 

to impairment of malignant cell proliferation in vitro and in vivo [230]. 

2.3. Induction of apoptosis 

Flavaglines can trigger programmed cell death by two pathways: extrinsic and intrinsic 

pathways. It was shown that they induce apoptosis in many cancer cell lines isolated from 

patients (AML, ALL, CLL and CML) by depolarizing the mitochondrial membrane and 

inducing the caspases -2,-3,-8,-9 [231];[232]. This apoptosis is mediated by the activation of 

p38 that enhances mitochondrial translocation of the pro-apoptotic Bcl2 family Bax by 

inducing Bid cleavage (Intrisnic pathway). Some flavaglines (Roc-A and Roc-AB) derivatives 

activate p38 which is correlated with Bid cleavage [233]. Moreover, silvestrol was shown to 

induce apoptosis through early reduction of Mcl-1 protein expression in human breast cancer 

MDA-MB- 231 cells, ALL and CLL [223]. 

It was shown that Flavaglines can reduce the expression of c-FLIP, an inhibitor of caspase 8, 

that upregulate the expression of CD95L, sensitizing tumor cell to apoptosis (Extrinsic 
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pathways) [234]. In addition, they can phosphorylate the tumor suppressor gene p53 and 

decrease the expression of the oncogene c-Myc that is involved in tumor proliferation and 

development [235]. Recently, an in vivo study has reported that FL3 inhibits the tumor growth 

of grafted mice with human melanoma cell lines [236]. 

Furthermore, it has been shown that FL3 induces apoptosis in teratocarcinomal cancer stem-

like (NT2D1) cells via caspase-3 dependent activation of p38 MAPK. FL3 exerts cytotoxic 

activity by decreasing the stemness factors (Oct-4 and Nanog) via a caspase-3-dependent 

process. Moreover, it activates a p53/p73-independent pro-apoptotic pathway, which gives 

this drug the advantage to be a promising tool for cancer resistant tumors [237]. 

In addition, it has been described that FL3 administrated at sub-lethal concentration and for 

long period downregulate the expression levels of stemness factors such as Oct-4 and Nanog 

at both transcriptional and translational levels [238].   

FL3 also inhibits the proliferation and growth both in vitro and in vivo of urothelial carcinoma 

of the bladder (UCB). FL3 has been reported to decrease the interaction of AKT and PHB 

(Prohibitin), which is essential for many cellular biologic responses like senescence, 

development, and tumorigenesis and is responsible for poor prognosis in many cancers. Thus, 

this put into consideration that either FL3 has other effects than apoptosis on some cancer 

cells or apoptosis maybe tumor type-specific [239]. 
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Figure 9: Possible mechanisms of action of flavaglines [222]. 
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The WHO (World Health Organization) estimated that Cancer is the second leading cause of 

death in the world and is responsible for an estimated 9.6 million deaths in 2018. In general, 

cancer is causing the death of about 1 in 6 persons. It is thus crucial for effective and better 

prognosis to improve our understanding of cancer physiopathology, discover new anti-cancer 

drugs, and acquire novel biomedical technologies. This necessitates a collaboration of 

multidisciplinary clinicians, biological and materials scientists, and biomedical engineers. 

 About 95% of new therapeutic molecules are withdrawn at early stages of clinical trials due 

to their inefficacy. Most of these failures concern trials of anti-cancer drugs, which lead to 

considerable loss in time and money [240];[241];[242]. These failures are due to lack of 

efficiency, excessive toxicity, a lack of targeted molecules and of individual adjustment 

(personalised medicine), because current pre-clinical tests do not reliably identify the best 

drug candidate in a group of compounds. The scientific community now agrees on the fact 

that the biggest challenge is not to identify new pharmacologically active molecules, but to 

have the right experimental model enabling to selectively screen them. In that perspective, 

drug-screening tests using 3D models of tumors have been developed (called spheroids, 

organoids, or microtissues), which have been shown to be much more selective than 

screening tests with 2D cell models. However, none of these drug-screening platforms 

enables to test molecules on vascularised tumor spheroids. Indeed, although in vitro studies 

on 3D cell culture have shown many advantages compared to 2D cell culture, the 3D human 

cell spheroid model does not mimic systemic drug administration, rendering such screening 

tests little predictive and relevant. On the other hand, pre-clinical screening tests are indeed 

systemic, but unfortunately not human. The missing link between these two models leads to a 

bias in the selection of therapeutic molecules, creating this considerable failure rate. One of 

the factors yet lacking is tumor vascularization, a key parameter affecting drug distribution 

within the tumor and its clearance, directly impacting tumor killing. Indeed, development of 

3D tumor models has markedly improved the efficiency of selection tests, and many 

companies offer these services on the basis of cell lines or xenografts derived from patients 

(InSphero, OcellO, Organogenix, Eurofins, Creative Bioarray). More recently, 3D tumor 

spheroid technology has been combined with microfluidic systems as a tool for high 

throughput screening of cancer drugs (AMS Biotechnology). However, none of them 

proposes a 3D tumor with a functional vascularization combined to a 3D 

microenvironment. They also did not incorporate hypoxia, known to be responsible for 
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the resistance of many tumors toward radiotherapy and chemotherapy, which is thus 

essential for drug selection. 

The ultimate goal in selecting an anti-cancer drug is the one that increases the survival rate 

and improves the quality of life as well as having high efficacy with low side effects on 

normal cells. To achieve this goal, it is necessary to set up a standardized platform 

incorporating the tumor microenvironment elements together to mimic in vivo tumors. This 

drug-screening platform is expected to reduce the costs and time of drug testing, minimize 

the extensive use of animals in preclinical studies, and become accessible and easy-to-use by 

researchers in drug selecting criteria. 

The challenge consists in the development of a more appropriate in vitro model, 

mimicking tumor vascularization, hypoxia and 3D microenvironment to efficiently 

select and test anti-cancer drugs. The ultimate goal is then to create an in vitro platform 

combining different aspect of tumor microenvironment together to achieve a best selection of 

drugs, and in the longer term, to directly use patients' tumor cells to promote precision 

medicine.  

To this purpose, we first focused on two elements: vascularization and hypoxia. We used 3D 

tumor spheroids culture, first deposited on endothelial cells to promote vascularization, 

second with CoCl2 agent to improve hypoxia model. 

Thus, the thesis project developed here is composed of two main objectives: 

➢ In order to overcome the lack of vascularization in in vitro tests, while using cells and 

a human environment contrary to in vivo tests, the first objective was to mimic the tumor 

vascularization process through the combination of two cellular models, human umbilical 

endothelial cells (HUVECs) in 2D and tumor osteosarcoma cells (MG-63) cultured in 3D, 

called spheroid or microtissue. The goal was to observe and analyze the behavior of 

endothelial cells at the contact of tumor spheroids and characterize the evolution of this 

combination at different time points to see the reorganization of endothelial cells into 

vascular structures. 

 To do this, we characterized the evolution of MG-63 microtissues in term of proliferation 

and extracellular matrix secretion over the time. We also characterized the combination of 
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these two cell types, in a 2D/3D system, in terms of vascular formation through the 

expression of angiogenic markers and immunofluorescence observations. 

 

➢ The second objective was the development of an optimized hypoxia tumoral model in 

order to better test therapeutic molecules. In this case, we cultured two cell lines, MG-63 and 

U87-MG (glioblastoma cells), in 3D spheroids with different sizes (5000 and 10000 

cells/microtissue) to see the impact of microtissues size on hypoxia. It is well known that 3D 

cell culture offers many advantages over 2D culture, such as cell-cell interactions, matrix 

deposition, culture from different cell types, a diffusion limit of drugs, factors and nutrients; 

i.e, all the criteria that bring us closer to the in vivo [243];[244];[245]. But especially the 

presence of hypoxic nuclei places spheroids as the best model in vitro to test sensitivity and 

drug resistance [246];[247]. To improve this hypoxia model, we added CoCl2 on microtissues 

and evaluated the induction of hypoxia by measuring its related genes.  

Firstly, we tested the effect of CoCl2 on cell lines cultured in monolayer to see the gene 

expressions according to different concentrations. Then, we cultured the cancer cells in 3D 

and characterized the effect of this 3D microenvironment with/without CoCl2. For these two 

culture models, we studied the expression of hypoxia related genes (HIF1α, GLUT1/3, 

VEGF, ABCG2 and MRP1).  

Secondly, we used an original pharmacological molecule, called flavagline (FL3), as a tool to 

test our 3D tumor hypoxia model. Flavagline is a pharmacologically active molecule known 

to have anticancer activity and very high selectivity toward tumor cells and not normal cells 

[233];[248]. This selectivity gave this molecule a great interest in cancer research to discover 

its activity in many tumor types and aspects (hypoxia, microenvironment, resistance, etc.). 

Therefore, we investigated the effect of flavagline on these cancer cell lines in our optimized 

hypoxia model by studying genes involved in hypoxia, proliferation, apoptosis, or resistance. 

Finally, the objectives of this project are part of a larger project whose ultimate goal is to 

develop a platform for drug screening, including different elements of the tumor 

microenvironment (tumor spheroids, matrix, hypoxia, vascularization, immunity) in order to 

be always closer to in vivo for better drug selection in the preclinical phase. Moreover, in this 
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big project, we use tumor cells from patient biopsies to promote precision medicine, 

optimized and personalized.  

Given the time and cost of research and development in the field of anticancer molecules, an 

average of 7.3 years and 648 million USD per new molecule [249], this successful project 

could have a considerable socio-economic impact, with real impact on the cost of treatment 

for patients and society. Thereby, the work done, and the results obtained in this thesis are 

essential for the progress of this larger project. 
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Manuscript I 

Combining 2D angiogenesis and 3D osteosarcoma microtissues to improve 

vascularization  

1. General background and objectives 

In general, a solid tumor is a heterogeneous population of many cells. In addition to malignant 

cells, there is other cells such as macrophages, fibroblast, pericytes, immune and endothelial 

cells. Moreover, there is a need to optimize a model combining the tumor microenvironment 

elements in a way that the tumor cells in vitro have the same behavior as the tumor in vivo. 

All the researchers’ efforts were combined and resulted in a shift from culturing cells in a 2D 

monolayer which produces a number of downstream effects that differentiate it from cells 

present in a tumor microenvironment in an in vivo setting [250], to a more robust 3D culture 

model. An essential requirement for the survival and function of this (3D) engineered tissue is 

the establishment of blood vessels or the creation of in vitro vascularization [251]. Despite the 

substantial advances of current techniques to generate 3D blood vessels, the formation of a 

functional engineered vascular system with multiscale vessel networks from capillaries to 

large vessels remained challenging in this field [252]. This is due to the fact that 

vascularization is crucial in many diseases states for organ transplants (Liver, kidney), many 

disease states (ischemic heart diseases, diabetes, ulcers), and especially in an in vitro drug 

screening for cancer therapy. 

Therefore, our objective is to develop an in vitro 3D vascularized tumor model by combining 

3D spheroids or microtissues (MTs) of human osteosarcoma cell line and 2D human 

endothelial cells and reporting their interactions in order to mimic the tumor environment and 

to be closer to in vivo tumor. 

 

2. Results and discussion 

 

2.1.Characterization of 3D MG-63 microtissues 

In order to create the 3D MTs from MG-63 cell line, we seeded the cells in GravityPLUS™ 

plates and cultured them for 5, 10 and 21 days. At each time point, these MTs (MT-MG-63) 

were characterized by histology and immunofluorescence. For histology, cryostat sections 

were realized and stained with different tests like Alizarin red for mineralization (revealing 
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calcium phosphate crystals), and Mallory and BrdU for proliferation. The formation of 

extracellular matrix was observed after 21 days, detected by its orange color with Mallory. 

Calcium phosphates crystals revealed an increase in calcium deposits in MTs detected by 

Alizarin-red by comparing to 5 and 10 days of culture. Moreover, the BrdU test revealed that 

the number of replicating cells decreased after 21 days (no cells were replicated or stained) in 

comparison to the experiment periods of 10 days (only the periphery of the spheroids was 

stained) and 5 days (almost all the cells were replicated) of MTs culture. 

On the other hand, immunofluorescence staining with osteocalcin (OC), osteopontin (OPN), 

and bone sialoprotein II (BSPII) showed that the expression of these 3 proteins increased after 

10 days and became more prominent at 21 days of culture time. These results and the results 

above revealed that as culture time increases, MG-63 cells in 3D structure secrete more 

extracellular matrix and become mineralized leading to a decrease in proliferation. For our 

next experiments, we chose the 5 days-cultured MT-MG-63 as with more culture time the 

cells become quiescent. 

 

2.2. Characterization of combination 2D HUVEC/3D MG-63 and the tubule-like 

structures 

 

In this section, to record the interaction between these two cellular models, we grew HUVEC 

on coverslips, then we added the MT-MG-63 cultured in 5 days and let them incubate for 

different time points. 

Many techniques were used to characterize this interaction. Using optical and scanning 

electron microscopy, we observed that after 7 days of combination, endothelial cells 

(HUVECs) proliferated to reach the front of cancer cells and organized themselves and began 

to form tubule-like structures. Then, after 14 days of culture, we observed that these structures 

were moving considerably towards the MTs of MG-63 cells and formed an organized 

capillary network at 21 days. 

However, in order to characterize this interaction at mRNA level, we used qPCR to study the 

expression of VEGF (vascular endothelial growth factor), well known to stimulate 

angiogenesis, in the MG-63 monolayer and MT-MG-63 after 5, 10 ,and 21 days of culture.  

The level of VEGF was significantly higher in MTs than in cells grown in monolayer after 5 

days and it was significantly increased in cultured MT-MG-63 after 10 and 21 days. 

Moreover, its expression was significant in 2D HUVEC/3D MG-63 combination than each 



 

 55  

cellular type cultured alone, and it was prominent in 10 days of culture (combination) in 

comparison to 5 days.  

Finally, we characterized the 2D/3D combination by immunofluorescence, by sing HUVEC-

GFP cells and staining for BSPII of MG-63 cells at different time points. We observed that 

after 7 days of combination, HUVEC-GFP expressed CD31 which is highly concentrated at 

the intercellular junctions, and after 14 days, they became well organized, forming tubule-like 

structures directed toward the MTs (cancer cells). Furthermore, at 21 days, the tubule like-

structure were formed and well organized on spread MG-63 expressing BSPII. Additionally, 

it was confirmed by transverse sections that HUVECs entered the MT with the diameter of 

tubules estimated between 10 µM to 25 µM expressing collagen IV. 

In our study, we reported that MG-63 cells in 3D culture (MTs) expressed bone extracellular 

matrix proteins like osteocalcin (OC), osteopontin (ON) and (bone sialoprotein II) BSPII, and 

showed a significant expression of VEGF by comparing to 2D monolayer as the tumor in 

vivo. This 3D architecture was responsible for this secretion as the development of hypoxic 

core inside the MTs over time. Moreover, after a combination 2D HUVEC/3D MG-63 cells 

and a delay of 10 days of the combined culture, there was a big increase in VEGF expression, 

meaning that the contact of both types of cells allowed cancer cells to express more VEGF.  

It seems that the 3D microenvironment favored the expression of angiogenic markers that led 

to the formation of tubule like structures that were progressed over time to form vessels. 

It was interestingly shown by immunostaining, SEM, and transverse sections that the 

endothelial cells form a well-organized structure varying between 10 to 25 μm that resembles 

that of the in vivo the capillary diameter varying from 5 to 10 μm, and that arterioles are 10–

200 μm [258];[259]. 

 

3. Conclusions 

 

This innovative strategy could be used as the starting point to develop tumor angiogenesis in 

vitro considering not only the angiogenic factor expression but also the 3D cell environment. 

Our strategy could be a first step in the optimization of in vitro tumor cell environment closer 

to the in vivo. This strategy should be added to hypoxia as they are the key points in tumor 

microenvironment in addition to other factors like immune cell, pericytes and neural cells. 
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4. Perspectives 

In the second part of our thesis, we will study the effect of hypoxia because it is a very 

important element in the tumor microenvironment. Its role has been shown in tumor 

vascularization and in the induction of angiogenic molecules. Hypoxia and vascularization 

collaborated together to determine the tumor aspect in terms of drug response/resistance 

as well as patient prognosis. 
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Figure 10: Schematic representation of 2D (HUVEC)/3D (MT-MG-63) combination describing the in vitro 

vascularization process. 
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A B S T R A C T

Angiogenesis is now well known for being involved in tumor progression, aggressiveness, emergence of me-
tastases, and also resistance to cancer therapies. In this study, to better mimic tumor angiogenesis encountered in
vivo, we used 3D culture of osteosarcoma cells (MG-63) that we deposited on 2D endothelial cells (HUVEC)
grown in monolayer. We report that endothelial cells combined with tumor cells were able to form a well-
organized network, and that tubule-like structures corresponding to new vessels infiltrate tumor spheroids.
These vessels presented a lumen and expressed specific markers as CD31 and collagen IV. The combination of 2D
endothelial cells and 3D microtissues of tumor cells also increased expression of angiogenic factors as VEGF,
CXCR4 and ICAM1. The cell environment is the key point to develop tumor vascularization in vitro and to be
closer to tumor encountered in vivo.

1. Introduction

Angiogenesis, or neovascularization, is a key mechanism in many
physiological processes, such as wound healing, but is also largely in-
volved in tumor progression and the emergence of metastases. Indeed,
the discovery of highly developed vascular networks in solid tumors
and the fact that tumors do not grow beyond a few millimeters unless
they become vascularized by neoformation or infiltration of adjacent
blood vessels, has led the scientific community to identify new ther-
apeutic targets [1–3]. That is why through the decades, increasingly
selective therapies have been developed and currently anti-angiogenic
agents represent the widest part of targeted therapies [4,5]. However,
the tumor vasculature has a structure and abnormal functions leading
to a depletion of the oxygen supply, nutrients and growth factors, which
makes the tumor even more aggressive and contributes to resistance
mechanisms [6,7].

To study the mechanisms of tumor progression, researchers have

tried to mimic solid tumors encountered in vivo. Now, a lot of different
techniques have been implemented to perform 3D culture of tumor
cells, called spheroids or microtissues (MTs). The behavior of cells
strongly depends on their microenvironment corresponding to the ex-
tracellular matrix and surrounding cells, which is provided by 3D sus-
pension culture compared to 2D. This 3D architecture, with cell-cell
interactions and deposition of extracellular matrix comparable to in vivo
tissues, offers many advantages for anti-cancer drug tests, better mi-
micking in vivo tumors [8,9]. However, MTs have diffusional limits to
mass transport of drugs, nutrients and other factors and can develop
necrotic cores and regions of hypoxia, which is critical for testing anti-
cancer therapeutics [10,11]. Despite these points, spheroids remain the
best in vitro model to test drug sensitivity and resistance [12–15].

About 85% of new therapeutic molecules are withdrawn at early
stages of clinical trials due to a lack of efficiency, excessive toxicity, a
lack of targeted molecules and of individual adjustment [16,17]. Most
of these failures concern trials of anti-cancer drugs, which lead to
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considerable loss in time and money. The scientific community agrees
on the fact that the biggest challenge is not only to identify new
pharmacologically active molecules, but also to have the right experi-
mental model enabling to selectively screen them [16]. Over the last 20
years, anticancer drugs have evolved from non-specific cytotoxic agents
to specific target-based cancer therapy and immune-related modulators
favoring patient's immune system [17]. However, drug developments
still have to focus on specific molecules and optimized drugs based on
adequate selection processes. These therapeutics molecules should be
able to counteract tumor resistance and combined with other anti-
cancer treatment with the least possible side effects. In view of the
failure rate of anti-cancer compounds during clinical development, it is
imperative that ineffective and toxic molecules are dismissed as soon as
possible, preferably before clinical trials and even before animal testing.
Thus, the development of an in vitro 3D vascularized tumor model is
essential. Here we report the combination and the interaction between
3D MTs of human osteosarcoma cell line and 2D human endothelial
cells in order to mimic the tumor environment and to be closer to in vivo
tumor.

2. Materials and methods

2.1. 2D HUVEC culture

Human umbilical vein endothelial cells (HUVEC, PromoCell) and
HUVEC-GFP (HUVEC IncuCyte® CytoLight Green Cells, Essen
Bioscience, United Kingdom) were grown in a specific endothelial cell
growth medium (PromoCell, Germany) with supplement mix. The cells
were incubated at 37 °C in a humidified atmosphere of 5% CO2. When
cells reached sub-confluence, they were harvested with trypsin and sub-
cultured.

2.2. Microtissue (MT) culture: 3D MG-63

Osteosarcoma cell line (MG-63, Sigma-Aldrich) were grown in
DMEM medium (Lonza, France) with 10 U mL–1 penicillin,
100 µg mL−1 streptomycin, 250 U mL–1 fungizone, 1 mM Na-pyruvate,
2 mM glutamine and 10% FBS. MG-63 cells were seeded in
GravityPLUS™ plate (InSphero AG, Zürich, Switzerland) to produce
MTs. 1 × 104 cells per MT were seeded in 40 µL of medium and cul-
tured during 5, 10 or 21 days. 7 μl were added to each well every 3–4
days.

2.3. Combination of 2D HUVEC and 3D MG-63

After 5 days in the hanging drop, MTs were cultivated on the
HUVEC layer on glass coverslips in the medium constituted of 50% MG-
63 medium and 50% HUVEC medium for 5, 7, 10, 14, 21 and 28 days.

2.4. Histology, cell proliferation and mineralization detection

For histology, MTs at different times (5, 10, 21 days) were collected
from the hanging drops, fixed for 24 h in Bouin-Hollande and em-
bedded in paraffin. Serial sections (10 µm) were stained with Mallory's
stain. Cell proliferation in the MTs was investigated by mapping the
distribution of Sphase cells after incorporation of 5-bromo-2-deoxy-
uridine (BrdU, cell proliferation kit; Amersham Life Science, Amersham
Biosciences Europe GmbH, Orsay, France) as previously described [18].
For the detection of the mineralization, MTs were stained for 15 min
with 0.01% Alizarin red S (ARS) (Sigma-Aldrich, St. Louis, MO) dis-
solved in 70% ethanol.

2.5. Indirect immunofluorescence characterization

For the indirect immunofluorescence detection, MTs were fixed
with 4% paraformaldehyde (PFA) for 10 min at 4 °C, included in Tissue-

Tek® OCT (Optimum Cutting Temperature, Fisher Scientific) and frozen
at − 20 °C. Serial sectioning (10 μm) was made using a cryostat (Leica,
CM3000). Combination 2D/3D on coverslips were fixed with 4% PFA
for 10 min and rinsed three times with PBS. Sections and combination
2D/3D were permeabilized and saturated with 0.1% Triton X-100% and
1% BSA for 1 h, then rinsed three times with PBS. Indirect immuno-
fluorescence was performed after fixation. Primary antibodies were
incubated overnight at 4 °C at 1/200, anti-osteopontin (sc-10591, Santa
Cruz Biotechnology), anti-osteocalcin (sc-18319, Santa Cruz
Biotechnology), anti-BSPII (sc-73497, Santa Cruz Biotechnology), anti-
CD31 (ab28364, Abcam), anti-VEGF (ab52917, Abcam) and anti-col-
lagen IV (sc-9301, Santa-Cruz). After three washings with PBS, samples
were incubated for 1 h with anti-rabbit conjugated to Alexa Fluor 488,
anti-goat conjugated to Alexa Fluor 594, anti-rabbit conjugated to
Alexa Fluor 594 or anti-mouse conjugated to Alexa Fluor 594 (Life
Technologies) and 5 min with 200 nM 4′,6-diamidino-2-phenylindole
(DAPI, Sigma Aldrich). The samples were observed under an epi-
fluorescence microscope (Leica DM4000 B).

2.6. Scanning electron microscopy

For the morphological study by scanning electron microscopy
(SEM), glass coverslips were fixed (4% PFA) and dehydrated (successive
baths in 25, 50, 75, 90, 100% ethanol) and treated with
Hexamethyldisilazane (HDMS). They were stuck on a supporting
sample holder using carbon conductive adhesive, then silver-coated and
observed with a Philips XL-30 ESEM scanning electron microscope in
conventional mode (high vacuum) with a Thornley-Everhart secondary
electron detector.

2.7. Analysis of mRNA expression

Total RNAs were isolated from MT-MG-63 obtained after 5, 10 and
21 days in hanging drop culture, HUVEC and MG-63 cultured 10 days in
monolayer, combination 2D/3D cultured 5 and 10 days using the High
Pure RNA isolation kit (Roche Applied Science, Meylan, France). The
total extracted RNA concentration was quantified using NanoDrop 1000
(Fischer Scientific, Illkirch, France). Reverse transcription was per-
formed with the iScript Reverse Transcription Supermix (Bio-Rad
Laboratories, Hercules, CA, USA) according to the manufacturer's in-
structions. To quantify RNA expression, RT-qPCR was performed on the
cDNA samples. PCR amplification and analysis were achieved using the
CFX Connect™ Real-Time PCR Detection System (Bio-rad, Miltry Mory,
France). Amplification reactions have been performed using iTaq
Universal SYBR Green Supermix (Bio-rad, Miltry-Mory, France). Actin
was used as endogenous RNA control (housekeeping gene) in the
samples. The specificity of the reaction was controlled using melting
curves analysis. The expression level was calculated using the com-
parative Ct method (2−ΔΔCt) after normalization to the housekeeping
gene. All RT-qPCR assays were performed in triplicate and results were
represented by the mean values. Amplified RT-PCR products from MT-
MG-63 cultured 5, 10 and 21 days in hanging drop and in monolayer,
were separated by electrophoresis on 10% acrylamide gel, which was
stained with ethidium bromide and acquired with the Image analyzer
(Fusion Fx7, Fisher Bioblock Scientific, Illkirch, France). The RT-PCR
reacts were normalized using actin as an internal standard. The mole-
cular weight of PCR products was compared to the DNA molecular
weight marker (DNA Ladder, Euromedex, Souffelweyersheim, France).

VEGF for 5′ - CCTGGTGGACATCTTCCAGGAGTACC - 3′ rev 5′ -
GAAGCTCATCTCT

CCTATGTGCTGGC - 3′; ICAM-1 for 5′ - GGCCGGCCAGCTTATACAC
- 3′ rev 5′ - TAGACACTTGAGCTCGGGCA - 3′; CXCR4 for 5′ -
GCCTTATCCTGCCTGGTA

TTGTC - 3′ rev 5′ - GCGAAGAAAGCCAGGATGAGGAT - 3′; actin for
5′ - GATGAGATTGGCATGGCT TT - 3′ rev 5′ - CACCTTCACCGTTC
CAGTTT - 3′ (Fisher Scientific S.A.S., Illkirch, France).
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Fig. 1. Histology (A-L) and immunofluorescence (M-R) for BSPII, osteopontin (OPN) and osteocalcin (OC) on MT-MG-63 after 5, 10 and 21 days in hanging drop culture. Histology
showed the organization of the MT: Mallory (A-F) and BrdU (G-I) stainings detected proliferative cells and Alizarin red (J-L) mineralization. Arrows in D indicated metaphases, the stage
of mitosis in which chromosomes are at their most condensed and coiled stage. Cell proliferation decreased with culture time as mineralization increased. Mineralized nodules were
stained positively with Alizarin red (arrowheads in K and L). After 21 days (F), we observed the formation of matrix (arrowheads) detected by its orange color with Mallory.
Immunofluorescence showed that MT-MG-63 expressed OPN (M-O) and OC (P-R). The expression of both proteins increased with culture time. MT-MG-63 expressed BSPII after 10 days in
culture (N) and its expression increased after 21 days (O).
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2.8. Statistical analyses

Statistical analyses were performed using GraphPad Prism 5.0 for
Windows (GraphPad Software Inc). Statistical significance was eval-
uated by one-way ANOVA (SigmaStat, Jandel GmbH, Erkrath,
Germany). All data were expressed as mean± SEM. p < 0.05 was
considered as statistically significant.

3. Results

3.1. Preparation and characterization of 3D MG-63 microtissues

We first prepared MTs of MG-63 cell line using GravityPLUS™ plates
(see graphical abstract). MTs of MG-63 cell line (MT-MG-63) were
cultured during 5, 10 and 21 days in GravityPLUS™ plates and char-
acterized by histology and immunofluorescence (Fig. 1). This technique
of hanging drop plate is the easiest and the best to use because it meets
the various challenges of 3D culture, namely be able to form spheroids
with a small number of cells, to form and maintain a uniform size, to
easily develop spheroids with several cell types, and to collect them
readily for characterization and to test the efficacy of drugs. This
method allows to obtain spherical, regular and uniform MTs, reaching a
diameter of 400 µm (Fig. 1). To characterize the spheroids, we realized
cryostat sections before performing immunostaining and paraffin sec-
tions for histology. Mallory (Fig. 1A-F) and BrdU (Fig. 1G-I) staining
exhibited proliferative cells and Alizarin red (Fig. 1J-L) the miner-
alization. Mallory staining showed metaphases, which is the step of
mitosis in which chromosomes are at their most condensed and coiled
stage (Fig. 1D, arrows). After 21 days, we observed the formation of
extracellular matrix (Fig. 1F, arrowheads) detected by its orange color
with Mallory. Alizarin-red staining, revealing calcium phosphate crys-
tals, showed an increase in calcium deposits in MTs cultured during 21
days compared to 5 and 10 days (Fig. 1L, arrowheads). Conversely,
there was more BrdU staining in MTs after 5 days than after 21 days
(Fig. 1G-I). Indeed, the number of cells in replication decreased during
the time, and their localization changed. At 5 days, we found cells in
replication in the whole MTs (Fig. 1G); at 10 days, BrdU staining was
localized only in the periphery of the spheroids (Fig. 1H); and at 21
days, almost no cell was marked (Fig. 1I). Cell proliferation decreased
with culture time as mineralization increased, as found in bone tissue.
Moreover, we saw with Mallory staining that MG-63 cells cultured in

MTs secreted extracellular matrix, also showed by immunofluorescence
staining revealing osteopontin (OPN) (Fig. 1M-O), osteocalcin (OC)
(Fig. 1P-R) and bone sialoprotein II (BSPII) (Fig. 1M-R), which are non-
collagen bone matrix proteins [19–21]. The expression of OPN and OCN
increased with culture time. After 10 days in culture (Fig. 1N, Q), MT-
MG-63 expressed BSPII and its expression increased after 21 days
(Fig. 1O, R). These results showed that MT-MG-63 secreted bone matrix
proteins from 5 days of culture, and are more active and proliferative at
5 days than later. These experiments also demonstrated that the more
MG-63 cells were cultured in MTs for a long time, the more they se-
creted bone matrix with mineralization in the center of the spheroids,
and the more cells seemed to be quiescent. Thus, we chose to use 5
days-cultured MT-MG-63 for all further experiments.

3.2. Characterization of combination 2D HUVEC/3D MG-63

To observe the interactions between osteosarcoma-derived MTs and
endothelial cells, we grew HUVEC on coverslips and added MT-MG-63
cultured during 5 days in the hanging drops, that we called combina-
tion 2D/3D (graphical abstract). As shown by optical microscopy on
Fig. 2A-D, MT-MG-63, deposited on the endothelial cells grew in
monolayer, spread and proliferated rapidly compared to HUVEC. They
invaded almost the entire surface (Fig. 2B-D). We noted that the de-
position of MTs onto endothelial monolayer first led to the death of
HUVEC cells in direct contact of MG-63 cells, facilitating the fast
spreading and proliferation of cancer cells (Fig. 2B-D). At 7 days of
combined 2D/3D culture, endothelial cells proliferated to reach the
front of cancer cells (Fig. 2C). At the same time as they proliferated,
HUVEC cells organized themselves and began to form tubule-like
structures infiltrating MG-63 cells as shown in Fig. 2(E, F). We observed
that these tubule-like structures at 14 days of culture were moving
considerably towards the MTs of MG-63 cells (Fig. 2E), and formed an
organized capillary network at 21 days (Fig. 2F-H). Interestingly, some
of the endothelial cell tubules were developed and proliferated on
cancer cell monolayer towards the MT, but also penetrated the layer of
MG-63 cells, as shown by scanning electron microscopy (SEM) (Fig. 2G,
arrows).

To explain the formation of tubule-like structures, we studied by
qPCR the expression of VEGF (vascular endothelial growth factor), well
known to stimulate angiogenesis, in the MG-63 monolayer and MT-MG-
63 after 5, 10 and 21 days culture (Fig. 3). VEGF was expressed in MG-

Fig. 2. Optical microscopy (A-D) and scanning electron microscopy (E-H) of combined cultures of MT-MG-63 cultivated for 5 days in hanging drop and deposited on green fluorescent
protein-labeled HUVECs on glass coverslips. After 3 days (B), MG-63 cells left the MTs, migrated and after 7 (C) and 10 days (D) formed a migration front indicated by the dotted lines.
After 14 and 21 days, HUVECs formed tubule-like structures (E-H). After 21 days, these endothelial cell tubes seemed to enter the MT (G, arrows). The diameter of the tube could be
estimated as 1.5 μm (H).
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63 monolayer cells and MT-MG-63 culture. An expected band of 196 bp
size was visible on the gel (Fig. 3A). The expression of VEGF was
confirmed at protein level by immunofluorescence staining, showing
that most of MG-63 cells in the MTs cultured 5 days expressed VEGF
(Fig. 3B). The level of mRNA encoding VEGF was significantly higher in
MTs than in cells grown in monolayer after 5 days (Fig. 3C). This level
increased significantly in cultured MT-MG-63 after 10 and 21 days
(Fig. 3C). We also wanted to see other angiogenic factors expression to
observe the impact of combined 2D/3D culture compared to each type
of cells cultured in 2D monolayer. Thus we analyzed the expression of
VEGF (Fig. 3D), ICAM-1 and CXCR4 (Supplementary Figure) in HUVEC
cultured in monolayer during 10 days, in MG-63 cultured in monolayer
during 10 days, and in combination 2D HUVEC/3D MG-63 cultured
during 5 and 10 days. Interestingly, HUVEC alone did not express
VEGF, whereas MG-63 alone in 2D expressed VEGF (Fig. 3D). However,
there is a significant increase of VEGF expression in combination 2D/3D
at 10 days compared to 5 days, and in each type of cells cultured in
monolayer during 10 days. This means that the addition of MT-MG-63
on HUVEC monolayer, after a delay of culture of 10 days, leads to more

expression of VEGF. Concerning the marker ICAM1, (Supporting in-
formation Fig. SI-1A), HUVEC highly expressed ICAM1 compared to
MG-63 cells. The ICAM1 expression analyses showed that 5-days
combined 2D/3D cultures expressed ICAM1 at the same level that MG-
63 alone, but after 10 days of 2D/3D culture, ICAM1 expression level
double. As ICAM1, CXCR4 was highly expressed in HUVEC compared to
2D tumor cells, however there was a more significant increase (20 fold)
in combined 2D/3D cultures between 5 days and 10 days (Fig. SI-1B).

3.3. Characterization of the tubule-like structures

To be sure to visualize endothelial cells, we used HUVEC-GFP cells
and performed immunostaining for BSPII of MG-63 cells at different
times of 2D/3D culture (Figs. 4 and 5). After 7 days of culture, HUVEC-
GFP cells reached the front of MG-63 cells (Fig. 4A). HUVEC-GFP ex-
pressed CD31, but no endothelial cells organization was noticeable
(Fig. 4B, C). As expected, CD31 was highly concentrated at intercellular
junctions of endothelial cells (Fig. 4B, C). At 14 days of culture, HUVEC-
GFP cells were well organized, forming tubule-like structures directed

Fig. 3. VEGF expression in MG-63 monolayer cells after 5 days, in MT-MG-63 after 5, 10 and 21 days in culture (A, C), in HUVEC and MG-63 cultured in monolayer during 10 days and in
combination 2D HUVEC/3D MG-63 cultured during 5 and 10 days (D) and immunofluorescence for VEGF in MT-MG-63 after 5 days in culture (B). VEGF was expressed in MG-63
monolayer cells and MT-MG-63 culture. An expected band of 196 bp size was visible on the gel (A). The level of mRNA encoding VEGF was significantly higher in MTs than in cells grown
in monolayer after 5 days (C). This level increased significantly in cultured MT-MG-63 after 10 and 21 days (C). Immunofluorescence confirmed the localization of the VEGF protein in the
cytoplasm of MG-63 cells grown as MTs (B). The angiogenic factor VEGF expression increased significantly in combined cultures of HUVEC and MT-MG-63 compared with each cell type
cultured during an equivalent time (D). Statistical significance was evaluated by one-way ANOVA. ** P < 0.01***, P < 0.001.

H. Chaddad et al. Experimental Cell Research 360 (2017) 138–145

142



towards the cancer cell MTs (Fig. 4D-F). We also observed, at higher
magnification, that endothelial cells proliferated, shaping a tubule on
MG-63 cells expressing the extracellular matrix bone protein BSPII
(Fig. 4F). At 21 days, HUVEC formed tubule-like structures and showed
a well-organized network, on spread MG-63 cells expressing BSPII
(Fig. 5A, B). The transverse sections (Fig. 5C) show that endothelial
cells penetrated the MT. Some of the endothelial tubules infiltrating the
MT-MG-63-secreted matrix seemed to present a lumen (Fig. 5C, ar-
rows). The diameter of the tubules could be estimated as 10 µm to
25 µm. Finally, after 28 days of culture, tubules resembled blood vessels
with the formation of a basal membrane positive to collagen IV
(Fig. 5D-F).

4. Discussion

The combination of 3D MG-63 and 2D HUVEC has never been used.
Some authors have grown HUVEC and MG-63 in direct co-culture or on
titanium surfaces. Under these conditions of co-culture, MG-63 released
VEGF which induced HUVEC proliferation and expression of angio-
genesis associated genes [22]. Others have mixed MG-63 cells with
HUVEC (ratio 2:1) that have been grown in multiwell dishes or sepa-
rately in transwell dishes [23]. These authors showed that mineraliza-
tion nodus numbers were increased in this MG-63 co-culture system. To
obtain formation of three-dimensional vessel-like structures in vitro,
stem cells from apical papilla (SCAP) and human umbilical vein en-
dothelial cells under hypoxia were co-cultured [24]. In these condi-
tions, VEGF secreted by SCAP might be used by HUVEC to accelerate
the formation of vessel-like structures. It has also been shown

previously that MG-63 cells seeded into 3D porous hydroxyapatite
ceramics under vacuum expressed a matrix-bound variant of vascular
endothelial growth factor-A (VEGF-A) [25].

In the present study, we reported for the first time the combination
between 2D HUVEC and 3D MG-63 cell microtissues. In this innovative
strategy of 2D/3D culture, MG-63 tumor cells cultured as 3D spheroids
(microtissues: MTs) allowed expression of extracellular matrix proteins
as osteocalcin, osteopontin and BSPII (Fig. 1II), and lead to the estab-
lishment of an organized architecture within the MT closer to tumor
encountered in vivo [26]. Moreover, MG-63 cells cultured in 3D
spheroids lead to more expression of bone proteins and VEGF than in
monolayer (Fig. 3C). The architecture of MTs, with a cellular activity at
the periphery and quiescent cells embedded in matrix at the center of
the spheroid (Fig. 1I), could lead to hypoxic core favoring the secretion
of VEGF, also explaining the increase in VEGF expression in MTs over
time. VEGF secreted by the MT-MG-63 helps to attract endothelial cells
to the spheroid tumor, to form vessel-like structures and to organize a
vascular network. The secretion of VEGF in the microenvironment
could explain the resurgence of endothelial cells after their first deadly
contact with MG-63 cells. This was also supported by the significant
increase of VEGF expression between 5-day and 10-day combined cul-
tures (Fig. 3D). These results showed that the addition of MT-MG-63 on
HUVEC monolayer, after a delay of 10 days culture, lead to more ex-
pression of VEGF. Thus, the contact of both types of cells first lead to
the death of HUVEC cells in direct contact to tumor cells MTs, then
cancer cells expressed VEGF favoring endothelial cells proliferation and
morphogenesis. This was only after a delay of 10 days of combined
culture that there was a big increase of VEGF expression, meaning that

Fig. 4. Immunofluorescence for GFP, CD31 and BSPII of combined cultures after 7 days (A-C) and 14 days (D-F). After 7 days (A-C), MG-63 cells migrated and formed a migration front.
CD31 was highly concentrated at inter-endothelial cell contacts (B, C). After 14 days, HUVECs began to form tubule-like structures (D-F). MG-63 cells were positive for BSPII (F), a
component of mineralized tissues.
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the contact of both types of cells allowed cancer cells to express more
VEGF. The combination of HUVEC and MT-MG-63 promoted the ex-
pression of this angiogenic factor. Concerning the marker ICAM1 (Fig.
SI-1A), localized in the membrane of a wide variety of cells, as en-
dothelial and cancer cells [27], it is well reported that this marker is
induced by VEGF with angiogenic activity [28–31]. Indeed, we have
shown an increase of this marker over the time. We have also followed
the expression of CXCR4 (Fig. SI-1B), a chemokine receptor expressed
in membrane cells and involved in endothelial cells morphogenesis
leading to angiogenesis [32], and found more relevant increase than
ICAM1.

It is well reported that the endothelial cells need not only angio-
genic factors, but also 3D environment to form vessels. By combining
the endothelial cells and our 3D system, the MT-MG63-secreted matrix
favors the creation of tubule-like structure and lumen. Interestingly,
endothelial vessels proliferated on and under tumor cells as shown by
immunofluorescence, and also infiltrated the tumor spheroid as

observed by SEM and by the transverse sections of MTs (Figs. 2, 4, 5).
These observations mean that endothelial cells form a well-organized
network able to interpenetrate and to tangle around the tumor cells. In
the literature, it has been described that in vivo the capillary diameter
varies from 5 to 10 µm, and that arterioles are 10–200 µm [33,34]. We
have also observed that tubule-like structures of HUVEC cells seemed to
grow over the time and varied from 10 to 25 µm (Figs. 4 and 5), which
corresponds to the values found in in vitro assays [35,36]. Furthermore,
after 28 days of combined 2D/3D strategy, endothelial cells organized
in tubules, secreted collagen IV, a specific marker of the vessels’ basal
membrane (Fig. 5). It was reported that CD31 could also be involved in
endothelial cell migration to form the tubular networks [37]. By using
our combined 2D/3D strategy, we have shown that CD31 detected in
the endothelial cell junctions was co-localized with collagen IV in some
areas of the vessel-like structures.

By using this combined 2D/3D strategy, we have shown that en-
dothelial cells were able to form a vascular-like network in the presence

Fig. 5. Immunofluorescence for GFP, CD31, BSPII and Collagen IV of combined cultures after 21 days (A-C) and 28 days (D-F). MG-63 cells were positive for BSPII (A-C). HUVECs formed
tubule-like structures (A, B). The image (C) showed the transversely cut tubules (arrows) entering the MT-MG-63. The tubule-like structure was stained with anti-CD31 (D) and Collagen
IV (E). The presence of Collagen IV was in favor of the formation of a basal membrane surrounding the blood vessels in vivo.
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of 3D MT-MG-63 tumor cells. The combination of 3D MT-MG-63 and 2D
HUVEC cells increased the expression of angiogenic factors, as VEGF,
ICAM1 and CXCR4, which promotes endothelial cells proliferation and
tubule-like formation. This neo-vascular network express collagen IV, a
specific marker, infiltrates tumor spheroids, and forms tubules struc-
tures presenting lumen. This innovative strategy could be used as the
starting point to develop tumor angiogenesis in vitro taking into account
not only the angiogenic factor expression but also the 3D cell en-
vironment. Our strategy could be a first step in the optimization of in
vitro tumor cell environment closer to the in vivo.
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Manuscript II 

(in preparation) 

 

Comparison of two cancer cells lines in hypoxia 2D and 3D models:  

effect of a flavagline derivative 

 

 

1. General Background and objectives 

 

Tumor progression and emergence of metastases are due to many parameters and 

combinations of a lot of factors. One of these factors favoring tumor progression and its 

aggressiveness is hypoxia. Hypoxia is commonly found in human solid tumor increasing 

hypoxia-inducible factors (HIFs) activity, which contribute to angiogenesis, extracellular 

matrix remodeling, cancer stem cell maintenance, tumor growth, metastasis, and treatment 

resistance. It is well known that solid tumors superior to a few millimeters need vasculature 

for oxygen supply and continue to growth (Knighton et al., 1977; Horsman and Vaupel, 2016). 

Conventional therapies, as radiations and chemotherapy, kill proliferating and well-

oxygenated cells that are not therefore the most dangerous cancer cells, unlike hypoxic cells. 

Indeed, HIF1 is able to upregulate resistance genes as breast cancer resistance protein (BRCP 

or ABCG2) and multidrug resistance-associated protein (MRP1 or ABCC1), which are 

membrane glycoproteins pumping foreign molecules out of cells (Liu L et al., 2008; Ding Z et al., 

2010; Chen J et al., 2014; Sun Y et al., 2016). These mechanisms explain cancer cells resistance by 

drug efflux out of these cells, contributing to growth and survival of tumor cells. 

Knowing this, it is essential to take into account hypoxia in cell model to select new drugs. 

In a first part of this study, we compared the effect of hypoxia on the two tumor cell lines, 

osteosarcoma cells (MG-63) and glioblastoma cells (U87-MG), based on in vitro model 

mimicking hypoxia in 2D and 3D. These two cell lines are known to be aggressive tumors 

and to express HIF1, which correlates with a poor prognosis and advanced stage of tumors (K. 

L. Søndergaard et al., 2002; Ren H.Y., et al., 2016). In a second part, we studied on these models the 

impact of the flavagline derivative, FL3 synthetic molecule, known to their anticancer effects 

without being toxic to healthy cells (Polier G et al., 2012; Qureshi R et al., 2015), and observed its 

effect on cell proliferation and viability, and drug resistance genes. 
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2. Results and discussion 

 

2.1. Development of 3D hypoxia model 

 

To reproduce hypoxia conditions, we used two techniques, one by adding CoCl2, agent that 

mimics hypoxia by preventing HIF1-α protein degradation, the other by culturing cells in 3D 

(spheroids or microtissues), known to provoke hypoxia in the center of the structure. We 

performed three conditions: 2D+CoCl2, 3D alone and the combination 3D+CoCl2. We found 

that for the two cell types MG-63 and U87-MG, there was a significantly increase of hypoxia 

related genes (VEGF, GLUT1 et GLUT3) in the three conditions. However, the hypoxia 

3D+CoCl2 model showed the highest increase in each case. Concerning drug resistance genes, 

both osteosarcoma MG-63 cells and gliobalstoma U87-MG cells overexpressed ABCG2 and 

MRP1 in the 3D+CoCl2 model. These results showed that the combination of the two hypoxia 

techniques, 3D+CoCl2, allowed to obtained highest expressions of hypoxia and drug 

resistance genes, and thus that was the best model. 

 

2.2. Effect of FL3 on hypoxia models 

 

We used synthetized Flavagline (FL3), a pharmacological molecule known to have anticancer 

effect, as a tool to test our hypoxia model. First, on cancer cells in 2D, we found that FL3 

decreased cell metabolic activity and viability by provoking cell cycle arrest at G2 phase for 

the two cell lines. It has been described that some FL3 derivatives could lead to cell cycle 

arrest at G0/G1 or G2/M in different cancer cell lines as breast, colon and prostate cancer 

cells (Hausott B et al., 2004; Cencic R et al., 2009), causing apoptosis (Hausott B et al., 2004; Thuaud F et 

al., 2009). In our study, flow cytometry analysis showed that FL3 did not lead to apoptosis in 

2D cells, what was also found by Yuan et al. in bladder cancer cells, supporting the fact that 

FL3 induced apoptosis might be tumor type dependent (Yuan et al., 2018). In contrast to what we 

found in 2D, in 3D model with or without CoCl2, FL3 lead to apoptosis with the increase of 

Bax and Caspase-3 genes, and induced significant decrease of proliferation in hypoxia 3D 

model. These results highlight the impact of 3D culture on cell behavior, which differs from 

that of 2D. Concerning ABC transporters genes, we showed that they are increased by FL3 

treatment in 2D and 3D, with or without CoCl2. Moreover, we could observe a cumulative 

effect of CoCl2 and FL3 for ABCG2 gene in MG-63 cells and for MRP1 gene in U87-MG. 
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These results are supported by the publication of Thuaud et al. in 2009, which reported that 

some flavaglines derivatives were sensitive to multidrug resistance, and expressed efflux 

pumps in some cancer cell lines. Thus FL3 induced cell resistance with the overexpression of 

efflux pumps, but also cell death. We hypothesize that FL3 provokes cell cycle arrest, which 

triggers of survival signaling, sustained by the increase of phospho-p38 protein level, which 

fails and leads to cell death. 

 

2.3. FL3 induced senescence in 2D cells 

 

The apoptosis caused by FL3 in our 3D models was expected, however the absence of 

apoptotic marker in 2D challenged us. Thus we performed β-Galactosidase assay to see if 

Flavagline could induce senescence in our cells. Only few osteosarcoma MG-63 cells were 

stained at 6 days post-treatment of FL3, supporting the idea that they might take another cell 

death pathway. Conversely, we found that 48h after FL3 treatment, glioblastoma U87-MG 

cells were marked in blue and that the number of cells involved in senescence significantly 

increased with time. It is the first time that FL3 is described to induce senescence. 

 

3. Conclusion 

 

The 3D hypoxia model was very similar to solid tumor conditions in vivo, with a strong 

increase in hypoxia and drug resistance genes. The important point of this study was that 

cancer cells reacted differently when they were in 2D or 3D, for the expression of drug 

resistance genes and for the borrowed cell death pathway. Thus the 3D system, combined 

with CoCl2 to better mimic hypoxia condition, is essential to better understand cancer 

mechanisms and to better select and screen new drugs. 

 

4. Perspectives 

 

This manuscript is being prepared and we wish to add some experiments, which are in 

progress, in order to complete it. These experiments primarily concern: western blot in 

osteosarcoma MG-63 cells for cyclin D; qPCR analyzes targeting senescence genes (p16, p19, 

p21) in 2D and 3D models; deeper characterization of 3D+CoCl2+FL3 and 3D+FL3 models 

for apoptosis, with cleaved-caspase 3 RNA and protein level analysis, but also cryostat 

sections for immunofluorescence staining, and live/death kit. 
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Title	

Comparison	 of	 two	 cancer	 cells	 lines	 in	 hypoxia	 2D	 and	 3D	models:	 effect	 of	 a	 flavagline	
derivative.	

Abstract	

Most	of	new	therapeutic	molecules	fail	before	reaching	the	final	stages	of	clinical	trials,	and	
the	vast	majority	involves	anti-cancer	molecules.	The	scientific	community	agrees	to	say	that	
the	 problem	 lies	 not	 in	 finding	 pharmacologically	 active	 new	 molecules,	 but	 in	 the	
experimental	models	for	selecting	them.	To	achieve	this	objective,	we	must	create	a	model	
that	 takes	 into	 account	 the	maximum	 of	 parameters	 in	 order	 to	 best	mimic	 in	 vivo	 solid	
tumors.	One	of	the	factors	favoring	tumor	progression	and	its	aggressiveness	is	hypoxia.	In	
the	first	part	of	this	study	we	performed	a	2D	and	3D	hypoxia	model	to	compare	its	effect	on	
the	two	tumor	cell	lines,	osteosarcoma	cells	(MG-63)	and	glioblastoma	cells	(U87-MG).	In	a	
second	 part,	 we	 studied	 on	 these	 models	 the	 impact	 of	 the	 FL3	 synthetic	 molecule,	 a	
flavagline	 derivative,	 and	 observed	 the	 effect	 on	 cell	 proliferation	 and	 viability,	 and	 drug	
resistance	 genes.	We	 showed	 that	 3D+CoCl2	model	 lead	 to	 an	 increase	 of	 hypoxia	 related	
genes	and	drug	resistance	genes	higher	than	simple	models	as	2D+CoCl2	and	3D	alone.	We	
also	 found	 that	 FL3	 had	 a	 different	 effect	 on	 cell	 behavior	 depending	 of	 their	 spatial	
arrangement,	namely	2D	or	3D.	These	results	demonstrate	that	our	hypoxia	3D+CoCl2	model	
could	 be	 useful	 in	 in	 vitro	 drug	 assays,	 and	 that	 the	 3D	 structure	 is	 essential	 to	 better	
understand	cancer	mechanisms	and	to	better	select	and	screen	new	drugs.	

Introduction	

Tumor	 progression	 and	 emergence	 of	 metastases	 are	 due	 to	 many	 parameters	 and	
combinations	 of	 a	 lot	 of	 factors.	 One	 of	 these	 factors	 favoring	 tumor	 progression	 and	 its	
aggressiveness	 is	 hypoxia.	 Hypoxia	 is	 commonly	 found	 in	 human	 solid	 tumor	 increasing	
hypoxia-inducible	 factors	 (HIFs)	 activity,	 which	 contribute	 to	 angiogenesis,	 extracellular	
matrix	remodeling,	cancer	stem	cell	maintenance,	tumor	growth,	metastasis,	and	treatment	
resistance.	It	is	well	known	that	solid	tumors	superior	to	a	few	millimeters	need	vasculature	
for	 oxygen	 supply	 and	 continue	 to	 growth	 (Knighton	 et	 al.,	 1977;	 Horsman	 and	 Vaupel,	
2016).	Hypoxia	contributes	to	this	growth	by	promoting	angiogenesis,	via	HIFs	transcription	
factors	regulated	genes,	as	vascular	endothelial	growth	factor	(VEGF),	attracting	endothelial	
cells	 and	 so	 increasing	 blood	 vessels	 formations,	 tumor	 growth	 and	 tumor	 cells	
dissemination	(Dvorak	et	al.,	1999;	Lee	et	al.,	2009;	Saharinen	et	al.,	2011).		

Osteosarcoma	 and	 glioblastoma	 cancer	 both	 have	 rapid	 pretreatment	 growth	 and	 are	
aggressive	 tumors	with	20%	of	patients	presenting	metastases	 leading	 to	a	5-year	 survival	
rate	of	30%	for	osteosarcoma	(Lee	J.A.	et	al.,	2016;	Liapis	V	et	al.,	2017;	Xugui	Li	et	al.,	2018),	
and	on	survival	average	of	14	months	for	patient	with	glioblastoma	(Rønning	PA	et	al.,	2012;	
Kore	 R.A.	 et	 al.,	 2018).	 It	 has	 been	 shown	 that	 osteosarcoma	 expressed	 HIF1,	 correlating	
with	poor	prognosis	and	metastasis	(Ren	H.Y.	et	al.,	2016).	HIF1	was	also	shown	to	be	highly	
expressed	in	high-grade	glioblastoma	(Søndergaard	K.	L.	et	al.,	2002).	



Conventional	 therapies,	 as	 radiations	 and	 chemotherapy,	 kill	 proliferating	 and	 well-
oxygenated	cells	that	are	not	therefore	the	most	dangerous	cancer	cells,	unlike	hypoxic	cells.	
Indeed,	HIF1	is	able	to	upregulate	resistance	genes	as	breast	cancer	resistance	protein	(BRCP	
or	 ABCG2)	 and	 multidrug	 resistance-associated	 protein	 (MRP1	 or	 ABCC1),	 which	 are	
membrane	 glycoproteins	 pumping	 foreign	 molecules	 out	 of	 cells	 (Mo	 W	 and	 Zhang	 J.T.,	
2012;	 Taylor	 N.M.I.	 et	 al.,	 2017;	 Cole	 S.P.,	 2014).	 These	mechanisms	 explain	 cancer	 cells	
resistance	by	drug	efflux	out	of	these	cells.	It	is	also	known,	that	depending	of	the	cell	type,	
hypoxia	 can	 induce	 apoptosis	 or	 contribute	 to	 drug	 resistance	 by	 inhibiting	 apoptotic	
pathways	(Erler	J.T.	et	al.,	2004;	Piret	J.P.	et	al.,	2005).	For	example,	it	has	been	noted	that	
HIF2α	 knockdown	 increased	 apoptosis	 in	 osteosarcoma	 cells,	 and	 that	 U87	 cell	 under	
hypoxic	conditions	showed	an	increase	in	cell	survival	and	a	decrease	in	apoptosis	(Wang	et	
al.,	 2017;	 Zeng	 F	 et	 al.,	 2018).	 Concerning	 radiotherapy,	 cytotoxic	 effects	 are	 due	 to	
intracellular	ROS	production	 requiring	oxygen	 (Gupta	S.C.	et	al.,	2012).	Then,	hypoxic	 cells	
have	limited	access	to	oxygen	and	therefore	are	resistant	to	radiotherapy.	

Knowing	this,	it	is	essential	to	take	into	account	hypoxia	in	cell	model	to	select	new	drugs.	To	
date,	 the	 average	 time	 to	 develop	 a	 new	 cancer	 drug	 is	 estimated	 at	 7.3	 years,	 with	 an	
average	cost	of	$	648	million	per	new	molecule,	and	more	than	95%	failed	during	this	clinical	
process	 (Arrowsmith,	2011;	 Ledford,	2011;	Prasad	V	et	al.,	2017;	NIH	website,	About	New	
Therapeutic	Uses,	2018).	The	scientific	community	agrees	 that	 the	most	difficulty	 is	not	 to	
find	pharmacologically	active	molecules,	but	to	get	the	more	predictive	experimental	model	
to	select	these	molecules.	In	this	context,	we	have	to	develop	a	better	model	mimicking	the	
tumor	and	its	microenvironment.	

We	focused	in	this	study	on	the	effect	of	a	synthetic	derivative	of	Flavagline	(FL3),	known	to	
their	anticancer	effects	without	being	toxic	to	healthy	cells	(Polier	G	et	al.,	2012;	Qureshi	R	
et	al.,	2015).	The	first	agent	of	this	family	of	flavaglines,	rocaglamide,	was	shown	to	have	a	
strong	 anti-leukemic	 potential	 (King	 M.	 et	 al.,	 1982).	 Compared	 to	 its	 parent	 compound	
(racemic	rocaglaol),	FL3	decreased	cell	proliferation	and	viability	at	lower	doses	with	an	IC50	
near	to	1nM	(Thuaud	et	al.,	2009).	Cytotoxicity	effect	of	flavaglines	has	been	reported	in	a	
lot	of	cancer	cell	lines,	such	as	lung,	breast	and	colon	cancer	(Kim	S	et	al.,	2006),	leading	to	
the	 inhibition	 of	 proliferation	 inducing	 cell	 cycle	 arrest	 or	 apoptosis	 in	 tumor	 cells	
(Emhemmed	F	et	al.,	2014;	Yuan	G	et	al.,	2018).		

Here,	 in	 a	 first	 part,	 we	 compared	 the	 effect	 of	 hypoxia	 on	 the	 two	 tumor	 cell	 lines,	
osteosarcoma	 cells	 (MG-63)	 and	 glioblastoma	 cells	 (U87-MG),	 based	 on	 in	 vitro	 model	
mimicking	hypoxia	in	2D	and	3D.	In	a	second	part,	we	studied	on	these	models	the	impact	of	
the	 flavagline	 derivative,	 FL3	 synthetic	 molecule,	 and	 observed	 the	 effect	 on	 cell	
proliferation	and	viability,	and	drug	resistance	genes.	

Materials	and	Methods	

1. Cell	lines	and	culture	conditions		

Osteosarcoma	cell	 line	(MG-63,	Sigma-Aldrich)	growth	in	DMEM	medium	(biowest,	France)	
with	 10	U.mL–1	 penicillin,	 100	μg	mL−1	 streptomycin,	 250	U.mL–1	 fungizone,	 and	 10%	 FBS.	
U87-MG	cell	line	is	purchased	from	IGBMC	(Institut	de	Génétique	et	de	Biologie	Moléculaire	
et	 Cellulaire,	 Strasbourg,	 France)	 and	 growth	 in	MEM	medium	 (Dominique	 Dutsher)	 with									



10	U.mL–1	penicillin,	100	μg.mL−1	streptomycin,	250	U.mL–1	fungizone,	1	mM	Na-pyruvate,	2	
mM	glutamine	and	10%	FBS.	These	cells	are	incubated	at	37	°C	in	a	humidified	atmosphere	
of	5%	CO2.	When	cells	 reached	 sub-confluence	 (70–80%),	 they	are	harvested	with	 trypsin	
and	subcultured	in	6	well	plates	for	treatment.	
	

2. Spheroid	culture:	3D	MG-63	and	U87	
	
MG-63	 and	 U87-MG	 cells	 were	 seeded	 in	 GravityPLUS™	 plate	 (InSphero	 AG,	 Zürich,	
Switzerland)	to	produce	spheroids.	104	cells	and	0,5.104	per	spheroids	were	seeded	in	40μL	
of	DMEM	or	MEM	medium	and	cultured	during	5	days,	10μl	of	medium	were	added	to	each	
well	every	2	days,	and	PBS	was	also	added	to	keep	the	environment	humidified.	
	

3. Cells	treatment		
		
CoCl2	 treatment	 in	 2D	monolayer:	 After	 seeding	 20.104	 cells	 in	 6	 well	 plates	 and	 keeping	
them	adhere	(16	to	24	hours),	a	mother	solution	of	CoCl2	(10mM)	is	prepared	by	dissolving	
23,8mg	of	CoCl2	in	6H2O	(Sigma-Aldrich)	in	10ml	of	sterile	distilled	water,	then	the	solution	is	
filtered	after	making	sure	that	the	powder	is	totally	dissolved.	After	calculating	the	desired	
volume	for	each	concentration,	the	cells	are	treated	with	different	concentrations	of	CoCl2	
ranging	from	50µM	to	300µM,	and	incubated	at	37°C	in	a	humidified	atmosphere	of	5%	CO2	
for	24	hours.	
	
CoCl2	 treatment	 in	 3D	 spheroids:	 After	 5	 days	 of	 spheroids	 formation,	 the	 cells	 were	
transferred	to	ultra-low	adherent	plates	(Corning®	Ultra-Low	Attachment	Surface	Products)	
and	treated	with	150µM	of	CoCl2	for	24	hours.	
	
FL3	treatment:	A	solution	of	FL3	in	DMSO	(10mM)	was	graciously	given	to	us	by	Dr.	Laurent	
Désaubry	 (Laboratoire	d’Innovation	Thérapeutique,	UMR	7200).	For	our	purpose,	cell	 lines	
(MG-63	 and	 U87-MG)	 were	 incubated	 with	 and	 without	 different	 concentrations	 of	 FL3	
(20nM	to	4000nM)	in	culture	medium.	The	highest	concentration	of	DMSO	(for	treated	and	
untreated	 cells)	 never	 exceeded	 0.02%	 (v/v)	 to	 avoid	 side	 effects,	 like	 cell	 toxicity	 or	
induction	of	differentiation.		
	
Fl3	treatment	with	CoCl2	(2D):	After	seeding	the	cells	in	6	well	plates	until	adherence,	150µM	
of	CoCl2	were	added	to	these	cells	during	24	hours,	and	then	washed	with	PBS	and	treated	
with	200nM	of	FL3	for	additional	48	hours.	
	
Fl3	 treatment	with	CoCl2	(3D):	After	 spheroids	 formation,	 they	were	 collected	 and	 treated	
with	150µM	of	CoCl2	for	24	hours,	and	 then	 they	were	washed	with	PBS	and	 treated	with	
200nM	of	FL3	for	additional	48	hours.	

4. Cell	viability	and	proliferation:		

To	analyze	the	metabolic	activity	of	cells	as	a	response	to	FL3	treatment,	5.104	cells	per	well	
were	seeded	for	each	cell	line	(MG-63	and	U87-MG)	in	24	well	plates	during	24	hours.	Then	
these	 cells	 were	 treated	 with	 different	 FL3	 concentrations	 (0,	 20,	 200,	 1000,	 2000	 and	
4000nM)	 for	 24,	 48,	 and	 72	 hours.	 AlamarBlue®	 (Invitrogen,	 Thermo	 Fisher	 Scientific,	



Waltham,	MA,	USA)	was	used	to	assess	cell	proliferation	over	time.	The	AlamarBlue®	test	is	
a	nontoxic,	water-soluble,	colorimetric	redox	indicator	that	changes	color	in	response	to	cell	
metabolism.	 After	 each	 timing	 set	 point,	 the	 cells	 were	washed	with	 PBS	 then	 incubated	
with	the	solution	of	10%	AlamarBlue®	diluted	with	phenol	free	medium	and	kept	incubated	
at	37	°C	in	a	humidified	atmosphere	of	5%	CO2	for	4	hours.	Each	condition	was	prepared	as	
triplicate.	 After	 4	 hours	 incubation,	 150µl	 of	 incubation	 medium	 from	 each	 well	 is	
transferred	to	96-well	plate	and	the	resulting	absorbance	was	measured	with	excitation	at	
570mM	 and	 emission	 at	 595mM	 respectively	 in	 a	 spectrophotometer.	 The	 results	 are	
expressed	as	a	percentage	of	reduction	of	AlamarBlue®	test	and	the	percentage	of	living	cell	
was	calculated	as	a	ratio	of	the	OD	value	of	each	FL3-treated	cell	sample	to	the	OD	value	of	
the	control	blank.		

5. Cell	cycle	analysis	
	
Both	cell	lines	(MG-63	and	U87-MG)	were	seeded	in	6	well	plates	at	20.104	and	growth	for	
24	hours	and	then	treated	with	FL3	during	48	hours.	After	48	hours	FL3	treatment,	cells	and	
their	 supernatant	 were	 collected	 and	 centrifuged	 to	 have	 a	 unique	 pellet.	 Pellet	 was	
redispersed,	washed	with	PBS	and	 fixed	with	ethanol	70%	for	30	min	at	4°C,	 then	washed	
two	 times	with	PBS,	 spinned	at	 850	 g	 and	 treated	with	100	µg/ml	of	 ribonuclease	 (Sigma	
Aldrich),	to	finally	be	stained	with	200	µl	of	Propidium	Iodide	(PI)	(life	technologies,	Sigma-
Aldrich)	at	a	concentration	of	50	µg/ml	(prepared	from	5mg/ml	stock	solution).	After	30	min	
incubation	 in	 dark	 at	 room	 temperature,	 cells	 were	 examined	 by	 flow	 cytometer	 (MACS	
Quant	de	Miltenyi	Biotec	GmbH/Bergisch	Gladbach	R.	F.	A).	A	minimum	of	20,000	cells	was	
acquired	per	sample	and	the	data	were	analyzed	using	ModFit	LT	version	3.3	software.	The	
percentage	of	cells	in	G0/G1,	S	and	G2/M	was	determined	from	DNA	content	histograms.		
	

6. Apoptosis	rate	analysis	by	annexin	V	assay		
	
Apoptosis	was	evaluated	by	 the	externalization	of	phosphatidylserine	and	nucleus	 labeling	
of	 propidium	 iodide	 (PI).	 For	 that	 purpose,	 cells	 were	 cultured,	 treated	 with	 FL3	 and	
collected	as	described	above	(see	section	cells	treatment).	Apoptosis	rates	were	assessed	by	
flow	cytometry	(LSR	2	de	Becton	Dickinson	Biosciences/San	Jose	California	U.	S.	A.)	using	the	
Annexin	 V-FITC/PI	 Apoptosis	 Assay	 (Miltenyi	 biotec),	 according	 to	 the	 manufacturer’s	
recommendations.	The	data	were	analyzed	using	DiVa	6.2	software	(également	de	BD).	
	

7. Analysis	of	mRNA	expression	
	
Total	 RNAs	 were	 isolated	 from	 both	 cell	 lines	 (MG-63	 and	 U87)	 in	 monolayer	 (2D)	 and	
spheroids	 (3D)	 with	 3D-MG-63	 and	 3D-U87-MG	 obtained	 after	 5	 days	 in	 hanging	 drop	
culture,	treated	with	and	without	either	CoCl2,	either	FL3,	or	either	the	mixture	FL3	+	CoCl2.	
The	 total	 extracted	 RNA	 concentration	 was	 quantified	 using	 NanoDrop	 1000	 (Fischer	
Scientific,	 Illkirch,	 France).	 1µg	 of	 RNA	 was	 transcripted	 using	 the	 iScript	 Reverse	
Transcription	 Supermix	 (Bio-Rad	 Laboratories,	 Hercules,	 CA,	 USA)	 according	 to	 the	
manufacturer's	 instructions.	 To	 quantify	 RNA	 expression,	 RT-qPCR	 was	 performed	 on	 the	
cDNA	samples.	PCR	amplification	and	analysis	were	achieved	using	the	CFX	Connect™	Real-
Time	 PCR	 Detection	 System	 (Bio-rad,	 Miltry	 Mory,	 France).	 Amplification	 reactions	 have	
been	performed	using	 iTaq	Universal	SYBR	Green	Supermix	 (Bio-rad,	Miltry-Mory,	France).	



Actin	 was	 used	 as	 endogenous	 RNA	 control	 (housekeeping	 gene)	 in	 the	 samples.	 The	
specificity	of	the	reaction	was	controlled	using	melting	curves	analysis.	The	expression	level	

was	 calculated	 using	 the	 comparative	 Ct	 method	 (2−ΔΔCt)	 after	 normalization	 to	 the	
housekeeping	 gene.	 All	 RT-qPCR	 assays	 were	 performed	 in	 triplicate	 and	 results	 were	
represented	by	the	mean	values.	

Gene	 Forward	 Reverse	
Actin	 5’-	GATGAGATTGGCATGGCTTT-	3’	 5’-	CACCTTCACCGTTCCAGTTT-	3’	
ABCG2	 5’-	GCCGTGGAACTCTTTGTGGTAG	-	3’	 5’-	ACAGCCAAGATGCAATGGTTGT	-3’	

Bax	 5’-	CCTTTTCTACTTTGCCAGCAAAC	-	3’	 5’-	GAGGCCGTCCCAACCAC	-	3’	
Caspase	3		 5’-	AGAACTGGACTGTGGCATTGAG	-	3’	 5’-	GCTTGTCGGCATACTGTTTCAG	-	3’	
GLUT1	 5’-	CTGAAGTCGCACAGTGAATA	-	3’	 5’-	TGGGTGGAGTTAATGGAGTA	-	3’	
GLUT3	 5’-	GACCCAGAGATGCTGTAATGGT	-	3’	 5’-	TGGCAAATATCAGAGCTGGGG	-	3’	
HIF1α	 5’-	CTGCCACCACTGATGAATTA	-	3’	 5’-	GTATGTGGGTAGGAGATGGA	-	3’	
MRP1	 5’-	TCTACCTCCTGTGGCTGAATCTG	-	3’	 5’-	CCGATTGTCTTTGCTCTTCATG	-	3’	
VEGF	 5ʹ-	CCTGGTGGACATCTTCCAGGAGTACC	-3ʹ	 5ʹ-	GAAGCTCATCTCTCCTATGTGCTGGC-	3’	

	
	
Table	1:	The	primers	nucleotides	sequences	(Fisher	Scientific	S.A.S.,	Illkirch,	France).	
	
	

8. Western	blot	analysis	

Cells	 were	 treated	 either	 with	 FL3	 at	 different	 concentrations	 or	 with	 the	 vehicle	 and	
incubated	 for	48	hours.	Cells	were	 then	 lysed	 in	RIPA	buffer	 (50	mM	Tris	pH	7.5,	150	mM	
NaCl,	 0,5%	 sodium	 deoxycholate,	 0.1%	 SDS,	 1%	 Triton)	 supplemented	 with	 protease	
inhibitors	cocktail	(Sigma-Aldrich).	Proteins	from	cell	lysates	were	then	extracted,	separated	
on	10–15%	SDS–polyacrylamide	gels	and	transferred	to	membranes	using	the	iBlot	transfer	
(Invitrogen).	 Immunoblotting	 was	 performed	 by	 using	 a	 Rabbit	 monoclonal	 anti-HIF1α	
antibody	 (Abcam,	Ab17983),	 a	mouse	monoclonal	 anti-cyclin	D1	 antibody	 (Santa	 Cruz,	 sc-
8396),	a	rabbit	monoclonal	phospho-p38	MAPK	antibody	(9215-S),	mouse	monoclonal	anti-
beta-actin	 antibody	 (Proteintech,	 66009-1-Ig),	 mouse	 monoclonal	 anti-GAPDH	 antibody	
(Proteintech,	 60004-1-Ig),	 and	 rabbit	 monoclonal	 beta-tubulin	 (Proteintech,	 10094-1-AP)	
according	 to	 the	 manufacturer’s	 instructions.	 Membranes	 were	 then	 incubated	 with	 the	
appropriate	 horseradish	 peroxidase-conjugated	 secondary	 antibody,	 for	 secondary	mouse	
(Bethyl	Laboratories,	A90-147P)	and	secondary	rabbit	(Santa	Cruz,	sc-2004).	Immunoreactive	
bands	were	detected	using	ECL	chemiluminescence	substrate	solution	(SuperSignalTM	West	
Pico	 Plus,	 Thermo	 Scientific,	 USA).	 Autoradiographic	 signals	 were	 captured	 on	 iBrightTM	
Imaging	System	(Invitrogen)	and	analyzed	by	the	NIH’s	Image	J	software.	

9. Senescence	detection	
	
5.104	cells/well	for	each	cell	line	(MG-63	and	U87-MG)	were	seeded	in	24	well	plates,	during	
24	hours,	then	treated	with	FL3	for	additional	48	hours.	After	these	48	hours,	the	treatment	
was	stopped,	the	plates	were	washed	with	PBS,	replaced	with	new	fresh	medium	and	cells	
were	 incubated	during	8	days.	Medium	was	changed	every	two	days.	At	each	set	point	 (2,	



4,6	and	8	days),	the	cells	were	fixed	with	a	fixation	solution	and	stained	for	senescence	using	
the	senescence	β-galactosidase	staining	kit	(Cell	Signalling,	Ozyme).	After	staining,	the	plates	
were	 incubated	at	37°C	for	overnight	 in	a	dry	 incubator	(no	CO2)	because	 its	presence	will	
cause	 changes	 in	 the	 pH	which	may	 affect	 staining	 results,	 then	 the	 plates	were	 checked	
under	 microscope	 (Nikon	 Eclipse	 TS100)	 for	 the	 development	 of	 blue	 color	 and	
photographies	were	taken.	

Results	

Development	of	3D	hypoxia	model	

To	reproduce	hypoxia	conditions,	we	used	two	techniques,	one	by	adding	CoCl2,	agent	that	
mimics	hypoxia	by	preventing	HIF1α	protein	degradation,	the	other	by	culturing	cells	in	3D	
(spheroids	or	microtissues),	known	to	provoke	hypoxia	in	the	center	of	the	structure.	First,	
we	 added	 CoCl2	 at	 several	 concentrations	 on	 MG-63	 cells	 to	 see	 the	 effect	 on	 hypoxia	
related	 genes	 and	multidrug	 resistance	 genes	 to	 be	 compared	 to	 3D	 spheroids	 (Figure	 1).	
CoCl2	agent	had	the	expected	effect	on	MG-63	cells	since	the	results	showed	an	increase	in	
HIF1α	 protein	 level	 and	 no	 modification	 in	 its	 RNA	 expression	 regarding	 the	 different	
concentrations	of	CoCl2	and	the	control	(Figure	1A	and	C).	We	also	saw	a	significant	increase	
of	 glucose	 transporter	 1	 (GLUT1)	 and	 3	 (GLUT3),	 which	 are	 recognized	 to	 be	 hypoxia-
sensitive	in	many	cells,	for	all	concentrations	of	CoCl2.	But	no	effect	was	found	for	multidrug	
resistance	genes,	the	multidrug	resistance	1	(MDR1)	and	the	multidrug	resistance	associated	
proteins	1	(MRP1),	except	for	the	breast	cancer	resistance	protein	(ABCG2),	that	showed	a	
significant	 increase	 for	 concentrations	 of	 150μM	and	 200μM	CoCl2	(Figure	 1B).	Moreover,	
vascular	 endothelial	 growth	 factor	 (VEGF)	 gene	expression	was	 increased	with	CoCl2	 since	
VEGF	is	a	major	transcriptional	target	for	HIF1α	(Figure	1A).	
By	comparison,	we	performed	3D	culture	with	MG-63	cells	to	obtain	spheroids	of	5.103	and	
104	 cells,	 with	 or	 without	 CoCl2	 (Figure	 1D	 and	 E).	 mRNA	 expression	 of	 HIF1α	 was	
significantly	increased	in	spheroids	compared	to	2D	control,	but	no	difference	was	observed	
between	the	conditions	of	spheroids,	5.103	and	104	cells,	with	or	without	CoCl2.	Concerning	
VEGF	expression	gene,	results	have	shown	an	increase	of	its	expression	in	spheroids,	which	
is	 largely	accentuated	 in	spheroids	with	CoCl2.	The	same	trend	of	results	was	observed	for	
GLUT1	 and	 GLUT3	 genes	 expression,	 with	 a	 big	 increase	 in	 spheroids	 treated	with	 CoCl2.	
Interestingly,	multidrug	 resistance	 genes	 showed	 different	 profile	 depending	 of	 the	 gene.	
ABCG2	 and	 MRP1	 gene	 expression	 showed	 high	 increases	 for	 spheroids	 with	 CoCl2,	
compared	 to	 2D	 control	 and	 spheroids	without	 CoCl2.	 So	 these	 results	 showed	 that	 each	
technique	(2D+CoCl2	and	3D	alone)	lead	to	a	relatively	equivalent	increase	for	each	hypoxia	
related	gene,	but	especially	that	this	effect	 is	significantly	 improved	by	the	combination	of	
the	two	techniques	(3D+	CoCl2).	
	
We	did	the	same	experiments	with	glioblastoma	cells	(U87-MG)	and	obtained	quite	similar	
effect	of	CoCl2	on	2D	cells	(Figure	2).	First,	we	controlled	the	impact	of	CoCl2	treatment	by	
HIF1α	protein	 level.	 As	 expected,	 there	was	 no	 effect	 on	HIF1α	mRNA	expression,	 but	 an	
increase	in	protein	expression	(Figure	2A	and	C).	We	saw,	as	previously,	a	significant	increase	
of	VEGF,	GLUT1	 and	GLUT3	 genes	 for	 all	 CoCl2	concentrations.	MRP1	multidrug	 resistance	
gene	 expression	 has	 not	 shown	 significant	 difference	 compared	 to	 control,	 but	 unlike	 for	
MG-63	cells,	here	CoCl2	had	no	effect	on	ABCG2.		



To	follow,	the	same	experiments	done	with	osteosarcoma	cells,	we	also	performed	two	sizes	
of	spheroids	with	or	without	CoCl2	with	U87-MG	cells.	As	expected,	HIF1α	gene	expression	
was	 increased	 in	all	spheroids	without	being	affected	by	CoCl2.	Expression	of	VEGF,	GLUT1	
and	GLUT3	genes	is	increased	in	spheroids	without	CoCl2,	which	is	amplified	with	adding	of	
CoCl2,	as	in	MG-63	cells	(Figure	2D).	Concerning	multidrug	resistance	genes,	the	same	profile	
was	observed	with	a	significant	augmentation	 in	spheroids	treated	with	CoCl2,	 for	 the	two	
genes	observed	ABCG2	and	MRP1	(Figure	2E).		
These	results	showed	that	the	model	2D+CoCl2,	as	3D	model,	lead	to	an	increase	of	hypoxia	
related	 genes	 (VEGF,	 GLUT1	 and	 GLUT3)	 in	 the	 two	 cell	 types,	 glioblastoma	 and	
osteosarcoma	cancer	cells.	However,	the	combination	of	the	two	models,	3D+CoCl2,	was	the	
best	to	recreate	the	hypoxic	situation.	We	thus	have	used	this	3D+CoCl2	model	for	the	rest	of	
experiments	using	150mM	CoCl2	concentration	according	to	the	results.		

Effect	of	FL3	on	hypoxia	models	

Next,	 we	 used	 synthetized	 Flavagline	 (FL3),	 a	 pharmacological	 molecule	 known	 to	 have	
anticancer	effect,	as	a	tool	to	test	our	hypoxia	model	(Figure	3	and	4).	First,	cell	viability	has	
been	 analyzed	 by	 Alamar	 Blue	 assay	 at	 different	 times	 of	 treatment,	 using	 different	
concentrations	 of	 Flavagline	 (FL3)	 on	 2D	 MG-63	 cells.	 We	 wanted	 to	 evaluate	 the	
concentration	of	FL3	we	will	use	later,	and	simply	observe	the	effect	of	FL3	on	our	cells	as	
we	 did	 with	 CoCl2.	 These	 results	 showed	 a	 significant	 decrease	 of	 Alamar	 Blue	 reduction	
percentage	 from	 20nM	 of	 FL3,	 corresponding	 to	 25%	 loss	 of	 cell	 viability	 after	 24h	
treatment,	up	to	50%	loss	of	viability	to	200nM	of	FL3.	We	observed	saturation	beyond	this	
concentration	 (Figure	3A).	After	 48h	 treatment	 there	was	 a	 loss	 of	 30%	of	 cell	 viability	 at	
20nM	 FL3,	 up	 to	 60%	 for	 200nM.	 Beyond	 200nM,	 we	 saw	 the	 same	 phenomenon	 of	
saturation.	 The	effect	of	 FL3	 is	more	 relevant	 after	 48h	 treatment,	 compared	 to	24h,	 and	
72h	 treatment	 followed	 the	 same	 curve	 than	 48h.	 In	 view	 of	 these	 results,	 we	 chose	 to	
perform	all	experiments	with	200nM	of	FL3	during	48h	treatment.	We	could	also	notice	the	
effect	of	 FL3	on	 the	cell	 viability	by	 simple	observation	of	 the	 treated	cells,	which	did	not	
proliferate	or	less	and	of	which	a	part	floated	compared	to	the	control	cells	(Figure	5A).	We	
have	seen	a	decrease	in	metabolic	activity	and	cell	viability,	FL3	can	cause	cell	death	or	cell	
cycle	arrest	or	simply	a	decrease	in	cell	metabolism.	

We	 thus	 performed	 cell	 cycle	 analysis	 revealing	 a	 cell	 cycle	 arrest	 in	 S/G2	 phase,	 cells	
accumulating	 in	G2	phase	with	FL3	concentrations	 (Figures	3B	and	S2).	These	results	were	
supported	by	the	increase	of	phospho-p38	MAPK	(Mitogen-activated	protein	kinases)	known	
to	activate	G2/M	checkpoint	for	DNA	repair	and	cell	survival.	Interestingly,	we	analyzed	FL3	
treated	 cells	 by	 flow	 cytometer	 with	 annexin	 V	 and	 propidium	 iodide,	 and	 did	 not	 find	
apoptosis	(Figure	S1).	Then,	we	wanted	to	observe	the	effect	of	FL3	on	our	hypoxia	model	in	
2D	 and	 3D.	 qPCR	 analysis	 in	 Figure	 3D	 showed	 an	 augmentation	 of	 the	 two	 multidrug	
resistance	genes	 in	2D	MG-63	cells	 treated	with	FL3,	which	was	amplified	 in	CoCl2	models.	
The	same	effect	of	FL3	was	observed	in	the	3D	hypoxia	model	with	a	high	increase	of	these	
expression	drug	resistance	genes	in	spheroids	(Figure	3E).	Since	we	found	a	decrease	in	cell	
viability	but	no	apoptosis	in	2D	cells	treated	with	FL3,	we	studied	its	effect	in	3D	cells	of	Ki67	
for	proliferation,	Bax	and	Caspase-3	for	apoptosis.	FL3	in	3D	alone	did	not	show	difference	
compared	to	control	for	Ki67,	but	in	3D+CoCl2	model,	there	was	a	relevant	decrease	of	this	



proliferative	gene.	Interestingly,	we	observed	an	increase	of	apoptosis	related	genes	Bax	and	
Caspase-3	in	3D	and	3D+CoCl2	model	(Figure	3F).	

Same	experiments	 to	 test	 FL3	were	performed	with	U87-MG	cells	 (Figure	 4).	 Alamar	Blue	
assay	showed	a	drastic	decrease	of	cell	viability	for	treatment	72h,	but	for	the	comparison,	
we	chose	to	use	the	same	time	and	the	same	concentration	of	FL3	as	for	MG63,	whose	curve	
at	 48h	 (Figure	 4A).	 Cell	 cycle	 analysis,	 as	 in	MG-63,	 revealed	 an	 arrest	 in	 G2	 phase,	 and	
correlating	 with	 the	 cyclin	 D	 protein	 decrease	 in	 Western	 Blot	 analysis,	 important	 for	
progression	of	cells	through	S	phase	(Figure	4B,	C	and	S2).	These	results	were	also	supported	
by	the	increase	of	phospho-p38	at	protein	level.	As	in	osteosarcoma	cells,	no	apoptosis	was	
found	in	treated	2D	U87-MG	cells	treated	with	FL3	(Figure	S1).	The	effect	of	FL3	in	2D	and	
3D	 hypoxia	model	 showed	 a	 significantly	 increase	 of	 ABCG2	 and	MRP1	mRNA	 expression	
significantly	 (Figure	4D	and	E).	Here	again,	 results	 showed	a	decrease	of	proliferative	Ki67	
gene	and	an	 increase	of	apoptosis	 related	genes,	Bax	and	Caspase-3,	 in	hypoxia	3D	model	
(Figure	4F).	

FL3	induced	senescence	in	2D	cells	

The	 apoptosis	 caused	 by	 FL3	 in	 our	 3D	 models	 was	 expected,	 however	 the	 absence	 of	
apoptotic	marker	 in	 2D	 challenged	us.	 Thus	we	performed	β-Galactosidase	 assay	 to	 see	 if	
Flavagline	 could	 induce	 senescence	 in	 our	 cells.	 MG-63	 and	 U87-MG	 were	 treated	 with	
200nM	of	FL3	during	48h,	then	medium	were	changed	every	two	days,	during	8	days	(Figure	
5).	For	osteosarcoma	MG-63	cells,	we	observed	only	few	cells	staining	 in	blue	from	6	days	
post-treatment	 (Figure	5A).	 Conversely,	 for	 glioblastoma	U87-MG	cells,	 some	 cells	 already	
had	 a	 blue	 mark	 on	 the	 second	 day,	 and	 the	 number	 of	 cells	 involved	 in	 senescence	
significantly	increased	with	time	(Figure	5B).		

Discussion	

This	study	allowed	comparing	the	effect	of	hypoxia	on	two	cancer	cell	 lines,	osteosarcoma	
(MG-63)	 and	 glioblastoma	 (U87-MG),	 using	 two	 techniques	 to	 obtain	 hypoxia,	 one	 with	
CoCl2	agent,	the	other	with	3D	culture.	The	results	showed	that	the	combination	of	CoCl2	and	
3D	was	the	best	model	to	mimic	hypoxia.	The	cobalt	of	CoCl2	agent	can	replace	the	iron	core	
of	 the	 HIF1α	 enzyme	 degradation	 preventing	 its	 degradation.	 CoCl2	 can	 also	 inhibit	 the	
interaction	between	HIF1α	and	von	Hippel	Lindau	(VHL)	protein,	which	is	 implicated	too	in	
the	degradation	of	HIF1α	(Epstein	et	al.,	2001;	Lee	H.R.	et	al.,	2018).	That	is	why	after	CoCl2	
treatment,	 we	 could	 see	 an	 accumulation	 of	 HIF1α	 at	 protein	 level,	 but	 not	 in	 RNA	
expression	 (Figure	1A,	C	and	Figure	2A,	C).	However,	we	observed	an	 increase	of	HIF1α	at	
RNA	level	in	the	3D	model,	which	remained	stable	after	the	addition	of	CoCl2,	since	it	has	no	
effect	on	RNA	level	(Figure	1D	and	2D).	Indeed,	the	3D	structure	induces	hypoxia	core	when	
tumor	spheroids	reach	a	greater	than	500μm	in	size,	due	to	the	diffusion	distance	of	oxygen	
to	 cells	 in	 the	 center	 (Brown	et	 al.,	 1998;	Wartenberg	et	 al.,	 2001).	 Thus,	 the	 increase	 of	
HIF1α	due	to	a	lack	of	oxygen	or	an	inhibition	of	protein	degradation	lead	to	expression	of	its	
target	genes,	such	as	VEGF,	GLUT1	and	GLUT3	(Masoud	G.N.	and	Li	W.,	2015).	We	observed	
a	 significant	 increase	 for	 these	 three	 target	 genes	 in	 2D+CoCl2	 and	 in	 3D	model,	 but	 the	
combination	 of	 the	 two	 conditions,	 inhibition	 of	 protein	 degradation	 and	 lack	 of	 oxygen	
resulted	in	an	amplification	of	the	effect	(3D+CoCl2,	Figure	1D	and	2D),	due	to	the	increase	



and	accumulation	of	HIF1α	in	cytoplasm,	translocating	with	HIF1β	in	the	nucleus	to	trigger	
the	transcription	of	target	genes.		
The	 overexpression	 of	 breast	 cancer	 resistance	 protein	 (BRCP	 or	 ABCG2)	 and	 multidrug	
resistance	associated	protein	1	(MRP1	or	ABCC1)	is	one	of	the	major	mechanisms	supporting	
the	Multi	Drug	Resistance	process.	These	plasma	membrane	efflux	pumps	constitute	a	large	
family	 (48	 transporters	 in	human)	and	are	ubiquitously	expressed	 in	human	 tissue	 (Mo	W	
and	Zhang	J.T.,	2012;	Cole	S.P.,	2014).	In	our	study,	CoCl2	on	2D	MG-63	cells	had	only	effect	
on	 ABCG2	 expression	 but	 not	 on	MRP1	 (Figure	 1B).	 It	 has	 been	 shown	 that	 CoCl2	 agent	
induced	 the	 increase	ABCG2	 in	pancreatic	 cancer	cells	and	colon	cancer	cells	 (He	X.	et	al.,	
2015;	 Pinzón-Daza	M.L.	 et	 al.,	 2017).	MRP1	 has	 been	 also	 increased	 in	 colon	 cancer	 cells	
following	CoCl2	treatment	(Lv	Y.	et	al.,	2015).	So	these	results	simply	shown	that,	following	
CoCl2	 treatment,	ATP-binding	cassette	 transporters	are	expressed	differently	depending	of	
cancer	cell	types.	Concerning	glioblastoma	cancer	cells,	they	also	express	ABCG2	and	MRP1	
(Shen	H.	et	al.,	 2015;	 Emery	 I.F.	et	al.,	 2017),	which	did	not	 change	by	CoCl2	 agent	 in	our	
study	(Figure	2B).	The	hypothesis	is	that	other	efflux	transporters	should	be	overexpressed	
in	2D	U87-MG	cells	treated	with	CoCl2.		
Different	 studies	 have	 reported	 that	 ABC	 transporters	 were	 increased	 in	 3D	 culture	
compared	 to	 2D	 culture	 (Martins-Neves	 et	 al.,	 2012;	 Bai	 C.	 et	 al.,	 2015;	 Breslin	 S.	 et	 al.,	
2016),	what	we	observed	 for	ABCG2	 for	 the	 two	cell	 types	 in	 Figure	1E	and	2E.	However,	
there	was	 a	 significant	 increase	 for	 the	 two	 drug	 resistance	 genes	 in	 each	 cell	 line	 in	 the	
3D+CoCl2	model.	 This	 highlights	 the	 importance	 of	 3D	 culture	 on	 cell	 behavior	 against	 a	
foreign	molecule.	In	3D	spheroids,	closer	to	 in	vivo,	cells	expressed	efflux	transporters	that	
they	did	not	in	2D.	
	
Synthetic	 flavagline	FL3	 is	known	to	have	anticancer	effects	and	has	been	study	 in	a	 lot	of	
cancer	 cells	 but	 no	 studies	 were	 done	 yet	 in	 MG-63	 osteosarcoma	 cells	 or	 U87-MG	
glioblastoma	cells.	Here,	we	showed	that	FL3	decreased	cell	metabolic	activity	and	viability	
by	provoking	cell	cycle	arrest	at	G2	phase	for	the	two	cell	lines	(Figure	3A,	B	and	4A,	B).	It	has	
been	described	that	some	FL3	derivatives	could	lead	to	cell	cycle	arrest	at	G0/G1	or	G2/M	in	
different	cancer	cell	lines	as	breast,	colon	and	prostate	cancer	cells	(Hausott	B.	et	al.,	2004;	
Cencic	 R.	 et	 al.,	 2009).	 Moreover,	 in	 the	 literature,	 these	 molecules	 caused	 apoptosis	 in	
cancer	cells	cultured	in	2D	(Hausott	B.	et	al.,	2004;	Thuaud	F.	et	al.,	2009).	In	our	study,	FL3	
did	 not	 lead	 to	 apoptosis	 in	 2D	 cells	 (Figure	 S1),	 what	 was	 also	 found	 by	 Yuan	 et	 al.	 in	
bladder	 cancer	 cells,	 supporting	 the	 fact	 that	 FL3	 induced	 apoptosis	might	 be	 tumor	 type	
dependent	 (Yuan	G.	et	al.,	 2018).	We	 showed	 that	 the	 cell	 death	 type	 caused	by	 FL3	was	
senescence	 in	 glioblastoma	 cells	 (Figure	 5B).	 MG-63	 osteosarcoma	 cells	 might	 be	 taking	
another	 cell	 death	 pathway.	 For	 example,	 in	melanoma	 cells,	 it	 has	 been	 reported	 that	 a	
flavagline	derivative,	silvestrol,	induced	early	autophagy	(Chen	W.L.	et	al.,	2016).	In	contrast	
to	what	we	found	in	2D,	in	3D	model	with	or	without	CoCl2,	FL3	seemed	to	lead	to	apoptosis	
with	 the	 increase	 of	 Bax	 and	 Caspase-3	 genes,	 and	 induced	 significant	 decrease	 of	
proliferation	 in	hypoxia	3D	model	 (Figure	1F	and	2F).	But	more	characterization	should	be	
done	 concerning	 apoptosis,	 for	 exemple	with	 the	 study	 of	 cleaved-caspase	 3	 at	 RNA	 and	
protein	level.	Again,	these	results	highlight	the	impact	of	3D	culture	on	cell	behavior,	which	
differs	 from	 that	 of	 2D.	 Concerning	 ABC	 transporters	 genes,	 we	 showed	 that	 they	 are	
increased	by	 FL3	 treatment	 in	 2D	 and	3D,	with	or	without	 CoCl2	(Figure	 3D,	 E	 and	4D,	 E).	
Moreover,	we	could	observe	a	cumulative	effect	of	CoCl2	and	FL3	for	ABCG2	gene	in	MG-63	
cells	 and	 for	 MRP1	 gene	 in	 U87-MG.	 These	 results	 are	 supported	 by	 the	 publication	 of	



Thuaud	et	 al.	 in	 2009,	which	 reported	 that	 some	 flavaglines	 derivatives	were	 sensitive	 to	
multidrug	resistance,	and	expressed	efflux	pumps	in	some	cancer	cell	lines.	Thus	FL3	induced	
cell	resistance	with	the	overexpression	of	efflux	pumps,	but	also	cell	death.	We	hypothesize	
that	 FL3	 provokes	 cell	 cycle	 arrest,	 which	 triggers	 of	 survival	 signaling,	 sustained	 by	 the	
increase	of	phospho-p38	protein	level,	which	fails	and	leads	to	cell	death.		
	
In	conclusion,	the	3D	hypoxia	model	was	very	similar	to	solid	tumor	conditions	in	vivo,	with	a	
strong	increase	in	hypoxia	and	drug	resistance	genes.	The	important	point	of	this	study	was	
that	cancer	cells	reacted	differently	when	they	were	in	2D	or	3D,	for	the	expression	of	drug	
resistance	genes	and	for	the	borrowed	cell	death	pathway.	Thus	the	3D	system,	combined	
with	 CoCl2	 to	 better	 mimic	 hypoxia	 condition,	 is	 essential	 to	 better	 understand	 cancer	
mechanisms	and	to	better	select	and	screen	new	drugs.	
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Legends	of	figures	

Figure	 1:	 Development	 of	 3D	 hypoxia	model	 of	 osteosarcoma.	A,	 Relative	 expression	 of	
hypoxia	 related	genes	 in	2D	MG-63	cells	 treated	with	different	concentrations	of	CoCl2.	B,	
Relative	expression	of	multidrug	 resistance	genes	 in	2D	MG-63	cells	 treated	with	different	
concentrations	of	CoCl2.	C,	Western	Blot	analysis	of	HIF1α	protein	 level	 in	2D	MG-63	cells	
treated	with	 different	 concentrations	 of	 CoCl2.	 D,	 Relative	 expression	 by	 qPCR	 analysis	 of	
hypoxia	 related	 genes	 in	 3D	 MG-63	 cells.	 E,	 Relative	 expression	 by	 qPCR	 analysis	 of	
multidrug	resistance	genes	in	3D	MG-63	cells.			

Figure	 2:	 Development	 of	 3D	 hypoxia	 model	 of	 glioblastoma.	 A,	 Relative	 expression	 of	
hypoxia	related	genes	in	2D	U87-MG	cells	treated	with	different	concentrations	of	CoCl2.	B,	
Relative	expression	of	multidrug	resistance	genes	in	2D	U87-MG	cells	treated	with	different	
concentrations	of	CoCl2.	C,	Western	Blot	analysis	of	HIF1α	protein	level	in	2D	U87-MG	cells	
treated	with	 different	 concentrations	 of	 CoCl2.	 D,	 Relative	 expression	 by	 qPCR	 analysis	 of	
hypoxia	 related	 genes	 in	 3D	 U87-MG	 cells.	 E,	 Relative	 expression	 by	 qPCR	 analysis	 of	
multidrug	resistance	genes	in	3D	U87-MG	cells.	

Figure	3:	Effect	of	FL3	on	2D	and	3D	hypoxia	model	of	osteosarcoma.	A,	Analysis	of	cells	
viability	by	Alamar	Blue	assay	in	2D	MG-63	cells	treated	by	different	concentrations	of	FL3.	
B,	 Representation	 of	 percentage	 of	 cells	 in	 each	 cell	 cycle	 phase	 treated	 with	 different	
concentrations	of	FL3.	C,	Western	Blot	analysis	of	phospho-p38	protein	 level	 in	2D	MG-63	
cells	 treated	 with	 different	 concentrations	 of	 FL3.	 D,	 Relative	 expression	 of	 multidrug	
resistance	genes	in	2D	hypoxia	model.	E,	Relative	expression	of	multidrug	resistance	genes	in	



3D	hypoxia	model.	F,	Relative	expression	of	proliferation	and	apoptosis	related	genes	in	3D	
hypoxia	model.	

Figure	 4:	 Effect	 of	 FL3	 on	 2D	 and	 3D	hypoxia	model	 of	 glioblastoma.	A,	Analysis	of	 cells	
viability	by	Alamar	Blue	assay	in	2D	U87-MG	cells	treated	by	different	concentrations	of	FL3.	
B,	 Representation	 of	 percentage	 of	 cells	 in	 each	 cell	 cycle	 phase	 treated	 with	 different	
concentrations	of	FL3.	C,	Western	Blot	analysis	of	phospho-p38		and	Cyclin		D	protein	level	in	
2D	 U87-MG	 cells	 treated	 with	 different	 concentrations	 of	 FL3.	 D,	 Relative	 expression	 of	
multidrug	 resistance	 genes	 in	 2D	 hypoxia	 model.	 E,	 Relative	 expression	 of	 multidrug	
resistance	genes	in	3D	hypoxia	model.	F,	Relative	expression	of	proliferation	and	apoptosis	
related	genes	in	3D	hypoxia	model.		

Figure	5:	FL3	induced	senescence	in	2D	cells.	A,	2D	MG-63	cells	treated	by	FL3	during	48h,	
pictures	taken	every	two	days	during	8	days.	B,	2D	U87-MG	cells	treated	by	FL3	during	48h,	
pictures	taken	every	two	days	during	8	days.		

Figure	S1:	Apoptosis	analysis	by	flow	cytometer.	A,	2D	MG-63	cells	treated	with	FL3.	B,	2D	
U87-MG	cells	treated	with	FL3.		

Figure	S2:	Cell	cycle	analysis.	A,	2D	MG-63	cells	treated	with	different	concentrations	of	FL3.	
B,	2D	U87-MG	cells	treated	with	different	concentrations	of	FL3.		
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Although the great success of pre-clinical studies in drug discovery, 85% of early clinical 

trials for novel drugs fail, and only 50% pass all the required approvals for clinical use from 

those that continue to phase III. Between all drug trials, oncology drug trials experience the 

highest rate of failures. The enhanced advances in tissue engineering and microfabrication 

techniques, have noticeably improved the ability to raise and maintain cell cultures, tissue 

fragments and organoids ex vivo. 3D cell models, which can simulate the tumor 

microenvironment, could substantially improve the rationality of the assays, and better predict 

drugs’ success [260].  

Indeed, the hanging drop technique used in our experiments to generate the 3D microtissues 

(MTs), is a well-established cell culture method to generate MTs from cell lines as well as 

other primary cells [261]. Unlike the other liquid overlay technologies, tissue engineered 

models and microfluidic devices; the hanging drop model permits the precise control over the 

initial cell population in each microtissue and allows the addition of new cells, drugs and 

media at any time to reach a long-term cultivation. Additionally, it enables the generation of 

high numbers of reproducible microtissues and hence makes it possible to test drugs in a 

standardized manner. Scaffold free microtissues generated by hanging drop technique are 

more relevant than those generated from scaffolds because they better mimic the essential 

functions of the natural ECM and the have many signals interaction properties regulating the 

communication between cells like the in vivo 3D microenvironment [262]. 

Angiogenesis has received considerable attention during the past few decades hoping that 

using regulators of angiogenesis may afford biological therapies against disease processes that 

involve insufficient or vigorous vascularization in their pathogenesis. Moreover, it is difficult 

to have results in animal studies that are similar to the results of two dimensional (2D) in vitro 

experiments. Thus, there is a growing consensus that three dimensional (3D) in vitro 

angiogenesis assays offer a model which is much closer to the actual environment in vivo than 

the one achieved using 2D cultures [263]. Therefore, 3D system is reproducible and able to 

mimic several of the major steps in angiogenesis. 

It has been shown that during the study of 3D tumor models for in vitro evaluation of 

anticancer drugs, researchers found the anti-proliferative effect of a drug in 3D model is 

significantly lower than in a 2D monolayer, which was distinct from the 12 to 23-fold 

differences in their IC50 values. In addition, it was shown that during culturing cells in 3D 

model, the collagen content was 2-fold greater than that of the cells grown in 2D, 

recommending greater synthesis of extracellular matrix in the 3D model, which acted as a 
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barrier to drug diffusion through the tissues and entering the cells to induce its effect [264]. 

Importantly, 3D cultures will answer many critical questions before having to switch to 

whole-animal research. 

In the first part of our work, we reported the combination of 3D MG-63 cells and 2D 

HUVECs, in which it was a novel combination since the 3D cultures models recently become 

the mostly used models in drug screening platforms. This combination allowed the 

reorganization of endothelial cells and expression of angiogenic factors (VEGF, Collagen IV, 

and CD31) and the formation of 3D tubules like-structures inside the tumor tissues. In our 

study, we determined an in vitro tumor angiogenesis based on the hypothesis that paracrine 

signaling is responsible for inducing the angiogenic response without adding pro-angiogenic 

growth factors when tumor microtissues (MT-MG-63) co-cultured with endothelial cells 

(HUVECs). 

It was reported in a study that direct cell to cell interactions (endothelial cells and tumor cells) 

is crucial for the formation of vessel but the most important is to find co-culture conditions 

with specific amounts of each cellular type, allowing this proper interaction during the 

experiment. One cell type can influence the proliferation of another cell type while they are in 

direct contact. Thus, the proportion of MG-63 and HUVECs was of 1:5 and this allowed  

continuous interaction of  these two cellular types all over the experiment or the observation 

time [267]. 

In contrast to our model, there is no need to manipulate the proportion of each cell type as it 

can influence the results of these experiments and need less optimization studies. Culturing 

tumor cells in 3D allowed to minimize the need for a specific ratio for each cell line as well as 

become more relevant to the in vivo vascularization.   

Moreover, we noticed in our model of tumor angiogenesis that there was an increase in the 

expression of VEGF revealed by qPCR and immunofluorescence; hence this angiogenic 

phenotype is believed to rely on a paracrine manner or due to the co-culturing of tumor cells 

and endothelial cells. In this case, we can say that our model exploits multicellular 

interactions in generating in vitro angiogenesis without using an exogenous stimulus and 

provides more relevant and realistic results to the in vivo tumor vascularization. Thus, the 

latter is a positive point in comparison to the other models of in vitro vascularization 

protocols that need pro-angiogenic factors to be added to the cells. 
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In addition, concerning the HUVECs, it was shown in a study that when co-culturing with 

DPCs (dental pulp cells) in a microtissue environment, HUVECs not only survived but also, 

organized into a tubular network. This result might be due to several aspects; it might be 

caused in part because DPCs secrete proangiogenic factors promoting the survival and 

function of HUVECs in microtissue spheroids. Furthermore, immunohistochemical analysis 

of the endothelial cell–specific surface marker CD31 in co-cultured macrotissues 

(agglomeration of many microtissues) identified a dense network of endothelial cells arranged 

into vascular structures even after assembling into a macrotissue and culturing over a period 

of 4 week [268]. These results were consistent with our results showing that when we 

combined 2D (HUVECs) with 3D (MT MG-63), the endothelial cells arrange themselves into 

tubule-like structures, and the expression of mRNA VEGF was significantly higher in this 

combination compared to the HUVECs alone and CD31 positive cells were seen after 7 days 

of combination. 

Consistent with our results that showed a significant expression of the pro-angiogenic factors 

VEGF, ICAM1, CXCR4, it has been shown that the interaction or the combination of 

HUVECs with human lung adenocarcinoma CL1-5 cells in a Matrigel increases the 

expression of survival, migration, and angiogenesis-related genes such as CXCL8, VCAM-1 

and ICAM-1 were increased by comparison to HUVECs alone. In addition, there was also 

upregulation of PI3K/Akt pathway and thus induction of VEGF expression in cancer cells 

[269]. 

 

For future work, our system can include primary cells derived from patients instead of cell 

lines that we used for both cancer cells (MG-63) and the endothelial cells (HUVECs) in order 

to have a more physiological relevant system. HUVEC vessels, which are known to be 

derived from large vessels exhibiting lot-specific variability, were sufficient to produce 

angiogenic signals in the MT-MG-63. However, it is more likely that organotypic endothelial 

cells will be needed to recognize therapies that will be clinically efficacious and to accurately 

design the osteosarcomas microenvironment for mechanistic studies. Furthermore, we used 

only two cellular types (tumor and vascular endothelial cells), this will deny the true cellular 

complexity of the tumor microenvironment. There is a need to incorporate another cellular 

component like stromal cells, perivascular endothelial cells and immune cells into the MTs.  

 

Moreover, there is need for a functional vascularization for nutrients and oxygen transport to 

the tumor to be more predictive to the in vivo model, and the corporation of these factors may 
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control many metabolic and mechanical factors and functions inside the 3D tumor. So, 

nowadays, the integration of the microfluidics and its pivotal role in tissue engineering 

platforms has led to the recapitulation of the tumor microenvironment in vitro. Using a 

microfluidic perfusable platform for in vitro vascularization allows a better kinetic 

examination of cancer progression stages and predicts the efficacy/toxicity of 

pharmacologically molecules in preclinicals phases [270]. Indeed, combining tissue-

engineering principles of vascularization with microfluidic technologies has a great potential 

to fill the gaps of in vitro vascularization as in the case of our model that showed its 

robustness in in vitro assays. The combination of microfluidic with 3D helps in the fabrication 

of 3D structures with controlled and manipulated spatial relations between different cells, 

favors the presence of flow-induced signaling and transduction that communicates the 

different cells compartments together mimicking the in vivo tumoral tissues. Moreover, it has 

the ability to initiate the chemical gradients necessary to reproduce the architecture of the in 

vivo microenvironment, and obtain quantitative measurements on circulating tumor cells, 

extravasation and micrometastasis. Furthermore, as the angiogenesis is crucial in cancer 

models and drug discovery platforms and plays an essential role in tumor growth, invasion, 

progression and metastasis, microfluidics can offer potentials of drug delivery and extraction 

to control the biochemistry of the tumor microenvironment and quality of vascular network. 

This could also help delivering of circulating cells and controlling tension and shearing stress 

during angiogenesis, tumor growth and drug delivery [271]. 

Moreover, our model would be a promising tool in in vitro vascularization platforms and it 

can be a physiologically vascularized tumor by introducing in addition to cancer cells and 

endothelial cells, stromal and immune cells, together to achieve a standard vascularized 

tumor. 

In general, it is well known that the monolayer culture of tumor cell lines is simple, 

convenient and flexible to use in high-throughput drug screening studies and it was used by 

all the researches since many years in drug screening platforms and research. However, due to 

the complexity of tumor and its arrangement in vivo, the 2D monolayer failed to capture the 

complication involved of the tumor, such as the variability in chemical and physical 

parameters that enhance the generation of hypoxic/necrotic areas and cancer cells phenotypic 

heterogeneity. Thus, the incorporation of 3D culture models was crucial to minimize the 

limits of 2D-cultures and to be reliably mirror physiologically and architecturally to the solid 

tumors. Therefore, they gained a great attention in the development of in vitro assays leading 
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to more relevant clinical outcomes as they showed many realistic characteristics such as the 

resistance to chemotherapy, radiotherapy and apoptosis [272]. The field of drug discovery 

might benefit from incorporating hypoxia in platform design. Indeed, it is well argued that 

hypoxia and accumulation of hypoxia-inducible factors (HIFs) in solid tumors have been 

associated with resistance to treatment and poor prognosis by promoting survival of cancer 

cells, enhancing the maintenance of cancer stem cells and the cellular adaptation to low 

oxygen level as well as genetic instability in hypoxic tumors. 

It was established that in vivo tumor cell proliferation in avascular nodules, micrometastasis 

or intercapillary regions of solid tumors, might generate gradients of concentration nutrients, 

oxygen and catabolites [98]. In addition to these factors, cell-to-cell and cell-to-matrix 

interactions that are found in 3D structures have an impact on protein expression profiles as 

well as distribution and penetration of soluble factors including drugs which result in poor 

drug response [272]. Moreover, it was established that the size of microtissues determines the 

development of hypoxia in a way that if the size of the microtissue grows beyond the 

threshold for oxygen diffusion, the cells in the core of the microtissue become hypoxic or 

necrotic and the outer remain proliferating. In this case, hypoxia can manifest itself in the 

form of gene and protein expression perturbations leading also to variability in drug response. 

In this work, we tried to develop an in vitro hypoxic model close to in vivo. We created a 

hypoxia model with 3D tumor spheroids (MT) of the two cell lines U87-MG (Glioblastoma) 

and MG-63 (Osteosarcoma), with or without adding CoCl2, and we showed the effect of this 

model on the development of hypoxia. Our results showed that when the tumors cells of these 

cell lines were in 3D structures, they developed hypoxia revealed by the gene expression of 

HIF1 and its relative genes expressions (VEGF, GLUT1/3). We reported in the first part of 

our work, that the 3D environment increases the expression of VEGF in comparison to 

monolayer (2D). These results are consistent with published works, insisting that HIF target 

genes (GLUT1, VEGF-A) are expressed in the inner hypoxic cell layers [273]. Moreover, the 

expression of HIF in 3D microtissues and tumors has been related to cell survival through the 

suppression of proapoptotic signaling, suppression of proliferation, and the regulation of 

metabolic reprograming [217]. Accordingly, regionalization of microtissues cell layers and 

the formation of microenvironments as a function of cell distance from the microtissue 

surface is made by HIF.  

https://www.omicsonline.org/brain-tumors-neurooncology.php
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Furthermore, to mimic a hypoxic environment in vitro and to create a reliable easy-to-operate 

hypoxic model, a hypoxia mimetic agent (CoCl2) was added on the 3D microtissue to see its 

effect on hypoxia inducing genes in both cell lines as the final goal was to generate a hypoxic 

3D model physiologically relevant to test anticancer drugs. This agent was known as HIF1 

stabilizing agent by inhibiting prolyl hydroxylase enzymes then induces hypoxia genes in 2D 

cell lines. It was shown in many studies that CoCl2 induced the expression of HIF1α in many 

cancer cell lines at protein levels and hypoxia inducing genes (VEGF, GLUT1, MRP, and 

others) are markedly increased following treatment with CoCl2 in a dose-dependent manner 

and that the level of hypoxia coincided with the expression of HIF1α [274];[275]. 

CoCl2 in combination with 3D tumor structure significantly induced the expression of HIF1α 

and hypoxia related genes like GLUT1/3, VEGF, and genes implicated in drug resistance 

genes (ABCG2 and MRP), showing that this combination is more physiologic and more 

mimicking the in vivo model. It was shown in a study that CoCl2 treatment showed similar 

effects to those of a hypoxia chamber in limiting proliferation of MCF-7 breast cancer cells 

and OVCAR-3 ovarian cancer. This reduced the expression of cell cycling marker Ki67 in 

conjunction with upregulation of hypoxia markers HIF1α and GLUT1 and reversible cell 

cycle arrest in G0/G1 phase, and they showed also that the effect of CoCl2 on these cells were 

HIF1α dependent. Furthermore, the characters of the dormant state were also found in 3D-

cultured MCF-7 cells under true hypoxic conditions (0.1% O2), suggesting that the 3D CoCl2-

based platform can also recapitulate cellular responses to hypoxia. Moreover, MCF-7 cells 

cultured in 2D and 3D systems under CoCl2 treatment exhibited similar key signaling features 

of dormant cells [276]. These results corroborated our results that 3D environment can be 

more physiologically relevant to 2D culture systems and the addition of CoCl2 accelerated the 

development of hypoxia in these 3D structures, giving a true mirror of the in vivo tumor.  

Our model is robust and simple due to many factors, the 3D microenvironment (mimicking in 

vivo tumors), the stabilizing potency of CoCl2 in maintaining the half-life of HIF1α and its 

hypoxia induced genes. In addition, it allows for real-time description of cancer cells that has 

not been practical with hypoxic chambers due to the extremely short half-life of HIF1α (t1/2 < 

5 min) upon reoxygenation [277]. It also involves affordable CoCl2 with a simplicity of 

preparation and handling in contrast to hypoxic chambers that need specific handling 

procedures and materials. Therefore, they need precise control over gas concentrations in a 

way that the CO2 incubator should be equipped with another nitrogen gas flow which controls 
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the oxygen concentration within the incubator, but the oxygen concentration inside still 

different than that on the cells and tissues. 

 

So far, our model has two limitations: first, it doesn’t reflect all the aspects of in vivo tumor 

microenvironment and it lacks geometrical complexity because there is absence of cellular 

components such as immune cells, stromal cells, stem cells and endothelial cells. All these 

factors can play an important role in developing hypoxia and maintaining biological processes 

involved in cell cycle and apoptosis, which might have a direct consequence on treatment 

effectiveness. Second, it should be considered that a microtissue is composed of the three 

layers, the outer proliferating layer, the middle inactive layer, and the inner layer which is the 

hypoxic/necrotic layer [26], and that the challenging point is the repartition of oxygen, 

nutrients, and catabolites between these layers. Thus, considering that we performed the RNA 

extraction of the whole microtissue, we didn’t evaluate the repartition of these factors 

between the different layers that drive the expression of genes involved in different biological 

processes. This can mask some measures occurring at specific areas of microtissues, which 

can be detectable at protein level using western blot or immunohistochemistry. 

 

Furthermore, the effect of the established 3D hypoxic model was evaluated using a 

pharmacologically active molecule called Flavagline FL3, known to have anticancer effects. 

Many studies were done to evaluate the anticancer mechanism of action of this molecule. It 

was shown that this molecule induces cell cycle arrest in the G2/M phase in urothelial 

carcinoma cell of the bladder but no apoptosis was detected in this cell line [239]. Moreover, 

it inhibited the growth of teratocarcinomal cells by promoting cell cycle arrest at G1 phase 

followed by apoptosis in human embryonal teratocarcinoma stem cells NT2D1 [236]. These 

results are consistent with our results showing that FL3 induces cell cycle arrest in our cell 

lines (MG-63 and U87-MG) with no apoptosis. This apoptosis feature is specific to some cell 

lines, suggesting that FL3 might have another mechanism of cellular death other than 

apoptosis like senescence. Cellular senescence is a permanent or irreversible state of cell 

cycle arrest that occurs when cells experience potentially oncogenic stress. The permanence 

of the senescence growth arrest imposes the idea that the senescence response changed partly 

to suppress the development of cancer. Therefore, it is considered irreversible because no 

known physiological stimuli can enhance senescent cells to reenter the cell cycle. The 
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possible causes of senescence comport telomere shortening, genomic damage, mitogens and 

proliferation-associated signals, epigenomic damage, and activation of tumor suppressors [8]. 

We investigated the presence of senescence by detecting the positive staining of SA-gal in 

treated MG-63 and U87-MG cells, and the absence of apoptosis in the latter treated cancer 

cell lines. Thus, we explored the innovative senescence effect of FL3 on our two cell lines 

giving insights towards the newly effect of this pharmacologically active molecule in the 

future treatments of cancer. 
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The three-dimensional culture systems or spheroids are largely used today in drug screening 

platforms of cancer to enhance the spatial repartition of cancer cells as well as in vivo tumors. 

In the first study, we created a vascularized model that gives innovative strategy to develop 

angiogenesis in vitro system, taking into account different aspects of tumor microenvironment 

like the 3D microenvironment and the behavior of cancer cells in terms of angiogenic factors 

and gene expressions. 

In the second study, we insisted on the role of 3D environment in the development of 

hypoxia, thus creating a CoCl2-based in vitro model mimicking hypoxic regulation of cancer 

resistance and recapitulating different responses to hypoxia. This CoCl2-based model gives 

advantage over conventional systems in its ability to stably induce and maintain hypoxia of in 

vitro, even in the presence of oxygen. 

Taken together, angiogenesis and hypoxia are critical aspects in tumor progression. 

Angiogenesis is vital for the process of solid tumor formation and progression when the 

supply of oxygen and nutrients is inadequate in tumor cell. Thus, incorporation of these two 

factors together can better recapitulate the in vivo microenvironment and give insights toward 

creating a robust drug screening platform. 

Our perspectives focus on the combination of these two factors together in a microfluidic 

system. This microfluidic system includes structural features of 3D tumor constructs, 

biomechanical and kinematic parameters (branch of classical mechanics that describes the 

motion of points, objects and systems of groups of objects, without reference to the causes of 

motion) such as matrix stiffness and anisotropy, cell adhesion and flow conditions. Moreover, 

we will use cells not only from immortalized cell lines, but also cells derived from patients’ 

biopsies including stromal cells, stem cells, immune cells, and endothelial cells. This 3D 

microfluidic system will allow to control and study cell culture media and drug transport, 

waste removal and cytotoxicity and concentration gradients of circulating factors. These 

parameters altogether help in inventing an in vitro platform mimicking that of in vivo 

microenvironment suitable for drug screening, and thus open an avenue towards the 

personalized medicine. 
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Abstract 
 
In order to enable the advent of personalized medicine, we need solid in vitro models, taking into account the 3D 

microenvironment of the tumor, the human component, and the vasculature, to test both the toxicity and efficacy 

of new molecules. Today, the drug screenings are performed on 3D cell lines models and Patient-Derived 

Xenografts models. These models are not able to recapitulate the whole tumor microenvironment and 

vasculature, with hopeless return to the patient. Here, we propose our in vitro model, based on Patient-Derived 

Organoids, in a vascularized 3D environment, including mesenchymal stem cells. We believe that this will 

greatly contribute to the development of personalized medicine, since we are working on both healthy tissue 

(toxicity) and tumor tissue (efficacy). The second step of this model will be the integration of immune cells 

based on recent discoveries. 
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Introduction 
 
  Nowadays, non-small lung cancer (NSCLC) remains the first cause of cancer-related deaths worldwide (1). 

Surgery is the cornerstone of treatment in located stages. Depending on stages, patients need a chemotherapy 

that is still probabilistic. Indeed, the chemotherapy is not previously tested on the patient for evident reasons. 

During the last decade, some new treatment has proved their efficacy in advanced stages, whereas for long years, 

new treatment was hardly lacking. Targeted therapies have proved their efficacy in selected patient, with specific 

mutation. More recently, the discovery of immune checkpoints has changed the hallmarks of cancer (2). For the 

first time in cancer history, target was not the tumor cells but tumor microenvironment. Indeed, the focus of 

therapeutic targets has switched from cancer cells to tumor cells since it has been recognized that immune cells 

in cancer has a key role in tumor immune-surveillance (3). Now therapies seek to target immune cells to 

modulate their interaction with tumor cells. The recent studies testing immunotherapy had spectacularly results 

and increase the modality to treat NSCLC (4), even in first line for selected patients (5). 

With these highlights, the need of in vitro testing model is deep and a solid platform with human cells is lacking. 

The aim of a perfect in vitro model would be human tumor of patient, vascularized in 3D, with cells of 

microenvironment embedded in extracellular matrix, allowing to help the therapeutic decision in order to 

develop personalized medicine. 

It is well known that 3D cell culture offers many advantages compared to 2D culture, such as cell-cell 

interactions, matrix deposition, culture from different cell types, hypoxic nuclei, a diffusion limit of drugs, 

factors and nutrients, all criteria that bring us closer to the in vivo, helping tissue regeneration, and placing 

spheroids as the best model in vitro to test sensitivity and drug resistance (6) (7) (8). Actually, the testing in vitro 

models are as following: use of organoids from line cells, both not vascularized and not in extracellular matrix, 

or use of Patient Derived Xenograft (PDX). The first model lacks cells heterogeneity; indeed, a tumor is more 

complicated that tumor cells in aggregates and is surrounded by human microenvironment including immune 

cells. The second one uses patient tumor xenografts in mice, and presents the advantage of vascularization and 

microenvironment, but those are provided by the mice and could not be considered as predicting model for 

human therapeutics. More, the engraftment latency of PDX last some months, when it works (depending of each 

histology), and do not allow the back to patients. 

Our objective was therefore to provide an in vitro model allowing the switch from PDX to vascularized organoid 

embedded in gel allowing to predict response to therapeutics including the new one (targeted therapy and 

immunotherapy). 
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Results 

To analyze and form patient derived organoids (PDO), we started a collaboration with “Centre de Ressources 

Biologique des Hôpitaux Universitaires de Strasbourg” (CRB) and the Department of Pathology. We started a 

protocol concerning 100 biopsies of fresh tumor and healthy tissues from patient who underwent an anatomic 

lung resection (i.e. segmentectomy, lobectomy, pneumonectomy) for lung cancer. We exclude Small Cell Lung 

cancer (SCLC), pregnant women, patient under 18 years old, and patient with viral pathology known previously 

(hepatitis, VIH). 

The sampling was carried out by the pathologist and consisted in fragment of about 5mm3 for each sample 

(healthy and tumor tissues). 

In one month, we obtained samples from 5 patients, corresponding to 4 adenocarcinoma and 1 composite 

neuroendocrine carcinoma. We managed to form 4 organoids from tumor samples (80%) and 3 organoids from 

healthy samples (60%). We used 24 wells “Ultra Low Adherent” (ULA) plate for both samples, allowing us to 

form organoids after 3-4 culture days (Figure 1). 

 

 

 

 

 

Figure 1: Optic microscopy observation of lung tumor organoids derived from patient 
(adenocarcinoma stage IV) after 7 days of culture in ULA plate. 
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The analysis of tumor organoids included in paraffin and examined with haematoxylin and eosin staining were 

anarchic structures, spontaneously forming large aggregates. The histological type was easily distinguished, with 

dark homogenous organoid for adenocarcinoma and heterogeneous for neuroendocrine composite carcinoma. 

However, the compared morphology of organoid from the first patient and his original tumor didn’t allow to 

identify a glandular architecture in organoid, presents in tumor tissue. 

After immunohistochemistry analysis, the panel of antibodies used as CD45 (leucocyte common antigen, 2B11 + 

PD7/26), Cytokeratin (AE1-AE3), Ki67 (Mib1), respectively as leucocyte, epithelial and proliferation markers, 

highlights presence of tumor cells, inflammatory cells, with some peripheral spindle cells (fibroblast or 

endothelial cells) (figure 2). 

 

A         B 

C          D 

E          F 
 
 
 
 
 
 
 

Figure 2: Lung adenocarcinoma organoids immunohistochemistry analysis: the cells are 
disposed on an eosinophilic fibrin-like background (HE, x40), the organoid is limited by 
some spindle cells (A, B, arrow). Some epithelial tumor cells with large cytoplasm (C, D, 
arrow) were stained by cytokeratin, mixed with some inflammatory elements (E). The 
proliferation index with Ki67 is moderate (F). 
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We have also performed lung organoids from healthy tissue collected reasonably far from the tumor site. The 

samples from healthy tissue formed also organoids, but they were more spherical structures and were rather 

homogeneous. The size of these organoids was about 200µm (Figure 3). 

 

 
 
 
 
 
	

The main objective of this study was not only to perform the lung tumor and healthy organoids, but also to 

vascularize them. Recently, we reported the vascularization of osteosarcoma organoids by using cell lines (9). 

Here, we performed vascular network as we previously did. In this purpose, we settled them in fibrin gel with 

Human Umbilical Vein Endothelial Cells (HUVECs). To increase the speed of this vascular network formation 

we combined the HUVEC and Mesenchymal Stem Cells (MSCs). We compared the lung tumor and healthy 

organoids in order to see the effect of tumor tissue on endothelial cells in the presence of MSCs (Figure 4). 

 
 
 

Figure 3: Optic microscopy observation of organoids derived from normal tissue of patient 
after 7 days of culture in ULA plate. 
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A                B 
 
 
 
 

In Figure 4, we have shown that in PDO from healthy tissue (A), cells are still in spherical structure and do not 

spread through the fibrin gel (DAPI: blue), HUVECs cells seem quiescent (HUVEC-GFP: green), and 

proliferation marker Ki67 is poorly expressed (Ki67: red).  

We have also shown that in PDO from tumor tissue (B), cells are spreading through the fibrin gel and invade the 

extracellular matrix; however, we can see that they come from PDO (DAPI, arrow). HUVECs cells do not form 

a vascular network but they seek to connect, forming fibrillar structures that intertwine. Proliferation marker 

Ki67 is co-expressed with DAPI of the PDO, and at the cellular invasion front, it is higher than in healthy tissue. 

Even if these images show the beginning of a vascular network, with in particular the interconnection of 

endothelial cells near the organoid, it is necessary to further improve our culture technique.  

As proof of concept of vascular network, we used under the same conditions organoids from osteosarcoma cell 

lines (line MG-63), and after 7 days we obtained a much more accomplished vascular network in the presence of 

HUVEC and MSCs (Figure 5). In this Figure, we have shown not only vascular network formation around 

organoids (A, B), but also vascular network infiltrating organoids (C, D). As a control, we have also shown a 

vascular network formation in the absence of organoids (E, F). 

 

 

 

Figure 4: Fluorescence microscopy observation of vascular network after 7 days of co-culture (PDO, HUVECs, 
MSCs) in fibrin gel insert. PDO from healthy tissue (A). PDO from tumor tissue (B). DAPI: blue, HUVEC-GFP: 
green, Ki67: red. 
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Discussion 

With the advent of new therapeutic classes in multiple indications, the lack of solid in vitro test model is 

becoming increasingly important. Indeed, we cannot imagine using the PDX model to test immunotherapy 

molecules. More, in the era of personalized medicine, we need to obtain data about efficacy and toxicity on the 

patient cells. This evaluation is possible through our model because we produce tumor and healthy PDO. 

Figure 5: Fluorescence microscopy observation of vascular network after 7 days of co-culture (organoids 
from osteosarcoma cell line, HUVECs, MSCs) in fibrin gel insert. Organoids and vascular network (A, B): 
organoid is red (Phalloidin) and blue (DAPI), HUVECs form a vascular network (HUVEC-GFP: green). 
Vascular network in organoids (C, D): vascular network penetrates the organoid and form an anarchic 
vascular network. HUVECs cells (E, F). HUVECs cells are connected but do not form a vascular network in 
absence of organoids.  
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However, we should say that we are still evaluating the best way to form quickly some homogeneous and more 

spherical organoids. In this purpose, we are trying several methods: the ULA plate that we used for these results, 

the hanging drop plate, and normal plate with agarose in the bottom. In the same way, we are trying to optimize 

our digestion method that remains in the association of 4 enzymes, in order to not kill tumor cells and preserve 

the viability of each cell. During the 7 days of culture, tumor PDO cells spread pretty fast in the fibrin gel and 

could hinder the evaluation of anti-tumor efficacy. Proliferation marker KI-67 is co-expressed with DAPI of 

PDO and at the cellular invasion front, and it is higher than in healthy tissue (figure 4). In healthy tissue, PDO 

cells seems to stay in spherical structure and do not spread through the fibrin gel. 

Our ultimate aim is to design a model to test every new therapeutic including targeted therapies and 

immunotherapy. These tests can be relevant in presence of autologous immune cells and tumor cells (10). We 

are working with pathologist and immunologist to characterize the presence of immune cells in our organoids. 

More, we plan to test our organoids in presence of specific cytotoxic immune cells. 

With the final objective to test drugs on our vascularized patient derived organoids, the first step is to establish 

the well-organized vascular network infiltrating the organoids in order to obtain a perfusable vasculature. The 

second step is to connect our in vitro model to a microfluidic device, allowing us to inject the different drugs.  

Finally, as soon as possible, we will begin to test the different drug that we dispose, in order to study our in vitro 

model feasibility. As we focused on the complexity and the need of immune cells, we should not forget to assess 

the screening capacity of our device with conventional chemotherapy. 

 

Materials 
 
Digestion of biopsies 

Both normal and tumor tissues were sent to the laboratory (in ice-cold culture medium, DMEM without Fetal 

Calf Serum, containing 100 units/mL of penicillin, 0.1mg/mL of streptomycin and 205 U/mL of fungizone). It is 

then cut into millimeter pieces using sterile scissors in a petri dish. These millimeter pieces are then digested in a 

20mL solution containing type 1 collagenase at 0.5mg/mL, elastase at 25µg/mL, DNAse at 25µg/mL, and 

hyaluronidase at 100µg/mL, in a 50mL Falcon. Then comes a first digestion step of 60min, a vigorous 5-minute 

pipetting using a 5mL pipette, a second digestion step of 30 min, and a last vigorous 5-minute pipetting. The 

solution is then filtered through a 70µm Falcon Cell Filter ™. After centrifugation at 240 G for 3min, and 

counting the cells, they are settled in 10 wells of a 24-well ULA plate. We modified the protocol from a previous 

publication for colorectal cancer spheroids (11). 
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Cell culture  

Human umbilical vein endothelial cells (HUVEC-GFP, IncuCyte® CytoLight Green Cells, Essen Bioscience, 

United Kingdom) were grown in a specific endothelial cell growth medium (PromoCell, Germany) with 

supplement mix. Mesenchymal stem cells (MSC, PromoCell) were grown in a specific mesenchymal stem cell 

growth medium (PromoCell, Germany) with supplement mix. Osteosarcoma cell line (MG-63, Sigma-Aldrich) 

and cells from patient biopsies were grown in DMEM medium (Lonza, France) with 10 U mL–1 penicillin, 100 

µg mL−1 streptomycin, 250 U mL–1 fungizone, 1 mM Na-pyruvate, 2mM glutamine and 10% FBS. All cells 

were incubated at 37 °C in a humidified atmosphere of 5% CO2. When cells reached sub-confluence, they were 

harvested with trypsin and sub-cultured. 

 

Organoids 

The cells are cultured in a ULA plate after cell counting, with a number of about 1-2 million cells per well, 

depending on the number of cells obtained after digestion. They are grown in DMEM, 0.2 to 0.5 ml in each well. 

From the middle was added the next day, then every 48 hours. A passage is made after 10-14 days of cultivation. 

Organoids are formed from the 2nd or 3rd day of cultivation. 

For the passage, the organoids are collected, centrifuged, washed with PBS, then centrifuged again and trypsins, 

they are put back into culture for 10-14 days, trying to obtain 1-1.5 million per well 

 

Fibrin Gel 

The 3 elements necessary for the formation of fibrin gel are fibrinogen (F3879-1G, Sigma-Aldrich™), thrombin 

(T6884-1KU, Sigma-Aldrich™) and culture medium, usually containing the cells to be sown. Fibrin gel is 

deposited at the bottom of culture inserts (Sarstedt™, 12 wells, membrane porosity 8µm). For a final volume of 

300µL, 150 µL of fibrinogen at 5mg/ml are mixed with 138 µL of medium containing the cells (HUVEC cells, 

mesenchymal stem cells and the different PDO). At the bottom of each insert are deposited 6µL of 100 IU/ml 

thrombin. Finally, the fibrinogen/medium solution is added and mixed by pipetting with the thrombin drop. The 

critical point in the formation of the gel is to keep all the elements, except the medium, in the ice until the last 

moment before to use. Otherwise, fibrinogen may gel partially with the media or upon injection on the thrombin. 

Once the mixing is done, the gelation takes place very quickly in the incubator, in 10 to 20 minutes. Once 

gelation is complete, culture medium is added around the insert (about 1mL for a 12-well plate). The 

environment is changed the day after handling, then every 48 hours.  
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Organoids 

The cells are cultured in a ULA plate after cell counting, with a number of about 1-2 million cells per well, 

depending on the number of cells obtained after digestion. They are grown in DMEM, 0.2 to 0.5 ml in each well. 

From the middle was added the next day, then every 48 hours. A passage is made after 10-14 days of cultivation. 

Organoids are formed from the 2nd or 3rd day of cultivation. 

For the passage, the organoids are collected, centrifuged, washed with PBS, then centrifuged again and trypsins, 

they are put back into culture for 10-14 days, trying to obtain 1-1.5 million per well 

 

Inserts 

The inserts (Corning™) have a porous membrane of 3µm. This is an insert for 12-well plates. Once the cells 

have been sown in a gel, 1mL of medium is placed around the insert, which is changed on the 1st day and then 

every 48 hours. The medium in question is a DMEM- Endothelial cell media-MSC media mix at a ratio of 1/3-

1/3-1-1/3. 

 

Anatomopathologic analyze 

The pathologist analyze was performed by the Department of Pathology, after fixation and paraffin inclusion in 

the laboratory. It consisted in Haematoxylin and Eosin staining and immunochemistry (cytokeratin AE1-AE3 (C 

and D)) for epithelial cells, CD 45 for immune cells and proliferative marker Ki67.    

 

Immunofluorescence 

We used the fluorescence microscope, available in the laboratory, to examine the organization of 

cells/microtissues in gels.  The cells and organoids in the gel were previously fixed with 4% paraformaldehyde 

(PFA) for 10 min at 4°C. After three rinses with PBS, the fibrin gels were permeabilized and saturated with 

Triton 0.1% and 1% BSA for 1 hour, then rinsed again with PBS. Indirect immunofluorescence was performed 

after fixation. Primary antibodies were incubated overnight at 4°C at 1/200e, Ki67 (sc-15402, Santa Cruz 

Biotechnology). After 3 washes with PBS, the samples were incubated for 1 hour with an anti-rabbit Ac 

conjugated to Alexa Fluor 594, and 5 min with 200nM 4',6-diamino-2-phenylindole (DAPI, Sigma Aldrich). The 

samples were observed under an epifluorescence microscope (Leica DM4000 B). 
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Development of vascularized tumor spheroids 

mimicking the tumor environment: 

Angiogenesis and Hypoxia 

 

 

 

  

Abstract 

The tumor microenvironment, tumor angiogenesis, and hypoxia play a critical role in the tumor progression and therapy 

development of many cancers. Limitations in drug penetration, multidrug resistance phenomena, tumor vascularization, and 

oxygen deficiency are all parameters influencing drug effects. 3D cell culture allows to create a microenvironment that more 

closely mimics in vivo tissue architecture and function, thus, gene and protein expression modified by the 3D environment 

are further features that affect treatment outcome. 

In our first study, in order to develop a vascularized 3D model like in vivo tumors, we co-cultured 2D endothelial cells with 

3D tumor cells. After 2 weeks of this combination, a vascular network was formed and organized with tubule-like structures 

presenting a lumen and expressing different angiogenic markers such as VEGF, CD31 and Collagen IV. In our second study, 

we developed an in vitro hypoxia model integrating the 3D environment and a hypoxia mimetic agent (CoCl2) to mimic the 

in vivo tumors and to show the importance of hypoxia in drug response and resistance. Results revealed that the best 

condition was the combination 3D+CoCl2 model, leading to overexpression oh hypoxia (GLUT1/3, VEGF) and drug 

resistance (ABCG2, MRP1) related genes. 

Taken together, angiogenesis and hypoxia are key factors for in vivo tumor microenvironment and they should be adopted in 

in vitro model design to better select and screen anticancer drugs. 

 

Keywords: Tumor microenvironment, 3D tumor spheroids, angiogenesis, hypoxia, drug screening. 

Résumé  

Le microenvironnement tumoral, l'angiogenèse tumorale et l'hypoxie jouent un rôle crucial dans la progression tumorale et le 

développement de thérapies de nombreux cancers. Les limites de pénétration des médicaments, les phénomènes de résistance 

aux anti-cancéreux, la vascularisation de la tumeur et l’hypoxie sont tous des paramètres influençant les effets du 

médicament. La culture cellulaire 3D permet de créer un microenvironnement qui imite l’architecture et la fonction des tissus 

in vivo. L’expression de gènes et de protéines modifiée par l’environnement 3D est une autre caractéristique qui impacte 

l’effet d’une molécule thérapeutique. 

Dans notre première étude, afin de développer un modèle 3D vascularisé imitant celle des tumeurs in vivo, nous avons mis en 

culture des cellules endothéliales en 2D avec des cellules tumorales en 3D. Après 2 semaines de culture, un réseau vasculaire 

s’est organisé avec des structures de type tubulaire présentant une lumière et exprimant différents marqueurs angiogéniques 

tels que VEGF, CD31 et Collagène IV. Dans notre deuxième étude, nous avons développé un modèle d’hypoxie in vitro 

intégrant l'environnement 3D et un agent mimétique de l'hypoxie (CoCl2). Le but de ce modèle est de créer un modèle 

d'hypoxie imitant les tumeurs in vivo et de montrer l'importance de l'hypoxie dans la réponse et la résistance aux 

médicaments. Ces résultats ont révélé que la meilleure condition était la combinaison 3D+CoCl2, conduisant à la 

surexpression des gènes relatifs à l’hypoxie (GLUT1/3, VEGF) et à la résistance aux médicaments (ABCG2, MRP1). 

 L'angiogenèse et l'hypoxie sont des facteurs clés pour le microenvironnement tumoral in vivo et ils doivent être adoptés dans 

la conception de modèles tumoraux in vitro pour mieux sélectionner et cribler les médicaments anticancéreux. 

 

Mots clés : Microenvironnement tumoral, sphéroïdes tumoraux 3D, angiogenèse, hypoxie, criblage de médicaments 




