
HAL Id: tel-03279838
https://theses.hal.science/tel-03279838v1

Submitted on 6 Jul 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Using connectivity to investigate brain (dys)function
Jakub Kopal

To cite this version:
Jakub Kopal. Using connectivity to investigate brain (dys)function. Neurons and Cognition [q-
bio.NC]. Université Paul Sabatier - Toulouse III; University of Chemistry and Technology (Prague),
2021. English. �NNT : 2021TOU30020�. �tel-03279838�

https://theses.hal.science/tel-03279838v1
https://hal.archives-ouvertes.fr


THÈSE
En vue de l’obtention du

DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE

Délivré par l'Université Toulouse 3 - Paul Sabatier

Cotutelle internationale : University of Chemistry and Technology in Prague 

Présentée et soutenue par 

Jakub KOPAL

Le 9 avril 2021

Usage de la connectivité pour étudier les (dys)fonctions
cérébrales

Ecole doctorale : CLESCO - Comportement, Langage, Education, Socialisation,
Cognition

Spécialité : Neurosciences 

Unité de recherche :
CERCO - Centre de Recherche Cerveau et Cognition 

Thèse dirigée par
Emmanuel BARBEAU et Oldrich VYSATA 

Jury
M. Jan KREMLACEK, Rapporteur

M. Maxime BAUD, Rapporteur
M. Demian BATTAGLIA, Examinateur

M. Robert JECH, Examinateur
Mme Isabelle BERRY, Examinatrice

M. Jan MARES, Examinateur
Mme Lenka LHOTSKA, Examinatrice

M. Patrice PERAN, Examinateur



 
 

 

 

  
 

 

     

     

 YEAR 2021

FIELD OF STUDY Technical Cybernetics

STUDY PROGRAMME Chemical and Process Engineering

Emmanuel Barbeau, Ph.D.

SUPERVISOR MUDr. Oldřich Vyšata, Ph.D.

AUTHOR Ing. Jakub Kopal

DISSERTATION

Using connectivity
to investigate
brain (dys)function

Centre de Recherche Cerveau et Cognition
Université Toulouse 3 - Paul Sabatier

Department of Computing and Control Engineering
Faculty of Chemical Engineering
University of Chemistry and Technology, Prague



 



 
 

 

 

  
 

 

     

     

 ROK 2021

STUDIJNÍ OBOR Technická kybernetika

STUDIJNÍ PROGRAM Chemické a procesní inženýrství (čtyřleté)

Emmanuel Barbeau, Ph.D.

ŠKOLITEL MUDr. Oldřich Vyšata, Ph.D.

AUTOR Ing. Jakub Kopal

DISERTAČNÍ PRÁCE

Využití konektivity k analýze
(dys)funkcí mozku

Centre de Recherche Cerveau et Cognition
Université Toulouse 3 - Paul Sabatier

Ústav počítačové a řídicí techniky
Fakulta chemicko-inženýrská
Vysoká škola chemicko-technologická v Praze







 



• 
o 

• 

o 

• 
o 

• 
o 

• 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

 



o 

o 

o 

o 

o 

o 

o 

o 

o 

o 

• 

o 

• 

o 

• 

o 

• 

o 

• 

o 

o 

• 
o 

• 
o 

• 
o 

• 

• 



• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

 



• 

• 

• 

• 
• 
• 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 



Acknowledgements

It is not easy to thank all those who contributed to this thesis as it would not be finished
without a great deal of support both in France and the Czech Republic. Whether it
was creating new international collaborations or being smuggled across borders during a
pandemic, these years I will never forget.

First of all, I would like to express my sincere gratitude to my supervisor Oldřich
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Summary

We picture the brain as a complex network of structurally connected regions that are func-
tionally coupled. Brain functions arise from the coordinated activity of distant cortical
regions. Connectivity is used to represent the cooperation of segregated and function-
ally specialized brain regions. Whether it is the analysis of anatomical links, statistical
dependencies, or causal interactions, connectivity reveals fundamental aspects of brain
(dys)function. However, estimating and applying connectivity still faces many challenges;
therefore, this work is devoted to tackling them. The first challenge stems from the detri-
mental effect of systematic noise (such as head movements) on connectivity estimates.
We proposed an index that depicts connectivity quality and can reflect various artifacts,
processing errors, and brain pathology, allowing extensive use in data quality screening
and methodological investigations. Furthermore, connectivity alterations play an invalu-
able role in understanding brain dysfunction. Investigating the mechanisms of epilepsy,
we show that connectivity can track gradual changes of seizure susceptibility and identify
driving factors of seizure generation. Identifying critical times of connectivity changes
could help in successful seizure prediction. Finally, how the brain adapts to task demands
on fast timescales is not well understood. We present a combination of intracranial EEG
and state-of-art measures to investigate network dynamics during recognition memory.
Understanding how the brain dynamically faces rapid changes in cognitive demands is
vital to our comprehension of the neural basis of cognition. In conclusion, the modest
goal of this thesis is to at least partially answer some of the many challenges that current
neuroscience is facing.

Keywords: neuroimaging, connectivity, network neuroscience, brain function, epilepsy
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Souhrn

Mozek si můžeme představit jako komplexńı śı̌t strukturně propojených oblast́ı, které
jsou funkčně spojeny. Funkce mozku vznikaj́ı koordinovanou činnost́ı vzdálených ko-
rtikálńıch oblast́ı. Konektivita se využ́ıvá k reprezentaci spolupráce segregovaných a
funkčně specializovaných oblast́ı mozku. Ať už se jedná o analýzu anatomických vazeb,
statistických závislost́ı nebo kauzálńıch interakćı, konektivita odhaluje základńı aspekty
(dys)funkćı mozku. Odhad a aplikace konektivity však stále čeĺı mnoha výzvám; proto
je tato práce věnována jejich překonáńı. Prvńı výzva prameńı ze škodlivého účinku
systematického hluku (jako jsou pohyby hlavy) na odhady konektivity. Navrhli jsme
index, který zobrazuje kvalitu konektivity, tud́ıž může odrážet r̊uzné artefakty, chyby
zpracováńı a patologii mozku. Toto umožňuje rozsáhlé použit́ı při screeningu kvality
dat a metodologických vyšetřováńıch. Nav́ıc změny konektivity hraj́ı neocenitelnou roli
v porozuměńı mozkových dysfunkćı. Zkoumáńım mechanismů epilepsie ukazujeme, že
konektivita může sledovat postupné změny náchylnosti k záchvat̊um a odhalit hnaćı fak-
tory vzniku záchvat̊u. Identifikace kritických čas̊u změn připojeńı by mohla pomoci při
úspěšné predikci záchvat̊u. Nakonec stále z̊ustává nezodpovězeno, jak si mozek dokáže
ve velmi krátkém čase poradit s velmi komplexńımi úkoly. Představujeme kombinaci in-
trakraniálńıho EEG a nejmoderněǰśıch metod k prozkoumáńı dynamiky mozkových śıt́ı
během experimentu zaměřeného na rozpoznávaćı paměť. Pochopeńı toho, jak mozek dy-
namicky čeĺı rychlým změnám v kognitivńıch požadavćıch, je zásadńı pro naše pochopeńı
vńımáńı. Skromným ćılem této dizertačńı práce je alespoň částečně odpovědět na některé
z mnoha výzev, kterým současná neurověda čeĺı.

Kĺıčová slova: neurozobrazováńı, konektivita, neurověda śıt́ı, funkce mozku, epilepsie
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Résumé

Nous nous représentons le cerveau comme un réseau complexe de régions structurellement
connectées et fonctionnellement couplées. Les fonctions cognitives découlent de l’activité
coordonnée de régions corticales distantes. La connectivité est utilisée pour représenter
la coopération de régions cérébrales ségréguées et fonctionnellement spécialisées. Qu’il
s’agisse de l’analyse des liens anatomiques, des dépendances statistiques ou des inter-
actions causales, la connectivité révèle des aspects fondamentaux du fonctionnement
(dys)cérébral. Cependant, l’estimation et l’application de la connectivité posent encore
des problèmes. C’est pourquoi cette thèse est consacrée à surmonter ces défis. Le pre-
mier défi provient de l’effet néfaste du bruit systématique (comme les mouvements de
la tête) sur les estimations de la connectivité. Nous avons proposé un indice qui décrit
la qualité de la connectivité et qui peut refléter différents types d’artefacts, d’erreurs de
traitement et de pathologie cérébrale, permettant son utilisation étendue dans le suivi de
la qualité des données et les investigations méthodologiques. En outre, les altérations de
la connectivité jouent un rôle inestimable dans la compréhension des dysfonctionnements
cérébraux. En étudiant certains mécanismes de l’épilepsie, nous montrons que la connec-
tivité peut suivre les changements progressifs de la susceptibilité aux crises et identifier les
facteurs déterminants de la génération des crises. L’identification des moments critiques
de modification de la connectivité pourrait aider à prédire avec succès les crises. Enfin, on
ne comprend pas bien comment le cerveau s’adapte aux exigences des tâches cognitives
à une échelle de temps rapide. Nous présentons une combinaison d’EEG intracrâniens
et de mesures de pointe épileptiques pour étudier la dynamique des réseaux pendant la
mémoire de reconnaissance. Il est essentiel de comprendre comment le cerveau fait face
dynamiquement aux changements rapides des demandes cognitives pour comprendre les
bases neurales de la cognition. En conclusion, l’objectif modeste de cette thèse est de
répondre au moins partiellement à certains des nombreux défis auxquels les neurosciences
actuelles sont confrontées.

Mots-clés: neuroimagerie, connectivité, neurosciences de réseau, fonction cérébrale,
epilepsie
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The human brain is the most complex system we have ever studied. About 86 billion

neurons communicate with each other using trillions of synaptic connections [1]. In early

pregnancy, the neurons develop at a rate of 250 000 per minute [2]. The blood vessels

that are present in the brain are almost 100,000 miles in length. The average human

brain has a size of 1200 cm3 and it weighs 1400 g. Although it makes up only 2 % of

our body weight, it uses up to 20 % of the body’s energy. It is our remarkable brain that

provides us with complex cognitive abilities. These cognitive abilities involve processes,

such as memory, reasoning, planning, or imaging. Although we can be an active source

of these actions, it is believed that 95 % of brain operations are autonomous [3]. Indeed,

the brain gathers experiences, creates and strengthens our behavioral patterns, and drives

our actions.

In our current understanding, we picture the brain as a complex network composed

of interconnected brain regions. Segregated regions represent areas of functional special-

ization. However, successful task performance requires these distant specialized regions

to integrate. The integration enables a flexible and efficient flow of information across

the whole brain. In other words, brain functions rely on distributed processing, where

cognitive processes arise from the coordinated activity of large-scale brain networks con-

sisting of distant cortical regions. Nevertheless, how does the brain dynamically balance

segregation and integration? What are the mechanisms for the coordination of activity

between different neural networks? Is this knowledge helpful in understanding neurologi-

cal disorders, and more importantly, can it help treat them? These questions touch upon

so many areas that it is inevitable that neuroscience became a multidisciplinary field. It

combines knowledge from computer science to biology, from psychology to chemistry, and

mathematics to medicine. A collaboration of all these areas is essential if we ever want

to fully understand how the brain works. Now more than ever, it is easy to collaborate

and share data and knowledge in order to push the limits of our understanding.

Neuroscience itself is a very young field. Just a little more than a hundred years

ago, Ramon y Cajal laid the basis of modern neuroscience. Even though his drawings

of brain cells are still in use for educational and training purposes, our knowledge about

the structure and function of the brain changed immensely in recent years. In 1924

Hans Berger recorded the first human brain electrical activity. We began investigating

brain activity, both invasively and non-invasively, using electrodes. The revolution in
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structural brain imaging came in the 1970s by introducing computerized tomography

to clinical diagnosis in 1973 and the first human scan obtained by magnetic resonance

in 1977. Five years later, this technique was used to non-invasively obtain a clinically

useful image of patient tissues and identify a primary tumor in the patient’s chest. These

techniques explained brain structure in unprecedented detail. They were followed by

positron emission tomography and single-photon emission computed tomography that

allowed mapping brain functions. Another significant advance came in 1990 with the

introduction of functional magnetic resonance imaging: brain function imaging technique

using the oxygenation status of the blood. This event delineates the start of the modern

era of functional neuroimaging. Just 120 years after the famous sketches, we are able

to analyze the function and structure of the brain in a way previously unimaginable.

Nevertheless, these are only a few examples of the revolutionary imaginary techniques

that we have at our disposal nowadays. Moreover, thanks to multi-modal integration, we

can explore benefits from all the modalities. Hand in hand with the advances in imaging

comes the progress in our understanding. Just between the years 2006 and 2015, the

number of neuroscientific studies rose from approximately 27,000 to 38,000, making a

total of 340,000 over just ten years [4].

Following the turbulent rise of neuroscience in the 20th century, the field of functional

neuroimaging flourished in recent years as noninvasive mapping of brain function became

relatively easily available for numerous research groups around the world. As stated in a

recent article reflecting on the past 20 years of neuroscience, we strived for functional map-

ping of brain activity to individual regions. We witnessed the decade of brain cartography.

However, several researchers emphasized the shift between localizationist approaches of

past decades to more connectivity-based network approaches [5]. This change in perspec-

tive is also due to the development of suitable methods, increased computational power,

and the acquisition of large datasets. Nowadays, we not only search for the activity of in-

dividual regions, but we shifted our focus on investigating relationships between regions;

to cite the reflection on past 20 years: ”We moved from mapping countries borders to

mapping traffic between them.”. There is a new paradigm that moves beyond the simplis-

tic mapping of cognitive constructs onto individual brain areas and emphasizes instead

the conjoint function of brain regions working together as networks [6].

The reasoning for this shift can be illustrated in the recent work of Fox [7]. The authors
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pointed out that former studies focused solely on finding correlates of neuropsychiatric

symptoms by neuroimaging symptomatic patients. Such an approach identified useful

biomarkers; however, it does not tell anything about the causes of the symptoms that

would lead to treatment. Therefore, Fox [7] turned their attention to brain lesions as they

provide a link between the location and neuropsychiatric symptoms. Interestingly when

comparing subjects with similar symptoms (visual hallucinations), the lesions’ locations

overlapped only minimally. In a meta-analysis, there was no single region associated

consistently across various studies with the symptoms. Nevertheless, a breakthrough

came when they shifted their attention to networks, specifically when they analyzed to

which network all the symptoms map. These networks are based on connectivity, i.e.,

relationships between regions. In other words, regions linked together (either physically

or functionally) belong to the same network. Therefore, they mapped each lesion to a

network, and after overlaying these networks, they saw a significant overlap. All in all, it

means that the same neuropsychiatric symptoms caused by brain lesions map to a common

network. This finding stresses the network etiology of various brain disorders, i.e., that

the symptoms are inherent to brain networks or brain circuits rather than a single brain

region. This network etiology of brain disorders was further proven for Parkinson’s disease

[8], migraine [9], or depression [10]. Moreover, it illustrates the shift in our understanding

of brain processes. Analyzing brain processes from the perspective of brain networks,

their interactions, and underlying connections holds big promises for future discoveries.

In conclusion, to understand complex brain functions, we do not only need to under-

stand how individual brain elements behave in isolation but also how those elements inter-

act with one another. These interactions are described by means of connectivity, whether

they are anatomical links, statistical dependencies, or causal interactions. The advent of

functional neuroimaging methods enables a comprehensive examination of macroscopic

brain activity and an investigation of how segregated regions integrate. First, we must

understand the structure and function of brain networks that emerge from brain region

integration. The link between structural and functional networks is still fully resolved,

even though many advances have been made in recent years [11]. Furthermore, these

networks are not static, but rather, they undergo constant changes because neural re-

sponses to momentary challenges are not only reflected by a change of neural activity in

certain brain regions but also by a global reorganization. This constant reorganization
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underpins the continuous information flow. These dynamics are present on various time

scales ranging from milliseconds to months and years. Moreover, the brain networks do

not only change in their activity or participation in a task but also in their structure.

Regions are being recruited and contribute to different brain networks [12].

Nowadays, the availability of a large number of imaging techniques has facilitated the

exploration of human brain networks. We developed frameworks for mathematical repre-

sentation and analysis of high-dimensional datasets. Nevertheless, every technique has its

advantages and disadvantages. For example, the functional neuroimaging modalities can

be compared in terms of spatial resolution, temporal resolution, cost, invasivity, noisiness,

or radioactive dosage. The choice inevitably influences and essentially determines the na-

ture of the analysis. Furthermore, each imaging modality has its specifics when analyzing.

Thus, the applied mathematical methods need to be chosen accordingly. However, they

face the same variability and complexity. They differ in terms of underlying assumptions,

studied relationships, a priori knowledge, or data hunger. The plethora of techniques,

methods, and results can be confusing when searching for a coherent theory on brain

functions. This is why current neuroscientific research is, by definition, multidisciplinary

and combines knowledge of medicine, mathematics, or computer science.

As promising as the connectivity studies are, they still face important challenges. Con-

nectivity can be studied on various spatial and temporal scales. From neuronal circuits

to brain regions. From static connectivity to dynamic connectivity evolving in the scope

of milliseconds, days, and up to years. Moreover, our current brain activity measure-

ments do not represent only true brain activity but also undesirable imaging artifacts.

Therefore, this systematic noise has to be treated carefully in order to obtain valuable

biomarkers of neurological disorders. Moreover, the remaining challenge is not only to

detect but importantly to predict and treat dysfunctions and disorders. These are just

a few of the many obstacles we are facing right now. Nevertheless, they are nothing

compared to the importance of asked questions. Ultimately, understanding how the brain

dynamically adapts to perform various tasks is vital to our understanding of the neural

basis of cognition.
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OBJECTIVE

The goal of this thesis is to demonstrate how connectivity can contribute to the un-

derstanding of brain functions. I review the promises and pitfalls of various connec-

tivity estimation techniques across the most common imaging modalities. Moreover,

I illustrate the possible connectivity applications such as analyzing inter-individual

differences, investigating brain dynamics, or linking structure and function. Finally,

the attractive concept of network neuroscience is portrayed as an elegant follow-up

on connectivity analyses. State-of-the-art methods, including dynamic switching

between segregation and integration or temporal networks, are introduced as well.

Furthermore, I apply this knowledge to three specific research topics. They repre-

sent original research, and although they are very different in their nature, i.e., the

first one being a methodological investigation of resting-state fMRI, the second one

experimental investigation of large-scale dynamics in recognition memory, and the

third represent an assessment of long-term connectivity changes in epilepsy, they all

bring important advances and are highly relevant to all future connectivity studies.

Since all projects were accomplished thanks to a collaborative effort, I generally use

the plural form of the first person “we” in the body of the thesis. Furthermore,

throughout the thesis, these blue boxes will indicate current challenges, specific

questions, or recent advances.
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Chapter 1

Functional neuroimaging

This chapter aims to give an overview of functional neuroimaging methods available for

studying brain connectivity, with a specific focus on those used or referred to in this thesis.

1.1 Different scales of the brain

The brain gathers, processes, classifies and evaluates information from all parts of the

human body as well as stimuli from the person’s surroundings using the sensory system. It

coordinates the human body’s functions, from breathing or cardiac frequency to complex

processes such as the day-night cycle or self-preservation instinct. Via the hypothalamic-

pituitary-adrenal axis, it controls the correct function of the endocrine system. It is the

center of learning and memory. Thanks to the brain, we are able to think, speak, imagine,

dream, and experience emotions. It creates our personality with all its personality traits.

The human brain can be conceptualized as a complex, hierarchical network in which

billions of neurons are precisely organized into circuits, columns, and functional areas.

From a microscopic perspective, the brain is primarily composed of neurons, glial cells,

neural stem cells, and blood vessels. It is estimated that the number of neurons is al-

most equal to the number of all other brain cells and is around 86 billion [1]. From the

macroscopic point of view, the brain can be separated into four parts: cerebrum, cere-

bellum, limbic system, and brain stem. The largest of these four parts is the cerebrum.

The cerebrum is separated by a large deep groove, known as the longitudinal fissure, into

two distinct hemispheres - the left and right hemispheres. The cerebral hemisphere is

divided into five lobes associated with higher brain functions, i.e., frontal lobe, parietal

8
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lobe, occipital lobe, temporal lobe, and insula. The outer layer of the cerebrum is called

the cerebral cortex. The cerebral cortex is made up of grey matter that is folded to create

more surface area forming ridges (gyri) and grooves (sulci). It has six layers, and the

thickness of each layer differs significantly across cortical areas.

These different structural levels of organization in the nervous system naturally define

the level of our investigation. In functional neuroimaging, the main difference among

methods will be the level of analysis. The study of functional brain networks ranges

from protein interactions and neuronal circuits to interactions between systems of corti-

cal areas (Fig. 1.1). However, analyzing cognitive architectures involves structures and

mechanisms, mainly at the highest level of analysis [13]. Nevertheless, in every analysis,

it is important to understand what are the building blocks of the studied network and

how these blocks interact and interconnect.
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Figure 1.1: Schematic representation of levels of structure within the nervous system.
The brain networks can be studied on various levels ranging from synaptic and neuronal
networks to whole-brain networks. A current challenge for connectomics is to capture this
multi-scale organization by charting network relations among elements across different
spatial scales [14]. Adopted from [15].

Brain activity is the basis of every functional neuroimaging method. Neurons are

capable of generating electrochemical signals. This electrical signaling represents a fun-

damental neuronal process. The transmitted information is in the form of an action

potential. Suprathreshold neuronal stimulation can cause a momentary reversal of mem-

brane potential leading to massive depolarization of the neuron due to the gradual opening

of sodium channels along the axon. The influx of positive ions into the cell creates the

electrical signal, which then travels along the axon. When the action potential reaches its

peak, sodium channels close and potassium channels open, leading to repolarization and

ultimately hyperpolarization. The electrical signal travels down the neuron, and when it

reaches the end (the terminal button), it is then chemically transferred to other neurons
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via neurotransmitters. Dendrites receive neurotransmitters from axons of other neurons.

If the summation of incoming electrical signals reaches a threshold value, a sudden change

in membrane potential is triggered, and signaling continues. Therefore, electrical action

potential moves like a wave through the brain. The speed of propagation of the wave

depends on nerve cell type, but it can reach 120 m/s.

Therefore, neurons have three basic functions:

• Receive signals (or information)

• Integrate incoming signals (to determine whether or not the information should be

passed along)

• Communicate signals to target cells (other neurons, muscles, or glands)

At the level of neuronal ensembles, the synchronized activity of large numbers of neu-

rons gives rise to oscillations. This oscillatory neuronal activity is thought to provide a

mechanism for dynamic network coordination [16, 17]. The oscillations presumably reflect

synchronized rhythmic excitability fluctuations of local neuronal ensembles. Synchronized

oscillations facilitate the flow of information between neuronal ensembles [18]. Further-

more, a burst of action potentials occurring during an oscillation may further enhance

the reliability of the transmitted information or contribute to establishing long-range syn-

chronization [19]. The brain dynamically coordinates the information flow by changing

the strength, pattern, or frequency with which different brain areas engage in oscillatory

synchrony [18].

LOCAL FIELD POTENTIALS

An important concept for recordings of brain activity is the Local Field Potential

(LFP). LFP represents the electric potential recordable in the extracellular space

around neurons. It is generated by synchronized synaptic currents arising on cor-

tical neurons, possibly through the formation of dipoles [20]. LFP sample closely

localized populations of neurons. As a result, they differ significantly when recorded

from two distinct areas. For example, in the visual cortex, they have been reported

to originate within ≈250 µm of the recording [21].
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1.2 Mapping brain functions

In the U.S. National Library of Medicine, brain mapping is defined as:

”The study of the anatomy and function of the brain and spinal cord through

the use of imaging, immunohistochemistry, optogenetics, molecular, stem cell,

& cellular biology, engineering, neurophysiology, and nanotechnology [22]”.

The study of mapping function on the structure of the brain is not a new topic. Already

at the beginning of the 19th century Franz Joseph Gall started to localize cognitive brain

functions. Unfortunately, the focus was on the erroneous concept of phrenology. The idea

of phrenology is that each special function or personality trait can be mapped to a spatially

distinct region in the brain (Fig. 1.2). The phrenology is considered a pseudoscience as

it states that the measurement of bumps on the skull can predict mental traits. More

specifically, Gall writes that ”Other things being equal, the relative size of any particular

mental organ is indicative of the power or strength of that organ”. He believed that the

brain was made up of 27 individual organs. Even though the methodological rigor was

doubtful even for the standards of its time, the model was still an important historical

advance toward neuropsychology.

Figure 1.2: Phrenology. Phrenology is a pseudoscience that believes that personality traits
can be mapped onto the cortex. Moreover, it states that the size of the area is indicative of
the trait power or strength. The theory dates back to the 19th century and Franz Joseph
Gall. Source: [23].

Nevertheless, how is it possible that already in the 1950s, a long time before sophis-

ticated neuroimaging methods, we already had very precise maps that localized specific

brain functions (Fig. 1.3)? There are two reasons. The first one is the study of subjects

with brain lesions caused, for example, by stroke, disease, or traumatic wounds. Since it
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provides a clear causal link between brain damage and dysfunctionality, a malfunctioning

brain might be the most studied brain in the world. At the end of the 19th century,

phrenology was replaced by the clinical–anatomical correlation method, where disorders

of the nervous system were explained in terms of either cortical damage or disconnection

syndrome. This approach led to the golden age of neuropsychology from 1861 to 1914.

Behavioral neurologists and neuropsychiatrists described disorders, such as aphasias (Bas-

tian, Broca, Wernicke), agnosias (Lissauer), apraxias (Liepmann), and alexias (Déjerine).

Until the 1960s, it was believed that memory is part of cognitive functions and that

there is no brain area specific for memory. It all changed with patient HM. In 1953 Henry

Molaison (1926-2008) had to undergo surgery to remove part of his brain due to severe

epileptic seizures. After the surgery, his memory functions were limited [24]. Patient HM

suffered from partial memory loss. He could not remember people’s names; he forgot daily

news; he was severely impaired at recognizing faces. On the other hand, he performed well

at recognizing faces of persons that were in the news before his surgery. His childhood

memories remained untouched, and his intelligence and intellect did not change at all.

His short-term and working memory also did not exhibit any signs of malfunctioning [24].

These groundbreaking observations caused a revolution in understanding the organization

of human memory. Moreover, they shaped the development of cognitive neuropsychology,

i.e., the study of how the structure and function of the brain are related to specific

psychological processes. For the last 50 years, patient HM is the most studied case in

the history of neuroscience. His willingness to be studied pushed forward fields such as

cognitive neuroscience or neuropsychology. Nevertheless, it was not only HM but many

other patients who contributed significantly to our current knowledge. (for an overview,

see [25]).

The second source of knowledge was gained through the direct electrical stimulation

of the cortex of patients undergoing brain surgery. Originating in the studies of galvanic

currents of Alessandro Volta, researchers in the second part of the 20th century began

using electrical stimulation of the brain cortex in awake neurosurgical patients to investi-

gate real-time anatomo-functional correlations. Wilder Penfield and his colleagues’ work

revolutionized our understanding of cortical localization (see the phenomenon of motor

and sensory homunculus). Not only that the stimulation provides direct evidence about

the necessity of brain region or pathway for a given cognitive function, but it also supports



CHAPTER 1. FUNCTIONAL NEUROIMAGING 14

Figure 1.3: Mapping of brain functions. This figure schematically summarises the state of
knowledge of localization of the human functional brain in 1957. It is based on data from
lesions and studies using direct cortical stimulation during neurosurgery. Source: [25].

causal inferences about the separability of sensory, motor, and cognitive abilities [26].

Even nowadays, direct electrical stimulation is still the only technique that allows

direct mapping of white matter tracts in vivo in humans. Intraoperative electrical stim-

ulation temporarily inactivates restricted regions during brain surgery and can map cog-

nitive functions in humans with spatiotemporal resolution unmatched by other methods

[27]. One successful application is the intraoperative mapping of the subcortical language

pathways. In current clinical practices of neurosurgeries, patients are awakened, and they

perform several language tasks to assess the functional role of restricted brain regions.

In doing so, the surgeon can maximize the resection extent without generating cognitive

(especially language) impairments [28]. Furthermore, stimulation also helped investigate

other complex systems, such as working memory, attention, executive functions, and con-

sciousness [26].

However, both the stimulation and the study of patients with lesions have a natural

limitation as they do not study a healthy brain. For ethical reasons, neither lesions nor

direct electrical stimulation of the brain via surgery (for reasons of general risk associated

with exposing the brain) may be used in the study of healthy human subjects. Thus, a

significant advance came with non-invasive neuroimaging [25].
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Nowadays, imaging techniques play a pivotal role in medical research. They are capa-

ble of both delineating brain structure and monitoring brain activity. These correspond

to two classes of brain imaging - structural and functional. The purpose of structural

imaging is to visualize the various brain structures and any physical abnormalities that

may affect them (such as tumors, bleeding, blood clots, or birth deformities). The most

common structural imaging techniques are Computer Tomography (CT) and Magnetic

Resonance Imaging (MRI). On the contrary, functional imaging aims to measure activity

in certain parts of the brain while performing certain tasks. This activity can yield many

forms, from differences in electrical potential to changes in the level of glucose or blood

oxygenation. The functional imaging methods include Positron Emission Tomography

(PET), functional Magnetic Resonance Imaging (fMRI), electroencephalography (EEG),

and magnetoencephalography (MEG).

Each imaging technique comes with its specifics, and thus they can be categorized

based on various aspects. The principle difference is in the underlying physical phenomena

of each technique. Further, they differ in invasivity, i.e., the need for direct access to the

brain via surgical intervention. All methods differ in their cost, both the cost of the

measurement and the instrument itself. Notably, there is an important difference in

the temporal and spatial resolution (Fig. 1.4). These two properties often come in the

opposite. Frequently techniques with a very good temporal resolution, i.e., the capability

to brain activity in terms of milliseconds, do not have the desired spatial resolution.

Therefore, they are able to record the activity of only regions or lobes. On the other

hand, techniques able to distinguish between smaller neuronal population can only record

the activity in the scope of seconds. A method that would combine very high temporal

and spatial resolution will inevitably suffer from high-invasivity or high cost.
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Figure 1.4: Spatial and temporal resolution of neuroimaging modalities. There is a trade-
off between the two main characteristics of each functional neuroimaging techniques. Hav-
ing a good temporal resolution necessarily results in a bad temporal resolution and vice
versa. Although iEEG offers high spatial and temporal resolution, it is only due to inva-
siveness.

1.3 EEG

Electroencephalography (EEG) holds a prominent place among neuroimaging techniques.

Its long history and straightforward principles make it the most available method nowa-

days. EEG is a continuous recording of brain electrical activity. The usual setup includes

placing electrodes along the subject’s scalp. The electrodes are named and positioned

according to the international 10-20 system. The system is based on four principal po-

sitions on the head that are easily transferable across subjects: nasion, inion, and two

pre-auricular points. Therefore, measurements are comparable across various recording

sites. In this setup, 19 electrodes are used (plus ground and system reference). The

naming might change in high-density arrays. If the research application demands a high

spatial resolution, the high-density array can include up to 256 electrodes. In some sys-

tems, each electrode is attached to an individual wire. Other systems use caps or nets

into which electrodes are embedded. This is particularly common in high-density arrays,

and it greatly simplifies the work and manipulation.
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Recorded electrical activity is a measurement of differences in electrical potentials

between two points. Therefore, a channel displays a difference in its electrical potential to

some other recording site. Nowadays, EEG is typically measured via referential montage.

In this montage, each channel represents the difference between an individual electrode

and a designated reference electrode. An offline re-referencing could be further applied

since any montage can be constructed mathematically from any other. For example, in

average reference montage, the summed and averaged outputs of all amplifiers are used

as the common reference for each channel. In a bipolar setup, each channel represents the

difference between two adjacent electrodes. As a result, bipolar montage is not affected

by the influence of a common reference and provides a very precise spatial localization of

source origin.

EEG signal usually has an amplitude of 10 µV to 100 µV. It captures postsynaptic

potentials or changes in membrane potentials elucidated by neurotransmitters binding to

receptors on the postsynaptic membrane [29]. Therefore, each recording channel records

the direct activity of millions of neurons in the cerebral cortex. Although it was generally

believed that the activity of deep brain structures is not visible from scalp recordings, there

has been some direct evidence that scalp EEG indeed can sense subcortical signals [30].

Furthermore, the signal could be contaminated by high-magnitude electrical currents

from undesirable artifacts. The artifacts can be generally divided into biological and non-

biological. Biological non-neuronal sources include heart and eye movements, muscle and

movement artifacts, dental artifacts, transpiration, or artifacts from tongue and other

oropharyngeal structures movements. The non-biological artifacts include cable move-

ment, incorrect reference placement, or alternating current electrical and electromagnetic

interference.

The goal of a preprocessing pipeline is to detect and remove undesirable artifacts. Al-

though there were attempts on standardized EEG preprocessing, variability across studies

remains [31]. Following recommendations of Bigdely-Shamlo et al. [32], the most common

EEG preprocessing steps include:

• Line Noise Removal - Applying a notch filter at 50 Hz (resp. 60 Hz) power line.

• High-pass Filtering - A high-pass filter with a cutoff frequency of 1 Hz removes

long-term trends and drifts. However, the application still raises concerns [33].
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• Detection of Noisy Channels - Automatic detection of noisy or outlier channels.

Noisy channels could be further interpolated.

The recorded wave-like signal could represent a triggered response to stimuli or spon-

taneous activity. When the EEG is time-locked to a stimulus to which the participant

reacts, it is called an Event-Related Potential (ERP). The time period before the stimulus

onset is called a baseline. ERP represents synchronized responses of groups of neurons to

afferent excitations. It is a more complex type of response than the unit activity of indi-

vidual neurons. Each ERP is characterized by its shape, latency of the peaks, amplitude,

slope, polarity, and mutual relations of waves.

In addition to ERP, the common analysis focuses on neural oscillations, i.e., the spec-

tral content of EEG. Each wave can be characterized by its amplitude, shape, and fre-

quency. We commonly distinguish six different frequency bands, each corresponding to a

different state of mind: from sleepiness and drowsiness to engaged and excited. Histori-

cally the classification goes as follows:

• 0.5-4 Hz: Delta-band

• 4-8 Hz: Theta-band

• 8-13 Hz: Alpha-band

• 13-30 Hz: Beta-band

• 30-70 Hz: Gamma-band

• more than 70 Hz: High gamma band
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HIGH GAMMA FREQUENCY

The study of high gamma oscillations flourished in recent years. Many studies have

shown that high gamma activity with frequencies above 60 Hz is a reliable indicator

of population-level cortical activity related to different motor, sensory, or cognitive

tasks [34] and inter-regional communication measures [18]. Moreover, the high-

frequency range of local field potentials was correlated with fMRI BOLD activity

[35]. Finally, findings in epilepsy also drove the interest in frequencies above 70-80

Hz. Since interictal high-frequency oscillations (80–500 Hz) are considered to be

strongly bound to the seizure onset zone, they were investigated as electrophysio-

logical biomarkers (more information in [36]). However, their role is far from being

resolved. For example, fast ripples (250–500 Hz) seem to be always pathological,

but ripples (80–250 Hz) are also involved in physiological processes such as memory

consolidation in the hippocampus [37].

Even though we will soon celebrate 100 years from the first recordings, the EEG has

gone through a phase of mistrust. After the introduction by Hans Berger in 1924, EEG

was first met with skepticism. It took several years before the instrument was generally

accepted. The measurements were greatly limited by the available technology, an example

being the ink-writing oscillograph used to record measured electrical activity. Since the

signal analysis was done manually using visual inspection, it is not surprising that the

most obvious 10Hz oscillations were studied first. Although some researchers suggested

calling them Berger waver, Berger himself used the term alpha waves. Everything else

that did not correspond to alpha waves was called beta waves. It is important to note

that even though the Fourier transform was already known at that time, there were

no computers to calculate it. Nevertheless, in 1932 Dietsch published a first Fourier

analysis of the EEG signal that consisted of a table for a handful of frequencies. Further

description of frequency bands came in 1936 with slower frequencies (called delta waves)

and frequencies higher than 30 Hz (gamma waves). Especially, the gamma waves were

first criticized since the oscillograph was not capable of writing faster than 30 or 50 Hz

and fluctuations smaller than five microvolts; both of these characteristics being typical

for gamma waves.

Along with describing the frequency content of the signal, researchers also focused



CHAPTER 1. FUNCTIONAL NEUROIMAGING 20

on detecting cognitive responses in the signal. Already Berger observed that the voltages

could be influenced by external events stimulating the senses. Even though EEG recorded

electrical potentials of the brain, it was difficult to isolate individual neurocognitive pro-

cesses. A breakthrough came in 1935 when Pauline and Hallowell Davis recorded the

first known ERPs on awake humans. A further advance was interrupted by the war, so

it was until 1964 when Grey Walter reported the first cognitive ERP component. This

year marks the start of the modern era of ERP, where in the next fifteen years, ERP

component research became increasingly popular.

From the very beginning, EEG was associated with the analysis of brain diseases.

The field of clinical electroencephalography started mainly by the study of epileptic pa-

tients. Already in the 1930s, epileptiform spikes, interictal epileptiform discharges, and

spike-wave patterns during clinical seizures were described. Furthermore, EEG became

an invaluable tool in the study of human sleep. The first description of REM sleep

dates back to 1953. Later, the arrival of computers revolutionized the field. Thanks to

the ease and insight of EEG recordings, the instrument was increasingly used to study

pathology, function, and behavior. Nowadays, when we dispose of large computational

power, time-frequency decompositions and pattern recognition algorithms are standard.

In the upcoming years, we can expect large-scale multiple-sensor research in the line of

open-access big data projects.

The main advantage of EEG is its effectiveness and low cost. It has a very high

sampling frequency, i.e., it can record the signal on a millisecond scale. Moreover, it

is only a passive recording; thus, it is very safe. On the contrary, it has a very low

spatial resolution, i.e., limited ability to accurately record from deep brain structures.

Although there are source analysis methods aiming to reconstruct neuronal activities in

specific brain areas by solving the so-called EEG inverse problem [38], EEG research

has mostly focused on cortical structures due to the non-unique solution to the inverse

problem [39]. Nevertheless, EEG can be used simultaneously with fMRI so that high-

temporal-resolution data can be recorded simultaneously as high-spatial-resolution data.

Moreover, individual anatomical information derived from the MRI is used to improve

source imaging. With these advances, EEG continues to be a widely used technology

in cognitive science, cognitive psychology, and psychophysiological research, as well as in

diagnosing epilepsy or sleep disorders.
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1.4 iEEG

Intracranial EEG (iEEG) is an invasive measurement, and so it offers improved spatial

resolution compared to scalp EEG. However, it is only feasible for clinical purposes in

subjects scheduled for neurosurgery due to the necessary surgical intervention. Intracra-

nial recordings are obtained either using subdural grid electrodes placed on the cerebral

cortex after craniotomy or depth electrodes (Fig. 1.5). These two approaches are referred

to as electrocorticography (ECoG), resp. stereotactic EEG (sEEG).

Stereoelectroencephalography 
sEEG

Electrocorticography 
ECoG

Figure 1.5: Intracranial EEG. Two methods of intracranial EEG: electrocorticography
(ECoG) and stereotactic EEG (sEEG). While ECoG grids provide measurements over
a large area, they are often implanted only in one hemisphere, and they do not allow
monitoring deeper brain structures. In contrast, sEEG can be implanted bilaterally and
allows monitoring of superficial and deep cortical structures [40]. About fifteen electrodes
can be implanted per patient.

The history of intracranial EEG measurements is tightly linked to the measurements

of EEG itself. Driven by the research on epilepsy, the first serial invasive EEG recording

over several days using epidural electrodes was performed already in 1939 at the Montreal

Neurological Institute. The results proved the usefulness of intracranial EEG in the

delineation of the epileptogenic zone. Therefore, ECoG became a standard measurement

executed during awake surgeries. The main focus laid on the localization and detection of

epileptiform discharges. Moreover, ECoG measurement allowed concurrent direct cortical

electrical stimulation for functional mapping of the cortex and identifying critical cortical
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structures.

However, in the upcoming years, it became clear that surface measurements are not

sufficient as also subcortical and deep brain lesions like the thalamus, basal ganglia, and

other regions are involved in the generation of epileptic seizures. Hence, in 1949 the first

report about stereotactic implantation of EEG was published. During the same year,

Jean Talairach began his revolutionary work on stereotactic procedures. He significantly

improved the implantation technique. Moreover, he defined a system of reference lines

and structures that allowed an individualized and optimized approach for investigations

of deep brain structures and their anatomical localization. Finally, in 1957, he published

the first atlas of stereotactically defined brain structures.

Along with Jean Bancaud, they further improved the recording of deep brain struc-

tures, and they introduced new clinical features such as the three-dimensional analysis of

seizure patterns or seizure patterns distribution, propagation, and correlation. Ultimately,

they defined the term epileptogenic network and its constituent components. Until the

beginning of the 1980s, sEEG was the gold standard and the main tool for investigations

in epilepsy patients. After that, it was accompanied by advanced structure localization

using new non-invasive neuroimaging techniques, mainly the CT and MRI scanner (for

an extensive overview, see [41]).

Even nowadays, the vast majority of human iEEG studies are conducted in patients

with epilepsy [40]. These patients suffer from uncontrollable seizures and are resistant

to conventional antiepileptic drug treatment. They are first examined via non-invasive

imaging techniques (EEG, MRI, PET) in order to localize their seizure onset zone. If

these techniques fail to identify the seizure onset zone, iEEG implantation that includes

continuous monitoring, recording spontaneous epileptic seizures, and performing electric

stimulation is carried out. The placements of intracranial electrodes can follow standard

setups or be tailored to every subject individually based on clinical criteria. The localiza-

tion of electrodes is commonly confirmed by a fusion of postoperative CT and preoperative

MRI scans. Since the activity is recorded directly from/within the brain surface, the signal

magnitude could reach hundreds of millivolts. In the current clinical setup, iEEG signals

are composed of synchronized postsynaptic potentials (local field potentials), recorded

either directly from the exposed surface of the cortex or deep subcortical structures, de-

pending on the chosen technique.
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When the activity of deep subcortical structures is to be recorded, each patient is often

implanted with 5–15 depth electrodes, unilaterally or bilaterally (each consisting of 10–14

recording contacts). For the implantation, small holes are drilled in the skull. The elec-

trodes often target the limbic structures (medial temporal lobes, cingulate, orbitofrontal,

and insular regions), but since they penetrate the brain from its lateral surface, they offer

recordings from the lateral sites as well.

ECoG uses subdural grids of electrodes placed directly on the exposed surface of

the brain to record electrical activity from the cerebral cortex. ECoG covers a much

broader area of surface than sEEG. However, part of the skull needs to be removed for

implantation. Moreover, it typically covers the cortical surface of only one hemisphere

[40]. Although still considered a golden standard, due to high invasiveness, iEEG is

beginning to prevail [42].

After the implantation, subjects typically spend several days in the hospital for further

monitoring and recording. During this period, they could undergo a batch of cognitive

tests providing neuroscientists with unique and rare data. However, this implies that iEEG

recordings are available only from epileptic patients. Thus, epilepsy and tumors could

affect brain responses. Therefore, recordings must be inspected carefully for pathological

activities.

In summary, iEEG offers a unique view of brain functions with unprecedented spatial

and temporal resolution. However, there are inherent disadvantages such as invasivity, low

sample sizes, inter-individual variability in neuroanatomy, undersampling of some areas,

incomplete coverage of the brain, and limited access to sulci with ECoG.

1.5 MRI

Magnetic Resonance Imaging (MRI) is one of the most common structural imaging tech-

niques. It is capable of high-resolution images of brain structure. Compared to ionizing

radiation used in X-rays of Computerized Tomography (CT), it is based solely on mag-

netic fields and radiofrequency. More specifically, it is based on small magnets in the

human body, the hydrogen protons. Up to 60 % of the human body is made of water,

and each water molecule consists of two hydrogen atoms. In each hydrogen atom’s nuclei,

there is a spinning charged particle, i.e., the proton. Its movement produces a magnetic
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field called the magnetic moment, and thus hydrogen atom acts as small magnets. In

normal conditions, protons are oriented randomly, and there is no overall magnetic field.

MRI scanner consists of a primary magnet, gradient coils, radio-frequency coils, and

computer system. The primary magnet produces a unified magnetic field around the pa-

tient. Magnets differ in the magnetic field strength, ranging from 1.5 Tesla to 7 Tesla.

Upon applying the magnetic field, most hydrogen protons align parallel to the primary

magnetic field adopting the so-called low-energy state. A small portion of hydrogen

protons would align antiparallel to the primary magnetic field, occupying a high-energy

state. This process is called longitudinal magnetization. Moreover, protons are process-

ing, i.e., they spin around the long axis of the primary magnetic field. If they process

synchronously, they process in phase. Conversely, when they process separately, they pro-

cess out of phase. The processing rate is called the Larmor frequency. Larmor frequency

changes in proportion to the magnetic field strength.

Gradient coils are three, and they are used to alter the primary magnetic field. Change

in their arrangement gives MRI the capacity to image directionally along the x,y, and z -

axis. Alteration of the primary magnetic field’s strength changes the processing frequency

between slices, which is used to slice selection and spatial coding.

A radio-frequency (RF) coil is used to create disturbances in the primary magnetic

field. By creating radio waves that resonate with the magnetic field, some low-energy

particles flip to a high-energy state, decreasing longitudinal magnetization. Conversely,

protons become more synchronized as they process more coherently, increasing transverse

magnetization. After switching off the RF pulse, protons release energy and return to

the low-energy equilibrium state. This flip back emits an electromagnetic signal recorded

by an RF coil. The time for the return to equilibrium (relaxation time) depends on

the tissue type. The difference in relaxation time creates the resulting contrast between

structures. There are two types of relaxation time constants: T1 and T2. T1 corresponds

to increasing longitudinal magnetization as protons return to their original alignment. T2

corresponds to decreased transversal magnetization as protons process more out of phase.

However, the T2 time constant is further affected by local inhomogeneities in the magnetic

field. Therefore, T2* time constant includes additional effects due to macroscopic and

microscopic magnetic field and accounts for the inhomogeneities.

Besides T1 and T2* constants, each imaging sequence is characterized by the repetition
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time (TR), defined as the time between two consecutive RF pulses, and the echo time,

defined as the time between the RF pulse and the peak of the signal induced in the coil

(how soon after excitation the signal is collected). Controlling these characteristics is used

to emphasize different tissues.

As there are T1 and T2* relaxation times, resulting images are T1-weighted or T2*-

weighted. In the T1-weighted image, new blood and fat appear bright while water ap-

pears dark. This image is useful for the diagnosis of blood barrier disruptions or vascular

changes. Conversely, in the T2*-weighted image, fat is dark, and water is bright. There-

fore, these images provide more anatomical details, especially regarding cerebrospinal fluid

(CSF) spaces, and they are used for lesion diagnosis. Their contrast can be further im-

proved using fluid attenuation inversion recovery (FLAIR) procedure where free-flowing

water (CSF) appears dark, enabling better delineation of lesions near ventricles and better

grey-white matter differentiation.

A special imaging sequence is diffusion-weighted imaging (DWI), measuring the Brow-

nian motion of water molecules. The resulting contrast is generated by the rate of water

diffusion at a given location. The diffusion patterns of water molecules can reveal micro-

scopic details about tissue architecture, either in normal or in a diseased state. Every fluid

restriction appears bright in the image, and thus, they are useful in detecting ischemia

and abscess. Moreover, within cerebral white matter, the diffusion of water molecules

is restricted by various obstacles, and thus it is mainly driven by the orientations of ax-

ons (so-called anisotropic diffusion). This information is used in diffusion tensor imaging

(DTI). DTI, a special kind of DWI, has been extensively used to map white matter tracts

in the brain. More on this subject can be found in chapter 2.3. All in all, these techniques

revolutionized the field of neuroimaging because they are able to reconstruct white matter

pathways and study white matter bundles in living humans [43].

1.6 fMRI

We are now entering into the fourth decade of fMRI measurements. fMRI went from the

pioneering experiments demonstrating relatively coarse images of activity in the visual

cortex to being the most popular cognitive neuroscience method. Upon framing the fMRI

as a valid measurement depicting brain activity, we entered the era of brain-mapping.
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The mapping started with basic visual and motor processes and moved to basically all

cognitive processes. This “gold rush” of studies attempting to non-invasively localize var-

ious cognitive states to specific brain areas went as far as searching for neural correlates

of love, politics, and other like topics [44]. The obtained results were alike to those of

phrenology. Almost from the very beginning of fMRI, there was another line of research

exploring the interactions between different brain areas. Initially, as a second to localiza-

tionist but slowly gaining momentum, the connectionist view started to prevail. With the

game-changing studies on resting-state networks, we entered the era of brain networks.

Nowadays, studies explore the interconnected nature of the brain and how those networks

interface in the context of complex human behavior [44].

Functional MRI, as its name suggests, is a functional imagining technique. It is based

on the premise that the T2*-weighted image combines the effects of T2 contrast and local

inhomogeneities in the magnetic field. These inhomogeneities can be either eliminated

or emphasized using a special scanner setup. One of the sources of inhomogeneities is

hemoglobin. Hemoglobin exists in two forms in the blood: oxyhemoglobin and deoxy-

hemoglobin. These two forms correspond to two magnetic states; while the oxy- form is

diamagnetic and has no significant effect on the local magnetic field, the deoxy- form is

paramagnetic and, in higher concentration, causes a decrease in MR signal. This physi-

cal phenomenon is the basis of the blood oxygen level-dependent signal, i.e., the BOLD

signal.

The brain highly depends on a tightly regulated blood supply. All neurons need a

steady oxygen and nutrients source, defined as resting cerebral blood flow (rCBF). The

supply is provided by an extensive network of arteries and capillaries. However, when

neurons are active, the steady supply needs to be increased as neurons extract more

available oxygen leaving a higher percentage of deoxyhemoglobin. The resulting dip in

oxyhemoglobin concentration manifests as decreased MRI signal. After the initial dip,

blood vessels increase in their diameter and supply more nutrients and oxygen to meet

the demands. Incoming blood to neurons is highly oxygenated, resulting in an increase in

MR signal compared to rCBF. Therefore, the BOLD signal reflects these changes in the

ratio of oxy- and deoxyhemoglobin. The typical neuronal response called a hemodynamic

response function (HRF) manifests as an initial dip in the fMRI signal followed by over-

compensation leading to a peak in BOLD 4-6 s following the activation. Therefore, the
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BOLD response is typically modeled as the convolution of the stimulus function with the

HRF function. Consequently, the BOLD signal is an indirect measurement of neuronal

activity that is delayed to the original neuronal activity. The magnitude of MR signal

changes to rCBF is 0.1 to 5 percent. However, previous studies proved that the BOLD

signal corresponds relatively closely to LFP, reflecting postsynaptic activity [45].

fMRI recording is a sequence of scans where the BOLD signal corresponds to image

intensities across the scans. In other words, each image consists of approximately 100,000

cubic volumes (voxels) that span the 3D space of the brain to form approximately 100,000

time-series. Natural limitations arise from the physical phenomena underlying the signal.

Mainly, it is the low temporal resolution due to the inherent time delay between neu-

ronal activity and the change in oxyhemoglobin concentration due to the neurochemical

mechanisms of regional blood flow. Furthermore, even though the BOLD response is

roughly linear, there is evidence of refractory effects or saturation, reducing the BOLD

amplitude [46]. Like any other imaging technique, fMRI is also affected by unwanted

artifacts. There are many non-neuronal sources of signal variability, such as thermal

noise, physiological sources (created by the cardiac and respiratory cycles), scanner and

head coil heterogeneities, spiking, chemical shifts, radio-frequency interference, or subject

movement [47–50]. They induce undesirable, artificial effects that manifest in complex

temporal and spatial patterns from high-frequency spikes to low-frequency drifts. Recent

studies pointed out that even small head movements, in the range of 0.5 to 1 mm, can

induce systematic biases [51–59].

1.6.1 The art of fMRI preprocessing

As in other imaging modalities, fMRI data preprocessing is used to reduce noise. Pre-

processing usually includes image re-alignment, smoothing, filtering, normalization, and

other steps [60]. Preprocessed are both fMRI and MRI image sequences. The goal is to

minimize the influence of data acquisition and physiological noise. Moreover, it standard-

izes the locations of brain regions across subjects to achieve validity and sensitivity in

group analysis. Here are listed the most common preprocessing steps:

• Removing several first scans to allow signal stabilization.
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• Slice time correction - Often multiple slices are sampled during each TR, and typ-

ically each slice is sampled at a slightly different time point. Slice time correction

ensures that each voxel intensity corresponds to the same time point by applying

interpolation techniques.

• Motion correction - Since undesirable small shifts between subsequent images could

occur, motion correction ensures that we depict the same brain region at every time

point. Rigid body transformation corrects every image to correspond to the first

or mean image using three translational parameters x, y, z, and three rotational

parameters pitch, yaw, roll.

• Co-registration - fMRI images are registered to the MRI image obtained at the

beginning of the sequence. This simplifies the transformation of fMRI to the stan-

dard coordinate system and allows overlying intensity images on high-resolution

structural images.

• Normalization - Images are adjusted to a standard brain to be comparable across

subjects, usable in group analyses, and the results generalizable to the population.

Commonly studies use standard brain from the Montreal Neurological Institute.

This step is generally accompanied by structural segmentation into two new scans

of white matter and cerebrospinal fluid.

• Spatial smoothing - Spatial smoothing of images is applied to increase the signal to

noise ratio, validate distributional assumptions, and reduce artifacts. The smooth-

ing kernel size is determined by the fill width at half maximum (FWHM), which

measures the width of the kernel at 50% of its peak value.

The preprocessing of scans is followed by a preprocessing of extracted BOLD sig-

nals (Fig. 1.6). The denoising steps could include regression of head-motion parameters

acquired while performing the correction of head-motion with the addition of their first-

order or even second-order temporal derivatives. Further regression of either white-matter

and cerebrospinal fluid components identified using principal component analysis or noise

components identified using independent component analysis [61] brings further advan-

tages. Other preprocessing steps could include despiking, scrubbing, or outlier detection.

Finally, time series are linearly detrended to remove possible signal drift by a band-pass

filter. For a detailed comparison of pipelines, see [62].
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OPTIMAL PIPELINE

Applying a preprocessing pipeline became an art. There are countless variations

and techniques [62]. Critically, there is no consensus on the optimal preprocessing

strategy that should be applied to fMRI scans [63]. Recently, Esteban et al. [64]

proposed a robust, easy-to-use, and transparent preprocessing pipeline called the

fMRIPrep (Fig. 1.6). Since the preprocessing pipeline can significantly influence

derived brain topology measures, a general effective pipeline is of utmost impor-

tance. Being able to quantify the performance of each pipeline would greatly help

in the search for the optimal one.

Figure 1.6: Proposed standard for fMRI preprocessing. Currently, there is no consensus
on optimal fMRI preprocessing. Each preprocessing consists of several steps applied to
T1-weighted and T2*-weighted images. Recently, Esteban et al. [64] proposed a robust,
easy-to-use, and transparent preprocessing pipeline called the fMRIPrep. It performs min-
imal preprocessing steps, i.e., motion correction, field unwarping, normalization, bias field
correction, and brain extraction. Source: [64].
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1.6.2 Brain parcellation

The BOLD signal could be extracted from approximately 100,000 voxels. However, a

common approach is to subdivide the brain into units using an atlas-based parcellation

method. Brain parcellations divide the brain’s spatial domain into a set of non-overlapping

regions of interest (ROI) that show some homogeneity with respect to the information

provided by one or several image modalities, such as cytoarchitecture, task-based fMRI

activations, or anatomic delineations [65, 66]. Indeed, one of the main differences be-

tween several parcellations is whether they are based on anatomy or brain functionality.

The structural atlases have the advantage of deriving neuro-biologically meaningful brain

atlases, but they might fail to fully reflect the brain’s intrinsic organization and cap-

ture the functional variability inherent to individual brains. Further delineation is based

on whether cortical surfaces are subdivided independently for each subject (subject-level

methods) or if representative models of a population are built (group-level).

The impossibility of optimal brain MRI parcellation makes the definition of regions

of interest arbitrary [67]. Therefore, the number of ROIs ranges from 10 to 104 in voxel-

based studies (for review, see [68]). Finally, when appropriate parcellation is selected, the

final BOLD signal for a given ROI is calculated as either mean intensity across all regions’

voxels, or alternatively, as the first component of the principal component analysis of all

voxels’ time series.

Brain atlases are useful not only in fMRI studies but also while working with iEEG.

Typically, iEEG needles target various structures in a non-homogeneous way. Since the

sampling of structure differs across subjects, brain atlas offers a way of assignment iEEG

contacts to certain brain regions, and thus it increases comparability of implantations

across subjects. Moreover, because some regions are either under-sampled or not sample

at all, data from all patients could be pooled together, forming a meta-patient with a

significantly better-sampled brain.

1.7 Other modalities

There are several other functional neuroimaging modalities, such as positron emission to-

mography (PET), magnetoencephalography (MEG), functional near-infrared spectroscopy,

single-photon emission computed tomography, or functional ultrasound imaging. Here,
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we briefly discuss two of them, i.e., MEG and PET, to illustrate why fMRI and EEG are

the most common techniques.

Positron emission tomography is based on the same assumption as fMRI, specifically,

that the blood flow to an area increases when the area is active. In PET imaging, a

radioactive substance called radiotracer is used to visualize and track changes in metabolic

processes (e.g., changes in blood flow). Radiotracer consists of radionuclide (positron-

emitting isotope) and an organic ligand. The ligands used in PET scanning are compounds

normally present in the body, such as glucose, water, ammonium, or molecules that bind

to receptors or other sites of drug action. Upon injection, the radiotracer emits positrons,

which then emit gamma rays after colliding with brain tissue electrons. The PET scanner

detects these gamma rays. Common radiotracers in brain imaging are 18F-FDG and

oxygen-15. Using oxygen-15 indirectly measures blood flow to the brain similarly as in

fMRI. Using 18F-FDG measures regional glucose use and can be used in neuropathological

diagnosis. The limitation of a PET scanner is a low number of scans that can be taken in

a session due to the radioactive substance injection. Moreover, the session must be kept

short to limit the amount of radiation the subject is exposed to. The typical temporal

resolution of approximately 40 s is significantly lower compared to fMRI. Finally, the PET

scanner has a high initial cost and ongoing operating costs.

Magnetoencephalography is a direct measurement of brain activity using magnetic

fields. Electrical currents generated by neuronal activity create magnetic fields. Even

though these fields are faint, they can be measured with highly sensitive magnetometers.

The most commonly used magnetometer now is the array of SQUIDs (superconducting

quantum interference device). SQUIDs need to be cooled to -270°C, usually using liquid

helium. Furthermore, imaging must be performed in a shielded room that blocks other

confounding sources of magnetic fields. Although MEG is a similar measurement to EEG,

there are important differences. Magnetic fields are less distorted by the skull, and the

measurements are reference-free. MEG has a better spatial resolution, but it decays

with distance as it detects intracellular currents associated with postsynaptic potentials.

Therefore, it is more sensitive to superficial cortical activity. Moreover, MEG is most

sensitive to activity originating in sulci in contrast to EEG that detects activity both in

the sulci and at the top of the cortical gyri. With very high temporal resolution and no

health risks, the main limitation lies in high cost and limited resolution for deep structures.
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Connectivity

In this chapter, we lay the fundaments of connectivity analysis. Key terms and differ-

ent types of connectivity are introduced here. Moreover, we describe the most common

methods of connectivity estimation. As each method is more suitable for a different situ-

ation, we try to highlight their strengths and weaknesses. The chapter ends with general

recommendations and instructions on optimal method selection.

2.1 Long history

”Nothing defines the function of a neuron better than its connections - Un-

derstanding these patterns of cortical connectivity is absolutely essential for

understanding the relational architecture, and therefore function, of large-scale

neurocognitive networks [69].”

Our current understanding of cognitive abilities is rooted in the coordinated activity

of distributed cortical networks, including brain structures remote from each other and

connected by long-range association bundles in the cerebral white matter [70]. In this view,

connections and connectivity play a key role. Therefore, the field of connectomics [71], the

comprehensive study of all aspects of brain connectivity, became one of the major topics

of modern neuroscience. However, the history of connectomics, also sometimes labeled

as hodology, is very long (for a rich overview, see [23]). The word hodology derives from

the Greek hodos, meaning ”path”. It is the Greek physician Galen (≈ 200 AD) who

concluded that mental actively occurred in the brain rather than the heart. He provided

the first anatomical reports based on the dissection of monkeys and pigs. Moreover, he

32
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studied how Gladiators’ head injuries impaired thinking and movement. His idea of brain

chambers (ventricles) connected by hollow nerves in which a fluid (called psychic pneuma)

circulates was one of the main theories until the Renaissance.

In the 16th century, a great advance in our understandings came with new methods

of brain investigation. The primary method that led to new important anatomical dis-

coveries was the post-mortem dissection. The study of brain anatomy further expanded

in the 17th century when researchers recognized that white matter contains fibers whose

trajectories could be followed. Detailed anatomical accounts of human brain connectivity

were derived. At that time, the concept of connectivity was limited to fibers and tracts.

Although a later concept of phrenology offered a way of mapping functions onto the struc-

ture, there was another line of thinking, a more holistic view of brain functions. At that

time, aphasia was a focus of intellectual speculations. Aphasia is an inability to compre-

hend or formulate language. Basing their observations on the study of damaged brain

and post-mortem inspections, researchers such as Broca and Wernicke identified a region

in the left frontal lobe (Broca’s area) and in the left posterior superior temporal lobe

(Wernicke’s area) to play a critical role in speech and language [28]. Therefore, Wernicke

and Lichtheim proposed a revolutionary Wernicke-Lichteim model of aphasia (Fig. 2.1).

The model is represented as a simple diagram with three language-related centers within

the brain and the neural pathways connecting them. However, this model was not only

neuroanatomical, i.e., a description of fiber bundle connections, but critically also func-

tional. For the first time, it provides a framework for associating clinical syndromes with

specific disruptions of the brain’s anatomical connections and thus, classify seven types

of aphasia.

In sharp contrast to phrenology, Wernicke and Lichtheim provided the first evidence

for the idea of distributed computing in their seminar papers. Based on their observa-

tions, complex functions arrive upon coordinated co-activation and integration of several

specialized areas. In their view, every area performs a very small task, and large tasks

are achieved by integrating smaller local centers. These assumptions align with our idea

of distributed processing, where cognitive functions arise from the coordinated activity of

large-scale brain networks consisting of distant cortical regions [70].

The Wernicke–Lichtheim model was widely criticized until revived by Norman Geschwind
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Figure 2.1: Wernicke–Lichtheim Model of Aphasia (based on Lichtheim, 1885). Numbers
indicate lesion sites associated with each of the proposed types of aphasia: 1 = Broca’s
aphasia; 2 = Wernicke’s aphasia; 3 = Conduction aphasia; 4 = Transcortical motor apha-
sia; 5 = Subcortical motor aphasia; 6 = Transcortical sensory aphasia; 7 = Subcortical
sensory aphasia. Source: [72].

in the 1960s, who again stresses that language is conceived in associationist terms of cen-

ters and pathways. However, it was not only aphasia but also apraxia, agnosia, and

various mental disorders that further pushed the connectivity field. In 1885 Theodor

Meynert’s described how damage to structural connections leads to psychiatric illness.

Even though his view acknowledged the central role of fiber systems in functional integra-

tion, understanding the nature of the neural activity and the mechanisms by which neural

elements exchange and transmit information were still missing [71]. Moreover, assessing

brain connectivity still required several steps, such as injection of tracers in vivo, sacri-

fice, brain slicing, time-consuming observations, and skillful but subjective drawings; an

example being the detailed anatomical tract-tracing of a parahippocampal-hippocampal

network [73]. Most of these steps would be considered unacceptable in human samples.

Therefore, future advances were brought by a complete cellular connection map of

the nematode Caenorhabditis elegans by Sydney Brenner and extensive studies of visual

regions in the macaque cortex by Semir Zeki. His study led to some of the first network

diagrams of large-scale cortical systems. This pioneering work stressed the segregation of

function into a mosaic of specialized brain regions and their integration in the course of

perceptual processing [71]. The first connectivity matrix was then achieved through the
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work of Dan Felleman and David Van Essen [74]. Their models of cortico-cortical and

cortico-subcortical pathways, including hierarchical and parallel organization, provided

solid foundations for future computational approaches to brain function (Fig. 2.2).

Figure 2.2: Hierarchy of visual areas, The hierarchical model of the visual cortex based on
structural connectivity as derived by Felleman & Van Essen [74]. One of the limitations of
such a model is the lack of quantification of connectivity strength between different areas
meaning that the arrows and lines in the diagrams could represent single axons or large
bundles [23].

The revolution came with new neuroimaging techniques, allowing non-invasive, fast,

whole-brain, repeatable, and multimodal structure-function measurements in living hu-

mans. It was mainly the invention of MRI that allows us to assess multiple modalities,

such as structural and functional domains. It helped us frame our current networking
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model of cognition, where brain processing results from the integration of parallel (and

possibly partially overlapping) subnetworks where connectivity plays the key role [75].

The importance of connectivity was further supported by the studies from computa-

tional neuroscience. In the 1980s first computational models were used to combine the

knowledge from anatomy (in the form of structural connectivity) and physiology (in the

form of differential equations describing the underlying process). In doing so, they gen-

erated simulated time series data comparable to recordings obtained from real neuronal

systems. Moreover, such a model helps to study the influence of perturbations and al-

terations. In conclusion, based on the combination of structural and functional mapping

techniques, a new term - connectome has emerged, and it can be best characterized as:

A comprehensive map of neural connections whose purpose is to illuminate

brain function [71].

2.2 Basic concepts

Historically, neurophysiologists tended to record only from one neuron or neuronal en-

semble at a time to determine the recorded unit’s functional specialization [76]. A break-

through came with the macroscopic-level measurement - the EEG. Researchers began

investigating functional relationships between the activity of different cortical regions

[77]. Furthermore, after the introduction of fMRI, human brain mapping witnessed a

sharp increase in popularity. The early studies focused mainly on localizing brain activity

by constructing maps indicating brain regions activated by certain tasks. However, sev-

eral studies also focused on how brain regions interact and how these interactions depend

on experimental conditions and behavioral measures. In 1991, the notion of functional

synchronization was formally extended to the study of functional and effective connectiv-

ity [78]. Over time, the focus shifted from the highly localizationist approaches of early

neuroimaging research to a focus on brain networks [5]. Not only brain segregation but

also brain integration makes the full picture of brain functioning. Nowadays, the study of

connectivity, mainly but not solely with the common macro-scale measurement - fMRI,

is a well-established field.

In our current understanding, we picture the brain network as a set of interconnected
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Figure 2.3: Estimating brain connectivity. We distinguish between three fundamental types
of connectivity: structural, functional, and effective. Structural connectivity is commonly
derived from MRI measurements using tractography. It represents the architecture of the
brain and refers to a network of physical connections. On the other hand, functional
connectivity is commonly derived from fMRI or EEG. It represents temporal dependencies
between time-series of brain activity. Traditionally connectivity between all elements (e.g.,
parcellated brain regions) is represented by a connectivity matrix. Adopted from: [81].

brain regions with information transfer between different regions. We primarily differen-

tiate between three types of connections: anatomical links, statistical dependencies, and

causal interactions [79]. These correspond to three fundamental types of connectivity:

structural, functional, and effective (Fig. 2.3). Connectivity is always defined between

distinct units within the nervous system, e.g., individual neurons, neuronal populations,

or anatomically segregated brain regions. Complex brain networks are thus formed by

structurally connected neuronal elements that are functionally coupled. This coupling

binds together activities of the distinct neuronal population, and it is thus crucial to

elucidating how neurons and neuronal networks process information. Moreover, the in-

teractions among distributed neuronal populations and brain regions are the basis for all

cognitive processes [80].

Connectivity can be studied at various levels, such as across time revealing dynam-

ically activated networks, across trials identifying coherent networks of task-related ac-

tivations, across subjects emphasizing patterns of inter-individual differences, or across

studies highlighting tendencies for studies to co-activate within sets of regions [82]. Each

branch of connectivity encompasses a large number of methods. The selection of a method

depends on underlying assumptions, level of the analysis, imaging modality, and sought
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conclusions. The nature of the analyzed data is the main factor for connectivity method

selection. As already discussed, data differ in terms of spatial and temporal resolution,

or whether they represent neuron activities, neuronal ensemble activities, or regional ac-

tivities.

Once carefully estimated, the connectome, i.e., the set of all connectivity values, is

usually represented by a matrix. This matrix may be a suitable representation of the brain

dynamical repertoire, potentially providing behaviorally or clinically relevant markers [60].

Listing all connectivity methods is beyond the scope of this thesis. In 2017 more than

700 neuroscientific articles that included connectivity were published [83]. The most

prominent methods for each connectivity type are discussed in the following section.

LEVELS OF CONNECTIVITY

The brain is an emergent system. The complex brain functions emerge from the in-

teractions between its components. Often these architectures are explicitly referred

to as networks. Networks are present at different levels, from neurons to neuronal

circuits and systems. At each of these levels, it is important to understand how the

individual elements work and how they are interconnected into larger systems [15].

Cognitive abilities mostly involve structures and mechanisms at the highest lev-

els. They are described by means of structural and functional connectivity. While

anatomical networks provide the skeleton that constrains the passage of neuronal

signaling and information, the functional networks represent regions engaged in the

same distributed pattern of brain activity.

2.3 Structural connectivity

Structural connectivity represents the architecture of the brain and refers to a network

of physical connections. Brain structure can be studied at various levels, from individ-

ual synaptic connections linking neurons into neuronal populations to big fiber bundles

connecting brain regions. The different levels of cortical connectivity, including the or-

ganization of neuronal populations into networks of columns, are depicted in Fig. 1.1.

Moreover, structural connectivity is believed to be dynamic. New synaptic connections

are formed, or existing ones are eliminated dynamically and depending upon the executed
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functions. Although anatomical connections are relatively stable at shorter time scales

(seconds to minutes), they are subject to significant morphological change and plasticity

at longer time scales (hours to days) [80].

Traditionally structural connectivity was studied using invasive methods [70]. Only

recently, with the advance of MRI imaging, new methods have been developed. Currently,

DWI-based methods are used to track white matter tracts across the brain [43]. As stated,

DWI is based on the diffusion of water molecules. The diffusion is constrained by obsta-

cles in the local environment, such as cell membranes, myelin sheaths, macromolecules,

cytoskeleton, and other factors, including temperature, water content, fibrous tissue, or

perfusion. Myelinated axons with similar destinations bundle together into fiber tracts

and constitute the infrastructure for long-distance communication between spatially dis-

parate brain regions. However, they provide a considerable barrier to water diffusion. The

distribution of diffusion directions is aligned in parallel rather than perpendicularly with

the direction of these fiber bundles. The degree to which diffusion is restricted to only

one direction is described by fractional anisotropy (FA). FA reflects fiber density, axonal

diameter, and myelination in white matter. Reduced FA can indicate damage to the axon

membrane, reduced axonal myelination, or reduced axonal packing density. Increased FA

can indicate supranormal levels of myelination or axonal sprouting [84].

In every voxel, we can represent diffusion displacement in every voxel in x, y, and

z directions by a diffusion tensor. By estimating the diffusion tensor at each voxel of

the DWI sequence, we obtain tensor imaging maps that provide descriptive brain tissue

microstructure measures [43]. The diffusion tensor imaging (DTI) is using this tractog-

raphy to estimate trajectories of white matter fibers [85]). The DTI is useful in tracking

long-range connections and big fiber bundles. However, it is difficult to discover smaller

connections due to issues such as the crossing of bundles.

Previous studies have found that the cerebral cortex has a unique modular architecture

consisting of densely and reciprocally coupled cortical areas that are globally intercon-

nected [86]. Even though Hagmann et al. [87] introduced the whole-brain structural

networks mapping already in 2007, there are still discrepancies across studies. While

brain regions are commonly defined based on a brain atlas-based parcellation, structural

connectivity between two regions is ambiguous. It can be defined as the number, length,

volume, or probability of all streamlines between the corresponding regions. Furthermore,
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it can also be defined as the mean value of a diffusion metric within the volume along

the path of streamlines between the interconnecting regions [88]. Nevertheless, changes

in structural connectivity were already found for depression, sclerosis, Parkinson’s dis-

ease, epilepsy, and other brain disorders (for an overview, see [89]). Moreover, using a

connectivity fingerprint method, where the connectivity of each voxel to other regions is

analyzed, Osher et al. [90] found that anatomical connectivity of individual gray-matter

voxels alone can predict fMRI responses to 4 visual categories (faces, objects, scenes, and

bodies). These discoveries underpin the relationship between structure and function in

the human brain.

2.4 Functional connectivity

Functional connectivity was first measured by cross-correlating spike trains of neurons [91].

However, it can be principally applied to any functional neuroimaging technique. In 1995,

Biswal et al. [92] recorded a BOLD signal during a finger-tapping task and at rest. When

they correlated signals from the left motor cortex with every other voxel, instead of

receiving a distribution of random correlations, they found a significant correlation with

the right motor cortex (Fig. 2.4). Biswal et al. [92] actually successfully identified the

motor network. Other research groups further successfully repeated these results [93]. It

proved that anatomically distinct regions are capable of generating similar patterns of

activity, even at rest. Based on these results, Friston et al. [94] formulated the notion

of functional connectivity (FC). Functional connectivity is defined as an undirectional

statistical association or dependency between two or more anatomically distinct time-

series. In other words, regions engaged in the same distributed pattern of brain activity

are likely to be doing the same, and thus they are functionally connected.
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Figure 2.4: First functional connectivity from fMRI measurements. Here is a reproduction
of the original result from Biswal et al. [92]. The resting-state BOLD signal of the left
motor cortex is significantly correlated with the signal from the right motor cortex. This
finding laid the basis for modern fMRI connectivity analyses. Adopted from [15].

Functional connectivity captures deviations from statistical independence between dis-

tributed and often spatially remote neuronal units. Even though it is solely a statistical

concept, it reflects the level of functional communication between regions. FC makes no a

priori assumptions, such as about underlying biology. Thus, it is a very straightforward

approach, and it only relies on the notion that if two events occur simultaneously, they

are synchronized (connected). These synchronizations reflecting continuous integration of

information across brain regions play a key role in complex cognitive processes [60].

There are many ways on how to classify FC inference methods. We can generally dis-

tinguish between two groups: model-based and model-free (Fig. 2.5). In this thesis, we

focused primarily on model-based methods that assume linear relationships between inter-

acting elements. These methods are also commonly referred to as seed-based methods. In

contrast to these seed-based methods, model-free methods do not require selecting seeds

or a specific model. Model-free methods include mutual information, i.e., a measure of

the inherent dependence, and machine learning methods. These, among others, include
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Figure 2.5: Different methods of functional and effective connectivity. There is a large
family of both functional and effective connectivity methods that have been applied not
only in fMRI but also in other neuroimaging techniques. They can be separated based on
various characteristics, one of them being whether they are model-based or model-free. In
this thesis, we focus mainly on the model-free methods. Reproduced from [95].

clustering and decomposition algorithms. They are able to capture hidden underlying

patterns and quantify non-linear neuronal interactions. By doing so, they ”let the data

speak for themselves”. However, their interpretability is less straightforward compared to

seed-based methods.

The first group of model-free methods are decomposition algorithms. Multivariate

decomposition methods operate to decompose the original matrix of activity of all re-

gions into separate components. These components represent functionally homogeneous

functional units, and they are used to find coherent brain networks. Two main decompo-

sition methods are principal component analysis (PCA) [94] and independent component
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analysis (ICA) [96]. PCA transforms a set of correlated variables into a set of orthogo-

nal uncorrelated variables ordered by the amount of variability in the data they explain.

These are the patterns that account for most of the variance-covariance structure in the

data. On the other hand, ICA decomposes the data into spatially independent compo-

nent maps with a set of corresponding time courses. These components again represent

a mixture of underlying sources that can explain the activity patterns. An advantage is

that ICA can isolate the noise to an individual component.

The second group of model-free algorithms form clustering algorithms. The general

task of clustering is to group a set of objects so that the objects in the same group (cluster)

are more similar to each other than to those in other groups (clusters). These objects

might be represented by BOLD time courses of voxels and regions or electrical activity of

EEG contacts. Currently, there are over 100 clustering methods that differ in the measure

used to quantify similarity. Common algorithms that have been successfully applied in

fMRI analyses include hierarchical clustering, k-means, fuzzy clustering, or self-organizing

maps [95].

A seed analysis begins with selecting seeds either by a priory definition or by choosing

from a task-dependent fMRI activation map. The seed is not necessarily a voxel, but

it could be a brain region, EEG sensor, performance during a task, or a physiological

variable. Further, connectivity between the seed and every other voxel/region is esti-

mated. This can be achieved either by repeating connectivity estimation for every pair

in a bivariate scenario or for all regions together using multivariate approaches. The

connectivity can yield many forms depending on the analyzed relationships. The distinc-

tions being whether these relationships are linear or non-linear, static or time-varying,

frequency-resolved, amplitude-based, or phase-based.

Some seed-based algorithms might not effectively characterize the functional inter-

actions among many together- working brain regions, and they might provide a large

number of spurious or insignificant connections. Inverse covariance methods use regu-

larization algorithms (e.g., least absolute shrinkage and selection operator - LASSO) to

constrain the inverse of covariance and provide a more sparse representation of the brain

network. More about these methods can be found in [97].

Several issues accompany functional and effective connectivity estimation. In LFP or

EEG recordings, spurious connectivity can arise from using a common reference channel
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where the activity of the reference is present at all channels. A similar effect is caused by

volume conduction, where one recording channel picks up the activity of multiple neuronal

sources. These issues can be resolved using bipolar montage or using connectivity methods

that assume non-zero lag in synchronization. This issue is linked to measuring highly noisy

signals (with low signal-to-noise ratio) where spurious differences in connectivity are again

a risk [98]. Another interpretational issue is in making inferences about repeated pair-wise

measurements. It was already demonstrated that in the case of an interrelated system with

more than two channels, bivariate methods supply misleading information [99]. There is

a risk that observed interactions are driven by a third source that has not been taken into

account. Finally, the small or unequal sample size might also obscure the connectivity

estimates as there may be a tendency to overestimate the connectivity in the condition

with the smallest sample size [98].

This thesis focuses only on seed-based methods to characterize connectivity between

two recorded time courses in a bivariate case or between multiple time courses in a mul-

tivariate case. Some of the representatives of these methods are correlation, spectral

coherence, Granger causality, or phase locking value. Most of these methods assume tem-

poral stationarity and zero-lag synchrony. To ensure these conditions are met, methods

such as dynamic time warping can be used [100]. Moreover, we focus only on measures

that assume only linear interactions between two time courses. It was proved that both in

EEG [101] and fMRI [102], the interactions are mostly linear and that the linear methods

perform well even for non-linear signals. Non-linear measures require long stationary seg-

ments and are very sensitive to noise. That makes them prone to errors. Therefore, there

needs to be strong reasoning for non-linearity in the data to apply non-linear methods

[103]. Moreover, non-linear methods are only bivariate (calculated pair-wise). Finally,

the FC is still only a descriptive measure, and it does not provide any direct insight into

the causes of observed correlations.

2.4.1 Correlation

A functional connectivity method widely applied in fMRI studies is the Pearson correlation

coefficient. It is a statistical measure of linear relationship strength between two variables

with values ranging between -1.0 and 1.0. Intrinsically, if two parts of the brain are

functionally connected, there should be a correlation between their BOLD time courses.
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Pearson’s r between signals x and y is defined as:

r =
sxy
sxsy

(2.1)

where sx and sy are the sample standard deviations, and sxy is the sample covariance.

In the general linear modeling framework, the squared correlation coefficient r2 rep-

resents the fraction of the variance of one signal explainable by the other signal and vice

versa.

Considering that after correlating all pairs of time series, the connectivity estimates

might not be normally distributed, Fisher’s r-to-z transformation is used. It transforms

Pearson’s r to a z-score as follows:

z =
1

2
[ln(1 + r)− ln(1− r)] (2.2)

The correlation coefficient assumes zero-lag between two signals, and it ignores the

temporal structure of the signals. The way to account for a time-lag is to use cross-

correlation. The cross-correlation function is computed by shifting (across multiple lags)

the two signals with respect to one another before calculating correlation. This func-

tion may provide indices about directionality; however, it fails with bidirectional interac-

tions, which is the case for most cortico-cortical connections. In this scenario, the cross-

correlation function typically lacks a clear peak and has significant values at both positive

and negative lags, indicating complex, bidirectional interactions at multiple delays [98].

The correlation coefficient is a pair-wise measure, and thus it might reflect the indirect

influence of a third source inducing concurrent activity in both areas. The experimental

setup itself might induce an undesired increase in FC, as Fornito et al. [104] describes:

”An example of such situation would be the feedforward of stimulus-driven

activity in early sensory areas that is forwarded to parietal sensory areas for

perceptual analysis and, in parallel, to the premotor cortex for response prepa-

ration. Even if both would be implemented in completely segregated streams,

this scenario would lead to correlated activity changes in higher sensory areas

and motor regions, that is, functional connectivity between them.”

The way to control for the influence is to use partial correlation. It measures the

degree of association between two random variables, with the effect of controlling random
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variables removed. Partial correlation is more closely related to effective connectivity

than marginal correlation. It was shown to provide relevant insight into the functional

relationships between regions of the motor network and, particularly, confirmed the central

role of the premotor cortices during simple-hand movements [105]. Moreover, methods

calculating partial correlation could involve using matrix inversion and lead to Inverse

covariance methods. Finally, a more general approach to the correlation that does not

assume linearity is mutual information. Mutual information is a model-free method that

detects both linear and non-linear correlations.

2.4.2 Coherence

We already stated that functional connectivity supports long-distance communication in

the brain. Moreover, distributed neuronal populations synchronize their activity at spe-

cific frequencies [106]. Therefore, a frequency-resolved measure that captures relationships

between neuronal ensembles is needed. Coherence is a mathematical method quantifying

if two brain regions have similar neuronal oscillatory activity by assessing the frequency

content of recorded signals.

First, the coherency measure is defined as:

Cx.y =
|Gx,y|√
Gx,xGy,y

(2.3)

where Gx,y is a cross-spectral density between signals x and y, Gx,x is auto-spectral

density of signal x, respectively y.

The coherency is a complex-valued number with a magnitude smaller than or equal to

1 and an angle corresponding to the phase lag between the signals. The modulus of the

coherency is known as the coherence or magnitude-squared coherence. It is a real-valued

number between 0 and 1 and it is calculated as:

Cohx.y =
|Gx,y|2

Gx,xGy,y

(2.4)

If coherence is used to estimate the dependence between two EEG sensors, the result-

ing values can be influenced by volume conduction. The presence of one signal generator

in more channels can significantly contribute to higher synchrony, which reflects redun-

dancies in the measurement rather than true brain interaction. However, the coherence
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can be represented in the form of real and imaginary values rather than magnitude and

phase. It is a different representation of the same quantity. Notably, the imaginary part

of the coherence is only affected by the synchronization of two processes time-shifted to

each other. Since volume conduction does not result in a time shift, the imaginary part

of coherence cannot be affected by volume conduction [107].

COHERENCE AND COMMUNICATION

Imaging methods with a high temporal resolution, such as EEG, iEEG, and MEG,

have been investigated in order to understand brain information processing and

transfer [108]. Previous studies already identified changes in network coherence in

many brain regions and during various behavioral tasks. Such activity modulates

functional connectivity among anatomically connected regions. Fries [17] introduced

a communication through coherence (CTC) paradigm based on the notion that only

coherently oscillating neuronal groups can communicate effectively. Therefore, the

CTC states that selective communication is achieved through coherence between

firing rate oscillation in the sending region and oscillatory gain modulation in the

receiving region. While originally CTC focused only on gamma coupling, it was

subsequently extended to consider slow (theta or alpha) oscillations as well [109],

proving that several rhythms and their interplay render neuronal communication

effective, precise, and selective.

Another observed phenomenon called cross-frequency coupling (CFC) proves that

oscillations of different frequencies interact [110]. For instance, the phase of the

hippocampal theta rhythm modulates the appearance of faster, gamma-frequency

oscillations through a process known as phase-amplitude coupling [111, 112]. Recent

studies proved that CTC and CFC might be part of the same mechanism for efficient

long-range communication [113]. All in all, different co-existing processing modes

enable dynamic switching between different modes of attention [114, 115].

The imaginary part of coherency can be derived directly from the complex coherency

Eq. 2.3:

iCoh = imag(Cx,y) (2.5)

A disadvantage of this procedure is that the imaginary part is usually very low or
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vanishing, leading to missing some of the brain synchronizations. It is the trade-off for

the certainty that the non-vanishing parts represent real brain connectivity.

Wavelet coherence

The spectral densities are commonly calculated using Fourier transform, but Wavelet

transform could bring further advantages. Wavelet coherence provides a time-frequency

resolution. In comparison to the Short-time Fourier transform, it circumvents the need

to select a fixed sliding-window size. During the wavelet transform, the signal is continu-

ously convoluted with wavelets of different scales. By adjusting the scale factor, different

frequencies are analyzed. A low-scale wavelet is compressed, detecting high frequencies

(rapidly changing details of short duration). Conversely, a high-scale wavelet is stretched,

detecting low frequencies (slowly changing coarse features that last for a long period).

That is why higher frequencies have better resolution in time, and lower frequencies are

better localized in frequency. Wavelet coherence was already successfully applied in vari-

ous scenarios [116–118].

The wavelet coherence of two time series x and y is:

WC =
|S(C∗x(a, b)Cy(a, b))|2

S(|Cx(a, b)|2) · S(|Cx(a, b)|2)
(2.6)

where Cx(a, b) and Cy(a, b) denote the continuous wavelet transforms of x and y at scales

a and positions b. The superscript ∗ is the complex conjugate and S is a smoothing

operator in time and scale.

2.4.3 Phase locking value

The magnitude-squared coherence depends on both the magnitude and phase of the sig-

nals. Therefore, it is difficult to untangle their contributions to the computed coherence

value. Since fluctuations in amplitude may contain less information about interactions

than the relative phase, phase-based methods are recommended for testing hypotheses

where phase and moment-by-moment synchronization changes are considered mechanisms

for neuronal communication [17, 98].

The phase locking value (PLV) can be used as a statistic to investigate task-induced

changes in long-range synchronization of neuronal activity [119]. This measure computes
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the difference between instantaneous phases of brain signals. In functionally connected

regions, the difference is constant or close to constant.

First, it is convenient to rewrite the oscillatory activity using Euler’s formula. There-

fore, the signal x is represented as a continuous process:

x(t) = Aeiθt (2.7)

where A is oscillation magnitude and θ is the phase.

This representation simplifies manipulations with the signal allows examination of the

period, phase, and amplitude. Then, the PLV is defined as:

PLV = | 1
N

N∑
n=0

ei∆θ| (2.8)

where N is the number of trials and ∆θ is the difference between the instantaneous phase

of the two signals. When averaging across time-points, this measure is referred to as mean

phase coherence [111].

The instantaneous phase is defined as the angle between the real and the imaginary

parts of the Hilbert analytical signal. For the phase to be physically meaningful, only one

oscillator must be present in each signal. This is achieved by employing a narrow-band

pass filtering [120]. Other measures that quantify consistency in phase differences are the

phase slope index, phase lag index, and pairwise phase consistency.

2.5 Effective connectivity

The next step of a connectivity analysis is instead of measuring indirect connections, to

measure directed causal influences between neuronal elements. In contrast to functional

connectivity, a purely descriptive measure, effective connectivity (EC) makes more pow-

erful theoretical inferences. However, it is for the cost of strong assumptions. It is defined

as the direct influence that one neuronal system exerts over another [94]. Since usually,

we are not able to perturb the system to observe caused effects, the EC rests explicitly on

models trying to explain system behavior and dependencies. Thus, the EC, representing

coupling or directed causal influence, is reduced to a comparison of models. An illustra-

tive example is comparing a model with and without a particular connection to infer the
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presence of EC [121]. Aertsen & Preissl [78] proposed that:

”The [electrophysiological] notion of effective connectivity should be understood

as the experiment and time-dependent, the simplest possible circuit diagram

that would replicate the observed timing relationships between the recorded neu-

rons.”

Therefore, in this notion, each model corresponds to an alternative hypothesis ex-

plaining how observed data were generated, and thus the EC basically recapitulates the

experiment. The link between FC and EC is that the EC corresponds to the parameter

of a model that tries to explain FC.

There are fundamentally two groups of effective connectivity analysis: model-free and

model-based (Fig. 2.5). The model-based techniques require the specification of the

underlying model, for example, using structural connectivity. The EC is then inferred

through systematic perturbations of the system. A typical representative of these mea-

sures is Dynamic causal modeling (DCM). Another model-based based method is Granger

causality (GC). In contrast to DCM, GC is a more data-driven method, and the EC in-

ference is based on time-series analysis. The constraint is thus the detection of only linear

relationships.

Effective connectivity can be used to analyze synchronizations, track information flow,

and infer causality within a neuronal circuit [122]. The methods of EC are commonly

applied both to EEG and fMRI. In fMRI, they were, for example, used to describe the

hierarchical organization of the cortical network for face perception [123]. Moreover,

using high-density EEG combined with transcranial magnetic stimulation, which allows

perturbation of brain networks, has revealed a striking reduction in the extent of effective

cortical connectivity during non-REM sleep compared to waking [124].

Here, we describe the two classical EC inference methods: Granger causality (plus

its extension to Directed transfer function and Partial directed coherence) and Dynamic

causal modeling. Other methods include Structure Equation Modeling, Bayesian network,

Transfer entropy, Markov models, or Psychophysiological Interaction.

2.5.1 Granger causality

Granger causality (GC) was originally developed for econometric studies, but nowadays,

it is commonly used in various areas. The Granger causality is a statistical hypothesis
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test for determining whether a time course is useful in forecasting another. It implements

a statistical, predictive notion of causality whereby causes precede and help predict their

effect. Following Geweke’s estimation of linear dependence, we model each time course

using a vector autoregressive (VAR) model of order p [125]. Assuming two jointly dis-

tributed time series x and y, then their VAR formulation is:

x1,t =

p∑
k=1

= a1,kxt−k + ε1t

y1,t =

p∑
k=1

= b1,kyt−k + σ1t

(2.9)

where a and b are parameters of the autoregressive process, ε and σ represent residuals,

and p is the model order.

The appropriate model order choice can be problematic because it can vary depending

on the subject, experimental task, quality, and complexity of the data and model estima-

tion technique used [126]. Techniques such as Akaike or Bayesian information criterion

can be used to estimate the model order.

Under a predictive interpretation, these models quantify the extent to which x and y

are predicted by their past. Next, we expand the model to combine how x is predicted

by its own past plus the past of y and vice versa:

x2,t =

p∑
k=1

a2,kxt−k +

p∑
k=1

c2,kyt−k + ε2t

y2,t =

p∑
k=1

b2,kyt−k +

p∑
k=1

d2,kxt−k + σ2t

(2.10)

Finally, Granger causality from y to x (the degree to which the past of y helps predict

x, over and above the degree to which x is already predicted by its own past) can be
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formally written as the log-likelihood ratio:

Fy→x = ln
Σ1

Σ2

Σ1 = var(ε1t),Σ2 = var(ε2t)

(2.11)

and conversely for Granger causality from x to y. If the inclusion of the cross-autoregressive

term significantly improves the model, we say that y Granger-causes x.

Assuming that the generalized variance of a regression model represents a model pre-

diction error, then another interpretation of Granger causality is that it quantifies the

prediction error reduction when the past of y is included in the explanatory variables of

a process x [127]. The GC is not only a statistical test, but the F-value magnitudes are

comparable, and they have a natural interpretation in terms of information-theoretic bits-

per-unit-time. It is because, in the Gaussian case, GC is equivalent to Transfer entropy

that is often described as a measure of information flow [126].

However, the unconditional causality between x and y might not only reflect direct

causes between the two variables, but it can be driven by a third common variable z. This

spurious increase especially endangers repeated bivariate analysis. If this z is observed,

it can be eliminated by conditioning out. Let us write the reduced and full VAR model

for variable x:

x1,t =

p∑
k=1

a1,kxt−k +

p∑
k=1

c1,kzt−k + ε1t

x2,t =

p∑
k=1

a2,kxt−k +

p∑
k=1

b2,kyt−k +

p∑
k=1

c2,kzt−k + ε2t

(2.12)

analogous to Eq. 2.9 and Eq. 2.5.1.

Then the causality Granger causality of y on x conditioned on z is again:

Fy→x|z = ln
Σ1

Σ2

Σ1 = var(ε1t),Σ2 = var(ε2t)

(2.13)

Note that the source, target, and conditioning variables x, y, z may be multivariate,
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representing groups of variables. In this scenario, we talk about multivariate GC (MVGC).

The fact that MVGC is able to account for group interactions is very important since

elements in a multivariate system may function cooperatively, competitively, or interact

in a more complex fashion than in traditional bivariate analysis [126, 127].

It is worth mentioning that the GC depends entirely on an appropriate selection of

variables. Causal factors that are not incorporated into the regression model cannot be

represented in the output. Another feature is that it only represents a directed linear

influence between stationary signals. Stationarity is defined as a stochastic process whose

unconditional joint probability distribution does not change when shifted in time. To

account for directed non-linear forms of interactions, Transfer entropy was implemented.

Although MVGC is a powerful concept commonly used in EEG and fMRI data-driven

analyses, it is only a time-domain concept. There are two main functions - Direct transfer

function (DTF) and Partial directed coherence (PDC), derived from coefficients of an

MVAR model to provide frequency-resolved dependency. As they are very similar with

the main difference in applied normalization, we will primarily describe PDC and only

mention DTF. However, as connectivity estimation might differ for both methods, there

is still ongoing discussion as to which method is preferable. Therefore, for appropriate

selection, we refer the reader to [128].

2.5.2 Partial directed coherence

Baccalá & Sameshima [129] introduced a Partial directed coherence (PDC) that is a

frequency-domain representation of the concept of GC. It allows discerning the frequency

domain characteristics of involved signals, which is especially important in the analysis of

EEG and MEG data [129], but PDC was also successfully applied in fMRI [130].

The basis of PDC analysis lies in transforming MVAR coefficients (Eq. 2.11 and

Eq. 2.13) to the frequency domain. For a multivariate n-channel process

X(t) = [X1(t), X2(t), ..., Xn(t)]T , the MVAR model is given by:

X(t) =

p∑
k=1

AkX(t− k) + σ(t) (2.14)

where Ak contains the MVAR coefficients aij(k) of order p.
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Then their frequency domain representation can be written as:

A(f) =

p∑
k=1

A(k)e−i2πfk (2.15)

Further, the transfer function can be quantified as Aij(f) = I−Aij(f) where the elements

of Aij(f) are defined as:

Aij(f) =

1−
∑p

k=1 aij(k)e−2jπfk, if i = j

−
∑p

k=1 aij(k)e−2jπfk, otherwise

(2.16)

Finally, the Partial directed coherence from channel j to i at the frequency of f is:

πi→j(f) =
Aij(f)√∑n

k=1Akj(f)A
∗
kj(f)

(2.17)

where Aij(f) is an element of A(f), n is the number of channels , and ∗ denotes the

complex conjugate operation.

PDC reflects the ratio of the power spectrum of Xj at frequency f , which is sent to

the spectrum of Xi. Intuitively it can be understood as if the original signal would be

filtered to a specific frequency band, and then we would calculate the MVGC.

2.5.3 Directed transfer function

Directed transfer function was introduced by Kaminski & Blinowska [131]. Causal influ-

ence of channel j on channel i at frequency f can be written as:

DTF 2
j→i(f) =

|Hij(f)|2∑k
m=1 |Him(f)|2

(2.18)

where Hij(f) is an element of a transfer matrix of MVAR model.

The main difference between DTF and PDC is the matrix inversion and normalization

where:

Hij(f) = A
−1

ij (f) (2.19)

DTF already found multiple applications, for example, in sleep analysis, epilepsy re-

search, or information flow investigation in general[132].
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2.5.4 Dynamic causal modeling

Unlike the GC and other data-driven methods, Dynamic causal modeling requires a priori

definition of a specific model. It relies on comparing different state-space models. There-

fore, DCM is not suitable for exploratory analyses, but rather it is used to test concrete

hypotheses that generated the data [133]. It is a framework for specifying models, fitting

them to data, and comparing their validity. The principle is to model the dynamics of

brain region fluctuations that are causing activity in other regions. A set of differential

equations describes interactions of neuronal populations that directly or indirectly give

rise to functional neuroimaging data. Therefore, we use a forward neuronal model that

tries to explain the transformation into the observed response of interacting regions. In the

context of fMRI, this forward model relies on the assumptions that changes in neuronal

activities cause changes in hemodynamic response, which we can measure using fMRI,

and that we can model latent (unobserved) neuronal activations using hemodynamic time

series.

As already stated, the EC is based on the parameter comparison of different models. In

DCM, the parameters represent the coupling among the latent neuronal activity in various

regions. They quantify the directed influences among neuronal populations. Thus, we

search for which model (coupling) parameters best account for the observed data. These

parameters are estimated from the data using Bayesian statistical methods.

DCM operates with state equations that model the neuronal states and the non-

neuronal states. We can write the state-space model as follows:

ż = f(z, U,Θ(n))

y = g(z, θ(h)) + ε
(2.20)

where the change in latent neuronal states ż depends on neuronal function f with pa-

rameters Θ(n), experimental input u, and neuronal activity z. The observed function g of

non-neuronal states depend on hemodynamic parameters Θ(h) and observational noise ε.

The neuronal parameters Θ(n) are of key interest because they represent connection

strengths and might be modulated by experimental conditions.
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Friston et al. [133] defines the change of a neuronal state-vector z as:

ż = (A+
m∑
j=1

ujB
j)z + Cu (2.21)

where ż(t) is the latent neuronal activity at time t and u(t) is the known j-th input at

time t.

This bi-linear state equation describes how the neuronal activity at time t changes. The

matrix A represents intrinsic fixed connectivity among regions. It specifies how regions

are connected and whether these connections are uni- or bidirectional. The matrix C

represents the direct driving effects of inputs on the neuronal activations. It specifies

how these inputs are connected to different regions. Finally, the matrix B represents

connectivity modulatory effects. It specifies how the inputs change connections.

Having defined various state-space models, each of which embodies different assump-

tions about how connectivity is modulated, the Bayesian model comparison method com-

pares the models of how time series data were generated and determines whether data

favors one model or another. Originally defined for fMRI [94], the DCM was successfully

applied in MEG and EEG studies as well [134].

2.6 Remarks on connectivity estimation

In the previous sections, we touched upon only a very few connectivity estimation algo-

rithms. While some methods differ in their very statistical nature, such as phase locking

value and correlation, other metrics can be viewed as derivatives of the basic methods,

such as the Granger causality and Partial directed coherence. We focused here only on

model-based methods that assume linear relationships. For further reading on functional

connectivity methods or modeling of multivariate relationships, we refer the reader to

[98], respectively [99].

The choice of an appropriate connectivity measure depends solely on the studying hy-

pothesis and underlying assumptions. Assuming we are studying functional interactions

between regions, one would turn to FC and EC methods. If we are interested in direc-

tional interactions or have a hypothesis about the underlying model, effective connectivity

offers several candidates. Specific hypotheses about structures and dynamics generating

observed data can be tested using DCM. On the other hand, a data-driven approach is
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applied in methods related to Granger causality. If a specific frequency is of our interest

(a common scenario in EEG analysis), one will choose PDC or DTF as Granger causality

derivatives. Finally, if we have a strong assumption that non-linear interactions explain a

significant portion of variance, Transfer entropy is recommended as a measure operating

in the time domain.

When analyzing temporal dependencies and describing observed patterns, FC offers

a wide range of methods. Again, we can differ between model-based methods such as

correlation or coherence that assume linear dependence or mutual information in case

when non-linear interactions account for most of the observed variability. Theoretically,

coherence can be viewed as a correlation of signals filtered to a specific frequency band,

and thus synchronization on given frequencies can be investigated. Furthermore, if the

underlying communication is thought to be based on phase synchronization, the PLV

algorithm is preferable to coherence, which also depends on the amplitude. In the case of

EEG analysis, investigating the imaginary part of coherency can bring further advantages

as it is insensitive to volume conduction. Finally, inferences about repeated pair-wise

measurements should be analyzed, preferably via multivariate methods [99].



Chapter 3

Large-scale networks and their

properties

Modern neuroscience revolves around networks. Our understanding of brain processes

states that complex brain functions arise from interactions between large-scale networks.

In this chapter, we begin with the identification of these functional networks. Then, we

move to mapping differences between subjects. They could be caused by artificial causes

such as noise, but they also reflect real inter-individual differences. How much of these real

inter-individual differences are explained by differences in structure still remains an open

question. Finally, the fact is even more complicated by the existence of intra-individual

variability. Connectivity dynamics and subsequent detection of brain states is a new

promising avenue.

3.1 Identification of resting-state networks

Already Biswal et al. [92] observed BOLD signal fluctuations during both finger tap-

ping and a resting condition, i.e., in the absence of tasks or stimuli. They consistently

identified the same group of functionally related areas in the somatomotor cortex during

both conditions. This discovery gave rise to the analysis of resting-state canonical brain

networks. The resting-state analysis is rooted in acquiring spontaneous (intrinsic) brain

activity data. Task-based analyses can enhance our understanding of dynamic context-

dependent interactions, but they often have not contributed to a principled understanding

of functional networks [6]. Since the canonical networks are identified at rest, they are

58
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referred to as ”resting-state networks” (RSN). They encompass spatially distinct regions

with synchronous activity during the rest [135]. One advantage of acquiring data during

rest is the possibility to study subjects with neurological disorders who might not be able

to perform certain tasks.

Many canonical RSNs have been identified until now (Fig. 3.1), including the default

mode network (DMN), the salience network, the dorsal attention system, frontoparietal

control system, the somatosensory network including primary and higher-order motor and

sensory areas, the visual network spanning much of the occipital cortex, auditory network

consisting of the Heschl gyrus, the superior temporal gyrus, and the posterior insula,

the medial temporal lobe memory system and the language network including Broca

and Wernicke areas (for review, see [135] or [6]). These networks are reliably detected

across imaging sessions and different subjects [136, 137]. Moreover, both seed-based and

ICA analyses brought consistent results in identifying the networks indicating that these

complementary methods extract common signals [135, 138].

Special attention has been brought to the default mode network (DMN) identified by

Raichle et al. [140]. Regions of this network are consistently active during rest but show

extensive deactivation during cognitively demanding tasks [93, 141]. This is the reason

why this network was also sometimes labeled as the task-negative network. However,

DMN was associated with many active cognitive processes that are internally focused.

It is believed that the DMN comprises an integrated system for autobiographical, self-

monitoring, and social cognitive functions [142]. Nevertheless, the functions of distinct

DFN regions are very different [6]. DMN is primarily composed of the medial prefrontal

cortex, posterior cingulate cortex/precuneus, and angular gyrus.

A counterpart to the DMN is the frontoparietal network (FPN), also labeled as the

central executive network. It is involved in sustained attention, complex problem-solving,

and working memory. The FPN is primarily composed of the rostral lateral and dorso-

lateral prefrontal cortex and the anterior inferior parietal lobule. The FPN and DMN

are two of three networks from the triple-network model [142]. The third network is the

salience network that is believed to facilitate switching between FPN and DMN. It com-

prises the anterior insula, dorsal anterior cingulate cortex, and other subcortical areas,

including the amygdala, substantia nigra, ventral tegmental area, and thalamus [135].

Since this network is involved in the orientation of attention, it contributes to various
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Figure 3.1: Large-scale resting-state brain networks. Visualization of seven large-scale
resting-state networks derived from fMRI measurements. The color map indicates col-
ors picturing each of the seven components and their regions on the surfaces. Adopted
from [139].

complex functions.

For the description of other networks, we refer the reader to [135]. In general, these

canonical networks represent a model of how different sets of brain regions join together

as self-organized coalitions and thus provide a coherent framework for understanding

cognition. As a result, disruptions in activity in various networks have been implicated

in neuropsychiatric disorders. Abnormalities in intrinsic functional connectivity within

the DMN and other networks have been observed in Alzheimer’s disease, schizophrenia,

attention-deficit/hyperactivity disorder, depression, anxiety, epilepsy, autism spectrum

disorder, multiple sclerosis, or Parkinson’s disease (for review, see [143]). Since these

macro-scale canonical networks have largely been based on functional connectivity of

fMRI data, further review is based mostly on fMRI as an imaging technique.
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3.2 Inter-individual differences

The human brain is characterized by striking inter-individual variability in neuroanatomy

and function. If data are averaged across subjects, a notable amount of information

about underlying processes can be lost [144]. Although the detection of resting-state

networks shows consistency across subjects, imaging modalities, and sessions [138], there

is still large inter-individual variability on the level of individual connections. Here, we

focus on connectivity variability in the resting-state condition because this variability is

reduced during tasks as tasks are associated with increased functional constraints and

demands [145]. For further discussion on task variability in FC, see [144]. The functional

connectivity variability is at least partly accounted for by ongoing, spontaneous neuronal

activity, which been increasingly recognized and studied [145].

There could be several driving factors behind the inter-individual variability in func-

tional connectivity. It could be caused by differences in brain structure or differences in

brain functionality. The observed variability is not uniformly distributed throughout the

cortex, but significantly higher variability in multimodal association areas and lower vari-

ability in unimodal regions were reported [146]. This nonuniformity can have potentially

evolutionary roots as it was correlated with the degree of evolutionary cortical expansion,

and it was also related to variability in the degree of cortical folding, i.e., the sulcal depth

[147]. Further exploration revealed that the regions of high connectivity variability could

predict individual differences in cognitive domains [147]. Indeed, the connections with

the most variability can predict performance in several cognitive domains [148] and can

be used to identify individual subjects [149].

In terms of large-scale networks, the DMN showed low intra-individual variability

and intermediate inter-individual variability [147]. The backbone of the DMN and the

frontoparietal system does not vary significantly. However, weaker connections do vary,

having a particularly pronounced effect on the cross-connections between DMN and the

frontoparietal system [150]. Indeed, we observe a general pattern that the strongest

correlations are also the most reliable. Furthermore, positive correlations are more reliable

than negative correlations [151].

However, it is of high importance to note that some variability can be explained by

physiological origins and noise in general [48]. This scenario can be illustrated in the work

of Satterthwaite et al. [54]. Past studies have reported that neurodevelopment in youth
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is associated with increased distant connectivity and reduced local connectivity. It could

be, thus, possible that this effect accounts for actual differences in brain functionality.

Nonetheless, it is noteworthy that this change in connectivity pattern is the inverse of the

effect of in-scanner head motion. Typical motion artifact manifests as increased short-

range connectivity and reduced long-range connectivity [52, 53]. This observation suggests

that uncontrolled motion might influence estimates of neurodevelopmental trajectories

of connectivity. Indeed, subject age was highly related to motion in a group of 456

adolescents [54]. By subsampling the adolescents into groups where age and motion were

unrelated, the authors demonstrated that motion had marked effects on all examined

measures, i.e., network modularity, dual-regression of independent component analysis,

as well as the amplitude and fractional amplitude of low-frequency fluctuation.

VARIABILITY DUE TO HEAD MOTION

Recent results stress the importance of accounting for motion in populations whose

in-scanner movement profiles may differ subtly, for instance, when comparing con-

trols to subjects of different ages (e.g., during development or aging) or to individu-

als experiencing involuntary or repetitive movements (e.g., tics or tremors) [55, 152].

Therefore, inter-individual differences have to be approached carefully and hand in

hand with consideration of all possible confounds. An index quantifying the amount

of noise present in connectivity estimates promise extensive use in methodological

investigations.

3.3 Variability due to disease

Neurological diseases are a significant source of connectivity differences between patients

and healthy controls (Fig. 3.2). Connectome-based predictive models built on the connec-

tivity variability across subjects are able to predict symptom scores and behavior [135].

That is why the FC matrix could serve as a behaviorally or clinically relevant marker

[60]. Nevertheless, the diseases can be depicted on various levels of connectivity, ranging

from strengths of correlation between two regions to differences in connectivity dynamics

or derived graph measures. Examining the predictive power of connectivity biomarkers

can provide new insights about neurodegenerative diseases [95].
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A large number of connectivity analyses systematically examined various diseases (for

an extensive overview, see [153] or [154]). Recent findings stress the network etiology of

various brain disorders, i.e., that the symptoms are inherent to brain networks or brain

circuits rather than a single brain region [7]. Until now, Alzheimer’s (AD) and Parkin-

son’s disease (PD) were the focus of most of the research. There is consistent evidence of

decreased FC in the DMN across the AD continuum. The decrease is often accompanied

by increased connectivity in the attentional frontoparietal and salience networks, likely

mirroring compensatory mechanisms [154]. However, the effects in networks other than

DMN are very heterogeneous. PD has been associated with alterations of motor and

limbic connectivity. Furthermore, disrupted FC in the DMN, frontoparietal, salience, and

associative visual networks have been linked to the development of cognitive deficits in PD

[154]. Moreover, connectivity changes were proven to be a valuable biomarker in epilepsy

[155–157]. Other conditions associated with alteration in the connectivity of networks in-

clude schizophrenia, attention-deficit/hyperactivity disorder, depression, anxiety, autism

spectrum disorder, multiple sclerosis, Lewy body dementia, or Huntington’s disease (for

other reviews, see [143], [158]).

In conclusion, most neurodegenerative diseases show distinct altered connectivity pat-

terns or networks. Hence, connectivity seems to be a valuable biomarker. However, there

is a great deal of heterogeneity within each disease, which calls for caution in interpreting

results. Moreover, the variability in recording conditions and, more importantly, prepro-

cessing pipelines induces another significant deal of variability. The different approaches

applied to data makes comparisons across studies extremely difficult [153]. Future studies

will greatly benefit from a more homogeneous analytic strategy. They should also move

beyond identifying disease to tracking its progression, severity, and, importantly, treat-

ment effects. Despite these caveats, connectivity is on track to be a powerful diagnostic

tool.
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Figure 3.2: Network etiology of brain disorders A) Fox [7] mapped locations of brain
lesions causing visual hallucinations. However, the lesions’ locations overlap only mini-
mally. In the conducted meta-analysis, there was no single region associated consistently
across various studies with the symptoms. Nevertheless, using the means of structural
and functional connectivity (B, C), they mapped the symptoms to a common atlas (D).
These networks showed significant overlap in 21 out of 22 subjects (E). Therefore, the
same neuropsychiatric symptoms caused by brain lesions map to a common network. In
this example, lesion locations causing visual hallucinations are functionally connected to
a part of the brain involved in visual imagery. Source: [7].

3.4 Linking structure and function

Another factor in differences between functions could be the differences in the under-

lying structure. There is an ongoing investigation on how the functional networks are
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comparable to structural networks. Hypothetically model-based functional and effective

connectivity estimators could benefit from the information about the underlying structural

connectivity. Indeed, Stephan et al. [159] demonstrated that effective connectivity models

are improved when the priors on the inter-regional coupling parameters are informed by

structural connectivity. The idea that structure influences functional expression has been

here since the beginning of EC measurements [133]. Structural connectivity constraints

functional connectivity in a way that structurally connected neuronal elements generate

communication patterns that aggregated over longer time scales take the shape of func-

tional connectivity. However, there has been disagreement as to whether the boundaries

of functional units correspond to the boundaries of structural units [160]. Therefore, is

the structure-function relationship straightforward? Is there a one-to-one mapping be-

tween SC and FC? Can structural connectivity explain part of the variability in functional

connectivity?

The first study relating structural and functional connectivity was done within a single

axial slice and demonstrated a strong correspondence between the two phenomena [161].

However, strong FC was also observed between structurally unconnected regions. Future

studies tried to replicate these results both on a macroscopic and microscopic scales.

Several studies have demonstrated that the presence or strength of a structural connection

can predict the strength of the functional connection [11]. Moreover, regions that are

central to structural networks have been reported to be central in functional networks as

well [151]. However, the link between SC and FC is still imperfect. Until recently, at least

50 % of the variance in functional connection weights remained unexplained by a simple

1:1 correspondence with structure [151]. Including indirect structural connections could

account for some unexplained variance in functional connectivity [160], but there are also

other factors.

Modeling studies tackle this issue from another perspective. They ask the question of

whether neuronal models coupled by parameters derived from SC are able to produce os-

cillatory activity that would show similar statistical dependencies as observed FC. Several

studies successfully proved this hypothesis [11]. However, they also found that the rela-

tionship significantly depends on spatial resolution and timescale. The relationship is the

strongest if FC is obtained from low-frequency neuronal activity (as in fMRI) aggregated

over long time periods (in the order of minutes). One of the reasons is that FC fluctuates
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in complex patterns at higher frequencies and within shorter time windows reflecting the

rich underlying dynamics [160].

From the observed results, it is apparent that SC has a certain predictive power of

the presence and strength of FC. However, the inverse is not true. SC cannot be reliably

estimated from FC since strong functional coupling exists between regions that are not

directly anatomically linked [160, 161].

Recent approaches shifted their focus from simple one-to-one mapping, but rather they

acknowledge the existence of multiple communication strategies. Vázquez-Rodŕıguez et

al. [162] built a simple model where FC is estimated by multiplexing different commu-

nication strategies represented by Euclidean distance, path length, and communicabil-

ity. Accounting for different communication strategies significantly improves predictive

power. Such results demonstrate the presence of more communication strategies and that

different brain regions adopt different strategies. Brain regions with the least structure-

function correspondence included medial parietal structures (precuneus, posterior cingu-

late), lateral parietal and temporal cortices, insular cortex, and anterior cingulate cortex.

Conversely, primary sensory regions, including occipital and paracentral cortices, showed

relatively high structure-function correspondence [162]. These results show a striking

similarity to a unimodal to transmodal hierarchical representation of cortex derived by

Margulies et al. [163]. While in unimodal brain areas such as the primary sensory area,

the relationship between structure and function is very strong, in the transmodal networks

such as default mode network or salience network, the relationship is weak (Fig. 3.3).

There are several limitations to our current inferences. While our SC measurements

are suited for long-distance connections, resting-state functional connectivity may be more

informative about short-range intracortical connectivity. There is a pattern of distance

dependence, where coupling decreases with distance [160]. This effect is more prominent in

structural connectivity as anatomical wiring is subject to material, spatial, and metabolic

constraints. Furthermore, our measurements of functional connectivity are not flawless

as well. This dependence could also be driven by non-neuronal sources such as cardiac

pulsation and head movements [53]. Moreover, current measures might not capture the

dynamic character of functional interactions or the possibility of higher-order interactions,

especially in transmodal networks [162]. Finally, other errors could be caused by brain

parcellations used to reduce the dimensionality from gray matter voxels to brain regions.
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Figure 3.3: Relationship between structural and functional connectivity. According to re-
cent results, the relationship between structural and functional connectivity varies along
the unimodal to transmodal representation of the brain. While in unimodal brain areas
such as the primary sensory area, the relationship between structure and function is very
strong, in the transmodal networks, such as default mode network or salience network,
the relationship is weak. Yeo networks: da, dorsal attention; dm, default mode; fp, fron-
toparietal; lim, limbic; sm, somatomotor; va, ventral attention; vis, visual. von Economo
classes: ac1, association cortex; ac2, association cortex; ic, insular cortex; lb, limbic re-
gions; pm, primary motor cortex; ps, primary sensory cortex; pss, primary/secondary
sensory. Source: [162].

Unbiased estimation of connectivity quality with respect to various types of noise could

bring significant improvements.



CHAPTER 3. LARGE-SCALE NETWORKS AND THEIR PROPERTIES 68

MOVING BEYOND GROUP-LEVEL

Notable progress has been made in the mapping functional to structural connec-

tivity. There is an emerging consensus about the relationship between structural

and functional networks. Converging evidence supports the idea that structure-

function relationships are organized around a hierarchical gradient spanning uni-

modal to transmodal cortex [164]. Despite promising group-level results, little is

known about the correspondence on an individual subject level as we tend to apply

uniform brain parcellations assuming that areas can be mapped to identical spatial

locations in every participant. Even our group-level estimators might become more

powerful if individual estimations are taken into account [11].

3.5 Network dynamics

The presence of inter-individual variability is further accompanied by intra-individual

connectivity differences. Previous research already reported rich intra-individual connec-

tivity fluctuations [165]. In high temporal resolution imaging techniques, primarily in

EEG, the rich dynamics of both induced and spontaneous synchronizations have long

been appreciated. These time-varying changes represent how neuronal signals continu-

ously combine, dissolve, reconfigure, and recombine to form adaptive patterns of activity

over a wide range of temporal and spatial scales [166]. Such processes that span var-

ious timescales and all canonical frequency bands underlie the flexibility and power of

perception, cognition, and behavior to deal effectively with the continually evolving envi-

ronment. Moreover, there is already extensive work in EEG/MEG microstates (transient,

patterned, quasi-stable states of high synchrony) on the scale of milliseconds (e.g., [116,

117]).

However, the macro-scale functional networks have largely been based on functional

connectivity maps derived from fMRI data [167]. The first one to observe FC dynamics

in fMRI was Chang & Glover [118] using a wavelet coherence analysis on resting-state

measurements. The connectivity varied on the scale of seconds to minutes over the du-

ration of a standard resting-state scan, and thus it proved valuable to consider measures
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of variability even in slow measurements of fMRI. Future studies confirmed that func-

tional connectivity is not static and that it can exhibit non-stationary and spontaneous

relationships. Moreover, these fluctuations are related to underlying neuronal activity,

and they are shaped by structural connectivity [168]. Hence, spontaneous fluctuations

are currently viewed as the hallmark of recordings of neuronal signals, emergent over time

scales spanning milliseconds and tens of minutes (for review, see [169]).

These results question the nature of resting-state measurements. It is known that

human subjects engage in a diverse range of mental activities, such as mind-wandering or

monitoring of the internal environment, that can alter the brain’s functional organization.

However, the observed dynamics were proved to be irrespective of conscious and cognitive

processing as they were observed in an anesthetized macaque brain as well [168]. The

question is then, given the high stability and reproducibility of static FC, why should

we expect to see fluctuations in FC? Lurie et al. [169] explain this controversy stating

that the same pattern of static FC may result from different spatiotemporal patterns of

underlying dynamic FC.

The most commonly used strategy of analyzing connectivity dynamics is to use the

sliding window approach [165, 168]. In this approach, a time window of fixed length is

selected. This window is usually tapered to decrease sensitivity to possible outliers [165].

Data points within that window are used to calculate the metric of interest. The window

is then shifted in time by a fixed number of data points (ranging from a single data point

to the length of a window) that define the overlap between successive windows. This

process results in quantifying the time-varying behavior of the chosen metric throughout

the scan [168]. Besides sliding window correlation, sliding window ICA has been used to

track the evolution of the obtained spatial components in time [170].
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Figure 3.4: Dynamic functional connectivity analysis. (A) The most common way to
calculate time-varying estimates of connectivity strength is to use the sliding window ap-
proach. Pearson correlation between pairs of BOLD timecourses over a temporal interval
spanned by a rectangular window is repeatedly computed while shifting the window by a
specific step every time. Performing this procedure for all connections results in a set of
connectivity matrices that can be further used to extract brain states using matrix fac-
torization techniques and clustering algorithms (C2). How the brain transition between
different states (D2), the actual number of brain states, or how much time it spends in
each state are important biomarkers of disease conditions. Alternative approach time the
sliding-window approach is the frame-wise analysis (B)(for more information, see [165]).
Source: [165].

As a result, time-varying connectivity is represented as a set of matrices. After the

estimation, these matrices can be decomposed into a set of connectivity states using matrix

factorization techniques and clustering algorithms, such as k-means clustering or PCA

[165]. Previous observations suggest that dynamic connectivity can, to some extent, be

conceived as a multistable process wherein the connectivity patterns pass through multiple

discrete states, rather than varying in a more continuous sense [168, 171]. However,

currently, we assume that instead of separate discrete states, a model that considers

overlapping states could better represent dynamic connectivity [172]. Nevertheless, by

decomposing the matrices and analyzing the number of states, the transition between

states, and the dwell time, i.e., time spent in each state, important features serving as

biomarkers to disease conditions could be derived [173]. A common predictive feature is
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the decreased diversity in visited meta-states reported in schizophrenia, autism, or mild

cognitive impairment (for review, see [165]).

Dynamics are not studied only during rest but also during a task. FC changes ac-

company even the switch between rest and task. The system undergoes fast and spatially

distributed functional reconfiguration to accommodate for task demands. Therefore, task-

concurrent dynamic-FC metrics have significant behavioral relevance [174]. However,

studies have shown that static FC networks observed during task and rest are highly

similar, correlating at up to r = 0.9 [169], suggesting that even small changes to a largely

stable underlying functional network architecture may lead to a wide variety of cognitive

and behavioral states. The task-induced dynamics reflect the recruitment of necessary re-

sources, active representation of task goals, optimization of information flow, and focused

attention. Although FC has been demonstrated to exhibit changes in various studies [141,

174, 175], there is still high similarity between rest and task (e.g., only 5% increase in

energy consumption), and most canonical resting-state networks are still being identi-

fied during periods of the task. Typical task-induced changes include higher connectivity

among networks recruited by the task, reorganization of highly connected regions, altered

relative frequency contributions, increased inter-individual differences, and decreased re-

gional connectivity homogeneity [174].

Despite promising results, several studies pointed out the danger of detecting noise

instead of real fluctuations. This caveat was found for both EEG [176] and fMRI studies

[177]. Indeed, if the sliding window approach is applied to white noise, rich connectivity

dynamics are obtained as well. Therefore, the mere presence of fluctuations in sliding-

window is not evidence of true dynamics. Artifactual dynamics might arise due to a low

signal-to-noise ratio, changing levels of non-neuronal noise, non-stationarity, or due to

the estimation method, for example, when the window length is shorter than the largest

wavelength present in both signals (even for deterministic signals with a fixed relationship)

[172]. Hindriks et al. [177] actually stated that in a typical 10 min resting-state session, it is

almost impossible to detect FC dynamics using sliding-window correlations. Nevertheless,

they reported that most of the functional connections are, in fact, dynamic, and they can

be revealed by session- or subject-averaging of the measures.

It is thus necessary to test the fluctuations against an appropriate null model. One
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way to depict fluctuations from those obtained in a static system is to construct confi-

dence intervals, either analytically or using a bootstrapping resampling technique [178].

Moreover, several methods approximate null distributions using surrogate data to test

a specific hypothesis. Such data share all statistical properties with the observed data,

except that they lack the property one wants to test for [177]. One example is keeping

the amplitude spectra of individual time series constant while randomizing the phase, i.e.,

preserving the temporal auto-correlation and spatial structure [179].

OPTIMAL WINDOW LENGTH

Several parameters can heavily influence the reliability of detected dynamics. The

selection of window length limits the current sliding window approaches. The win-

dow defines the timescale on which the analysis is performed. Long windows would

impede the detection of the temporal variations of interest. On the other hand, a

short window increases the risks of introducing spurious fluctuations [165]. A lower

limit to safely avoid artifacts is set to the largest wavelength present in the pre-

processed fMRI signal [172]. Future methods could be based on adaptive methods,

such as Kalman filtering, where the model parameters are continuously estimated,

and thus the use of the window is omitted.

If constructed carefully, dynamic connectivity represents a powerful approach that can

bring new insights into brain function and dysfunction. Despite fMRI analysis limitations,

fMRI functional connectivity fluctuations were found to be correlated with EEG power

in different frequency bands (see, for example, [180]). It is believed that multiple neu-

rophysiological processes simultaneously contribute to time-varying BOLD activity [169].

Macro-scale functional networks are currently analyzed using temporal segments, typi-

cally 30–60 s long [165]. However, there are various timescales of interest ranging from

slow (years) to fast (milliseconds) [167]. Given the rapid changes in brain activity, there

is currently a need to study large-scale networks on a fast timescale [181].



Chapter 4

Network neuroscience

Network neuroscience is an elegant extension to connectivity analyses by applying the

tools of graph theory [83]. This chapter defines the basic concepts of graphs and how they

are actually represented in the brain. We then move to typical metrics used to characterize

brain graphs. Specifically, we focus on metrics characterizing network integration and

segregation, as these two concepts are fundamental in our current understanding of brain

functioning. Furthermore, we describe the new promising field of temporal networks.

Finally, we end with a general overview of all steps leading from recording a brain signal

to the characterization of network topology.

4.1 Introduction to graph theory

Until now, we used the term network in a very broad sense to label a set of linked brain

elements. However, there is a whole mathematical field called graph theory devoted to

networks. Its history reaches back to Leonhard Euler and his work called Seven Bridges

of Königsberg. This paper, published in 1736, is regarded as the first paper in graph

theory history. Nowadays, graph theory is a rigorous, established multidisciplinary field

that draws on tools from mathematics, physics, and computer science to describe com-

plex interconnection patterns. In terms of neuroscience, understanding these emerging

patterns and, thus, the organization of brain networks will be necessary to understand

cognition [182]. The study of networks has been already applied in other biological con-

texts such as cellular metabolism, gene regulation, or ecology. In recent years, we have

73
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witnessed the advent of network neuroscience, leveraging graph theory tools to mathe-

matically characterize brain networks [183]. Graph theory enables an elegant description

of network topology only with few parameters. Moreover, it is able to identify critical

regions, quantify communication efficacy, or examine motifs on various levels. From the

point of graph theory, the brain network is a graph with its constituent components.

4.2 Nodes and edges

A graph is a mathematical structure used to model pairwise relations between objects.

Graphs are made up of vertices (also called nodes or points) connected by edges (also

called links or lines). In network neuroscience, it is common to talk about nodes and

edges [183]; therefore, we will follow this terminology. Their definition highly depends

on the used imaging technique, analyzed system, and the scientific question of interest.

Different sets of choices can provide complementary information about brain organization

and function [184].

Formally, a graph is defined as an ordered pair G = (V,E), where:

• V is a set of vertices (nodes)

• E ⊆ {{x, y}}|x, y ∈ V and x 6= y} is a set of edges, represented by unordered pairs

of nodes

This object corresponds to a simple directed graph. Note that in this scenario, multiple

edges between two nodes are not allowed. Furthermore, such representation can be written

in the form of an adjacency matrix. The number of rows and columns of this matrix

correspond to the number of nodes. An element between row i and column j corresponds

to an edge between node i and j, and in neuroscientific applications, it is commonly

represented by a connectivity metric.

Nodes can be represented on various scales, from individual neurons to brain regions.

In EEG, a node can correspond to a sensor placed on the scalp or hypothesized neuronal

dipoles estimated from source localization techniques. In iEEG, a node can correspond to

a single neuron or a recording contact. Finally, in fMRI, nodes often correspond either to

individual voxels or brain regions defined upon an appropriate atlas-based parcellation.

Therefore, the number of nodes can vary significantly among studies.
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Edges are represented by connectivity estimates. As each connectivity has its specifics,

each type of edge has to be treated differently. However, the definition of an edge is am-

biguous. In structural connectivity, they can correspond to streamline counts (the number

of reconstructed streamlines between pairs of parcels), their density, or microstructural

properties of streamlines, e.g., their fractional anisotropy. Structural connectivity graphs

are generally sparse (most possible structural connections among brain regions do not

exist), noisy, and prone to both false positives and negatives [185]. In functional con-

nectivity, the edges typically correspond either to Pearson correlation between parcelled

brain regions in fMRI or to phase synchrony/coherence between EEG sensors. Such an

adjacency matrix is often very dense. Lastly, a graph based on effective connectivity is

similar to a functional connectivity graph. However, there is an important difference. As

FC measures are undirected, the corresponding adjacency matrix is symmetrical, while

for the directed effective measure, the adjacency matrix can be asymmetrical.

Besides symmetry and asymmetry, there are other important features of adjacency

matrices. As already stated, in a directed graph edge (a, b) might not equal to (b, a), unlike

in undirected graphs. Further, structural adjacency matrices are commonly binarized.

In this post-processing step, a threshold is imposed on observed connections to retain

those with the strongest weights or those least likely to represent false positives and

thus to reduce measurement noise [184]. However, in sparse matrices, each change in

connection has a dramatic impact on the graph measures. The binarization is sometimes

applied in FC studies as well. Nevertheless, arbitrary thresholding often leads to a loss of

information [186], and derived network measures are unstable across different thresholds

[187]. Moreover, graph measures based on a weighted network were better reproducible

compared to binarized networks. Applied brain parcellation did not have a significant

effect [188]. Therefore, it might be advantageous to retain all connections and work with

weighted adjacency matrices.
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ANNOTATION OF NODES AND EDGES

Currently, the main limitation of graph theory application is the major simplifica-

tion that within a given network representation, all nodes and edges are identical

and homogeneous [183]. This assumption is inherent in most current applications

of graph theory. Future studies can thus turn to the annotation of nodes and edges

to address this limitation. Overcoming it will result in the identification of more

biologically meaningful network communities.

4.3 Graph metrics

Graphs may be studied and analyzed using a broad range of network analysis approaches

that offer insight into the complexity of human brain organization (for review, see [189]).

These approaches investigate the network on different scales, from individual nodes and

edges on a micro-scale to global properties that characterize the whole network on a

macro-scale (Fig. 4.1). All metrics are derived from the analysis of the adjacency matrix.

Figure 4.1: Graph metrics. Illustration of various graph metrics calculated based on
the adjacency matrix. These metrics represent both micro-scale properties (e.g., degree)
and macro-scale properties (e.g., modules and shortest path). The measure (in italics) is
typically based on basic properties of network connectivity (in bold type). Source: [189].

It is important to note that all measures need to be tested against an appropriate null

hypothesis because derived estimates are greatly influenced by basic network characteris-

tics, such as the number of nodes and links and the degree distribution. The design of a
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null model includes the choice of a suitable random graph. There are various types of ran-

dom models that preserve various subsets of structural parameters. One of the most used

null models has a random topology but shares the size, density, and binary degree distri-

bution of the original network. In other words, the models involve edge randomization

that preserves nodal degrees [189].

To describe the most common graph metrics, we assume that we have an n-node graph

G represented by an n × n adjacency matrix A, where the element Aij represents the

strength of the connection between node i and node j. The set of all nodes in the network

is denoted as N . Moreover, we assume only binary and undirected graphs. However, most

of the measures can also be extended for directed and weighted graphs [186].

Degree and Strength

We start with a description of local measures characterizing properties of individual nodes

and edges. Probably the most fundamental property of a node is its degree. In a binary

graph, it is defined as the number of all outgoing and incoming connections. The weighted

analog of node degree is node strength, which measures the total weight of all connections

incident upon a given node. Nodes with an unusually high degree or strength are referred

to as hubs. These hubs tend to occupy influential positions within a network.

ki =
∑
j∈N

Aij (4.1)

Clustering

Another measure examining the properties of a single node is the local clustering coeffi-

cient. It characterizes the degree to which nodes in a graph tend to cluster together. It

is defined as the fraction of a node’s neighbors that are also connected one to another. It

can be calculated as:

Ci =
1

ki(ki − 1)

∑
j,k∈N

AijAjkAki (4.2)

where ki =
∑

j Aij

For a binary network, we define the global clustering coefficient to be the mean local
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clustering coefficient values over all N nodes in the graph:

Cglob =
1

N

∑
i∈N

1

Ci
(4.3)

where ki =
∑

j∈N Aij

Paths and Walks

The measures of path length are commonly used to quantify the topological distance

between two nodes. The shortest path length dij is the minimal number of edges that

must be traversed to walk from node i to node j along edges in the graph. This length

is only computed in network space, and it does not relate to the actual physical distance

between nodes. Moreover, the shortest path can transverse each edge only once, so the

path is composed of a unique set of edges. On the other hand, a walk between two nodes

can use edges any number of times. Paths and walks are important concepts for the flow

of signals and communication [185].

L =
1

N

∑
i∈N

∑
j∈N,j 6=i dij

N − 1
(4.4)

The signal is less likely to degrade, get transformed, or otherwise attenuate in shorter

paths, as they correspond to faster transit times. The average shortest path length in the

network, called the characteristic path length, is used to characterize the whole graph.

However, since it is an unbounded measure, it is difficult to compare it across networks of

different sizes. Moreover, disconnected nodes have a path length equal to∞. In weighted

networks, it is necessary to transform connection weights to a measure of length. This

is usually accomplished by negative exponentiation of edge weights, i.e., Lij = W−γ
ij , or

by dividing edge weights by their maximum value and taking the negative logarithm,

i.e., Lij = −log(
Wij

Wmax
). These transformations ensure that stronger and bigger weights

correspond to smaller lengths.

Efficiency

The characteristic path length is a global average of the shortest path between nodes, and

its inverse is called global efficiency. The local efficiency is the global efficiency computed
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on the neighborhood of the node and is related to the clustering coefficient.

Eglob =
1

N

∑
i∈N

∑
j∈N,j 6=i d

−1
ij

N − 1
(4.5)

Since this formulation uses information regarding the shortest paths through the net-

work, efficiency is often associated with efficient information transmission.

Centrality

Centrality measures identify the most important nodes within a graph. They quantify

the nodal importance with respect to the dynamical process taking place on a network. A

typical representative, betweenness centrality, is calculated as the total number of shortest

paths that pass through a given node. Critical communication hubs have high betweenness

centrality as they act as bridging elements between a high number of nodes.

CB(i) =
∑
k 6=i6=j

σjk(i)

σjk
(4.6)

where j, k ∈ N , σjk is the total number of shortest paths from node j to node k, and

σjk(i) is the number of those paths that pass through i.

Modularity

The modularity is a statistic that quantifies the degree to which the network may be

subdivided into clearly delineated subnetworks. The subnetworks can go by many names,

but in neuroscience, they are commonly referred to as modules (other names include com-

munities or clusters). The modules have dense connections between the nodes within the

module but sparse connections with nodes from different modules. Therefore, the opti-

mal community structure is a subdivision of the network into non-overlapping groups of

nodes in a way that maximizes the number of within-group edges and minimizes the num-

ber of between-group edges. The subdivision is calculated by maximizing the following

modularity quality function [190]:

Q =
1

2m

∑
i,j∈N

(Aij − γ
kikj
2m

)δCiCj
(4.7)
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where m = (1/2m)
∑

ij Aij, γ is a structural resolution parameter influencing the number

of obtained modules (higher γ results in higher granularity), δCiCj
= 1 if nodes i and j

are in the same community, and δCiCj
= 0 otherwise.

Maximizing the Q parameter is an NP-complete problem, and therefore heuristic al-

gorithms are used, such as the locally greedy Louvain algorithm. Usually, a maximum of

the modularity function across multiple runs is selected as the resulting modularity with

its accompanying network partition [191].

As the nodes within a module are highly interconnected, they tend to generate sta-

tistically dependent signals, i.e., they exhibit high functional connectivity. Therefore, a

module represents a functionally specialized unit. Modular structure supports effective

communication [192] as well as functional segregation and specialization [14]. Modularity

is ubiquitous in real-world networks, including the brain.

SMALL-WORLD AND RICH CLUB

It is noteworthy that we did not mention calculating popular macro-scale topology

characteristics such as small-world or rich club coefficients. Their use is extensively

described in the literature [193]. The loss of small-world topology has been linked

to various diseases. However, recently there have been calls for caution using these

metrics. Specifically, Hlinka et al. [194] showed that the functional connectivity

approach leads to upwardly biased estimates of small-world characteristics. These

findings could be extrapolated to other graph metrics applied to correlation ma-

trices. Therefore, these limitations should be taken into account in order to avoid

erroneous interpretations. We refer the reader [193] for more details on these met-

rics.

The global scale measures express network-wide attributes and are represented by the

characteristic path length, efficiency, clustering, or modularity. These metrics are related

to two important concepts of network organization. These are segregation and integra-

tion. They are the graph counterparts of the long-standing debate in neuroscience about

functional specialization versus functional integration in the brain [195]. These two con-

cepts provide essential insight into information processing and transmission. Ultimately

they might help explain mechanisms of cognitive processes. Therefore, we describe both

concepts in more detail, along with graph metrics used for their characterization.
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4.4 Segregation and Integration

Segregation and integration are two key concepts of neuroimaging. The cartographic era

focused on the segregated activity of individual regions and, therefore, on mapping brain

function to isolated brain regions. We already know that the brain contains large-scale

communities that correspond to distinct functional systems of the brain [191]. These com-

munities are fundamental parts of brain networks as they convey functional specialization

[196]. The topography of brain networks promotes functional segregation by forming these

local network communities that are intrinsically densely connected and strongly coupled.

Consequently, the community-based network organization is a fundamental aspect of the

functional specialization of each brain system [197].

Figure 4.2: Segregation and integration according to graph theory. Schematic diagram
showing a set of nodes with a modular architecture. Functional segregation is indicated by
strong functional coupling within modules (red) with little or no functional coupling across
modules. On the other hand, functional integration is indicated by globally strong func-
tional coupling, including strong information flow across network hubs and their mutual
interconnections (blue). Illustration taken from [14].

However, complex brain functions arise from the coordinated activity of distributed

regions. Therefore, the local network communities are integrated through network hubs

to support global communication. Integration is the extent to which the system is able

to bring together distant regions in a coordinated manner. It is secured by the existence

of communication hubs with high and diverse patterns of dense inter-connectivity as well

as long-rage, cross-modular connections. They enable the efficient routing of information

between modules by minimizing both connection distances and wiring costs [198]. These
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characteristics are a key feature of small-world networks. In a small-world network, the

integration of the segregated information through network hubs links network communities

and ensures efficient communication [14]. It is not surprising that this architecture is a

hallmark of complex systems as it provides a high rate of information transmission with

low energy and wiring costs [199].

The emerging picture suggests that brain networks are designed for effective informa-

tion processing and synthesis by balancing between segregation and integration. There-

fore, healthy brain functioning requires an optimal balance between the two [196]. There

is already a body of evidence suggesting that a potential imbalance may directly implicate

neuropsychiatric disorders [81]. Thus it is critical to understand both network segrega-

tion and network integration and how they relate to different aspects of cognition in

order to gain new insights into the mechanisms of neuropsychiatric disorders and complex

phenomena of modern neuroscience such as cognition or even consciousness [80, 83, 200].

There are many ways how to quantify these concepts. Typical approaches are based on

decomposition or clustering algorithms, such as ICA, seed-based connectivity, or graphs.

For example, when measuring the physical distance-dependent connectivity within func-

tional networks, the long-range connections reflect integration, and short-range connec-

tions reflect segregation. When clustering or ICA is applied on the FC matrices, a low

number of detected FC states could correspond to higher integration and vice versa. How-

ever, these approaches do not provide information on the cluster stability, the possible

overlap between clusters, or how they are interconnected [14]. Graph theory offers a

general language to describe all these properties.

Therefore, we turn to graph theory measures as they can elegantly characterize the

segregation into functionally coherent sub-units and quantify the efficiency of informa-

tion processing between remote units. Moreover, the graph metrics are able to detect

important parts of the system (hubs) that are likely to play a key role when switching

between different modes of processing. These hubs occupy a position of influence within a

brain system, making them fundamental for healthy functioning. Computational models

showed that structural damage and disconnection of hub regions cause disruption or loss

of functional connectivity [14]. Therefore, damaging the connector hubs may result in

pervasive cognitive impairment, while lesions to provincial hubs would be expected to

yield specific clinical deficits [81].
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Segregation is the extent to which communication occurs primarily within tight-knit

communities of regions. These communities comprise anatomically distinct functional

circuits that are associated with different cognitive domains [14]. Thus, functional segre-

gation refers to neuronal processing carried out within the communities or modules. Typ-

ically, it is measured by modularity, which quantifies the extent to which the network is

organized into modules [165]. Modules were already found to map onto known segregated

cognitive systems [80]. Interestingly, the modular organization tends to be hierarchical,

where smaller modules exist within larger modules [201, 202]. Such architecture enables

local computations to be integrated into broader cognitive processes [203].

Integration encompasses the efficiency of global communication and the ability of

the network to integrate distributed information. The extent of communication between

distinct regions can be modeled by the average length of the shortest communication paths

between any two nodes, i.e., the characteristic path length. Commonly, the integration is

quantified by its inverse, i.e., the efficiency. The efficiency describes the ease with which a

signal can travel from one brain region to another. However, Sporns [14] pointed out that

this measure is often maximized in networks with random topology and that direct paths

for global communication actually do not provide means for information integration.

The brain continuously searches for a metastable balance between the local segregation

of function and the global integration of information. This imposes a dynamic information

flow. There is a belief that resting-state community organization represents an optimized

state that has minimized the neuronal and metabolic energy demands [204]. The increased

segregation results in reduced information flow between networks. Moreover, it is known

that the brain shows increased subnetwork segregation during rest/baseline epochs [205].

Therefore, maintaining segregated brain systems at rest allows the brain to rapidly and

flexibly adapt a necessary task-related reconfiguration [197]. This reconfiguration is ac-

companied by integrating distributed systems to efficiently propagate information among

different regions leading to effective task performance. Indeed, participants whose brain

networks flexibly reconfigured appropriately for a given task performed better on that

task [200]. Measures of task-related system reconfiguration have been shown to predict

task performance. An increase in cognitive load drives the increase in global integration

so that the brain can adopt a more global workspace configuration [206, 207]. Moreover,

higher task demands were already associated with decreased modularity [208, 209]. All
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in all, these results highlight the highly dynamic brain topology.

DYNAMICS ON A MILLISECOND SCALE

Moments of high modularity/low efficiency are observed when different networks

are functionally disconnected, and periods of low modularity/high efficiency, when

those distinct networks interact [165, 210]. However, most of the measurements

are based on fMRI. Therefore, the dynamic organization of brain networks on a

millisecond scale is not yet well understood. There is a need for studies examining

how segregation and integration evolve on fast timescales.

4.5 Temporal networks

We already talked about spontaneous and task-induced changes in connectivity patterns

present on various timescales from milliseconds (functional) to years (structural). Thus, it

is not surprising that graphs representing these connectivity networks are time-varying as

well. However, until recently, most of the studies focused on static network descriptions

obtained throughout fMRI measurement [80]. Investigating graph dynamics can bring

new tools for analyzing dynamic brain reconfiguration [175]. Dynamic network neuro-

science views brain networks as evolving and interconnected systems. It was proved that

a dynamic, adaptable brain network configuration underlies successful cognition [17]. As

a result, dynamic network reconfiguration was introduced as a fundamental neurophysio-

logical process [206, 208, 211].

In the previous section, we touched upon graph dynamics when discussing changes be-

tween segregation and integration. We stated that the brain shows increased segregation

during rest/baseline epochs [205], which decreases with higher task demands [208, 209].

Commonly these observations are made using the sliding-window approach. As in con-

nectivity estimation, each window is treated as an independent sample represented by a

graph. Therefore, for each window, graph metrics are derived, resulting in a time-varying

estimate. It turned out that there are strong fluctuations across various graph metrics,

such as in coupling strengths or centrality [14], highlighting a continuous functional re-

organization of the brain [165]. Therefore, both the topology of the networks and the

interactions between them are highly dynamic [168, 173, 209, 210]. The network topology
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is tightly linked to information transmission [192]. Moreover, dynamic reconfiguration

is directly linked to cognitive performance during various tasks, such as memory [200,

212–214].

However, assuming disjoint individual matrices in each window does not cover all

aspects of the contact patterns’ temporal structure. There are lines of research aimed

to improve this basic approach. Holme & Saramäki [215] reviewed the field of tempo-

ral networks and illustrated important advances, drawbacks, and unified some concepts.

Firstly, the temporal network comes with many names across various fields, such as tempo-

ral graphs, evolving graphs, time-varying graphs, time-aggregated graphs, time-stamped

graphs, dynamic networks, or dynamic graphs. From now on, we will stick with the name

”temporal network” when referring to a time-dependent analysis of brain networks. The

concept of temporal networks is based on a multilayer approach, and it has an important

improvement that differs it from simple sliding-window approaches. In the multilayer

construct, each layer is represented by an adjacency matrix corresponding to a graph at a

single time-point. All layers, also called slices, are mutually coupled and can be analyzed

as a single graph construct (Fig. 4.3a). Therefore, the same node exists in all layers

and is linked throughout the layers by an edge representing the node’s identity. Multiple

types of edges can also link nodes within and between layers representing different types

of relationships between network elements [184].

The advantage of this approach can be illustrated in the following example. Imagine

that at time t1 nodes A and B are connected and at the following time t2 nodes B and

C are connected. A simple sliding window approach would state that there is no direct

or indirect connection between A and C as it only focuses on one adjacency matrix at

a time. It stays blinded to all previous and following states. However, the temporal

network concept assumes that A and C are indirectly connected and that the information

can propagate over time. An important conclusion is that the timings of connections and

the time ordering matters [215].

This important shift in perspective necessarily challenges the notion of static graph

measures. We assume a set of N vertices V interacting with each other at certain times.

The duration of the interactions is negligible. In this case, the system can be represented

by a contact sequence — a set of C contacts, triples (i, j, t) where i, j ∈ V and t denotes

time [215]. Each triplet of a contact sequence can never occur twice; thus, we assume
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only an undirected graph. For some metrics, the transformation from static to dynamic

is straightforward only by aggregation over the chosen period. For example, the nodal

degree would become the sum of all edges activated within some time window. On the

other hand, the notion of the shortest path in a network is more ambiguous as there could

be many paths during the whole time interval. Therefore, this metric needs to be derived

with respect to a certain time period, and it is defined as sequences of contacts with

non-decreasing times that connect sets of vertices. This path is time-respecting, meaning

it begins and ends at certain points in time. Many other metrics, such as temporal

path length, reachability, latency, as well as different randomized reference models, have

been discussed and reviewed in [215]. A major limitation was the absence of community

detection. Not only that there was a lack of universal definition, but another challenge

was optimizing multilayer modularity in the construction of appropriate null models for

multilayer networks [216]. Since the communities were shown to be the basic building

blocks of brain architecture and investigating their changes and stability is of utmost

importance.

Mucha et al. [217] came with a solution proposing to stitch consequent layers in the

sense that node i in a layer r is connected to the same node i in the following layer

s and so on. Therefore, each node is always connected to itself from the previous and

following layer in a chain-like way (Fig. 4.3b). It is important to note that the node is

connected only to itself and not to other nodes in other layers. Formally, Aijs details a

direct connection in layer s with interlayer couplings Cjrs that connect node j in layer r

to itself in layer s. We assume undirected network layers where Aijs = Ajis and couplings

Cjrs = Cjsr. If the strength of each node individually in each layer is kjs =
∑

iAijs and

across layers by cjs =
∑

r Cjsr, then the multilayer strength is κjs = kjs + cjs. Finally, the

multilayer modularity was defined as:

Qmultiscale =
1

2µ

∑
ijsr

[(Aijs − γs
kiskjs
2ms

)δsr + δijCjsr]δ(gis, gjr) (4.8)

where ms =
∑

j kjs, 2µ =
∑

jr κjr, γs is the resolution parameter in each layer, and

δ(gis, gjr) = 1 if the community assignments gir of nodes i in layer r and gjs of node j in

layer s are the same and 0 otherwise.

This new framework makes it possible to study community structure in a much broader

class of networks [217]. Moreover, the community assignment makes it possible to directly
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compare the nodes’ cluster labels across the temporally adjacent layers. Therefore, it is

possible to identify flexible nodes that frequently switch their cluster assignments and

those that maintain stable assignments across time [185]. Studies reported this flexibility

to be sensitive to both intra- and inter-individual variability and, therefore, to be a po-

tential biomarker of cognition and disease [175]. However, there are still important issues

that need to be solved. For example, the strengths of connections between layers are

chosen arbitrarily. Moreover, it will also be important to incorporate that an individual

node could be connected to other nodes in different layers.

So far, we only talked about networks, where each layer represents a different time-

point. However, the multilayer concept offers a great deal of variability. Significant de-

pendencies between networks where each layer corresponds to different subjects, species,

diseases, or tasks can be investigated (Fig. 4.3c). Moreover, in other conditions, the

individual layer can model other aspects such as brain networks from healthy individuals

and patient cohort, structural connectivity, and functional connectivity matrices [184].

As our focus shifted to connectivity dynamics as a fundamental brain functioning mech-

anism, temporal networks become an exciting avenue for future research. There are still

limitations and issues waiting to be resolved; however, pioneering results already showed

promising new insights that temporal networks could bring.
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a)

c)b)

Figure 4.3: Temporal and multislice networks. a) All layers, also called slices, are mutually
coupled and can be analyzed as a single graph construct. Here, instead of showing a set
of connectivity matrices, the temporal dimension is showed explicitly [215] b) Schematic
of a multislice network where each node can also be connected to itself in previous and
future slices. In this representation, a node is connected only to itself and not to other
nodes in other layers [217] c) In the multilayer construct, each layer might not represent
only the temporal dimension. In this visualization, layers correspond to structural, real
functional, and simulated functional connectivity. Analyzing this construct could reveal
important dependencies and motives among the layers. Adopted from [81].

4.6 Network analysis in fMRI

In this final section, we summarize the individual steps leading from the recording of

functional neuroimaging data to inferences about brain network architecture. There are

various neuroimaging modalities, each with its advantages and disadvantages. Currently,

fMRI is the most commonly used modality as it offers an investigation of macroscopic brain

networks. Recorded raw fMRI scans are preprocessed by undergoing several denoising

steps (slice timing correction, realignment, image co-registration, normalization based on

segmentation, and spatial smoothing). Moreover, the brain parcellation atlas is applied

to divide the brain into regions, and the mean signal across all voxels from a given region

is extracted. The most common functional connectivity measure in fMRI is the Pearson
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correlation. Signals from all regions are cross-correlated to form a connectivity matrix.

Such a connectivity matrix corresponds to an adjacency matrix that forms the basis of

graph analysis. Using measures of graph analysis operating on the adjacency matrix, a

set of topological measures is derived (Fig. 4.4).

In a real-life setting, such an oversimplified scenario is usually not feasible. There is

not a general consensus about most of the above-described steps. Therefore, each step

comes with an important decision that should be based on available data and investigated

hypotheses. Even the first step of preprocessing data is ambiguous as different teams use

different strategies. Moreover, the preprocessing pipeline can significantly influence de-

rived brain topology measures, especially when noise is still present even after processing.

Optimal brain parcellation is a topic of continuous research. Furthermore, there are two

main groups of anatomical and functional atlases. However, even within the groups, the

number of regions can vary from dozens to several hundreds of ROIs. Then, the choice

of connectivity measure should correspond to asked questions and data. Upon selection,

many connectivity measures, such as Granger causality, have tunable parameters that

need to be set accordingly. Finally, there is a large group of graph measures, and again

the choice should correspond to the investigated hypothesis. Before applying the algo-

rithms, a decision about binarizing the adjacency matrix needs to be made. While there

are scenarios, e.g., structural connectivity, where thresholding could lead to noise reduc-

tion, there are also studies reporting thresholding to lead to loss of information or being

unstable across various thresholds. Ultimately, the obtained measure of brain topology

needs to be tested against appropriate null-models.

It is noteworthy that here we only touched upon some issues of static connectivity

analysis. Investigating connectivity dynamics brings further questions and decisions about

which technique to apply. Moreover, most of the decisions are related to the imaging

technique itself. Different modalities pose different challenges. For example, while optimal

fMRI preprocessing is still an open question, there seems to be less variability in applied

steps in the EEG community. On the other hand, the construction of a network in EEG

is less straightforward as one could operate in sensor space or apply the inverse solution

and try to map scalp activity to the underlying neuronal source. This approach was

not discussed here, as it is beyond the scope of the thesis. However, it should serve as

an illustration of all potential tasks that need to be tackled in order to perform robust
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Figure 4.4: Step by step graph analysis in fMRI. The pipeline starts with recording and
subsequent preprocessing fMRI time-series. The brain parcellation atlas is commonly ap-
plied to divide the brain into parcels, and the BOLD signal is extracted from the respective
parcels. Signals from all regions are cross-correlated to form a connectivity matrix. In
some analyses, this matrix is further binarized. However, this step is highly debatable.
The final connectivity matrix represents an adjacency matrix, i.e., the subject of graph
analyses. Reproduced from [95].

network analysis.

Future studies will need to focus on how the slow network dynamics, quantified by

graph metrics applied to fMRI measurements, relate to those obtained with much higher

temporal resolution (e.g., using EEG, iEEG, or MEG). We know that the brain is able to

perform very complex tasks in a very short time (on the scale of hundreds of milliseconds).

We assume that during this brief time period, the brain undergoes a massive reorganiza-

tion that is reflected by changes in graph properties. For these purposes, iEEG recordings

offer a very high temporal and spatial resolution. Moreover, recording locations can be

mapped to parcellation fMRI atlases to obtain a direct comparison between signals from

fMRI and iEEG. Trying to relate network dynamics from different modalities with differ-

ent timescales could be one of the future lines of research. Nevertheless, iEEG has several

limitations, such as the incomplete coverage of the brain, so there are still methodological

and technical limitations to be overcome.
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After introducing the concepts of functional and effective connectivity by [78], the

study of interactions and synchronization among regions witnessed a remarkable rise in

popularity and importance. Building upon the idea of connectivity, the study of large-

scale brain networks is currently investigated in various scenarios, from cognitive abilities

to mental disorders. That is why this thesis is devoted to connectivity and brain networks.

However, it is not driven by a single hypothesis but rather is a methodological demonstra-

tion of how connectivity can contribute to the understanding of brain (dys)functions. As

the field of connectivity faces several challenges, the presented projects try to contribute

to solving some of those.

Large-scale brain networks are typically investigated using functional connectivity and

resting-state fMRI. They are characteristic by their intra- and inter-individual variability.

This variability has been linked to neurological diseases or differences in structure. More-

over, it has been used for the identification of individual subjects. However, are these

changes driven by real differences in structure and function, or do they result from arti-

facts? It is vital to be able to assess the quality of our estimates. We asked the questions

such as whether there is a large inter-individual variability in connectivity quality? If so,

what drives this variability? Could it be explained by a particular type of noise, such as

head motion?

Currently, most of the network research revolves around fMRI measurements. This

technique suffers from a low temporal resolution. However, we already know the brain is

able to perform complex tasks on the scale of hundreds of milliseconds. Therefore, there

is a need to understand how large-scale networks evolve, integrate, and communicate

on these fast timescales. Although segregation and integration have been proposed as

mechanisms to accomplish various tasks, our knowledge of their dynamics is limited mostly

to fMRI. This thesis presents a novel iEEG study aiming to understand network dynamics

during a specific cognitive task focused on recognition memory. There are currently very

few whole-brain network studies in the field of iEEG due to many obstacles inherent to

iEEG recordings. Their overcoming allowed us to ask questions such as what mechanisms

drive recognition memory. Can we observe the reorganization of brain networks on such

fast timescales? Not only that it brings novel findings on memory, but it also paves the

way for future iEEG studies.

Finally, connectivity has been extensively used to study not only brain functions but
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also brain dysfunctions. One such dysfunction that affects the lives of around 50 million

people worldwide is epilepsy. Our understanding of epilepsy mechanisms has shifted

its focus towards a more dynamic, whole-brain network perspective in the last decades.

This perspective makes connectivity an ideal candidate to investigate the mechanisms

of its generation. The unpredictability of seizures is one of the main health risks and

psychological burdens in epilepsy. Hence, successful seizure prediction can significantly

improve the health and quality of life of epilepsy patients. Connectivity has already been

successfully applied to the identification of the seizure onset zone. Moreover, its alterations

were shown to be a hallmark of upcoming seizures. However, most of the current research

focuses on connectivity changes minutes and hours before a seizure. No study in humans so

far systematically assessed long-term connectivity changes. Understanding the temporal

evolution of connectivity patterns is of fundamental value in uncovering the mechanisms

involved in epileptogenesis, as well as in ictogenesis. Nevertheless, can we identify critical

times of connectivity changes days prior to a seizure that would help seizure prediction?

What drives these changes? Are they localized to a particular region, or do they affect

the whole brain?

The questions posed in previous paragraphs illustrate the three research projects car-

ried out within this thesis. Namely:

• Functional connectivity quality in resting-state fMRI

• Large-scale networks dynamics during recognition memory using iEEG

• Long-term connectivity changes in epilepsy

These three projects will be further presented in full detail. Not only that they in-

vestigate connectivity in different imaging modalities (fMRI vs. iEEG), but they also

explore different time aspects: from stationary to slow timescales (hours and days) and

up to very fast time scales (milliseconds).

I believe that my thesis states important fundaments of brain imaging, connectivity

estimation, and network analysis. I tried to introduce functional neuroimaging techniques,

compare their strengths and weaknesses, illustrate their use, and address the influence of

artifacts. Moreover, I tried to portray the wide range of applications for connectivity esti-

mates, whether it is studying the relationship between function and structure, identifying

brain diseases, or reflecting dynamic reconfiguration between segregation and integration.
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Altogether, these applications could be taken as a guideline and an inspiration for future

neuroscientific studies. Furthermore, the investigated research question can hopefully

bring a novel understanding of brain processes and thus push the field of neuroscience a

little step ahead.
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Chapter 5

Typicality of functional connectivity

robustly captures motion artifacts in

rs-fMRI across datasets, atlases, and

preprocessing pipelines

Functional connectivity analysis of resting-state fMRI data has recently become one of the

most common approaches to characterizing individual brain function. It has been widely

suggested that the functional connectivity matrix is a useful approximate representation

of the brain’s connectivity, potentially providing behaviorally or clinically relevant mark-

ers. However, functional connectivity estimates are known to be detrimentally affected by

various artifacts, including those due to in-scanner head motion. Moreover, as individual

functional connections generally covary only very weakly with head motion estimates,

motion influence is difficult to quantify robustly, and prone to be neglected in practice.

Although the use of individual estimates of head motion, or group-level correlation of

motion and functional connectivity has been suggested, a sufficiently sensitive measure

of individual functional connectivity quality has not yet been established. We propose

a new intuitive summary index, Typicality of Functional Connectivity, to capture de-

viations from standard brain functional connectivity patterns. In a resting-state fMRI

dataset of 245 healthy subjects, this measure was significantly correlated with individual

head motion metrics. The results were further robustly reproduced across atlas granular-

ity, preprocessing options, and other datasets, including 1081 subjects from the Human

96
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Connectome Project. In principle, Typicality of Functional Connectivity should be sensi-

tive also to other types of artifacts, processing errors, and possibly also brain pathology,

allowing extensive use in data quality screening and quantification in functional connec-

tivity studies as well as methodological investigations.

The work presented in this chapter has been published in the Human Brain Mapping

journal [218].

5.1 Introduction

Imaging techniques play a pivotal role in medical research nowadays. Functional mag-

netic resonance imaging (fMRI) is one of the most common methods for research into

brain function. Resting-state fMRI (rs-fMRI) is a very prolific and popular subcate-

gory of fMRI measurements. In 1995, Biswal et al. [92] found that the correlation of

low-frequency fluctuations (<≈ 0.1 Hz) in blood oxygen level-dependent (BOLD) signals

is a manifestation of the functional connectivity of the brain. Later studies confirmed

that fMRI fluctuations are tightly coupled with the underlying neural activity [219, 220].

These spontaneous low-frequency fluctuations in the BOLD signal are therefore used to

investigate the functional architecture of the brain [135].

A common approach to the analysis of rs-fMRI data is to assess functional connectivity

(FC), defined as temporal dependence of neuronal activity patterns [94], and thus deter-

mine which regions are functionally connected. Regions are defined based on a reasonable

brain parcellation. Although there is no consensus on optimal parcellation [68, 221], it

has been suggested that the matrix of FC among all brain regions may be a suitable

representation of the brain connectivity, potentially providing behaviorally or clinically

relevant markers [60, 136, 222].

Like any other imaging technique, fMRI is also affected by unwanted artifacts. There

are many non-neuronal sources of signal variability such as thermal noise, physiological

sources (created by the cardiac and respiratory cycles), scanner and head coil hetero-

geneities, spiking, chemical shifts, radiofrequency interferences, or subject movement [47–

50]. Scanner head motion has long been recognized as a source of artifacts in rs-fMRI

[223, 224]. These artifacts originate in changes in head position that can yield many forms
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from small involuntary drifts to brief impulsive movements [225]. They induce undesir-

able, artificial effects that manifest in complex temporal and spatial patterns [51, 92, 223,

224, 226]. Recent studies showed that even small head movements, in the range of 0.5 to

1 mm, can induce systematic biases in correlation strength and thus they can profoundly

influence the final estimates of functional connectivity [51–59].

Typical motion artifact manifests as increased short-range connectivity and reduced

long-range connectivity, although gross head motion can also increase long-range con-

nectivity [53, 54, 227–229]. These effects influence the correlation values as well as the

derived connectivity measures characterizing the network topology [62, 230]). Therefore,

they have been both a point of concern and controversy for rs-FC investigations [55, 152,

231–234].

In common practice, fMRI data preprocessing is used to reduce the noise. Prepro-

cessing usually includes image realignment, spatial smoothing, filtering, and confound

regression [60]. There is no consensus on the optimal preprocessing strategy that should

be applied to rs-fMRI data [63, 235]). Since no preprocessing is completely successful

in removing the motion influence [62, 236], it is vital for connectivity studies to be able

to quantify the amount of motion artifacts present in FC matrices. However, a reliable

measure of FC quality has not yet been established. The absence of robust FC quality

measure renders the estimation of the amount of motion artifact in an FC matrix impos-

sible. We propose a new measure - Typicality of Functional Connectivity, that is based

on a correlation of a single FC matrix with a typical FC matrix. We analyze it across

different datasets, atlases, and preprocessing pipelines.

The individual deviations from a typical FC matrix might not be entirely attributable

to artifacts and could be of neural origin. Nevertheless, we suggest that the most promi-

nent deviations are likely to be dominated by non-neuronal related signal changes and

thus could identify potentially problematic subjects. Therefore, such measure can be

helpful in investigations of individuals and populations whose in-scanner movement pro-

files may differ subtly, for instance when comparing controls to subjects of different ages

(e.g., during development or aging) or to individuals experiencing involuntary or repeti-

tive movements (e.g., tics or tremors)[55, 152]. By definition, it should be sensitive also to

other types of artifacts, processing errors, and possibly also brain pathology, allowing ex-

tensive use in data quality screening and quantification in functional connectivity studies
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as well as methodological investigations, such as the evaluation of preprocessing pipeline

performances and the decision on suitable brain parcellation.

5.2 Material and Methods

5.2.1 Data acquisition

Main dataset

For the main study, we took a dataset with 245 healthy subjects (148 right-handed, 132

females, mean age 29.22 / standard deviation 6.99). Participants were informed about

the experimental procedures and provided written informed consent. The study design

was approved by the local Ethics Committee of the Institute of Clinical and Experimental

Medicine and the Psychiatric Center Prague. Each volunteer underwent MRI scanning

that included 10 minutes of resting-state functional magnetic resonance imaging acqui-

sitions with eyes closed and acquisition of a T1-weighted and T2-weighted anatomical

scan.

Scanning was performed with a 3T MRI scanner (Siemens; Magnetom Trio) located

at the Institute of Clinical and Experimental Medicine in Prague, Czech Republic. Func-

tional images were obtained using T2-weighted echo-planar imaging (EPI) with BOLD

contrast. GE-EPIs (TR/TE = 2000/30 ms) comprised 35 axial slices - acquired con-

tinuously in descending order covering the entire cerebrum (48x64 voxels, voxel size =

3x3x3 mm3). A three-dimensional high-resolution T1-weighted image (TR/TE/TI =

2300/4.6/900 ms, (170 slices, 162x210 voxels, voxel = 1x1x1 mm3) covering the entire

brain was used for anatomical reference. T2-weighted images were also acquired but not

used in the current study.

Alternative dataset

For confirmation and additional analyses, we took a different dataset of 84 healthy subjects

(80 right-handed, 48 males, mean age 30.83 / standard deviation 8.48). Each volunteer

underwent MRI scanning that included 10 minutes of resting-state functional magnetic

resonance imaging acquisitions with eyes closed and acquisition of a T1-weighted and

T2-weighted anatomical scan. Scanning was performed with a 3T MRI scanner (Siemens;
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Magnetom Trio). Functional images were obtained using T2-weighted echo-planar imag-

ing (EPI) with BOLD contrast. GE-EPIs (TR/TE = 2500/30 ms) comprised 44 axial

slices acquired continuously in descending order covering the entire cerebrum (64x64 vox-

els, voxel size = 2x2x2 mm3). A three-dimensional high-resolution T1-weighted image

(TR/TE/TI = 2300/4.6/900 ms, 169 slices, 176× 189 voxels, voxel = 1x1x1 mm3) cover-

ing the entire brain was used for anatomical reference (for more details see [237]).

Human Connectome Project

To be able to repeat and generalize our results, we analyzed preprocessed rs-fMRI of 1081

subjects from the WU-Minn Human Connectome Project (in this paper referred to simply

as ”HCP”). Data were downloaded from the HCP S1200 Release Resting-State fMRI 1

FIX-Denoised (Extended) package. We used the first 15 minutes of resting-state scans

with left-right phase-encoding directions.

Structural dataset acquisitions included high resolution T1-weighted and T2-weighted

images (TR/TE/TI = 2400/2.14/1000 ms, voxel = 0.7x0.7xs0.7 mm3, 256 sagital slices).

Resting-state fMRI was acquired at 2 mm isotropic resolution, TR = 720 ms, TE = 33.1

ms, slice thickness of 2.0 mm, 72 slices. (for more details see [238]).

Data were already preprocessed (including spatial distortion correction, motion correc-

tion, spatial registration, normalization to MNI coordinates) and denoised using the FIX

ICA-based automated method. Artifacts, such as head motion or cardiac pulsation, are

regressed out from high-pass filtered data, along with 12 head-motion-related confound

regressors (more details in [239, 240]).

5.2.2 Preprocessing

Stringent

Initial data preprocessing was performed using a combination of the SPM12 software

package (Wellcome Department of Cognitive Neurology, London, UK) and CONN tool-

box (McGovern Institute for Brain Research, MIT, USA) running under MATLAB (The

Mathworks). CONNs default preprocessing pipeline (defaultMNI ) comprises of the fol-

lowing steps: (1) functional realignment and unwrapping, (2) slice-timing correction, (3)

structural segmentation into white matter and cerebrospinal fluid & structural normal-

ization to the MNI space, (4) functional normalization to the MNI space, (5) outlier
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detection, and (6) smoothing with 8mm kernel size.

The default denoising steps in the CONN toolbox included a component-based noise

correction method (CompCor) performing regression of six head-motion parameters (ac-

quired during the correction of head-motion) with their first order temporal derivatives

and five principal components of white-matter and cerebrospinal fluid. This default pre-

processing might be suboptimal due to not suppressing the motion artifacts sufficiently

(potential remedy could be including 24 instead of 12 motion parameters, although adding

quadratic expansions showed similar preprocessing efficacy, see [241]), or due to remov-

ing some part of the neural-induced signals (for discussion on the use of components in

preprocessing see [242]). Time series from defined regions of interest were additionally

linearly detrended to remove possible signal drift and finally filtered by a band-pass filter

with cutoff frequencies 0.009 - 0.08 Hz. This preprocessing pipeline is labeled as stringent

further in the manuscript.

To form functional connectivity matrices, we cross-correlated the ROI-based average

BOLD time series. In line with the most common practice, we use the Pearson correlation

coefficient to quantify functional connectivity and form FC matrices. Note that although

other non-linear approaches for functional connectivity assessment have been proposed,

the linear Pearson correlation coefficient was shown to be sufficient under standard condi-

tions [102, 243]. Fisher’s r-to-z transformation was applied to each correlation coefficient

to increase the normality of the distribution of correlation values [244].

Moderate

We additionally used two more lenient processing setups in our analyses. In comparison

with the stringent pipeline, the moderate denoising steps only included regression of six

head-motion parameters and one principal component of white-matter and cerebrospinal

fluid. A band-pass filter with broader cutoff frequencies of 0.004 - 0.1 Hz was applied.

Mild

The mild preprocessing consists of only CONNs default preprocessing pipeline - default-

MNI. No further filtering or regression was done.
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5.2.3 Atlas choice

We chose a parcellation based on Craddock atlas because it offers an option to select the

number of ROIs that represent spatially coherent regions with homogeneous connectivity.

For each subject, we calculated 23 FC matrices that differ in the number of ROIs: ranging

from 10 to 840 ROIs. With the increasing number of ROIs, the size of each ROI decreases

(Fig. 5.1). If not stated otherwise, the default parcellation is into 200 regions (on average

comprising 91.9 ± 18.8 voxels). The regions in Craddock atlas are created using a spectral

clustering algorithm with various similarity metrics and group-level clustering schemes (for

details see [245]).

Moreover, to assess generalization to other types of atlases, we also used AAL atlas

(90 ROIs) - the most common anatomical atlas [246].

Figure 5.1: ROI sizes decreases with the number of ROIs. ROI sizes for 23 atlases based
on Craddock spectral clustering method and for anatomical AAL atlas (in purple). The
ROI size decreases with the increasing number of ROIs. The mean size (number of voxels)
with ± standard deviation is plotted.

5.2.4 Quantifying motion

Reporting motion statistics should be fundamental for any fMRI study, but Waheed et al.

[247] analyzed 100 most recent fMRI studies, and only 10 % provided a table of motion

metrics. Two of the most used motion metrics are framewise displacement (FD) and the

derivative of root mean square variance over voxels (DVARS). We used mean FD and
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mean DVARS to quantify the amount of motion during a given scanning session. Fig. 5.2

depicts the distribution of each metric.
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Figure 5.2: Motion metric distributions. Mean of DVARS and FD are metrics commonly
used to describe the gross head movement of a given subject. Based on the motion metrics,
all subjects would meet the inclusion criteria for analysis in most MRI laboratories. The
distributions of tSNR and motion metrics (represented by mean FD and mean DVARS)
for the 245 subjects used in this study are plotted.

Framewise displacement (FD)

The fMRI data allow the estimation of six head realignment parameters for each volume.

Thus, head position is described at each time point by six parameters (translational

displacements along X, Y, and Z axes and rotational displacements of the pitch, yaw,

and roll). Framewise displacement represents a summarizing parameter of head motion

from one volume to the next. It is an average of the rotation and translation parameters

differences (Eq.5.1). Since it is based on realignment parameters, it is therefore unaffected

by subsequent preprocessing steps [53].

FDi = |∆dix|+ |∆diy|+ |∆diz|+ |∆αi|+ |∆βi|+ |∆γi| (5.1)

where displacement of i-th brain volume in x-direction is ∆dix = d(i−1)x − dix and

similarly for the other rigid body parameters. Rotational displacements were converted

from degrees to millimeters by calculating displacement on the surface of a sphere of
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radius 50 mm.

FD is the most popular metric among motion statistics. It was reported in 24 %

of recent fMRI studies compared to similar root mean square (RMS) metric which was

reported only in 10 % of recent fMRI studies [247].

Derivative of root mean square variance over voxels (DVARS)

The derivative of root mean square variance over voxels quantifies changes of intensities

between two images and it is calculated as the root mean square value of the differentiated

BOLD time series within a spatial mask at every time-point (Eq.5.2)[248]. DVARS is not

derived from realignment parameters, and thus it could reflect any kind of bias. Never-

theless, the head motion has been proven to be a significant contributor to fluctuations

in DVARS [233]. The quantity is calculated after functional connectivity processing and

it is defined as:

DV ARS(∆I)i =
√
〈[∆Ii(−→x )]2〉 =

√
〈[Ii(−→x )− Ii−1(−→x )]2〉 (5.2)

where Ii(
−→x ) is image intensity at locus −→x on frame i and angle brackets denote the spatial

average over the whole brain.

Since it is based on BOLD signal intensity, DVARS differs greatly across datasets and

processing strategies [227]. It can be influenced by blurring kernel size, frequency filter

characteristics, sequence characteristics, etc. DVARS was reported only in 8 % of the

recent fMRI studies [247].

5.2.5 Measuring FC quality

Estimating connectivity quality and assessing its relationship with motion is vital for

all connectivity studies. Currently, there is no measure used in literature that allows

quantifying it per subject. Here we present our new metric along metrics proposed by

other groups.

Typicality of Functional Connectivity (TFC)

We propose the Typicality of Functional Connectivity as a new measure for how to esti-

mate FC quality. It is based on a correlation between an individual subjects FC matrix



CHAPTER 5. TYPICALITY OF FUNCTIONAL CONNECTIVITY 105

and a typical FC matrix of a given cohort (Eq. 5.3). To exclude the influence of diagonal

values, we vectorized the upper triangular form of all FC matrices (ignoring the diagonal

elements).

TFCi =
(1 + rP (FCi, FC))

2
(5.3)

where i is the subject’s index, rP is a Pearson correlation coefficient and FC is the

typical FC matrix. Throughout the manuscript Spearman correlation is denoted as rS

and Pearson correlation as rP .

TFC ranges between 0 and 1, where 0 is a complete anti-correlation, 0.5 is a correlation

of 0, and 1 is a maximal correlation with the typical FC matrix.

As the template, we use the mean FC matrix of 10 % subjects with the lowest motion

(lowest mean FD). Taking mean FC across the whole dataset instead of 10 % of subjects

gives similar results. Subjects are taken from the Alternative dataset (see Methods sec-

tion). Thus, no subjects need to be eliminated from further analyses. If an alternative

dataset with similar preprocessing is not at disposal, low-movement subjects from the

same dataset can be used. We assume that by averaging FC matrices of low-movement

subjects, we obtain a useful estimate of awake human brain functional connectivity. While

minor or moderate deviations may represent effects of interest corresponding to inter-

individual variation in brain function, larger anomalies are likely to arise due to artifactual

sources of signal variation and should be subject to screening.

Euclidean L2 distance

Instead of using correlation as a similarity measure with the typical matrix, we also

used distance. More specifically, the Euclidean L2 distance defined as the mean distance

between FC values from an upper triangular form of a single FC matrix (without diagonal)

and corresponding typical FC values, resulting in a non-negative value characterizing

matrix typicality (Eq. 5.4).

di =
1

N

N∑
j=1

(FCj
i − FCj)2 (5.4)

where i is a subject’s index, j is an FC value index, FC is the typical FC matrix, and N

is the number of FC values.
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Geodesic distance

Introduced by Venkatesh et al. [249], the reasoning behind this distance metric is that the

correlation matrices lie on a non-linear space. Geodesic distance between two points on

the positive semidefinite cone (e.g., two FC matrices) is the shortest path between them

along the manifold. Since it is not guaranteed that the typical FC matrix would lie on

the manifold, we define this quality measure as the mean geodesic distance between a full

FC matrix and all other FC matrices (Eq. 5.5).

di =
1

N

N∑
j=1

√
trace(log2(FC

1
2
i FCjFC

1
2
i )) (5.5)

where i, j are subject’s indices.

Quality control-functional connectivity (QC-FC)

In literature, the most used way to evaluate the presence of a motion artifact are quality

control - functional connectivity (QC-FC) values [54, 62, 227, 241]. This group measure

examines how motion affects FC values for each pair of regions across subjects. Each FC

value is directly correlated with a summary motion statistic (either mean FD or mean

DVARS) across subjects. The median of these values shows if motion tends to increase

or decrease connectivity and a correlation of QC-FC with distance reveals the presence

of spurious distance dependence.

5.2.6 tSNR

The temporal signal to noise ratio is a useful measure of data quality [250]. Van Dijk

et al. [52] have found that low values of tSNR identify subjects with high head motion or

other causes of data instability. For each ROI, the mean signal is divided by the standard

deviation over the BOLD run, and tSNR is calculated as the mean tSNR value across all

ROIs in the brain (Eq. 5.6). An alternative is using a voxel-based tSNR, where the signal
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from each gray matter voxel with signal values > 150 is used instead of ROIs.

tSNRr =

∑T
t=1 S(r,t)

T√∑T
t=1(S(r,t)−S(r))2

T

tSNR =
1

R

R∑
r=1

tSNRr

(5.6)

where S(r, t) is the signal magnitude at the ROI r in the time t. S(r) is a temporal mean.

T is the number of all brain volumes, and R is number of all ROIs.

5.3 Results

We used TFC to estimate per subject quality and we analyzed it with respect to motion,

atlas size, and preprocessing. We used FC matrices with stringent preprocessing parcel-

lated into 200 ROIs using Craddock atlas as a default setup. The TFC metric was based

on a comparison with the mean FC matrix of 10 % subjects with the lowest mean FD

from the Alternative dataset. Using the Spearman correlation, we found that it is sig-

nificantly correlated with motion metrics (rDV ARSS = −0.37, p < 10−8, rFSD = −0.20, p =

0.002)(Tab. 5.1), meaning that an FC matrix of a subject with high mean head movement

is less similar to the typical FC matrix compared to low-movement subjects (Fig. 5.3a).

A correlation coefficient between a motion metric and TFC demonstrates a dependence

between FC quality and gross head motion. The effect is more prominent in a high-moving

subgroup of subjects. Both FD and DVARS are significantly related to FC quality but

mean DVARS shows a generally higher absolute correlation than mean FD.

Instead of TFC, we also tried a method based on Euclidean L2 distance from the typical

FC matrix and mean geodesic distance from the cohort. Unlike TFC measure, which shows

significant both Spearman and Pearson quality-motion correlations, the correlations of L2

distance with motion were significant only using Pearson correlation and FD (rFDP =

0.13, p = 0.05) because this relationship was driven mainly by outliers. Correlations

with geodesic distance also did not show consistent significances and yielded only two

significant results (rDV ARSP = 0.39, p < 10−9, rFDS = −0.13, p = 0.04) (Tab. 5.1).
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DVARS FD

Spearman Pearson Spearman Pearson

TFC −0.37 (2∗10−9) −0.38 (7.3∗10−10) −0.20 (0.002) −0.23 (2.8∗10−4)

L2-distance 0.01 (0.87) −0.09 (0.18) −0.02 (0.81) 0.13 (0.05)

Geodesic distance −0.10 (0.11) −0.39 (2∗10−10) −0.13 (0.04) −0.08 (0.20)

Table 5.1: Correlation of different measures of FC quality with motion metrics. Only TFC
shows significant correlations for both motion metrics and both Pearson and Spearman
correlations. The corresponding p-values are in brackets.

Since motion parameters may contain outliers and Spearman correlation is less sensi-

tive to outliers compared to Pearson correlation (see [251]), we prefer to use it throughout

the manuscript when assessing the relationship with motion.

We further analyzed only TFC as a quality measure. We evaluated it for every subject

across Craddock atlases with varying number and size of ROIs, from 10 to 840 regions,

and for AAL atlas with 90 ROIs. From Fig. 5.3b, it is evident that FC quality de-

creases as the atlas size increases. Therefore, more detailed FC matrices are of worse

quality. We investigated whether this gradual decrease is driven by the increased effect

of motion on signals in small regions. We calculated correlations between motion and

TFC across variously detailed atlases and found that, except for atlases with less than

100 regions, the relationship is stable (rDV ARSS ≈ −0.38, p < 10−9, rFDS ≈ −0.23, p ≈

0.001)(Fig. 5.4a). AAL atlas shows similar results to Craddock atlas of corresponding

size (rDV ARSS = −0.33, p < 10−7, rFDS = −0.24, p < 10−4).

By default, the typical FC matrix is based on connectivity estimates of subjects from

a different dataset (identical preprocessing pipeline). The correlation with motion would

be only slightly stronger if based on low-movement subjects from the same dataset (for

the price of losing 10 % subjects). If we use all subjects from the current dataset for the

calculation of the typical FC matrix, the observed relationships are weaker (Fig. 5.4b),

possibly due to the presence of various types of noises. Even using a different dataset with

different preprocessing, such as HCP, still gives significant results (only for DVARS).
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a) b)

Figure 5.3: Introduction of new FC quality metric - TFC. a) The significant relationship
between mean DVARS and TFC proves that subjects with worse FC quality (lower correla-
tion coefficient between a single FC matrix and the typical FC matrix) exhibit higher levels
of motion. Calculated for Craddock atlas with 200 ROIs. b) The quality of functional con-
nectivity is decreasing as the number of ROIs increases. Mean ± standard deviation of
TFC across atlases is plotted. Purple mark indicates AAL atlas.

Censoring volumes acquired during periods of high-motion is a widespread preprocess-

ing step in rs-FC studies. We varied the threshold for volume exclusion from FD>0.2 to

FD>0.5 in order to analyze the effect of volume censoring on TFC (Fig. 5.4d). Censoring

was performed only after preprocessing was complete and only for the motion corrupted

volume (although we obtained similar results if two volumes before and one after were

discarded as well). Only a few FC matrices seemed to degrade in quality. We did not

observe a substantial change of TFC even under the strictest conditions, where more than

15 % of volumes were excluded on average.

Besides the influence of ROI size and censoring on FC quality, we also analyzed the

influence of data preprocessing on FC quality. We compared FC quality for three dif-

ferent preprocessing pipelines based on their strictness - stringent, moderate, and mild.

In Fig. 5.4d we see that with the increasing strictness the individual FC matrices

more resemble the typical FC matrix: mean(TFCstringent)=0.80, mean(TFCmoderate)=0.77,

mean(TFCmild)=0.71. These TFC distributions are statistically different based on paired

t-test between every pair of preprocessing pipelines (all p-values < 10−16). For all these

cases, we used the typical FC matrix of a dataset with stringent preprocessing, but results

were similar if each preprocessing stream used its own FC matrix as a golden standard.
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a) b)

c)

** **
**

d)

Figure 5.4: Analysis of TFC. a) Spearman correlations between TFC and two summariz-
ing motion metrics for atlases with different number of ROIs. Except for the very small
atlases, the relationship between FC quality and motion is constant. A circle mark indi-
cates AAL atlas. b) The highest absolute correlation of the TFC-DVARS dependence is
obtained if low-movement subjects of the same dataset are used for the calculation of the
typical FC matrix. Although, it is comparable to using low-motion subjects of a different
dataset. because the typical matrix of the Main dataset is comparable to a typical matrix
of the Alternative dataset (rP = 0.86, p < 10−16) and similar to the typical matrix of HCP
dataset (rP = 0.68, p < 10−16). Using all subjects from the same dataset yields lower
correlations. c) High movement volumes were censored based on an increasingly strict
threshold. No substantial changes in TFC distributions are observable. d) Comparison
of quality of FC matrices of all subjects for three different preprocessing pipelines with
different levels of strictness; stringent being the strictest and mild the most lenient. FC
matrices with more strict preprocessing are significantly more similar to the typical FC
matrix (paired t-tests).

To compare TFC with other quality measures, we calculated QC-FC values. We

obtained a positive median of QC-FC and significant negative correlation between QC-

FC and distance for both quality control metrics (rFDS = −0.13, p < 10−9, rDV ARSS =
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−0.02, p = 0.02)(Fig. 5.5a,b). Nevertheless, only 21 % of DVARS-FC values (resp. 13 %

for FD) were significant (Fig. 5.5c). The relationship between QC-FC and distance is

constant across atlases of various sizes (Fig. 5.5d).

d)

a) b)
c)

d)

a) b) c)
significance

Figure 5.5: Comparison of TFC with QC-FC metric. a) The QC-FC correlations quantify
the association between inter-individual variance in functional connectivity and gross head
motion. A positive median of QC-FC values signifies that head motion increases connec-
tivity (for both FD and DVARS). b) This effect is more prominent for short-links and it
is more specifically related to motion as correlations are stronger when FD models quality
controls. * signifies p< 0.05, ** p< 0.001 c) On the other hand, the amount of edges that
are significantly affected by movements is more easily detectable with DVARS. d) Above
mentioned effects are stable across atlases with different number of ROIs. Magnitudes of
TFC correlations are higher than the median of DVARS-FC, proving its viability as an
estimator. Plotted only for mean DVARS but results with FD are similar. A circle mark
indicates AAL atlas.

So far, we focused only on the quality of connectivity matrices, but the noisiness

of the underlying BOLD time series can also be estimated in the form of tSNR. It is

apparent that tSNR measures different data aspects compared to TFC as they correlate

only weakly (meanrS = 0.26, all p-values < 10−6)(Fig. 5.6a). We obtained similar results

for both voxel-wise and ROI-wise tSNR. To test whether there is a change in tSNR-

motion relationship across parcellations, we correlated it with FD and DVARS across

differently sized atlases (Fig. 5.6b). DVARS displays a progressive increase of absolute
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correlation with tSNR, unlike FD (changes of correlations between smallest and highest

atlas: ∆rDV ARSS = 0.13,∆rFDS = 0, all p-values < 10−11).

mean DVARS
mean FD

a) b)

Figure 5.6: Comparison of TFC with tSNR. a) tSNR measures different data aspects
than TFC as the correlation is weak. Nevertheless, it is significant and positive. b) With
decreasing size of ROIs, the relationship between tSNR and mean DVARS gets stronger.
This trend is not present for FD, suggesting that the phenomenon is potentially caused by
other types of noise than a head movement.

To demonstrate the robustness of our methods, we applied the same analysis to the

HCP dataset. Even though it is a dataset with a different preprocessing pipeline, we

observed only slightly higher magnitudes of TFC compared to the main dataset (Fig.

5.7a). Similarly, TFC magnitudes were decreasing with increasing atlas size. Again, TFC

significantly correlated with both motion metrics (rDV ARSS = −0.13, p < 10−5, rFDS =

−0.23, p < 10−12). Using AAL parcellation yielded FC matrices of higher quality with

a lower amount of motion (weaker TFC-motion correlation, especially for FD, rFDS =

−0.11, p < 10−4). We confirm that the TFC-motion relationship is stable across various

atlases (except for the smallest ones). In general, mean FD showed stronger absolute

correlations with TFC (Fig. 5.7b). When analyzing QC-FC values, only the median

FD-FC values showed a spurious increase in connectivity (Fig. 5.8a). Moreover, we did

not obtain a significant correlation between QC-FC values and distance (p>0.05 for both

FD and DVARS), proving successful mitigation of distance dependence and other motion-

related impurities for the HCP preprocessing pipeline. On the contrary, a relatively high

amount of FC values was correlated with head movements (> 50 % for FD). Based both

on QC-FC and TFC, the head motion effect on connectivity seems to be constant and

independent of ROI size (Fig. 5.8b).
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a) b)

Figure 5.7: HCP dataset quality assessment. a) The HCP dataset shows higher magni-
tudes of TFC compared to the Main dataset. Similarly, TFC is decreasing with decreasing
atlas size. A purple mark indicates AAL atlas. b) Again, the TFC-motion relationship is
stable across various atlases (except for the smallest ones). Mean FD shows a stronger
absolute correlation with TFC. A circle mark indicates AAL atlas.

a)

b)

Figure 5.8: TFC and QC-FC in the HCP dataset. a) In the analysis of QC-FC val-
ues, only the median FD-FC values shows a spurious increase in connectivity. Moreover,
the correlation between QC-FC values and distance was not significant, proving success-
ful mitigation of distance dependence for the HCP preprocessing pipeline. Nevertheless,
a relatively high amount of FC values is correlated with head movements (> 50 % for
FD). b) Even in the HCP dataset, TFC is significantly correlated with the motion (mean
FD). Based both on FD-FC and TFC, the head motion effect on connectivity seems to be
constant and independent of ROI size.
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Several times, when comparing results across differently sized atlases, we observed an

effect of atlas size when up to 100 ROIs were used. This effect might be driven by two

factors: by the number of regions or by the size of regions. To test the first hypothesis, we

randomly selected 50,100,150,...,700 ROIs out of an atlas with 950 ROIs. We calculated

both TFC and ROI-based tSNR and analyzed their relationship with head movement

1000 times. In this scenario, the number of voxels in a region is fixed (21.9 ± 0.3) and

only the number of regions varies. Neither based tSNR nor TFC depends on the number

of regions. We only observed a small gradual increase in the TFC-motion relationship

when only a few regions were selected (Fig. 5.9a).

Figure 5.9: Are atlas size effects driven by the number of regions? a) In an atlas with 950
ROIs, we randomly selected 50,100,150,...,700 ROIs to get quality estimates depending
only on the number of regions but independent of the number of voxels. Neither ROI-
based tSNR nor TFC changes with the number of regions. Only the relationship between
TFC and motion is slightly weaker for smaller numbers of regions.

To test the second hypothesis, we took an atlas with 100 ROIs (183.8 ± 35.8 voxels per

region) and we created different geometrical shapes around the central voxel that varied

in the number of voxels (Fig. 5.9a). Un-smoothed data were analyzed to avoid the effect

of smoothing kernel size. We used FSL routines (FMRIB Software Library v5.0, Analysis

Group, FMRIB, Oxford, UK) to create our parcellation schemes. Both tSNR and TFC

increase with the increasing number of voxels. On the contrary, TFC-motion dependence

is weaker for the low number of voxels (Fig. 5.10b). These results suggest that regions
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with few voxels produced noisier data and FC matrices. Additionally, when choosing only

a few regions (<100), it is more difficult to estimate a significant relationship between

quality and movement

1 Voxel 7 Voxels

19 Voxels 27 Voxels

33 Voxels 57 Voxels

81 Voxels 117 Voxels

125 Voxels

a) b)

Figure 5.10: Are atlas size effects driven by the number of voxels? a) To create a brain
parcellation with a fixed number of regions but a varying number of voxels, we built different
geometrical shapes around a central voxel of a region. b) Within an atlas of 100 ROIs, we
varied the number of voxels that formed a region. Both voxel-based tSNR and TFC depend
on the number of voxels. Moreover, while the tSNR-DVARS relationship is stronger for
the smaller number of voxels, the opposite is present for the TFC-motion relationships.

5.4 Discussion

5.4.1 Estimation of FC quality

The lack of a gold standard for FC quality estimation has hampered direct compari-

son among different groups (neurodevelopmental, aging, neuropsychiatric), preprocessing
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pipelines, and brain parcellations. We introduced a new measure (TFC) to describe the

quality of a functional connectivity per subject. This measure is based on a correlation

of a single FC matrix with the low-motion group-average connectivity matrix. As we

showed, it provides a reliable estimate of FC quality with respect to motion and possibly

other types of noise. Low-movement subject’s FC matrices are strongly correlated with

the typical FC matrix compared to high-movement subjects, despite the fact that even

our high-movement subjects were healthy controls and would meet inclusion criteria for

analyses in most MRI laboratories. Moreover, by visual inspection, it is apparent that

subjects with low TFC either lost the modular structure present at the typical FC matrix

or show a general artifactual increase in connectivity. An alternative measure to TFC

could be Euclidean L2 distance from the typical FC matrix or mean geodesic distance

from the cohort, but our results suggest that these measures are less specifically related

to motion. One of the reasons could be that they are more sensitive to other global

artifacts.

Currently, many studies propose QC-FC values as a measure of motion impact [62,

228, 252]. QC-FC values are correlations between vectors of summary quality (motion)

control values (e.g., mean FD, mean DVARS) with vectors of outcome measures (FC

values) across subjects. A limitation of this measure is that it is used only on a group

level and it does not allow single subject descriptions. We confirmed that head movements

generally increase connectivity (median QC-FC similar to the one reported in [62] and

[241] for corresponding preprocessing pipeline) and that it affects distance dependency -

increased short-range connectivity and decreased long-range connectivity [53, 228, 229].

This spatial pattern is specifically related to motion as we found stronger dependence for

FD. As reported in [62], the number of links related to motion varies significantly (in our

results less than 25 % QC-FC values significant). Power et al. [228] warned about the

possible difficulty of establishing reliable QC-FC correlation if there is little variability in

the QC measure. Moreover, QC-FC values are sensitive to outlying values and a few scans

with marked abnormalities can obscure relationships present across most other datasets

[253]. Finally, they were criticized that they lie on a flawed assumption that ”artifact-

free” rs-FC is unrelated to motion QC measures [254]. That is why QC-FC should be

complemented with other assessments.

Several other metrics have also been adopted in prior studies, including FD-DVARS
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correlations [152]. DVARS was used as a predictor of data quality rather than an estimate

of the amount of motion. Before the preprocessing, DVARS strongly correlates with FD,

and this similarity diminishes with processing [227]. That is why DVARS could serve as a

marker of nuisances in an FC matrix [53, 227, 255]. Nevertheless, DVARS changes during

processing steps, even when the motion artifact is not filtered out [226]. Therefore, it

is not recommended to use the FD-DVARS relationship as an FC quality estimate, but

rather it is advised to use DVARS as a motion metric. Another metric sometimes used to

assess the presence of motion and the success of denoising strategies are FD-BOLD signal

correlations. It has been suggested that the positive FD-BOLD correlations (especially in

primary and supplementary motor areas) may reflect motion-related neural activity [59,

230]). However, according to Power et al. [228], these correlations are probably not related

to neural activity. Finally, Saad et al. [256] proposed a global correlation (i.e., mean across

all FC values) as a quality estimator, but the reported correlation with motion was not

statistically significant.

Other methods entail identification and exclusion of time points for which head move-

ment exceeds a certain threshold [225, 227]. Such threshold becomes increasingly stringent

as the effects of motion have received greater recognition [257]. Recently, overly aggres-

sive censoring of volumes was reported due to motion estimates that were artifactually

inflated by respiratory artifacts (Gratton et al., 2020). We did not investigate such mea-

sures (e.g., ∆r reported in several articles [53, 227, 258, 259] or MAC-RSFC [254]) because

they require data scrubbing and our goal was to avoid discarding any frames/time points.

Nevertheless, we investigated the influence of censoring on TFC. We did not observe sub-

stantial changes in the results of the analysis, even under the strict threshold (censoring

volumes where FD>0.2). Moreover, according to Muschelli et al. [152], censoring seems to

be unnecessary or even be detrimental when CompCor approaches are used for denoising

resting-state data.

Corrections of group-level statistics are commonly implemented by regressing a sum-

mary motion metric for each subject [52, 54, 59, 227]. However, we propose that adding

TFC measure could bring further advantages, especially in investigations of potentially

problematic individuals, populations in which head-movement profiles differ subtly (e.g.,

children or elderly cohorts) or individuals experiencing involuntary or repetitive move-

ments (e.g., tics or tremors). TFC offers extensive use in data quality screening and
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quantification in functional connectivity studies as well as methodological investigations.

5.4.2 Effect of ROI size

After introducing the TFC measure, our secondary goal was to analyze it under different

conditions such as different preprocessing pipelines, varying atlas sizes, or across censoring

thresholds. While the censoring did not have a substantial effect, as already discussed,

the increasing strictness of the preprocessing pipeline did generally increase TFC values.

For the first time, we now discuss the interesting but unexplored topic of the influence

atlas size on FC quality. The impossibility of optimal brain MRI parcellation makes the

definition of regions of interest arbitrary. The number of ROIs ranges from 10 to 104 in

voxel-based studies (for review see [66, 67]). However, how ROI size affects FC is unclear.

Therefore, we examined the quality of FC matrices of varying sizes with respect to motion;

the size of FC matrices varied from 10 to 840 ROIs, according to Craddock atlas.

We found an effect of ROI size on the FC quality, meaning a finer parcellation yielded

noisier FC matrices. According to QC-FC values, this effect is not related to head move-

ments as medians QC-FC and QC-FC correlations with distance were constant across

atlases. Using TFC confirmed that the decrease in quality is specifically related to other

types of noise, only large ROIs (atlas with < 100 ROIs) showed increasing absolute cor-

relation between TFC and DVARS/FD with decreasing ROI size. However, large ROIs

carry the risk that the mean time course may not represent any of the constituent time

courses if different functional areas are included [66]. Moreover, if analyzing too few

regions, it is more difficult to establish a reliable relationship with gross head motion.

Using tSNR, we analyzed if the ROI size also affects BOLD signal quality. tSNR is a

well-established estimator of data quality, considering all types of noise. Unfortunately,

the tSNR value is highly dependent on recording parameters, and thus it is difficult to

compare it across studies. Nevertheless, similarly to Van Dijk et al. [52], who reported

strong Pearson correlation between voxel-based tSNR and RMS (rRMS
P = −0.57, p <

0.001), we also report significant Spearman correlation between voxel-based tSNR and

both mean FD (rFDS = −0.46, p < 10−16) and mean DVARS (rDV ARSS = −0.63, p < 10−16).

According to Fig. 5.5f, there is a gradual decrease in correlation between tSNR and

DVARS with increasing atlas granularity. Such results suggest that there is an increasing

effect of noise on the BOLD signal. Nevertheless, it might be more specifically related to
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other types of noise than a head movement. We conjecture that this observation could

be potentially linked to the fact that DVARS is by definition sensitive to temporal signal

variations beyond those reflected in (apparent) head motion, and might thus reflect more

strongly other sources of artifactual signal variation such as cardiac pulsation [50] or

respiratory rate variability [260]. Although the motion is believed to have a dominant

effect on frame-to-frame signal intensity changes [51, 233, 248].

In conclusion, both time-series and FC matrices based on smaller ROIs are noisier.

It is the size of regions (number of voxels) and not the number of regions that plays a

critical role here. Moreover, we argue that motion is not the main driving effect behind

this quality decrease. In all fMRI studies, it is advised that applied atlas parcellation

should be chosen carefully with respect to the application and expected outcomes. Our

finding that the less detailed FC matrices are of better quality is useful for all functional

connectivity studies when a detailed FC matrix is not necessary, so finer brain parcellation

can be sacrificed for more robust estimates of connectivity. Our recommendation here is

in line with the one of Zalesky et al. [67] that if possible, less detailed atlases will produce

more robust results because they are less susceptible to noise. Nevertheless, large ROIs

must be created carefully, and we do not recommend using Craddock atlas with less than

100 ROIs

5.4.3 Limitations and future directions

To ensure the robustness of our findings, we have replicated the analysis on the HCP

dataset. We replicated all our obtained results and proved TFC to be a reliable FC qual-

ity estimator. The HCP dataset was preprocessed using a severe preprocessing pipeline

(including censoring time points). Therefore, it is generally of better FC quality (higher

TFC) compared to our dataset. That is why the obtained correlations with head move-

ments were generally lower, i.e., the head motion is less present in the dataset. That

could also be the reason why the QC-FC correlation diminished, as reported in Ciric et

al. [62], where ICA-AROMA was the only method to show virtually no QC-FC distance-

dependence. Again, we did not find a significant change in the TFC-motion relationship

except for the very small atlases. The question arises as to which motion metric is op-

timal. Currently, the most used motion parameters across studies are DVARS and FD

[247]. As Power et al. [53] pointed out, it is difficult to quantify the effect of motion with
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only one parameter. Nevertheless, according to our dataset mean DVARS showed the

strongest correlation with FC quality (rS up to -0.4). Contrarily, the HCP dataset exhib-

ited the strongest correlations between FD and TFC (rS up to -0.25). Other summarizing

parameters, such as maximum DVARS or DVARS variance, could be used as well because

they capture other features of motion (big spike-like movements, constant small drift).

However, Van Dijk et al. [52] showed that they are all highly correlated (the mean motion

was strongly correlated with both max motion and a number of movements). Therefore,

we reported only mean FD and mean DVARS.

Every quality metric employing FD or DVARS is limited by the precision of the mea-

sure itself [228]. Since motion takes the form of regionally heterogeneous effects on func-

tional connectivity estimates, better measurements of motion can yield better predictions

of FC quality. For example, using slice-derived motion metrics rather than volume-derived

estimates could be beneficial because they are only a simplification of movement over the

acquisition of all slices [261]. Nevertheless, Satterthwaite et al. [57] and Yan et al. [59]

found that motion correction with voxel-wise motion metrics offered insufficient advan-

tages over the more easily computed general models.

Another possible improvement is using a shorter TR. The rapid subTR displacements

were thought to play a significant role in regional motion artifact interactions [226]. Nev-

ertheless, previous studies found that sub-TR FD traces are noisier and less useful in

identifying outlying time points [227]. While it is true that the large movements are di-

vided into several smaller movements, they get lost amidst the constant respiratory-related

motion.

Recently, Power et al. [262] found out that there are multiple respiration-related effects

present in realignment parameters, some of them manifesting as high-frequency fluctu-

ations. Therefore, realignment parameters, typically considered as a direct indicator of

head motion, may as well reflect other modulations such as respiratory motion effects

on the magnetic field that have no association with actual head motion [260]. Although

these effects are routinely filtered out from the gray matter signal, hence do not affect

resulting FC values, they can negatively affect methods for motion correction (scrubbing,

spike regression) or degrade the FC-motion relationship [254]. Indeed, we observed lower

correlations of TFC with motion metrics in the HCP dataset with a sub-second sampling

rate. Future studies could use dips in DVARS that still seem to reflect the true head
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movements or FD values that are notch filtered and a 4-TR differential is calculated as

recommended in [263] and [262].

Moreover, the respiration-related high-frequency fluctuations in motion in fast-TR

fMRI datasets are also reported (in an aliased form) in standard single band TR datasets.

Suggested low-pass filtering of motion metrics can increase their link with fMRI signal

quality, especially in studies of older subjects or cohorts with increased body mass in-

dex [263]. Thanks to the shorter TRs of multiband data, it is now possible to identify

respiration-related content and so the future studies could focus on its relationship with

FC quality.

Unfortunately, we are not able to provide a single value that would separate bad and

good FC matrices due to the complexity of all contributing factors, such as the lack of

ground truth of FC. Therefore, the decision on which scanning session should be discarded

is still based only on a summary motion statistic reaching some threshold (for example

RMS movement over half a voxels width [258] or more than 20 volumes with RMS greater

than 0.25 mm [62]). We only propose adding the TFC measure for group-level corrections.

Other directions for mitigating the motion artifact include using multi-echo imaging [264]

or using head molds [259].

A possible objection is that the typical connectivity matrix is not an appropriate

golden standard. While a perfect estimate of clean FC without any effect of artifacts

is not achievable, we assume that by averaging FC matrices of low-movement subjects,

we obtain a useful estimate of typical awake human brain functional connectivity. Ob-

tained results prove that the observed individual differences significantly reflect artifacts,

in particular those resulting from head motion. Thus, using TFC is a useful measure

identifying potentially problematic subjects. Moreover, we found that the group-average

FC matrices from different groups were very similar (correlation of the typical matrix

from the Main dataset with similarly preprocessed typical FC of the Alternative dataset

is rP = 0.86, p < 10−16, resp. rP = 0.68, p < 10−16 between Main and HCP dataset).

Therefore, we obtained similar results regardless of the applied typical FC matrix. More-

over, using the typical FC matrix from a different dataset has the advantage that no

degrees of freedom are lost, i.e., subjects used for the computation of the typical FC

matrix do not have to be discarded from subsequent analyses.
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While deviation of individual functional connectivity from the typical FC might hap-

pen not only due to artifacts but also due to meaningful interindividual variability in ”true

neuronal” FC, in practice, the FC deviations from the typical FC arise due to a mix of

artifacts/noise and the presence of specific individual FC patterns. Our rationale here is

thus not that any deviation from typical FC is only and fully due to artifacts, but instead

that the most significant deviations from the typical FC are likely to be substantially

affected by artifacts.

5.5 Conclusion

In current resting-state fMRI studies, there is a need for a sufficiently sensitive measure

of individual functional connectivity quality. In this paper, we presented a new method of

functional connectivity quality evaluation for rs-fMRI data. The Typicality of Functional

Connectivity captures deviation from the standard brain connectivity patterns. We found

that this metric is significantly correlated with motion metrics across different datasets,

parcellations, and preprocessing pipelines. Furthermore, we used it to demonstrate that

there is a gradual decrease in the connectivity quality and the data quality in more de-

tailed brain parcellations with ROIs composed of fewer voxels. This quality decrease is

not related to head motion, but to other types of noise as the motion-quality relationship

remained constant across parcellations. In conclusion, TFC allows extensive use in screen-

ing data quality, comparing high-movement groups or denoising strategies, and choosing

optimal brain parcellation. Our findings should be considered when a robust estimate of

connectivity is more important than fine brain parcellation.



Chapter 6

Large-scale networks dynamics

during recognition memory using

iEEG

Recognition memory is the ability to recognize previously encountered events, objects, or

people. It is characterized by its robustness and rapidness. Even this relatively simple

ability requires the coordinated activity of a surprisingly large number of brain regions.

The current research focused on the analysis of a limited number of a priori defined

regions. Consequently, the organization and dynamics of the large-scale networks under-

lying recognition memory remain unknown. We recorded intracranial EEG, which affords

high temporal and spatial resolution, while epileptic subjects performed a visual recogni-

tion memory task. We analyzed dynamic functional and effective connectivity as well as

network properties while recognition memory unfolded. Various networks were identified,

each with its specific characteristics regarding information flow, dynamics, topology, and

stability. The first network mainly involved the right visual ventral stream and bilateral

frontal regions. It was characterized by early predominant feedforward activity, modular

topology, and high stability. It was followed by the involvement of a second network,

mainly in the left hemisphere, but notably also involving the right hippocampus, charac-

terized by later feedback activity, integrated topology, and lower stability. The transition

between networks was associated with a change in the network topology. Overall, these

results confirm that several large-scale brain networks, each with specific properties and

temporal manifestation, are involved even during simple tasks. Understanding how the

123
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brain dynamically faces rapid changes in cognitive demand is vital to our comprehension

of the neural basis of cognition.

The work presented in this chapter is currently in a revision process [265].

6.1 Introduction

Visual recognition memory has been studied since the 1960s [266] with a tremendous

number of findings that have helped to reveal how massively accurate [267], fast [268],

and long-lasting [269] it can be. The remarkable efficiency and robustness of this system

imply that it has a strong ecological value. These studies have also pinpointed the medial

temporal lobes as critical for this type of memory [270, 271]. In a broader sense, it has

consistently been shown that visual recognition memory relies on the “what” system, i.e.,

the visual ventral stream, which involves many temporo-basal brain regions such as the

lingual, fusiform, and parahippocampal gyri. The participation of the ventral stream is

asymmetric in the sense that visual recognition memory relies more on the right than

on the left hemisphere [272–275]. In addition, visual recognition memory also involves

parietal and frontal lobe regions, probably for processes concerned with confidence and

decision-making (for a review and a model, see [276]).

Even a relatively simple task, such as deciding whether an object has already been

seen or not, thus requires the involvement of a surprisingly large number of brain regions.

The temporal dynamics of recognition are now better understood as the first behavioral

responses occur in approximately 360 ms [268], the first neural differences between targets

and distractors are identified at approximately 200 ms [275, 277, 278] and many different

brain regions are involved up to 600 ms or more. Even though the activity of participating

brain regions appears to be partly sequential, it is mostly overlapping [279], and what

specific interactions take place between regions is unknown.

Brain regions do not operate in isolation but are interconnected in large-scale networks

[16, 280–282]. The basis of every network is connectivity, defined as either anatomical links

(structural connectivity), statistical dependencies (functional connectivity), or causal in-

teractions (effective connectivity) [79]. Substantial evidence supports the hypothesis that

the architecture of brain networks is non-random and is optimized to support cognitive
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abilities. Interesting properties underpin this efficient architecture, such as high modular-

ity [83]. The modular architecture is characterized by small subsystems (communities),

composed of different brain regions with a vast number of local connections and few dis-

tant connections. This hierarchically modular structure supports effective communication

[192] as well as functional segregation and specialization [14].

Given the continually evolving environment, and depending on the system’s demands,

there are continuously changing patterns of interactions between brain regions [14, 175].

Therefore, both the topology of the networks and the interactions between them are highly

dynamic [168, 173, 209, 210]. As a result, it has been suggested that dynamic network

reconfiguration is a fundamental neurophysiological process [206, 208, 211]. Emerging

findings suggest that networks are non-stationary [168], although robust characterization

of this non-stationarity remains a methodological challenge [176, 283]. It is generally

assumed that their reconfigurations are driven by higher-order cognitive control systems,

involving mainly the frontal cortex [211, 284]. Moreover, dynamic reconfiguration is

directly linked to cognitive performance during memory [200, 212–214].

Although it is clear that recognition memory requires the participation of different

networks, little is known about their dynamical organization. This is due to the fact that

current studies of large-scale network dynamics are based either on fMRI or EEG. Tem-

poral networks based on fMRI are usually analyzed using multiple, possibly overlapping,

very long temporal segments, typically 30-60 seconds long [168, 173]. In contrast, surface

EEG studies suffer from low spatial resolution and might not capture the contributions

of medial temporal brain structures.

Because visual recognition memory is so fast, the modifications of large-scale functional

networks that support such ability need to be examined on a millisecond-by-millisecond

timescale and with high spatial resolution. Therefore, we analyzed intracranial EEG, an

approach that meets these needs. We calculated functional and effective connectivity, as

well as underlying graph properties. Considering that the contribution to visual recogni-

tion memory of each hemisphere differs significantly, we assumed that it would be reflected

in the connectivity patterns. We ran the first set of analyses based on this hypothesis.

We then examined whole-brain network topology and investigated fluctuations in network

properties, i.e., changes in integration and segregation as memory processes unfold [200,

208]. Ultimately, understanding how brains dynamically adapt to perform very fast tasks
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is vital to our understanding of the neural basis of memory.

6.2 Material and Methods

6.2.1 Patients

Intracranial EEG (iEEG) was recorded for eighteen patients with drug-refractory epilepsy

(8 women, age: 37.61 ± 11.37 years old). They were admitted to the Epilepsy Monitor-

ing Unit at Toulouse University Hospital for the identification and possible subsequent

resection of the epileptogenic zone. In each patient, 8 – 13 depth electrodes were stereo-

taxically implanted. The depth electrodes were 0.8 mm in diameter and contained 8 to 18

platinum/iridium contacts, each 2 mm long (Microdeep depth electrode, DIXI medical,

France). Each implantation was individually tailored to the seizure onset zone, and the

placement of each depth electrode was based exclusively on clinical criteria independently

of this study.

The preoperative MRI and postoperative CT images were fused and normalized to

the Montreal Neurological Institute (MNI) brain atlas for precise contact localization (for

more information, see [279]).

Intracranial EEG activity was recorded using two synchronized 64-channel acquisition

systems (SystemPlus Evolution, SD LTM 64 EXPRESS, Micromed, France) with a sam-

pling frequency of 256 Hz for two patients and either 1,024 or 2,048 Hz for the others

(high pass-filter: 0.15 Hz). None of the patients had a seizure within 6 hours before the

recordings.

This study was approved by the local University Hospital Ethics Committee (CER

No. 47–0913). Informed consent forms were signed for the implantation and the use of

iEEG data for research purposes.

6.2.2 Visual recognition memory test

Each subject performed a visual recognition memory task, namely the Speed and Accuracy

Boosting procedure (SAB)(Fig. 6.1), while the intracranial EEG was being recorded [268].

Each block began with an encoding phase during which 30 trial-specific stimuli (targets)

were presented individually for at least 3 s (self-paced) in the center of a gray screen. The
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stimuli were taken from an extensive database of high-quality cropped photos of everyday

objects. Participants were explicitly instructed to remember all stimuli. A distracting

phase followed during which the subjects watched a colored cartoon video with sound

on for 3 minutes. Finally, the subjects underwent the recognition memory phase when

the 30 targets and 30 distractors were shown. Subjects were required to respond to

the targets only by raising their finger as quickly as possible from an infrared pad. A

600ms response time limit with audio feedback forced subjects to answer as quickly and

accurately as possible. Responses were based on a go/no-go design. If a go response was

given before the response time limit, positive audio feedback was played if the stimulus

was a target (Hit). Negative feedback was played if it was a distractor (False alarm).

If a no-go response was given, positive audio feedback was played if the stimulus was a

distractor (Correct rejection). Negative feedback was played if the stimulus was a target

(Miss). Since subjects performed well in the task, we analyzed only the Hits and Correct

rejections (CR) in this study as they represented most of the recorded trials. The SAB

test is demanding and requires one or two training sessions, which were not included

in subsequent analyses. Patients participated in 7–10 SAB blocks depending on their

willingness.

We evaluated each subject’s performance using two discrimination indices, i.e., d-prime

and minimal reaction time (minRT). The minRT is defined as the minimal processing time

required to recognize targets, and it was computed by determining the latency at which

correct go responses (Hits) started to significantly outnumber incorrect go responses (false

alarms) [268]. As in previous studies [279], we used 20ms time bins and a Fisher’s exact

test (p < 0.05), followed by at least two significant consecutive bins to compute the

minRT. For more information about performance, recordings, and SAB test, we refer the

reader to Despouy et al. [279].

6.2.3 Recordings

We used a bipolar montage between adjacent contacts to remove artifact contaminations,

identify local activations, and provide a reference-free representation of the phenomena

under observation [285]. A single bipolar montage (i.e., TB 1-2) is referred to as a “chan-

nel” throughout this study. Preliminary visual inspection of the iEEG recording and

manual artifact rejection procedures excluded an average of 14 % of all trials (range:
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a)

b)

c)

Figure 6.1: SAB test and performance a) Illustration of the SAB procedure with a re-
sponse deadline at 600 ms. b) Example of stimuli used during the encoding phase. c) The
performance of each participant is characterized by d-prime and minimal reaction time.

8–22 %) with interictal activity across participants. This procedure decreased the risk of

including trials modified by epileptic activity.

6.2.4 Channels and trials selection

Magnitudes of subsequent causality estimates depend on the number of channels and

trials. Therefore, we had to ensure an equal number of trials and channels for each

patient. We only included channels that do not share a common contact to avoid spurious

increases in connectivity. There was a maximum of 30 channels that obeyed this rule for

one patient. Reducing the channel numbers to 30 in all other patients required a further

selection process. We manually selected channels localized in grey matter (based on

MRI images) and visually recognizable neural responses to the stimuli. Furthermore, we

included only the first 64 trials of Hits and CR for each patient (minimal number of

successful trials for the worst-performing subject). Therefore, with an a priori selection,

we analyzed 18 subjects with 30 channels per subject, i.e., a total of 540 channels (Fig.

6.2a), 308 of which were in the left hemisphere and 232 in the right hemisphere.
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b)

a)

Figure 6.2: iEEG recordings. a) Overview of all recording locations across subjects. We
recorded the brain activity of 18 epileptic subjects using multiple intracranial depth elec-
trodes that targeted different brain regions. For each subject, we analyzed 30 bipolar chan-
nels, resulting in a total of 540 channels. The different colors corresponded to different
subjects. b) We mapped these channels to the AAL atlas based on their MNI coordinates,
covering 68 out of 90 possible regions with different channel densities. The size of each
sphere corresponds to the sampling density of the region.

6.2.5 iEEG preprocessing

iEEG preprocessing consisted of downsampling each channel to 256 Hz (original sampling

frequency for two subjects) and subtracting the ensemble mean across trials to ensure

stationarity [126]. We analyzed the 200 ms pre-stimulus baseline and 800 ms after the

stimulus onset. To perform sliding-window connectivity analyses, we segmented each

trial into windows of 64 samples (250 ms). We used a shift of 4 samples between two

consecutive windows (similar results were obtained with a window of 32 samples). Each

sliding-window was multiplied by a Hanning window to suppress spurious connectivity

and reduce sensitivity to outliers [165]. All data were processed with MATLAB [286]
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6.2.6 Connectivity analyses

We investigated functional (FC) and effective (EC) connectivity in sliding windows. We

estimated dynamic FC and EC for each of the 18 subjects. To compare global levels of

connectivity, we calculated the mean connectivity for each subject. Conversely, we pooled

all connectivity estimates across subjects to analyze lateralization or directionality because

the implantation varied significantly.

Functional connectivity

We estimated FC between two channels as the mean Pearson’s correlation coefficient

across all trials (Fig. 6.3a).

Effective connectivity

We used dynamic multivariate Granger causality (MVGC) to estimate the EC between

channels. It implements a statistical, predictive notion of causality whereby causes precede

and help to predict their effects. Classical Granger causality from Y to X (the degree to

which the past of Y helps predict X, over and above the degree to which X is predicted

by its past) can be formally written as the log-likelihood ratio:

FY→X = ln
Σ1

Σ2

Σ1 = var(ε1t),Σ2 = var(ε2t)

X1,t =
M∑
j=1

= a1jXt−j + ε1t

X2,t =
M∑
j=1

= a2jXt−j + b2jYt−j + ε2t

(6.1)

where X and Y represent recorded time series from two channels, a and b are param-

eters of the autoregressive process, ε represents residuals, and M is the model order (we

used a constant order of 10, but similar results were observed using orders of 5 or 15).

We used the freely available toolbox from [126] to calculate MVGC in overlapping

sliding windows between all channels, separately for each patient. With the multivari-

ate extension, it is possible to control for common causal influences [127]. Because our
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testing paradigm was time-constrained, and we used very short time windows, estimat-

ing the multivariate autoregressive (MVAR) model parameters might have been difficult.

Nevertheless, we overcame this difficulty through the “vertical regression” implemented

in the toolbox to address short time windows when multiple trials were available. This

method is based on the assumption that each trial is an independent realization of the

same underlying stochastic generative process. Therefore, we ended up with only one

estimated MVAR model for all trials (Fig. 6.3b).

a)

b)

Correct rejections
Functional connectivity

Hits

Effective connectivity

Figure 6.3: Connectivity examples. a) Examples of dynamic correlation (i.e., functional
connectivity) for a given channel pair (OT’5-6 and FC’4-5) for both Hits and Correct
rejections. Note that a correlation is an undirected measure. b) Examples of dynamic
Granger causality (i.e., effective connectivity) for a given channel pair (TP1-2 and B6-7)
for both Hits and Correct rejections. According to the definition of Granger causality, the
source influences the target.

We used the definition given by [287] of feedforward direction as the causal influence

of posterior channels onto the more anterior channel. If their y coordinates were identical,

feedforward was defined as the causal influence of the lower onto the higher channel based

on the z coordinates (this occurred in 3 % of the cases).

Statistical testing

It is important to stress that in this study, we were limited by several factors such as the

low number of subjects, short time windows, and tailored implantations, all of which are
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inherent to iEEG recordings. Moreover, the connectivity estimates followed a non-normal

distribution. Therefore, for statistical testing, we used bootstrapping as a resampling

technique, whereby random sampling with replacement from the distribution of interest

is used to estimate the sampling distribution of almost any statistic [178]. To be more

specific, we used the bias-corrected implantation that corrects bias and skewness in the

distribution of bootstrap estimates. For a detailed description, see [288].

We calculated confidence intervals of dynamic connectivity (e.g., Fig. 6.4b,c) by creat-

ing a bias-corrected bootstrap distribution of mean connectivity values at each time-point.

We used the hybrid method where a 90% confidence interval from 10,000 repetitions is

plotted around a mean value of the original distribution.

We tested whether there was a difference in mean value between Hits and CR across

subjects using a two-tailed paired sample bootstrap test with 10,000 repetitions (Fig. 6.4a,

6.5a). If the test is performed across time (Fig. 6.4b,6.5b), the resulting p-values were

corrected for multiple comparisons in the time domain with the FDR algorithm.

The original bootstrap method is designed for independent, identically distributed

data. A standard bootstrap is not appropriate when data samples are dependent (such as

time series). Therefore, we used a stationary bootstrap - a block technique that attempts

to preserve the underlying autocorrelation [289]. This technique is based on a circular

wrap of data (end-to-start wrap around the data around a circle) and a random window

length that removes the edge effect of uneven weighting at the beginning and the end

[290]. To test whether there was a significant difference in mean feedforward connectivity

between the left and right hemispheres (Fig. 6.6b), we compared the two corresponding

stationary bootstrap distributions and calculated a p-value, as mentioned above.

Finally, to test whether there was a significant increase in a time course (Fig. 6.4c, 6.6c),

we created a bias-corrected bootstrap distribution of mean connectivity in each time win-

dow by randomly sampling subjects with repetitions 10,000 times. Then, we compared

each bootstrap distribution to the baseline bootstrap distribution (from a time window

centered at -75 ms) to obtain the resulting p-values.

6.2.7 Graph analyses

Two key concepts in graph theory are nodes and edges. In our analyses, nodes represent

brain regions. We used the AAL atlas [246] that parcellates the brain into 90 regions
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(including subcortical regions) to obtain identical parcellation for each subject. Each

recording channel was assigned an area in the atlas based on its MNI coordinates using

the SPM12 software package (Wellcome Department of Cognitive Neurology, London,

UK) and the Anatomy toolbox [291]. Channels that did not belong to any region were

not used in the mapping. Regions with no recorded signal were discarded, which resulted

in the coverage of 68 out of the 90 AAL atlas regions (Fig. 6.2b). Note that in the AAL

atlas, the perirhinal, parahippocampal, and entorhinal cortices are collectively referred to

as the parahippocampal region.

The second constituent component of a graph are the edges. We defined an edge

between two regions as the mean MVGC of all corresponding channels. Since every graph

can be represented as an adjacency matrix, and since we used a sliding window technique,

our dynamic brain networks formed a set of adjacency matrices. Each adjacency matrix

was based on data from all patients and represented an incomplete weighted directed

graph. Traditionally, these matrices are thresholded and binarized to reduce measurement

noise [184], but arbitrary thresholding often leads to a loss of information [186], and

network measures are unstable across different thresholds [187]. Consequently, we opted

to work with weighted directed graphs.

Two important concepts of network organization that might explain human cognitive

abilities are segregation and integration. They provide essential insight into information

processing and transmission. Segregation is the extent to which communication occurs

primarily within tight-knit communities of regions. On the other hand, integration is

the extent of communication between distinct regions. It is the ability of the network

to integrate distributed information [14, 203]. Both segregation and integration can be

modeled with various measures [182]. We analyzed our dynamic memory networks in

terms of efficiency and modularity [148]. All analyses were performed using The Brain

Connectivity Toolbox designed for MATLAB [189].

Modularity

Modularity quantifies the degree to which the network may be subdivided into densely in-

terconnected communities that maximize the number of within-group edges and minimize

the number of between-group edges [190]. We applied the iterative Louvain algorithm to

the adjacency matrix with a resolution parameter of γ = 1 and random initial conditions
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for each time window of dynamic connectivity. A maximum of the modularity function

across 10,000 runs was the resulting modularity with its accompanying network partition

[191].

As we dynamically assign modularity index to each node, we define the instability

index. It is the relative number of node allegiance changes over the whole time course.

Efficiency

Global efficiency is defined as the average inverse shortest path between any two nodes

[292]. Considering that it is linearly dependent on connectivity strength between nodes,

we normalized it by dividing it by the mean connectivity across all non-zero edges.

Null model

The use and choice of a null model are crucial in graph analyses [176, 177]. To create a

stationary system with an identical covariance structure, we used an amplitude-adjusted

multivariate extension of Fourier surrogates (MVFS) that matched the amplitude spec-

trum and amplitude distributions (see [293]). We compared the magnitudes to the null

models, i.e., we divided the obtained metric by a mean metric obtained in 1,000 surrogate

networks [294] and analyzed their dynamics. It is of note that Fourier surrogates could

not be used to test the significance of global causality. Moreover, we could not use the

Erdos-Renyi null model due to incomplete brain coverage and the non-existence of certain

links.

6.3 Results

Firstly, we compared global FC, approximated by Pearson’s correlation, for Hits and

Correct rejections across all subjects and the entire brain. We observed a higher level

of correlation for Hits across time (Fig. 6.4a, bootstrap p < 10−16). Unwrapping this

analysis in terms of time showed that although the patterns were quite similar (Pearson’s

r = 0.98, p < 10−16), there were significant differences between the two conditions start-

ing at approximately 290 ms (bootstrap p < 0.05, FDR-corrected) (Fig. 6.4b). Because

visual recognition memory relies more on the right than on the left hemisphere, we per-

formed the same FC analyses focusing on each hemisphere. The patterns of left and right
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hemisphere FC were almost identical (Pearson’s r = 0.98, p < 10−16). The significant

increase (bootstrap p < 0.05, FDR-corrected) in FC occurred slightly earlier in the right

hemisphere (150 ms) than in the left (170 ms) (Fig. 6.4c).

**

c)

b)

Functional connectivity for Hits

a)

Figure 6.4: Connectivity analyses. a) We observed a higher level of global correlation
for Hits than Correct rejections (p < 10−16). b) Resolved in time, there is a significant
difference in correlation between the two conditions starting from 290 ms. The 90% boot-
strap confidence interval is plotted in shaded colors. The black horizontal lines indicate
significant time intervals. c) If we focus on the FC within each hemisphere, very similar
temporal patterns can be observed (Pearson’s r = 0.98, p < 10−16). Compared to the
baseline, we see a significant increase in both right hemisphere (starting from 150 ms)
and left hemisphere correlations (starting from 170 ms). The red dotted lines represent
the threshold for a significant change from the baseline.

Since directionality cannot be tested by correlations, we further analyzed effective

connectivity by Granger causality. We calculated MVGC using vertical regression in short

sliding windows, thereby providing a dynamic estimate of causality strength. Averaged in

time, MVGC for Hits and Correct rejections across subjects and the entire brain were not

significantly different (bootstrap p = 0.28) (Fig. 6.5a). Although, the conditions showed

different dynamics (Pearson’s r = 0.22, p = 0.13) no significant difference was noted in



CHAPTER 6. NETWORKS DYNAMICS OF RECOGNITION MEMORY 136

terms of time (bootstrap p > 0.05, FDR-corrected) (Fig. 6.5b).

b)a)

Figure 6.5: Causality analyses. a) Unlike for correlation, the mean global causality for
Hits was not statistically higher than for Correct rejection (p = 0.28). b) Moreover, the
time courses of mean causalities were not significantly correlated (Pearson’s r = 0.22,
p = 0.13), and there were no statistical differences in time (p > 0.05, FDR-corrected).

Following these preliminary analyses, we analyzed dynamic causality in more detail

by focusing on feedforward and feedback directionality within each hemisphere. We cal-

culated partial Pearson’s correlations (controlling for global causality) between the time

courses of these conditions. We found significant similarities between feedforward and

right hemisphere causality time courses (r = 0.61, p < 10−5) (Fig. 6.6a). On the other

hand, the feedback causality time course was closely connected with the left hemisphere

(r = 0.70, p < 10−7) and across both hemispheres time course (r = 0.48, p < 10−3). It is

importance to note that such significant correlations were not found for Correct rejection,

neither were they randomly obtainable. This was confirmed by shuffling the labels of the

links.

Further analyses of Hits showed that the causality of feedforward connections was

higher than that of feedback connections in the right hemisphere (bootstrap p = 0.005),

while the reverse was true in the left hemisphere (bootstrap p = 0.001) (Fig. 6.6b). Fur-

thermore, the significant increase in the right hemispheric feedforward causality occurred

much earlier (170 ms, bootstrap p < 0.05) than the left hemisphere feedback causality

(270 ms, bootstrap p < 0.05) (Fig. 6.6c).

To further improve our understanding of the networks supporting visual recognition
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Hits
a) b)

c)

**

**

Figure 6.6: Effective connectivity analyses for Hits. a) We investigated the temporal evo-
lution of causality based on directionality and lateralization. We found striking similarities
for some of the patterns: right hemisphere and feedforward causality were highly corre-
lated, as well as left hemisphere (or across-hemisphere) and feedback causality. These
two modes were highly anti-correlated. Non-significant correlations (FDR-corrected) were
set at 0. b) When time is averaged, we observe more feedforward causality in the right
hemisphere (p = 0.005) and more feedback causality in the left hemisphere (p = 0.001).
c) The right feedforward causality significantly increased as of approximately 170 ms and
then decreased at 300 ms. This decrease was associated with a significant increase in
left feedback causality. The 90% bootstrap confidence interval is plotted in shaded colors.
Horizontal lines indicate periods of significant increase.

memory, we switched to data-driven analyses (i.e., whole-brain rather than by hemi-

sphere). Therefore, we focused on two metrics that describe network topology: modular-

ity (a measure of segregation) and efficiency (a measure of integration). Network topology

changed over time (Fig. 6.7a). We observed a highly segregated (modular) topology from
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110 ms after stimulus onset. It then transitioned into a more integrated (efficient) topol-

ogy at approximately 220 ms. Moreover, the significant increase in modularity (MVFS

p < 0.05, FDR-corrected) occurred just before the increase in right hemisphere feedfor-

ward causality (Fig. 6.7b). Similarly, the increase in efficiency occurred just before the

increase in left hemisphere feedback causality (Fig. 6.7c). These results suggest that

changes in network topology could precede (and maybe drive) changes in information

flow. We observed similar modularity and efficiency patterns even with a different brain

parcellation, namely the Harvard-Oxford atlas (Pearson’s r between dynamic modular-

ity from AAL and Harvard-Oxford atlas r = 0.51, p < 10−3, resp. efficiency r = 0.47,

p < 10−3).

c)

a) b)

Figure 6.7: Changes in the network topology across time. a) At approximately 110 ms, the
network shows a more modular topology. This segregated state is followed by a more in-
tegrated structure characterized by higher efficiency at 220 ms. Horizontal lines represent
periods of significant increase/decrease. b) After the first peak of modularity at 110 ms,
a significant increase in right hemisphere feedforward causality at approximately 150 ms
can be observed. c) In addition, the first peak of efficiency at 220 ms precedes a significant
increase in left hemisphere feedback causality at 250 ms. Solid lines indicate significant
values. The rectangles highlight the time intervals of interest.

In addition, we used the Louvain algorithm to detect community structures in net-

works. We consistently identified three main communities at each time window, i.e., three

highly interconnected sub-graphs (Fig. 6.8a). Based on the most frequent allegiance of
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each node, the first community comprised regions of the right temporal lobe as well as

many frontal regions bilaterally. The second community comprised regions in the left

hemisphere, mostly from the temporal lobe and other parietal and frontal lobes. Interest-

ingly, both the left and the right hippocampi were more linked to this second community.

The third community comprised the left parahippocampal and inferior frontal gyri as well

as the left amygdala.

Community 1

Community 2

Community 3

Figure 6.8: Network communities. The Louvain algorithm for community detection con-
sistently identified three main communities. The first community comprises regions of the
right visual stream and medial temporal lobe structures as well as frontal regions in both
hemispheres. The second community comprises regions in the left MTL and the right hip-
pocampus. The third community comprises the left parahippocampal gyrus, left amygdala,
and left inferior frontal gyrus. The size of the spheres in the brain graph corresponds to
the nodal strength. For representation purposes, the circular form [295] shows only the 3
% consisting of the strongest links.

Some nodes changed their allegiance throughout the time course, but the core of

each community remained stable. The communities differed in their stability (one-way

ANOVA, p < 10−3), with the first community being the most stable, i.e., having the
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lowest instability index (Fig. 6.9a). Therefore, if a node changed allegiance, it was mostly

between the second and third community.

The first community showed the earliest increase in causality compared to baseline, at a

similar timing as the increase of feedforward causality in the right hemisphere (Fig. 6.9b).

Furthermore, the first community feedforward causality correlated significantly with that

of the right hemisphere identified in the first set of analyses (r = 0.76, p < 10−9). Likewise,

the causality increase in the second community occurred later, in approximately 230 ms

(Fig. 6.9b). The feedback causality correlated significantly with the feedback causality in

the left hemisphere (r = 0.41, p = 0.004). The causality of the third community remained

comparable to the baseline. Moreover, in the analysis of the directionality of influence,

defined as the ratio between feedforward and feedback causality, the communities differed

significantly (one-way ANOVA, p < 10−16). The first community exhibited a significant

prevalence of feedforward interactions (bootstrap p < 0.05, FDR-corrected), while the

second showed a prevalence of feedback interactions (Fig. 6.9c).

All in all, the two functional systems identified on the basis of a hypothesis regarding

the hemispheric lateralization of visual recognition memory are also identifiable with a

data-driven community analysis. However, the community analysis offered a more detailed

delineation of participating structures than a simple dichotomy between the right and left

hemispheres.

Finally, we associated the observed connectivity patterns with the subjects’ perfor-

mances. We assumed that a higher performance level was associated with neural activity

that resembles typical activity. Moreover, we expected the feedforward causality to drive

fast response, unlike the feedback. Therefore, we calculated a one-sided Pearson corre-

lation between the typicality of neural response (correlation between subjects’ causality

time course and the template of right feedforward and left feedback causality - from Fig.

6.6c) and the minimal reaction time and d-prime (Tab. 6.1). The descriptive analysis

showed that the right hemisphere feedforward causality were negatively correlated with

minimal reaction times (the more typical the neural response, the faster the minimal re-

action times; r = −0.32, p = 0.13) while the left hemisphere feedback causality showed

a positive correlation (r = 0.59, p = 0.006). In terms of d-prime, we tested for positive

correlation and did not find consistent results across measures. We obtained identical

p-values using permutation testing with 10,000 repetitions.
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Figure 6.9: Community analyses. a) Even though the core of each community remained
stable across the time course, some nodes changed allegiance. The first network shows
the highest stability, i.e., the lowest instability. b) The first community showed the earli-
est increase in causality (110 ms). The second community followed at approximately 220
ms. c) Temporal average ± standard deviation of the direction of influence is significantly
different between communities. Moreover, the first community exhibits a significant preva-
lence of feedforward causality. Conversely, the second community displays a significant
prevalence of feedback causality (* p < 0.05, ** p < 0.001, FDR-corrected).

Minimal Reaction Time d-prime
Pearson’s r (p-value) Pearson’s r (p-value)

FF-Right typicality -0.32 (0.13) 0.15 (0.16)

FB-Left typicality 0.59 (0.006) 0.06 (0.43)

Table 6.1: The relation between connectivity and performance. We correlated the typicality
of the subjects’ right feedforward and left feedback connectivity with their performance on
recognition memory tasks as assessed by minimal reaction time (an index of the speed to
perform the task) and d-prime (an index of task performance). Left hemisphere feedback
causality showed significant positive correlations with minRT. We obtained identical p-
values using permutation testing with 10,000 repetitions.
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6.4 Discussion

A typical characteristic of visual recognition memory is its rapidness. Subjects in this

study were able to respond correctly in less than 600 ms, with the fastest correct re-

sponses being approximately 370 ms, consistent with previous results [268]. Although

the perirhinal cortex and hippocampus have been identified as the core brain regions

that support recognition memory, studies have consistently reported many other brain

regions, mainly in the temporal lobe, but also in the frontal and parietal lobes [279, 296–

298]. Nevertheless, little is known about the relationships between these brain regions

and how they evolve over time. The amount of functional networks that are activated

during recognition memory is also unknown. Therefore, there is a need to understand the

large-scale functional brain networks’ dynamical organization that underlie recognition

memory on a millisecond-by-millisecond scale [80, 181].

Because this endeavor requires a high spatial and temporal resolution, we analyzed

functional and effective connectivity of intracranial EEG in short sliding time windows

to track connectivity changes and information flow during a visual recognition memory

task. We identified large-scale brain networks involved in successful recognition. The

first network mainly involved the right visual ventral stream and the bilateral frontal

regions. It was characterized by predominant feedforward activity, starting rapidly in

approximately 110 ms post-stimulus and peaking at 190 ms, modular topology, and high

stability. It was followed by the involvement of a second network, predominantly in

the left hemisphere, but notably also involving the right hippocampus, characterized by

predominant feedback activity, which peaked at 270 ms, integrated topology, and lower

stability. It is important to note that the patterns of right hemisphere-feedforward and left

hemisphere-feedback connectivity were found only for Hits but not for Correct rejections.

Interestingly, the peaks in modularity and efficiency (the transitions from less segregated

to more segregated and from less integrated to more integrated topology) preceded the

peaks in right-feedforward and left-feedback connectivity, which suggests a link between

changes in network topology and modes of information processing. Overall, these results

confirm that several large-scale brain networks, each with specific properties and dynam-

ics, rapidly unfold (i.e., in less than 300 milliseconds) during recognition memory. These

networks involve many brain regions bilaterally, even for such a basic cognitive capacity.
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6.4.1 Different networks unfold rapidly in time

We performed two types of analyses to identify the networks that support recognition

memory. The first one was driven by the hypothesis that there would be a high level

of asymmetry between both hemispheres. The second was data-driven (it involved all

recorded brain regions with no a priori selection of brain regions or hemispheres) and

was based on the identification of brain region communities (by maximizing the number

of within-group edges and minimizing the number of between-group edges [190]). Both

analyses were carried out dynamically over the entire time period. It is important to

note that both were convergent, demonstrating robust findings, although the data-driven

analysis provided complementary information.

The hemispheric analyses revealed a robust functional difference between the right and

left hemisphere. The right was mainly characterized by a feedforward information flow,

while the left mainly by the feedback information flow. The difference between the amount

of feedforward and feedback connections was significant within each hemisphere (Fig.

6.6b). Interestingly, the dynamics of the two hemispheres were different since the peak of

the feedforward information flow in the right hemisphere occurred in approximately 170

ms. In contrast, the peak of the feedback information flow in the left hemisphere occurred

later, in approximately 270 ms, at a moment when the feedforward information flow in

the right hemisphere sharply decreased (Fig. 6.6c).

The data-driven analysis identified three networks. The first encompassed many brain

regions in the right temporal lobe and the bilateral frontal lobes. Interestingly, this

network showed a very rapid increase (between 100 and 200 ms) in effective connectivity.

It was characterized by effective predominant feedforward connectivity, consistent with

the facts already known about the rapidity and flow of information from the visual ventral

stream [299, 300]. The second encompassed brain regions in the left temporal lobes, as

well as the parietal and frontal lobes. It is highly important to note that it encompassed

both the left and the right hippocampi. The effective connectivity of this second network

peaked later than the first, albeit rapidly after stimulus onset between 200 and 300 ms.

It was characterized by effective predominant feedback connectivity. A third network

comprised regions in the posterior frontal and anterior temporal lobes. Unlike the two

previous networks, it did not have a clear information flow direction. The first network

was characterized by high community stability (few nodes changed allegiance over the
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periods). The second and third communities were less stable, with nodes interchanging

allegiance throughout the period. Follow-up analyses showed that the first connectivity

network pattern was very similar to the feedforward connectivity pattern observed in the

right hemisphere. Likewise, the second network connectivity pattern was very similar to

the feedback connectivity pattern observed in the left hemisphere. Overall, these analyses

provide the picture of three functional networks that underlie visual recognition memory,

each with specific topography, temporal dynamics, preferred direction of information flow,

and stability. In other words, within 300 ms, the brain undergoes a massive dynamic

functional reorganization phase that involves several networks.

6.4.2 A large-scale network account of recognition memory

The first functional network was partly expected since previous iEEG studies had al-

ready demonstrated a high early involvement of the right visual ventral pathway in visual

recognition memory [275, 279]. Furthermore, it has already been established that frontal

lobe regions are involved in recognition memory [279, 301, 302], as early as 110 ms af-

ter stimulus presentation [275, 303]. Identifying a second network was more unexpected,

particularly a network that tended to be more left-sided and prominently characterized

by feedback connectivity.

Although further studies will be required to clarify each network’s role, they highly

correspond with current knowledge of the neurocognitive architecture that underlies recog-

nition memory. Familiarity and recollection are the two processes that underlie successful

recognition memory [270]. Familiarity is a fast process that relies mainly on the perirhi-

nal cortex as the core brain region, along with the ventral visual pathway. It does not

include the hippocampus [271]. Therefore, the first network could be mainly involved in

familiarity. In contrast, recollection is assumed to be a slower process that relies on the

hippocampus as the core brain region and the extended hippocampal system in general,

which involves relays in the mammillary bodies, anterior thalamus, cingulate cortex, and

parietal lobes [304]. Therefore, the second network could be more involved in recollection,

as suggested by the fact that it was delayed compared to the first network, but also by

the fact that both right and hippocampi belonged to this network.

While familiarity depends mainly on processing the world surrounding the subject

(i.e., bottom-up processes), recollection requires interactions with the internal world (i.e.,
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memory) to retrieve the spatio-temporal context of occurrence of the stimuli. The notion

that the first network is characterized mainly by feedforward connectivity while the second

is characterized by feedback connectivity is consistent with these hypotheses. Moreover,

Staresina et al. [305] found a recollection-related hippocampal response in iEEG data

at 250ms - a similar timing to the present left-lateralized feedback response. Recently,

Kar et al. [306] showed the advantage of recurrent computations for object recognition.

Increased feedback connectivity could represent top-down modulation [307], the build-up

of an internal representation of the stimulus [308], or access to a distributed semantic

system [35]. This is supported by the notion that the second slower network could be

related to language or the need for internal speech, which would explain why it is more

left-lateralized.

Recently, Bastin et al. [276] proposed a large-scale functional architecture that sup-

ports familiarity and recollection. This Integrative Memory Model emphasizes the large

number of brain regions involved in familiarity and recollection processes. Moreover, it

proposed that an “attribution and attention” system, mainly dependent on frontal lobe

regions, was involved in recognition memory. This system involves top-down attention, ac-

tivity maintenance, metacognitive knowledge, and monitoring and decision-making, lead-

ing to subjective feelings and explicit judgments during recognition memory. The fact

that the first and third networks encompassed many frontal lobe regions is consistent

with this proposal. It may also explain why the second and third networks are less stable

than the first and exchange node allegiances over time if monitoring and decision-making

are underway.

A switch from a goal-oriented network (familiarity) to an introspective one (recollec-

tion) requires significant reorganization of the brain, which also involves the hippocampus

[309]. Previous studies have independently identified network changes occurring after 240

ms during recognition memory tasks [275, 310], which lends support to the idea that this

switch between networks occurs. Studies that focus on functional connectivity using fMRI

have consistently revealed brain network reorganizations during cognitive tasks [207, 209,

311]. Note that the switch (between external and internal worlds) also involves the frontal

lobes [312]. Westphal et al. [294] suggested that a cross-talk between two large-scale net-

works during episodic memory may push the brain into a globally more integrated state,

enabling higher information transfer fluidity. This increase in global integration is driven
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by an increase in cognitive load, whereby the brain can adopt a more global workspace

configuration [206, 207]. Moreover, higher task demands were already noted to decrease

modularity [208]. Overall, the network topology is tightly linked to information trans-

mission [192]. These notions are consistent with our findings of a critical switch between

different networks that precede a change in information flow and underscore the brain’s

ability to reconfigure dynamic networks in response to changing cognitive demands [200].

It is highly noteworthy that these findings indicate that large-scale functional net-

works can have several modes of relationships, for instance, critical moments of transition

between networks (such as between the first and second network) or strong interactions

(such as between the second and third network where node allegiance fluctuates between

the two networks over time). Overall, this study provides a richer and more integrated

picture of the brain networks that underlie recognition memory.

6.4.3 Recognizing stimuli: Hits vs. Correct rejection

It is of note that the pattern of predominantly feedforward and feedback information flow

observed in the right and left hemispheres were identified only for Hits but not for Correct

rejections. The visual recognition memory task used in this study was based on a go/no-

go paradigm. The response (raising fingers from a response pad) was provided only for

Hits, while CR did not require a response. This paradigm was chosen because it forces

subjects to use their fastest strategy [313]. Consequently, Hits required the involvement of

more brain regions than CR. There might be a concern if the memory task is confounded

with a motoric task. However, we focused on interpreting only the first 300 ms, and

the first responses occurred after 350 ms. Moreover, in our previous research, we found

the motor activity related to activity in the supplementary motor area but not to the

parahippocampal gyrus or hippocampus activity [279]. Finally, multivariate methods are

able to account for group interactions.

Watrous et al. [314] suggested that functional connectivity related to correct versus

incorrect context retrieval was rather global than regionally specific. We consistently

found significant differences between Hits and CR in global FC from approximately 290

ms. These increased functional interactions are believed to be a signature of successful

recollection [315, 316].
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If findings are not related to behavioral performance, there is a risk that they may re-

flect non-psychological factors. Therefore, we tried to verify whether the right feedforward

connectivity pattern, possibly underlying familiarity, drove fast behavioral responses. The

left feedback pattern, possibly related to recollection, was associated with slower responses

[317, 318]. We found that effective feedforward connectivity was negatively correlated with

reaction times, while positive correlations were found for feedback connectivity. However,

these correlations did not have high statistical power. The number of subjects or the vari-

ability of the implantations (impacting the typicality of the neural responses) may have

decreased the statistical power. Even though Shine et al. [209] suggested a direct link

between cognitive performance and dynamical brain network reorganization, we found no

significant correlation between modularity or efficiency and performance, probably due to

the factors just mentioned.

6.4.4 Challenges of iEEG connectivity analyses

Intracranial EEG has the tremendous advantage of providing an excellent spatial and

temporal resolution not provided by other methods. However, it also has drawbacks that

may have impeded the connectivity analyses. Very few studies focus on whole-brain,

dynamic, effective connectivity using iEEG data because of the specific challenges posed

by this approach, such as the relatively low number of subjects, short non-stationary time-

series, and tailored electrode implantations, which may under-sample some brain regions.

Moreover, the disproportion in brain region sampling requires synthesizing information

across edges and nodes Thus, most of the previous studies predefined regions of interest

a priori [305] and did not focus on large-scale networks or their temporal dynamics (see

exceptions such as [287]). Finally, some patients also participated in more trials than

others; however, we had to restrict our analyses to the same number of trials per patient

because the number of trials directly influences the magnitude of connectivity estimates.

To overcome these issues, we pooled results from all 18 patients and mapped channel

locations to the AAL atlas. We were thereby able to reconstruct signals from 68 out

of 90 brain regions. Using vertical regression in all trials (limited to 64 per patient),

we could estimate causality in short (250 ms) and stationary time windows. Dedicated

statistical analyses had to be designed at each stage of the analyses to assess the value of

the findings. In addition, we followed the definition by Gaillard et al. [287] of feedforward
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and feedback processes, but this was only a rough simplification. In contrast, a hierarchical

anatomically based model might be better to represent brain processes [319]. Furthermore,

functional rather than anatomical parcellation could better associate network topology

and behavioral responses [320]. Future studies could also benefit from frequency-resolved

measures to detect networks that operate on specific frequencies [321]. As this next

step would generate additional dimensions of data, using machine learning techniques is

desirable.

It is worth mentioning that iEEG involved recordings from epileptic patients. There-

fore, epilepsy could impact the generalization of the results. However, as in all similar

studies, we removed the interictal activity periods recorded simultaneously with the task.

Previous studies have also shown that similar ERPs, characterized by latency, morphol-

ogy, and amplitudes, are found across independent studies and epilepsy centers (e.g., [275,

322]). Interestingly, a recent study combining iEEG and fMRI demonstrated only small

functional neuroanatomical differences during an episodic memory task between a group

of epileptic patients and a group of matched healthy subjects [323]. Overall, despite the

limitations, iEEG studies appear to provide useful and reliable information.

6.5 Conclusion

In conclusion, this study reveals novel findings regarding the dynamics of the large-scale

functional networks that underlie recognition memory. It could generate hypotheses that

could be specifically tested in future work. For example, during a recognition memory

task, neuronal activity should mainly reflect feedforward and early activity in the first

right hemisphere network [324]. Such activity should also differ from the neuronal activity

recorded in the second network. It would also be interesting to examine the physiological

mechanisms that enable the transition between different networks. In general, this study

shows that whole-brain dynamic connectivity analyses using intracranial EEG offer a

promising avenue to study different classes of cognitive abilities.



Chapter 7

Factors influencing connectivity

pathways of epileptogenesis: a single

subject case

Here, we present preliminary results of a collaborative project between Centre de Recherche

Cervau et Cognition and the Institute of Complex Systems of the Czech Academy of Sci-

ences. This project is supported by the Barrande grant nb. 8J20FR037.

The proposed project aims to investigate the mechanisms leading up to epileptic

seizures. We aim to identify brain connectivity changes that correspond to differences in

brain states during the pre-ictal period, which can help seizure treatment and prediction.

The unpredictability of seizures is one of the main health risks and psychological burdens

in epilepsy. Hence, successful seizure prediction can significantly improve the health and

quality of life of epilepsy patients, minimizing disabilities and injury risk. Furthermore,

investigating pre-ictal connectivity changes helps to characterize the interaction between

brain areas during epileptogenesis. The gained insight could thus contribute to the de-

velopment of new and the optimization of already established treatment strategies for

epilepsy. We already gathered high-quality iEEG data for 74 patients with drug-resistant

epilepsy. These patients were under evaluation for neurosurgery at CHU Purpan hospital.

After arrival at the hospital, patients underwent electrode implantation. Per patient, 9-15

standard DIXI electrodes with 8-15 contacts (diameter 0.8 mm, length of contact 2 mm)

were used, leading to an average of 110 contacts per patient. The iEEG recording was

then started and lasted for one to two weeks while the patient remained in the hospital.

149
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The anti-epileptic medication was slowly decreased after implantation to facilitate seizure

occurrence. In most patients, seizures started around day 4 to 6. Usually, several seizures

were recorded before anti-epileptic medication was resumed, and the electrodes were re-

moved. Out of the 74 patients, we will select those with the same type of epilepsy, i.e.,

temporal lobe epilepsy (the most common case). This unique data set will allow us to

examine brain dynamics at timescales up to days before a seizure occurs. Understanding

the temporal evolution of connectivity changes is of fundamental value in uncovering the

mechanisms evolved in epileptogenesis, as well as in ictogenesis.

Since the project is currently ongoing, we present a single-subject case that will show

fundamental aspects of all future analyses. Moreover, in the current retrospective study

of already recorded subjects, we are limited by the number of segments that have been

stored. However, we will conduct a prospective study on subjects that are being and will

be recorded. There we will make use of full continuous recordings with very high sampling

frequency.

Finally, the brilliant work of Schroeder et al. [325] has to be acknowledged as it in-

spired presented results. Furthermore, the collaborators on this project deserve special

appreciation, namely, Isa Dallmer-Zerbe, who helped write the grant proposal, conducted

a literature review, processed the data, and Anna Pidnebesna, who helped with data

analysis.

7.1 Introduction

Epilepsy is a chronic neurological disorder that affects people of all ages. The disorder

is characterized by repeated seizures, leading to various symptoms, including temporary

loss of consciousness. According to the World Health Organization, around 50 million

people worldwide are diagnosed with epilepsy. Epilepsy patients suffer physically, emo-

tionally, and socially. The risk of premature death is up to three times higher than in the

general population. It has been estimated that 70 % of people living with epilepsy could

live seizure-free if properly diagnosed and treated [326]. In approximately 30 % of the

patients, epilepsy is drug-resistant. In these cases, neurosurgery is evaluated as a second-

line treatment in order to remove the brain tissue where the seizure originates. Thus, the

success of surgery is conditioned on the correct determination of the seizure onset zone
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(SOZ). When non-invasive methods (scalp EEG, MRI, PET) do not identify the SOZ,

the standard clinical procedure involves the invasive implantation of iEEG electrodes for

SOZ determination [327].

Our understanding of epilepsy mechanisms has shifted its focus towards a more dy-

namic, whole-brain network perspective in the last decades. In this epileptogenic network,

we differ among several zones based on their characteristic involvement during ictal ac-

tivity. These zones include the epileptogenic zone, propagation zone, irritative zone,

and non-involved zone. The rapidly growing field of connectomics investigates the re-

lationships between different zones and brain regions across various scales derived from

respective neuroimaging techniques [328, 329]. Moreover, using functional and effective

connectivity techniques, which form the basis of functional brain networks, recent studies

showed the existence of altered brain states before seizures that are measurably different

from a normal state [328]. Altered connectivity has also been found in the area of SOZ,

suggesting a hyperexcitable state of the cortex of the epileptogenic zone [330, 331].

A specific type of network topology featuring a high number of outgoing connections

from the SOZ to seizure propagation areas has been suggested as a network architec-

ture promoting SOZ influence [331, 332]. The alterations in connectivity were already

successfully used in diagnosing epilepsy, providing useful new biomarkers of the disor-

der and targets for its treatment. Moreover, these alterations were shown to be not

only useful to differentiate between patients and controls but also between different brain

states relevant in epilepsy pathology. Finally, resting-state connectivity disturbances in

focal epilepsy have been related to neurocognitive problems like memory and language

impairments [333]. Nevertheless, connectivity should not be studied only from a static

perspective. Moraes et al. [334] convincingly stressed the importance of assessing tempo-

ral dynamics in the ictogenic networks. Given the dynamic nature of epilepsy, such an

approach is necessary to understand the generative mechanisms underlying the disease.

Investigating epilepsy dynamics requires a definition of the time interval before a

seizure. Current line of research differentiates between two types of epilepsy dynamics.

Ictogenesis reflects the short-term changes in the scope of minutes to hours before the

seizure. It is usually studied in the context of seizure prediction, where the connectivity

changes were proven to be a valuable biomarker [155–157]. On the other hand, epileptoge-

nesis focuses on long-term changes in the scope of days to years leading to the first seizure.
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These long-term changes are reflected in a gradual increase of seizure susceptibility, i.e.,

the probability of seizure occurrence in the epileptogenic network, as opposed to ictoge-

nesis, where seizure susceptibility fluctuates on much faster timescales. The mechanisms

involved in both in ictogenesis and epileptogenesis remain insufficiently understood [335,

336]. Therefore, analyzing connectivity as a time-evolving parameter and its relationship

to evolving seizure susceptibility can fill our gaps in understanding epilepsy generations.

Studying epileptogenesis is a very difficult task as it requires long-term recordings even

before the occurrence of the first seizure. Current knowledge of epilepsy mechanisms does

not allow predictions whether someone will develop epilepsy in the foreseeable future.

Therefore, most of the existing research has been limited to studies on animal mod-

els [337] and computational modeling (for a review, see [338]). These studies highlighted

the increasing connectivity asymmetry and the importance of nodes located outside of the

region of initial insult during epileptogenesis. However, no study in humans so far system-

atically assessed the connectivity changes days prior to a seizure [157]. This time-course

is characterized by increasing levels of seizure susceptibility. We propose investigating

intracranial EEG recordings of epileptic patients admitted for identifying and possible

subsequent resection of the epileptogenic zone. In current clinical routines, these patients

are implanted with iEEG electrodes, and the anti-epileptic drugs are continuously de-

creased. First seizures typically arise between the fourth and sixth day, when drug dosage

has decreased below a critical threshold. We believe that this time period of several days

could serve as a valuable model of epileptogenesis.

Here we present a single subject case where the first seizure occurred 11 days after

electrode implantation. We aim to identify changes in brain connectivity that correspond

to differences in brain states. Our primary hypothesis is that we will observe connectivity

changes that would be a hallmark of increasing seizure susceptibility. Moreover, we as-

sume these changes to be related to daily cycles [325] and the number of high-frequency

oscillations [36]. Understanding the temporal evolution and identifying critical changes

of connectivity patterns is of fundamental value in uncovering the mechanisms evolved

in epileptogenesis, as well as in ictogenesis. The unpredictability of seizures is one of

the main health risks and psychological burdens in epilepsy. Hence, successful seizure

prediction can significantly improve the health and quality of life of epilepsy patients.



CHAPTER 7. CONNECTIVITY PATHWAYS OF EPILEPTOGENESIS 153

7.2 Materials and methods

7.2.1 Patients

High-quality iEEG data was recorded for a single patient with drug-resistant epilepsy

(male, 31 years old). The patient was admitted to the Epilepsy Monitoring Unit at

Toulouse University Hospital to identify and possibly remove the epileptogenic zone. Af-

ter arrival at the hospital, the patient underwent electrode implantation. Twelve standard

intracranial electrodes (Microdeep depth electrode, DIXI medical, France) with 8-15 plat-

inum/iridium contacts (diameter 0.8 mm, length of contact 2 mm) were used, leading to

130 contacts. The implantation was individually tailored to the seizure onset zone, and the

placement of each depth electrode was based exclusively on clinical criteria independently

of this study.

Intracranial EEG activity was recorded using two synchronized 64-channel acquisition

systems (SystemPlus Evolution, SD LTM 64 EXPRESS, Micromed, France) with a sam-

pling frequency of 256 Hz (high pass-filter: 0.15 Hz). The iEEG recording started after

electrode implantation and lasted 13 days while the patient remained in the hospital.

On the 11th day, a first unprovoked seizure occurred. Currently, we have 16 recording

segments at our disposal scattered throughout the first ten days before the occurrence of

the first seizure (Fig. 7.1).

Drug dosing

The anti-epileptic medication was slowly decreased from the first day of recordings to

facilitate seizure occurrence. After the eighth day, the drug dose dropped to zero and

remained there until the first seizure (Fig. 7.2). The patient took a combination of

Lamotrigine and Carbamazepine. We normalized the dosage to a 0-1 scale to facilitate

further computations. The maximal summed dosage corresponds to 1, and the minimal

summed dosage is 0. We assume that the minimal relative dosage corresponds to the

highest susceptibility to having a seizure.

7.2.2 iEEG recordings

Data processing was conducted with Matlab (Version 9.8.0, The Mathworks Inc, Natick,

MA, USA) and the interactive Matlab toolbox EEGLAB [339]. One 15 minute segment



CHAPTER 7. CONNECTIVITY PATHWAYS OF EPILEPTOGENESIS 154

0:00 12:00

Day 1 Day 2 Day 3 Day 4
0:08-2:19
Seizure 2:00

0:00 12:00 0:00 12:00 0:00 12:00 0:00

0:00 12:00

Day 7 Day 8 Day 9 Day 10

0:00 12:00 0:00 12:00 0:00 12:00 0:00 12:00

Day 11

0:20-3:20

9:20-11:22

15:09-18:09 10:42-10:45

11:29-14:29

19:06-22:06

22:06-22:17

6:11-9:11

9:23-11:06

11:08-14:08 23:02-2:02

14:08-17:02

11:46-14:46

15:21-18:21 15:08-18:08

21:08-0:08

Figure 7.1: Schematic of recording times. For our single-subject case, we were able to
gather 16 measurements of various lengths scattered throughout the first 10 days before
the occurrence of the first seizure. On the 11th day, a first unprovoked seizure occurred.

Figure 7.2: Drug dosing. Visualization of decreasing drug level across the first ten seizure-
free days. The subject took a combination of Carbamazepine and Lamotrigine. After the
eighth day, the drug dose dropped to zero and remained there until the first seizure.

was extracted for each available data file before a patient’s first recorded seizure. It com-

prised the first 15 minutes of the recording. Processing steps then included downsampling

to 256 Hz, high-pass filtering with a cut-off frequency of 0.5 Hz, removing non-EEG chan-

nels, re-referencing to bipolar montage, and finally, the exclusion of error channels from
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the data. For re-referencing, the difference in activity between (only) directly neighboring

contacts was calculated. Error channel rejection consisted of a two-step procedure using

EEGLAB pop rejchan() function with the ‘spec’ rejection method. Firstly, channels with

significantly high power in 48-52 Hz frequency range (>3 standard deviations from mean

channel power in this range), and secondly, outlier channels with regards to the whole

1-128 Hz frequency range (>4 standard deviations from mean channel power) were iden-

tified. As channel exclusions needed to result in the same channels across files, the same

error channels (accumulated error channels over all files) were excluded from all files. For

the same reason, iEEG channels that were present in some but not all files were disre-

garded. This procedure yielded a total of 91 bipolar channels. A single bipolar montage

(i.e., A 1-2) is referred to as a “channel” throughout this study.

7.2.3 Connectivity analyses

We aim to identify brain connectivity changes that correspond to differences in brain

states during the pre-ictal period. Here, we adopted the methodology from Schroeder et al.

[325]. However, unlike the authors who compared seizures, we evaluate connectivity in all

recordings before the first seizure. More specifically, we calculated the mean coherence of

15 consecutive windows of 60 seconds lengths for each recording segment. The 15 minutes

length of a window was selected based on exploratory results on 2 hours long segment. By

correlating windows of various lengths, we found that 15 minutes long segments showed

a very high similarity with the full 2 hours long segment (Fig. 7.3), proving 15 minutes

segments to be sufficiently long to capture the main connectivity patterns.

Coherence is a mathematical method quantifying the similarity of frequency content

recorded from two brain regions. For each 60s window, we calculated magnitude-squared

coherence (MSC) between each pair of iEEG channels in six frequency bands: delta (1-

4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), gamma (30-80 Hz), and high

gamma (80-126 Hz). For a given band, MSC between all pairs of channels is represented

by a matrix of real-valued numbers between 0 and 1. Its magnitude between two channels

is defined as:

Cohx.y =
|Gx,y|2

Gx,xGy,y

(7.1)
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Figure 7.3: Selection of window length. We correlated gamma coherence matrix from 2
hours long window with other gamma coherence matrices from windows of various lengths.
These short windows were chosen randomly from the original 2 hours. Mean ± stan-
dard deviation of Pearson correlation between two vectorized connectivity matrices across
10,000 runs is plotted. The results show that there is almost no difference between 15
minutes and 2 hours long widows. Therefore, we used 15 minutes long windows in the
analysis.

where Gx,y is a cross-spectral density between signals x and y, Gx,x is auto-spectral

density of signal x, respectively y. The auto-spectra and cross-spectra were calculated

using Welch’s method (2-s sliding window with 1-s overlap and Hamming tapering).

Connectivity pathway and dissimilarity

For each measurement of iEEG recordings, we obtained 15 connectivity matrices in each

frequency band representing consecutive 60s segments. To be able to compare connectiv-

ity measurements at different times, the matrices of each measurement underwent a series

of steps. For a single measurement and a single segment, we first vectorized connectivity

matrices of all six frequency bands by taking the upper triangular form without the diag-

onal. Further, we vertically concatenated these six connectivity vectors. Since we aim to

identify changes in connectivity patterns rather than changes in global connectivity levels,

we normalized the connectivity vector so that the L1 norm (i.e., the sum of all elements)

was 1. Finally, we horizontally concatenated all the 15 vectors, each corresponding to all

frequency bands of a given segment. Thus, each measurement was represented by a single

connectivity matrix.
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Small fluctuations in the functional connectivity due to noise would create a high base-

line dissimilarity between seizures. Therefore according to [325], we applied nonnegative

matrix factorization (NMF) to each connectivity matrix to reduce noise in the connec-

tivity matrices. NMF decomposes a single connectivity matrix V into two nonnegative

matrices, W and H, such that V ≈ W × H. The optimal number of basis vectors was

determined using stability NMF [340]. After the factorization, the return to the original

feature space was achieved by calculating V ? = W × H. This operation is not lossless,

but it is primarily the small fluctuations and noise that are omitted. Finally, each vector

was again normalized so that the L1 norm was 1.

We hypothesize to observe gradual connectivity changes as the seizure susceptibility

increases. In order to do so, we mapped the high-dimensional connectivity matrices to

low-dimensional space. Multidimensional scaling allows visualizing the level of similarity

of individual vectors. We used MDS in combination with L1 distance. Note that using

MDS with L2 Euclidean distance is identical to the use of PCA. However, the L1 distance

was shown to be preferable in higher-dimensions, as it is less susceptible to outliers [341].

To find the driving effects of connectivity changes, we need to quantify how the con-

nectivity changes. Therefore, we defined the connectivity dissimilarity as the mean L1

distance between two FC matrices (Fig. 7.4).

Figure 7.4: Connectivity dissimilarity. Each measurement was characterized by concate-
nated vectorized coherence matrices across all frequency bands representing connectivity
in 15 consecutive time windows. The final connectivity dissimilarity between two of such
matrices was defined as the mean L1 distance between two FC matrices.
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7.2.4 Statistical analyses

Our goal is to find factors driving the differences among connectivity profiles. Previous

research shows that seizure susceptibility change on circadian and slower timescales [342].

Therefore, we calculated a linear temporal distance matrix containing the amount of time

elapsed between the onset times of each pair of measurements (Fig. 7.5). A similar

approach was used for circadian rhythms, but the actual time of each measurement was

first recalculated to the distance to midday (i.e., 14:00). Thus, the final circadian temporal

distance matrix was based on temporal distance from the midday. Hence it reflected day

and night cycles.

Figure 7.5: Linear and circadian time dissimilarity. Linear temporal distance matrix
contains the amount of time elapsed between the onset times of each pair of measure-
ments. A similar approach was used for circadian rhythms, but the actual time of each
measurement was first recalculated to the distance to midday (i.e., 14:00). Thus, the final
circadian temporal distance matrix reflects the day and night cycles.

We investigated two other driving factors. The first factor was the drug dosage that

should correspond (with some time-lag) to seizure susceptibility. Since the patient usually

took the medication twice per day, we calculated the actual drug dose corresponding

to the measurement time as a linear interpolation between the previous and following

dose if the dosage was decreasing and as the previous dose if it was increasing. Then,

the drug dose dissimilarity was calculated as the absolute difference between two drug

doses (Fig. 7.6). Finally, spikes and high-frequency oscillations (HFO) were proven to be

valuable biomarkers of epileptogenic tissues [36]. We used the AnyWave software [343] to
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detect spikes and HFO (80-126 Hz). Each channel was thus characterized by the cross-

rate, i.e., the sum of HFOs and spike rates per minute. The dissimilarity between two

measurements is based on a correlation between cross-rates (rates across channels), and

it is defined as:

CRdissimilarity =
1− ri,j

2
(7.2)

where ri,j represents Pearson correlation between cross-rate of segment i and j.

Figure 7.6: Cross-rate and drug dose dissimilarity. Each measurement is described by
interpolated relative drug dosage and a cross-rate. The drug dose dissimilarity is calculated
as the absolute difference between drug doses. The cross-rate dissimilarity between two
measurements is based on correlation cross-rates among channels.

Finally, we compared the connectivity dissimilarities to temporal, dosage, and cross-

rate dissimilarities. We computed Spearman’s correlation between the upper triangular

elements of the seizure dissimilarity matrix and each other matrix. Since the distances

in each matrix are not independent observations, we performed the Mantel test [344] to

determine each correlation’s significance. We randomly permuted the rows and columns of

one matrix 10,000 times. After each permutation, we computed the correlation between

the two sets of upper triangular elements. Such procedure results in a distribution of

correlation values to which the original correlation was compared, and thus appropriate

p-value is derived.



CHAPTER 7. CONNECTIVITY PATHWAYS OF EPILEPTOGENESIS 160

7.3 Results

We investigate connectivity patterns changes in the scope of days as the susceptibility to

seizure increases. First, we focused on analyzing whether there are any changes. Further,

upon the identification, we try to find the driving effects of such changes. Using MDS

(with Sammon mapping) and L1 distance, we projected vectorized connectivity matrices

across all frequency bands to a two-dimensional space. In Fig. 7.7, we can observe that

most connectivity profiles occupy the same space. However, the last two measurements

seem to be very different in terms of connectivity. These two correspond to connectivity

six, respectively, two hours before the first seizure.

Figure 7.7: Connectivity pathway of epileptogenesis. All connectivity matrices are pro-
jected to two-dimensional space using Multidimensional scaling and L1 distance. The last
two measurements are visually very different than the rest of the measurements.

Therefore, we investigated which frequency bands drive such significant dissimilarity.

We know that it is not the amount of synchrony as coherence matrices in each frequency

band were normalized. Therefore, we calculated the Pearson correlation of mean upper

triangular elements across the 16 measurements between each frequency band (Fig. 7.8).

The first 14 measurements are very similar across all bands. However, the last two mea-

surements show very different connectivity profiles, mainly in higher frequency bands,

such as the gamma and high gamma band. In other bands, even these two measurements

were highly similar to other measurements (Person r > 0.7).
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Figure 7.8: Correlation between connectivity matrices of different frequency bands. The
two outlying points in connectivity pathways are driven by the differences in gamma and
high gamma frequency bands. Here, the correlation between vectorized mean coherence
matrices of all measurements is plotted for each frequency band. Only gamma and high
gamma band show differences in connectivity profiles.

Indeed, if we visualize the high gamma band connectivity matrix from measurement

14 and 15, we easily observe significant differences (Fig. 7.9). Note that the first 14

matrices showed visually very similar high gamma band connectivity profiles as well as

the last two measurements.

In order to find driving factors behind this change in pattern, we correlated connectiv-

ity dissimilarity with other types of dissimilarities. We observed a significant correlation

with cross-rate, linear time, and circadian time dissimilarities (Fig. 7.10). Furthermore,

to find the optimal combination of all factors that would best explain the driving effects,

we first used a stepwise linear model that sequentially adds and removes features to iden-

tify the optimal model. All features, namely cross-rate, linear time, circadian time, and

drug dosage dissimilarities, were identified as significant parameters in the multiple linear

regression model (adjusted R2 = 0.40, p = 0.01). However, we assessed each factor’s

significance again using a Mantel test, and we excluded circadian time (p = 0.06). The

regression coefficients and their p-values are in Tab. 7.1.
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Figure 7.9: Examples of gamma connectivity matrices. Differences in the correlation
between gamma coherence matrices between measurement 14 and 15 are visually detectable.
Future analyses will investigate how these changes are localized with respect to zones of
the epileptogenic network.

Figure 7.10: Correlation between connectivity dissimilarity and other factors. Connectiv-
ity dissimilarity is correlated with linear time, circadian time, drug dosage, and cross-rate
dissimilarities. Only the correlation with drug dosage is not significant.
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Correlation analysis Multiple linear regression analysis

Spearman Pearson Adjusted R2 0.40 (0.01)

Linear time 0.41 (10−5) 0.38 (10−5) Estimate p-value
Circadian time 0.24 (0.02) 0.20 (0.05) Linear time 0.16 10−5

Drug dosage 0.14 (0.40) 0.02 (0.95) Drug dosage −0.98 0.05
Cross-rate 0.60 (10−5) 0.48 (10−5) Cross-rate 2.23 10−4

Table 7.1: Correlation and multiple regression analysis. We found significant factors
driving the connectivity dissimilarity. Cross-rate dissimilarity appears to be the most
significant factor. In correlation analysis, p-values are in brackets. Moreover, the multiple
linear regression model identified linear time, drug dosage, and cross-rate as important
features behind connectivity changes.

7.4 Discussion

In these preliminary results, we present how we can model epileptogenesis using recordings

from patients that are selected for possible resection of seizure onset zone. These patients

typically spend several days in the hospital while the drug dosage is being decreased, and

thus the susceptibility to having a seizure gradually increases. We calculated functional

connectivity for this time period before the first seizure. Using modern machine learning

tools, the temporal connectivity profile can be visualized in order to identify the critical

times of epileptogenesis. Moreover, we investigated factors that are driving these connec-

tivity changes. We identified linear time, drug dosage, and the cross-rate (defined as the

sum of high-frequency oscillations and spikes) as the main driving factors. Even though

this is only a single subject case, we believe that the methodology could be applied to

other subjects as well. The reason for choosing this subject was that there are 11 days

between the implantation and the first seizure. Moreover, we have our disposal 16 mea-

surements that are scattered throughout the 11 days. Furthermore, these recordings are

at different time-points of the day, including few night recordings.

Using MDS and subsequent investigations, we localized the main connectivity changes

to gamma and high gamma band six hours before the first seizure. A similar specific

state of brain synchronization was observed several hours before the actual seizure in

other studies as well [345]. Moreover, different gamma connectivity patterns were already

proven to distinguish the epileptogenic zone from other cortical regions not only during the

ictal event but also during the inter- and pre-ictal periods [346]. These altered patterns



CHAPTER 7. CONNECTIVITY PATHWAYS OF EPILEPTOGENESIS 164

included increases in high-frequency energy in the ictal onset zone and its vicinity [347].

Therefore, in our future studies, we will localize the connectivity changes with respect to

different zones of the epileptogenic network. Moreover, we will focus on finding alterations

days prior to the seizure.

One of the main factors of connectivity changes was cross-rate. It is important to note

that it was not the number of spikes and HFO that differ among measurements. The

cross-rate did not show significant changes among measurements. However, where the

spikes and oscillation occurred varied significantly. That is why we used the correlation

between cross-rates of all channels instead of the difference in the amount of all cross-rates

to compare two measurements. We confirm that using HFO and spikes could serve as a

viable biomarker of epileptogenic tissues [36].

Previous studies highlighted the importance of circadian rhythms in seizure forecasting

[325, 348]. Even though the circadian time dissimilarity was not finally selected into

our multiple linear regression model, it does not necessarily downplay its importance.

The main reason for the absence of a significant dependence is that only 4 out of 16

measurements were recorded between 22:00 and 6:00. Increasing the number of night

recordings would increase the importance of this factor. Indeed, based on preliminary

results in other subjects, where more night recording are at disposal, we observed a

significant circadian trend in connectivity matrices. Therefore, we assume the circadian

rhythm to be an important feature in all future models.

In the correlation analysis, we did not find a significant relationship between drug

dosage and connectivity dissimilarity. However, the decrease in the antiepileptic drug was

shown to increase excitability and modulate seizure likelihood [349]. In our current setup,

the drug dosage closely resembles linear time. The linear component of the model may

reflect gradual changes in pathways on slower timescales, ranging from days to weeks. It

was already reported that very slow cycles (20–30 days) are an important biomarker for

determining relative seizure risk [342]. Nevertheless, we believe that the decrease in drug

dosage should be the most important factor [349]. This assumption can be supported by

our observations of seizures occurring soon after dosage decrease. Typically, we observed

the first seizure to occur 4-6 days after the anticonvulsant discontinuation. Therefore, a

more biologically relevant drug dosage model will be needed in our future analyses. A

model that takes into account the time-lag between drug administration and drug effect.
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Moreover, the actual drug level in the blood could be assessed using the half-life of the

molecules.

We acknowledge that in the future setup, the analysis of a large sample size might cause

challenges as epilepsy is a heterogeneous disease, and electrode implantation setup varied

across patients. Therefore, we assume a variability in seizure functional network evolutions

and dynamics. Even though the factors modulating seizure likelihood are comparable

across subjects, the comparison needs to be carried out carefully. It is significantly affected

by the day of the first seizure, the number of day/night recordings, and the number of

available measurements in general. However, overcoming these challenges is desirable as

this is a general limitation to most studies of epilepsy samples.

In the single-subject case, we identified a critical change in brain connectivity six hours

prior to the seizure. However, our aim is to investigate long-term changes days prior to a

seizure as we are interested in the mechanisms of epileptogenesis rather than ictogenesis.

It seems that the possible changes are subtle. In order to detect them, our preprocessing

pipeline will need to improve as current data can still be contaminated by artifacts.

Another limitation of the current study could be that we do not possess a good model

of epileptogenesis because seizures caused by the decrease of anticonvulsant medication

are different from those occurring spontaneously. However, the dosage decrease extremely

rarely causes the appearance of seizures having an electrical onset or a clinical pattern

different from those observed on full medication [350]. Finally, relating our findings to

biophysical models of seizure dynamics will be of high importance [338].

7.5 Conclusion

Studying epileptogenesis is a very difficult task as it requires long-term recordings even

before the occurrence of the first seizure. In these preliminary results, we investigated

a model of epileptogenesis using recordings from a patient with drug-refractory epilepsy

who was selected for possible resection of the epileptogenic zone. We analyzed connec-

tivity changes and their driving factors ten days before the occurrence of a first seizure.

This time-course is characterized by increasing levels of seizure susceptibility. Significant

alterations driven by cross-rate, drug dosage, and slow timescale changes were found six

hours before the first seizure. Given the dynamic nature of epilepsy, such an approach is
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necessary to understand the mechanisms underlying the disease. Understanding the tem-

poral evolution and identifying critical changes of connectivity patterns is of fundamental

value in uncovering the mechanisms underlying epileptogenesis, as well as in ictogene-

sis. They could help solve the ultimate goal, i.e., successful seizure prediction, which can

significantly improve the health and quality of life of epilepsy patients.
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Chapter 8

Leveraging the tools of connectivity

In this thesis, we focused on estimating and using connectivity in functional neuroimaging.

We described the most common functional brain imaging modalities. As they are built

upon different physical phenomena, their characteristics vary significantly. We tried to

emphasize the strengths and weaknesses of each modality. We paid special attention to the

currently most common techniques: fMRI and EEG (including intracerebral recordings).

From the data point of view, maybe the most prominent difference among them is the

spatial and temporal resolution. While fMRI is currently the state-of-the-art in macroscale

brain networks, EEG still offers an unmatched temporal resolution. EEG and its invasive

analogous iEEG are able to record neuronal activity with millisecond resolution. Such a

feature appears to be critical, for example, in epilepsy, where high-frequency oscillations

play an important role in the build-up towards a seizure. The knowledge of imaging

technique properties is crucial for all subsequent analyses. It is important to know how

the data were recorded, what they represent, and how they are influenced by artifacts in

order to critically assess any obtained results. For example, the head movement artifacts

can be falsely interpreted as markers of brain age as they inflate connectivity differences

among groups of young and old subjects in fMRI.

In principle, any connectivity method can be applied to any imaging modality. It can

be illustrated by the fact that most of the measures were not originally derived for neuro-

scientific approaches, but they found application across various fields, including weather

forecasting or stock markets. Nevertheless, one cannot blindly apply these methods with-

out considering their usability. A method has to be in concordance with the investigated

hypothesis, and it should be suitable for the imaging modality. That is why the coherence

168
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might be of special interest in EEG studies where distinct frequency bands (ranging from

delta band of 1-4 Hz to high gamma bands with frequencies above 60 Hz) are commonly

investigated. On the other hand, fMRI is usually filtered to a narrow frequency band,

approximately 0.009-0.01 Hz, and thus the correlation coefficient might be sufficient. We

tried to describe how to calculate each metric, where it is commonly applied, and what

are its strengths and weaknesses. All in all, this description could provide instructions on

how to choose an optimal metric.

Once estimated, the analysis does not finish there. There are various paths on how to

study connectivity estimates. We witnessed the advent of resting-state studies along with

the identification of large-scale canonical networks. These networks form the basis of our

understanding of brain processes. Even though they are built on functional connectivity,

structural connectivity shapes both functional and effective connectivity. Nevertheless,

the question of how to estimate function from the structure is yet not resolved. There

have been significant improvements as we shifted our focus from simple one-to-one map-

ping to investigations of different multiplexed communication strategies [162]. It seems

that the relationship varies according to the gradient of unimodal to transmodal hier-

archical representation of cortex [163]. Not only the structure-function mapping varies

across this gradient, but also inter-individual differences were reported to be higher in

multimodal areas compared to unimodal areas [147]. Indeed, all types of connectivities

exhibit rich dynamics. We observe changing patterns in scales from milliseconds to years.

Currently, the FC has been conceived as a multistable process wherein the patterns pass

through multiple discrete states. Analyzing these states bring important features serving

as biomarkers to disease conditions [173]. There are several factors behind fluctuations in

connectivity, one of them being artifactual due to our estimation methods or the presence

of noise. Discerning between true and false differences among subjects is of the highest

importance to understand rich brain dynamics.

Our current methods investigate the brain with increasing complexity. Hand in hand

with the complexity comes increasing dimensionality of results. Graph theory offers an

elegant way of how to characterize the properties of brain networks. We reviewed the

methods that identify critical regions, quantify communication efficacy, and examine

functional segregation. We already knew that the segregated large-scale communities

correspond to distinct functional systems and convey functional specialization [191, 196].



CHAPTER 8. LEVERAGING THE TOOLS OF CONNECTIVITY 170

However, now we are able to track how the brain reconfigures to accommodate for task

demands. Investigating graph dynamics brings new tools for quantifying how the brain

balances the functional specialization via segregation and coordinates the activity of dis-

tributed regions via integration. This dynamic network reconfiguration is a fundamental

neurophysiological process that supports the idea of a dynamic, adaptable brain network

configuration underlying successful cognition [17, 206, 211].

We feel that at the beginning of big data neuroscience, it is of utmost importance

to be able to critically assess all aspects of performed analyses. Firstly, it could help

shape the research question. For example, in the context of epilepsy, the seizure onset

zone was reported to display altered connectivity patterns, especially in higher frequency

bands. Therefore, to solve the task of seizure prediction and localization, one could

turn to intracranial EEG data and analyze coherence or partial directed coherence in the

gamma band. This is an oversimplified example; however, it should illustrate that the

question, data, and method are closely linked. Having an overview of different methods

could save time and resources that would be spent in exhaustive testing of all possible

algorithms and their complicated comparisons. Secondly, knowing the methods helps to

prevent mistakes in their interpretation. Acknowledging that EEG could display spurious

increases in connectivity due to volume conduction, one can also investigate the imaginary

part of coherency to provide additional support to the conclusions. Therefore, the success

of analysis lies in the ability to step back, overview the methodology, and assess the results

and all potential risks, dangers, and confounds.

However, this thesis intended not only to review current methods, issues, and appli-

cations but mainly to present original research associated with some of the mentioned

issues. More specifically, we addressed several specific questions:

• How to estimate the quality of connectivity estimates in fMRI?

• How does the quality depend on head motion, preprocessing, or applied parcellation?

• How to perform whole-brain network analysis in iEEG?

• Can we observe network reconfiguration also on a millisecond scale?

• What are the mechanisms of successful recognition of visual stimuli?

• How does the connectivity change as the brain approaches seizure?
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These questions are highly relevant to the field of neuroscience, and their investigation

needed the combination of state-of-the-art algorithms as well as deriving new approaches.

Moreover, these questions investigate connectivity on different timescales. We began with

characterizing static FC in rs-fMRI. Then, we moved towards mapping fast connectivity

dynamics in iEEG on the scales of milliseconds. Finally, we searched for connectivity

changes driving epileptogenesis on the scope of hours and days. Altogether, these studies

demonstrate the various aspects and use that connectivity offers to current neuroscientific

research. Moreover, the investigation itself brought new questions and hypotheses that

could be tested in future studies. We now summarize the main contributions of each

project.

Quality of rs-fMRI connectivity estimates

The first research was of methodological nature. Previous studies reported that functional

connectivity estimates are known to be detrimentally affected by various artifacts, includ-

ing those due to in-scanner head motion. Even though the degradative effect of head

motion is theoretically acknowledged, it is prone to be neglected in practice. There is

still a lack of a sufficiently sensitive and robust measure that would quantify the individ-

ual functional connectivity quality. We proposed that similarity with a group-mean FC

matrix could serve as a reliable template to which subjects are compared. While minor

or moderate deviations may represent effects of interest corresponding to inter-individual

variation in brain function, larger anomalies are likely to arise due to artifactual sources

of signal variation and should be subject to screening. Indeed, we extensively studied this

index across atlas granularity, preprocessing options, and various datasets. The Typicality

of Functional Connectivity allows extensive use in screening data quality, comparing high-

movement groups or denoising strategies, and choosing optimal brain parcellation. We

paid special attention to head motion, but in principle, the index is also sensitive to other

types of artifacts, processing errors, and possibly also brain pathology. The estimation of

connectivity quality is connected to many issues discussed in this thesis. Each examina-

tion of inter-subject variability needs to carefully consider all possible confounding effects.

Moreover, it could serve as one of the tools measuring preprocessing pipeline efficacy. The

current lack of consensus on optimal pipeline hampers all connectivity analyses.
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Fast timescale connectivity dynamics in iEEG

The second, more experimental research combined several important aspects. Mainly, it

is the first whole-brain data-driven analysis on recognition memory. Commonly, recogni-

tion memory is studied by analyzing the activity of a priori defined regions such as the

hippocampus or perirhinal cortex. Even though they are critical for the task, there is a

surprisingly large number of brain regions that are activated as well. Only their synchro-

nized activity leads to successful recognition. However, how and when the regions are

synchronized was unknown. It was due to the fact that current studies of whole-brain

network dynamics are based either on fMRI or EEG. Thus, we investigated network dy-

namics using iEEG data. Of course, there are inherent disadvantages to iEEG, such as

the fact that subjects suffer from epilepsy, their implantation varies significantly, and the

sample size is small. Nevertheless, using various techniques, including mapping electrodes

to fMRI atlases or using vertical regression to estimate causality, we tried to overcome

these obstacles. We confirmed previous results that the task generates rich connectiv-

ity patterns and forces the brain to dynamically balance segregation and integration.

Moreover, for the first time, we present how, in 300 ms, the brain undergoes a massive

dynamic functional reorganization phase that involves several networks. Now we dispose

of a robust working pipeline that can be further improved by acquiring more subjects or

using frequency-resolved measures. Until now, we investigated only the broadband signal

without paying attention to distinct frequencies. As this next step would generate addi-

tional dimensions of data, using machine learning techniques is desirable. Moreover, the

study generated specific questions about the mechanisms of recognition memory, such as

what physiological mechanisms enable the transition between different networks. Indeed,

the whole-brain dynamic connectivity analyses using intracerebral EEG offer a promising

avenue to study different classes of cognitive abilities.

Modeling epileptogenesis using connectivity

Finally, the third project was focused on brain dysfunction rather than brain function.

More specifically, we presented preliminary results on tracking connectivity in a model of

epileptogenesis. We illustrated how connectivity changes as the susceptibility to seizure

increases. We found several driving factors of these connectivity alterations, namely
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decreasing drug dosage, presence of spikes and high-frequency oscillations, and long-term

fluctuations. The next step is to localize the changes with respect to epileptogenic zones.

Furthermore, we found major changes hours before the first seizure, but future research

will focus on more subtle fluctuations days prior to the seizure. Although we presented

only a single subject case, such methodology will be applied to a cohort of already recorded

subjects. Even though connectivity estimates are not comparable across subjects due to

different electrode implantations, the driving factors of epileptogenesis are. Moreover,

once collected enough data, modern machine learning tools could further help discover

hidden patterns that could serve as biomarkers of brain state alterations. Ultimately,

identifying critical aspects of epileptogenesis could serve as potential targets of deep brain

stimulation and prevent seizure occurrence.

8.1 Other means of estimation or application

8.1.1 Computational neuroscience

There are many other ways where connectivity estimates can be applied or how they can

be derived. One large field of neuroscience that we almost completely omitted here is

computational modeling. Computational neuroscience is defined as

”The field of study in which mathematical tools and theories are used to investi-

gate brain function. It can also incorporate diverse approaches from electrical

engineering, computer science, and physics in order to understand how the

nervous system processes information [351].”

Computational neuroscience can accompany the data-driven approaches that we described

here. These approaches provide essential information about structure and activity that

can be incorporated into the mathematical dynamical models. They are represented by

a set of differential equations that can be coupled together using SC coefficient obtained

from diffusion-weighted imaging or FC estimates from fMRI studies.

Indeed the models were able to reflect and reproduce much of the dynamics and com-

plexity of the real brain. Furthermore, by exploring possible dynamical repertoires that

the models can support and their relation to the phenomena observed in the data, they

can help formulate predictions and hypotheses serving as a basis for further experimental
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investigation and data analyses [352]. We already pictured how computational modeling

helped us understand the correspondence between structural and functional connectivity

[151]. Moreover, models have been able to provide a mechanistic explanation of the ori-

gin of large-scale canonical networks [353]. Finally, recent studies modeled dynamic FC

and showed that non-stationary connectivity dynamics could demonstrate a rich spatio-

temporal structure and fast switching between a few discrete states as observed in empiri-

cal data [354]. All in all, computational neuroscience using the connectivity estimates can

help to explain observed phenomena and thus contribute to our understanding of brain

dynamics and treatment of diseases (for a review, see [352]).

Our original research can improve the derivation of functional connectivity estimates

free of head motion and other artifacts. The estimates represent essential coupling pa-

rameters that bind together different nodes of the network. Moreover, these models could

also help explain the observation of outliers in the distribution of typicality indices. What

kind of change in network structure leads to significant degradation of FC quality? Such

knowledge would help understand how different types of artifacts affect FC and how to

remove them efficiently. However, coupling parameters do not necessarily have to be es-

timated from static rs-fMRI. Deriving coupling parameters from connectivity based on

iEEG can bring further advantages as these estimates reflect fast dynamic conversely to

fMRI measurements. On the other hand, computational models could shed new light on

the generation of specific connectivity patterns that we observed during the first 300 ms

of the recognition memory test. Furthermore, exploring and perturbing such a model

could reveal mechanisms underlying unsuccessful recognition, i.e., how does a mismatch

between stimulus and anticipated motor response arise. Finally, computational models

play an invaluable role in understanding the mechanisms of seizure generation. Having a

good representative model of epilepsy dynamics can identify critical transitions and thus

a way how to prevent them.

8.1.2 Connectivity and stimulation

At the beginning of the connectivity chapter, we mentioned a powerful tool for connec-

tivity estimation. Brain connectivity can also be estimated via the brain’s response to

perturbation and stimulation. Although we talked about invasive stimulation, several
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methods are capable of non-invasive stimulation as well. These methods include transcra-

nial magnetic stimulation (TMS), focused pulsed ultrasound, or transcranial direct current

stimulation. Currently, TMS is the most commonly used method (see [355]). It utilizes

short, rapidly changing magnetic field pulses to induce electrical currents in underlying

cortical tissue. According to a large body of studies, TMS modulates neuronal activity

not only at the site of stimulation, but the effects can propagate, impacting a distributed

network of brain regions. There are multiple ways of how to estimate connectivity between

separate cortical areas. One example is to perform a dual-coil experiment by pairing stim-

ulations together with two TMS coils. This technique is powerful in probing the timing

and directionality of the connectivity between cortical regions [355]. Moreover, TMS can

be paired with imaging techniques, such as EEG, PET, and fMRI.

However, there are several limitations to these approaches. One of them that exoge-

nously and artificially induced perturbations may create connectivity patterns that are

different from those revealed under more physiological conditions [355]. Moreover, TMS

selectively targets areas along the cortical surface, and even though techniques to target

subcortical areas are being developed, selectivity remains an issue [356]. Nevertheless,

TMS should not be viewed as an alternative to fMRI but rather as a complementary ap-

proach because it offers a good temporal resolution and, most importantly ability to exert

causal perturbations. Therefore, combining these two methods holds great promises.

One of the applications could be the treatment of neurological disorders. Using FC

and methods of graph theory, we are able to identify pathological network interactions or

sources of pathological activity. TMS could target these sources and, with repeated stim-

ulation, restore normal functioning. Precise identification and localization of pathological

activity is a key parameter. The TFC could be used as a biomarker by highlighting which

part of the network shows the highest atypicality and hence is subject to atypical func-

tionality. Another potential use is the experimental modulation of FC patterns in order

to change cognitive state or behavioral performance. Successful change in performance

would provide causal evidence for the cognitive and behavioral relevance of connectivity

dynamics [169]. Moreover, it would help us uncover the mechanisms by which the brain

transition from one brain state to another.

Finally, iEEG has primarily been used for seizure onset zone identification in epilepsy
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patients. As the cortex displays hyperexcitability when approaching seizure, graph met-

rics have been proven to successfully identify the epileptogenic network [357]. Moreover,

the cortex could be modeled by means of computation modeling. By thorough examina-

tion of the model, stimulation frequency and exact stimulation target can be found within

the network. The gained knowledge could be further used to precisely guide TMS stim-

ulation. Successful stimulation can then prevent the brain from transitioning to the ictal

state. There is a whole field of network control that offers an elegant and mathematically

tractable framework that naturally links brain connectivity, dynamics, and activity [185].

8.2 Big data - challenges and future directions

We are entering an era of big data and open neuroscience. A continuously increasing

number of available online neuroscience databases provide information regarding gene ex-

pression, neurons, macroscopic brain structure, and neurological or psychiatric disorders.

Moreover, there are many new initiatives, such as the Human Connectome Project, the

UK Biobank Imaging Study, or the Enhancing NeuroImaging Genetics through Meta-

Analysis (ENIGMA), that aim to create a large dataset with thousands of subjects. That

is a big shift compared to the early 1990s when the typical fMRI analysis included only

several subjects [5]. However, these extreme amounts of data will require new statistical

approaches in everyday data analysis.

We witness a large increase in not only sample size, i.e., the number of scanned sub-

jects, but also in the number of observed parameters per subject. UK Biobank already

has tens of thousands of recorded participants with different features available. When

the number of participants largely exceeds the number of features, we talk about a ”long-

data” setting. On the other hand, in the context of neuroimaging, we scan the brain

with increasing spatial and temporal resolution, which in fMRI can be regarded as mea-

suring more voxels more often. Moreover, using connectivity measures, we study rela-

tionships between tens of thousands of voxels. These relationships further evolve in time

and frequency, adding more dimensions to the analysis. Therefore, we talk about a high-

dimensional ”wide-data” setting (the number of variables is much higher than the number

of participants) [358]. These miss-proportions can lead to the so-called curse of dimen-

sionality [359]. Due to the dimensionality increase, the volume of the space increases
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so fast that the available data becomes sparse. The sparsity then leads to the fact that

increasingly subtle differences are deemed significant, which is very problematic for statis-

tical inference. Therefore, the increase in data abundance and complexity will challenge

many classical statistical methods.

As a consequence of increasing sample size, it possible to extract details and nuances

from the data distribution that would be indistinguishable from random fluctuations in

small studies. Moreover, more data points allow for a higher number of parameters

to be reliably estimated, which in return can produce models with extremely complex

statistical relationships. Bzdok & Yeo [360] predicts four new trends that we will encounter

more and more often. Firstly, parametric methods will be complemented by flexible

non-parametric methods. Non-parametric methods make weaker assumptions about the

underlying structure of the acquired brain data. Moreover, they can capture higher-order

non-linear interactions in the data and are able to represent more subtle aspects of the

brain. Typical representatives of non-parametric models are k-means, decision trees, or

kernel support vector machines.

Another important advantage of these methods is that the number of model param-

eters scales naturally with the number of participants. The second trend includes the

applications of a generative model that will accompany discriminative methods. The

generative methods aim to uncover the mechanisms for how the observed data arose. A

typical representative is ICA. ICA separates a multivariate signal into additive subcom-

ponents and finds hidden multivariate patterns that explain the variation in the data. In

the context of epilepsy, we face the challenge of large variability, and we are unable to

control for all factors. Being able to exploit the data-hungry approaches in data-driven

analysis can help to generate exact research questions as the data are being analyzed.

The third tendency is to utilize Bayesian approaches along with frequentist inference.

Bayesian methods make the use of a priori assumptions placed on the model parameters.

Finally, out-of-sample generalization will become an attractive alternative to classical

null-hypothesis hypothesis testing.

In the wide-data scenario, it is more challenging to address the multiple comparisons

problem [358]. As already stated, due to the large mismatch between the number of

variables and subjects, it is increasingly difficult to distinguish between statistical and
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practical significance. Classical statistics, such as t-tests or ANOVA, are based on pre-

specified modeling assumptions and cannot make use of unseen or future data points.

Therefore, they are referred to as retrospective models [360]. On the other hand, out-

of-sample generalization focuses on accurate statements about new, previously unseen

data (e.g., subjects or participants). The prediction success in new individuals is directly

linked with clinical relevance because the diagnostic algorithm gathers information from

all available patients to make inferences about a new subject. This is the important dif-

ference between inference and prediction. Instead of isolating important variables, the

focus shifts to identifying variables that together enable accurate prediction of outcomes

based on new data [361]. In other words, we are not looking for significant differences

between connectivity before and during a seizure (in terms of low p-value), but we are

interested in predicting transition to seizure state.

The out-of-sample estimates are typically employed in many machine learning ap-

proaches. Machine learning (ML) is defined as:

”The use and development of computer systems that are able to learn and

adapt without following explicit instructions, by using algorithms and statisti-

cal models to analyse and draw inferences from patterns in data.”

Machine learning algorithms build models of the observed data (called training data)

to make predictions or decisions about new unobserved data. They have the power to

prospectively characterize and predict the development because they are able to capitalize

on the high dimensionality and multivariate nature of data by pattern-learning algorithms.

The algorithms make minimal assumptions about the data-generating systems and are

driven by a single goal, and that is the maximal predictive power. They allow us to

extract the dimensions that explain the most variance in our data. In a way, they let the

brain data ”speak for themselves”. Interestingly, their functionality is not that different

from the brain. The brain gathers multisensory information to make relevant inferences.

Similarly, ML algorithms must learn the structure from large multidimensional data [362].

Moreover, they make use of data from multiple modalities. Allowing them to fully interact

and inform each other leads to more powerful biomarkers. Therefore, multimodal neu-

roimaging features combined with machine learning classification algorithms have been

widely applied to discriminate patients with various brain diseases from healthy controls
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(for review, see [363]). Apart from classification, neuroimaging-based ML regression ap-

proaches have been used to predict continuous variables, such as behavioral or cognitive

abilities [364]. However, a caveat in methods lacking an explicit model is the explainabil-

ity and interpretability, i.e., how they relate to existing biological knowledge (Fig. 8.1).

Furthermore, the classifier’s discriminative power could be diminished by the overlapping

or similar symptoms of various diseases [365].

Figure 8.1: Machine learning methods and their characteristics. Machine learning meth-
ods represent a powerful tool in capturing underlying patterns. However, the ability to
predict complex relations is compensated by explainability and interpretability. In the
search for the maximum predictive power, the most complex algorithms have only low
transparency and act as black-box models. Adopted from [361].

In conclusion, we already knew that brain-imaging has the potential to improve diag-

nosis, risk detection, and disease treatment in single patients. Now entering the ”big-data”

neuroimaging, we will need to adapt our tools to be more in line with current needs and

more efficient in current goals. We gather data from more subjects with ever-increasing

precision. In the high dimensional space, machine learning algorithms might help to
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generate new, testable hypotheses by revealing hidden structures in the data. The al-

gorithms benefit from the multimodal nature of the data enabling them to utilize both

structural data (for example, in the form of fractal anisotropy) and functional data (in

the form of connectivity estimates either from fMRI or EEG). By combining these dif-

ferent aspects, we can greatly improve our prediction of various neurological disorders.

Moreover, TFC could represent another aspect providing additional information and per-

formance enhancement. Furthermore, the ML tools have an invaluable role in seizure

prediction in iEEG recordings since they are able to find hidden patterns in the data.

As we saw, dimension reducing methods uncovered epileptogenesis pathways that help

visualize connectivity progression towards a seizure. The number of studies using ML in

clinical research significantly increased in recent years [366]. Thanks to the accumulation

of relevant data and the development of increasingly effective algorithms, we advanced

in the diagnosis, surgical treatment, intra-operative assistance, and postoperative pre-

dicting of outcomes in many clinical scenarios. We improved detection mechanisms for

Alzheimer’s disease and other cognitive impairments as well as the characterization of

various brain tissues, including brain tumors [363]. Finally, the aim is not to replace our

current methods but to accompany them with new tools in a converging fashion with a

common goal - understanding complex brain mechanisms.

8.3 Novel advances in methodology

There are many paths for future neuroscientific research. The speed of progress is contin-

ually increasing as it has never been so easy to collaborate among teams from different

parts of the world. Moreover, it became a standard to put emphasis on open data research.

Therefore, a researcher could easily use data recorded by other teams or reproduce results

from other analyses. Experimentally based teams could benefit from algorithms derived

by more methodologically focused groups. Neuroscience is a multidisciplinary field, and

that should be reflected in large collaborations among teams and in great diversity within

a team. Even more, the big data era will significantly change our current work condi-

tions. We got used to the fact that programming became a fundamental skill for each

researcher; maybe, working knowledge of machine learning will be the next skills that we

will soon take for granted. Hand in hand with the growth of our data repositories come
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the advances in imaging techniques and methodology. There are several promising lines

of research in terms of connectivity estimation and network exploration that we think will

aid in investigating underlying phenomena.

We mentioned that one of the disadvantages of dynamic connectivity estimation is the

arbitrary selection of window length. There are both concerns for a too long and too short

window. A lower limit to safely avoid artifacts is set to the largest wavelength present in

the preprocessed fMRI signal [172]. On the other hand, a short window increases the risks

of introducing spurious fluctuations [165]. A future method could benefit from the use

of Kalman filters combined with Granger causality. Kalman filter adaptively estimates

the multivariate autoregressive model and thus provide a dynamic estimate of effective

connectivity. Therefore, the use of the window is omitted. Moreover, it allows for avoiding

the stationarity assumption in standard multivariate autoregressive modeling. Indeed,

having a model for non-stationary network dynamics is one of the current theoretical

challenges. However, Kalman filter-based models are very computationally expensive.

Therefore, a future challenge is an effective implementation of these algorithms so that

they are feasible even in very large datasets.

Another new emerging field is graph signal processing (GSP). Given how much struc-

tural connectivity mediates functional connectivity, GSP offers a new way to incorporate

brain structure when studying brain activity. In this framework, signals recorded at the

nodes of the graph are studied atop the underlying graph structure. Hence the important

distinction is that we do not operate in the classical regular domains such as time or

space but rather in irregular domains that can be conveniently represented by a graph.

There is an increasing number of fundamental operations that have been generalized to

the graph setting. Starting with the graph Fourier transform, we can define low graph

frequency components representing signals that change slowly with respect to brain net-

works and high graph frequency components representing signals that change swiftly with

respect to the connectivity networks. Having the notion of graph frequency components,

we can apply graph filters. Finally, other operations, such as surrogate data generation

or decompositions informed by cognitive systems, were derived as well. Moreover, this

rapid development of theory is accompanied by new applications spanning many areas,

including neuroscience (for a review, see [367]). In summary, GSP offers a novel frame-

work for analyzing brain imaging data where both structural and functional brain data
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are integrated by studying the interplay between graphs and signals on graphs.

In terms of network neuroscience, we already discussed dynamic and multilayer net-

works as modern tools of brain circuit investigations. Much research has already been

done on the topic of dynamic networks in fMRI. There is a challenging question of how

these dynamics relate to the network dynamics of iEEG networks. We presented a frame-

work on how to derive such metrics. It will be interesting to investigate how these two

relate to each other. Specifically, whether the dynamics revealed in iEEG correspond,

after an aggregation, to dynamics observed in fMRI. We showed that the brain is able to

undergo a massive reconfiguration, even in less than 300 ms. Compared to the increasing

number of publications on fMRI network dynamics, multilayer network research is only

beginning. Nevertheless, this approach holds great promise as it can integrate information

from different modalities such as fMRI, MEG, or iEEG or different kinds of information,

e.g., structural and functional connectivity. Finally, Sporns [183] predicts tools from alge-

braic topology and topological data analysis to contribute to future research. Currently,

we assume pairwise (directed or undirected) connections. However, higher-order inter-

actions can be highly informative for understanding the non-random attributes of brain

networks. The study of complexes or simplices as well as investigating mesoscale struc-

ture present in complex network data could provide useful markers for clinical diagnosis

and treatment as these methods capitalize on higher-order and high-dimensional features

that have so far been inaccessible with simple graph methods. Future models of network

mechanisms should indeed incorporate knowledge across different scales. It would be par-

ticularly interesting to relate the dynamics of the micro- (at the neuronal level), meso-

and large-scales in the same model (e.g., [368]).

The shift from brain mapping to the connectomics perspective of the human brain

put connectivity into the spotlight of current research. Network neuroscience witnessed a

sharp increase in popularity as it is an elegant follow-up to connectivity estimation. Never-

theless, there are also other high-prolific branches of neuroscience, such as computational

modeling. Both network neuroscience and computational modeling have their strengths

and weaknesses. Our computational models are currently represented by individual brain

circuits performing specific computational functions. However, future research will use

models of many interconnected circuits to reflect the rich dynamics present at the level of

whole-brain [5]. On the other hand, networks treat their nodes equivalently as if they are
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homogeneous. However, we know that there is a large variation among them. Annotation

of nodes and edges can address this issue. Annotated graphs allow for scalar values or

categories to be associated with each node. This extra layer of information could help us

understand the relationships between regional characteristics and inter-regional estimates

of structural or functional connectivity [369]. Moreover, it can be useful for identifying

biologically meaningful network communities. In the end, it will be necessary to bridge

computational modeling and network neuroscience to develop a fuller understanding of

how the brain gives rise to high-level cognitive functions [5].

Finally, a few other aspects relevant to the whole neuroscientific field should not be

omitted. The first issue is connected to the ever-increasing number of data repositories.

In order to facilitate collaboration, increase reproducibility, and improve comparability, a

unified (or even just a general) consensus on an optimal preprocessing pipeline, mainly for

fMRI, would greatly benefit the whole community. However, we acknowledge that there

are still unresolved issues such as minimizing the influence of head motion. Furthermore,

a unified terminology will simplify the understanding of already a vast field. Even upon

discussing various challenges and future directions, there are still fundamental questions

to be answered. For example, how does the brain switches between regional segregation

and system-wide integration? Nowadays, we possess the perfect tools, namely the pub-

licly shared data, analytic framework, and computational resources, to investigate such

a question. However, answering it will require collaborative, multidisciplinary, and open

work.



Chapter 9

Conclusion

In this thesis, we went from the beginnings of functional neuroimaging to state-of-the-

art methods of analyzing network dynamics. In the vast field of imaging techniques and

mathematical tools, I tried to introduce important concepts, stress differences, and show

possible applications. Hopefully, even though sometimes very methodological, this work

could serve as a short summary of modern functional neuroscience. Moreover, I applied

the gained knowledge to three specific questions. The original research ranges from the

methodological investigation of functional connectivity in fMRI to experimental analyses

of effective connectivity in iEEG underlying brain function and dysfunction. The modest

goal was that the obtained results at least partially answer some of the many challenges

that current neuroscience is facing. Finally, as we entered a new era of open big data

neuroscience, I tried to illustrate a few possible pathways for future research. No matter

which path will be followed, the field will remain exciting, diverse, and multidisciplinary

even more than it is now.
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