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Abstract

Nowadays, it is increasingly difficult for researchers to find the state of the
art of their respective fields of study, mostly due to the amount of scientific
documents generated in the world every day. It is challenging and highly
time-consuming to curate and index scientific literature, mostly because it
is required wide knowledge and expertness. Currently, there are services
like ScienceDirect, Microsoft Academic Graph, Mendeley, Google Scholar,
SpringerLink, etc., providing interfaces to browse along a vast collections of
scientific publications facilitating and suggesting articles of interest to their
users. Those services rely mostly on the lexical content of the documents
and their metadata, like keywords, relationships between references, cita-
tions and authors. Using that information is effective when the topic to
search is widely known and conventional concepts are addressed. Consider-
ing, researchers’ work demands to push the boundaries of their fields of study,
problems emerge when they need to find information about unconventional
concepts, a situation that is not strange. Under this circumstance, there are
distinct phenomena affecting the results in the semantic level, i.e., polysemy
and synonymy, therefore, it is needed to measure semantic similarity on the
content of the documents.

In the interest of easing the measuring of semantic similarity between
scientific documents, there are recent works addressing the task of auto-
matic keyphrase extraction (ACL RD-TEC 2.0, SemEval 2017 Task 10), us-
ing supervised and unsupervised approaches, mostly, based on heuristics (like
ranking methods, rules, regular expressions), probabilistic approaches (like
CRFs), classification or clusterization, and neural networks (like LSTM),
being the latter the ones providing best results. To measure semantic sim-
ilarity between terms and documents, there are statistical approaches (like
LSA, PMI, LDA), Word Embeddings (like Word2Vec, FastText, GloVe) in
combination with ontological resources (like WordNet, ConceptNet number-
batch). In addition, given that the access to scientific literature is usually
restricted, there are notables efforts to concentrate public experimental data
(ArnetMiner).



In this context, our first contribution is the experimental results of using
part-of-speech tag sequences to filter candidate keyphrases in scientific doc-
uments. We improved satisfactorily the performance of CRFs trained using
those filtered candidates. We extracted a set of part-of-speech tag sequences
to filter candidates from scientific texts. Additionally, we implemented our
approach in an open-source software package publicly available. We anal-
ized correlations of document similarity measures and find that measuring
similarity centroids of word embeddings behave similarly using words and
keyphrases. We also generated a subset of scientific abstracts from Arnet-
Miner containing concepts (keyphrases or terms) with different lexical rep-
resentations. Those concepts are extracted keyphrases, using our approach
and package, matching terms from Wikipedia redirections.
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Résumé

Pour un chercheur la recherche de documents scientifiques relatifs a 1’état
de T'art de son domaine est une tache difficile, notamment en raison de la
grande quantité de données publiées qui augmente chaque jour. D’un autre
cOté l'indexation et la structuration de tels documents sont des taches cou-
teuses en temps et requierent une grande expertise et des connaissances des
domaines. Actuellement, des services tels que ScienceDirect, Microsoft Aca-
demic Graph, Mendeley, Google Scholar, SpringerLink, etc., fournissent des
interfaces pour parcourir une vaste collection de publications scientifiques
permettant de proposer des articles intéressants pour leurs utilisateurs. Ces
services reposent principalement sur le contenu lexical des documents et leurs
métadonnées, comme les mots-clés, les relations entre références, les citations
et auteurs. L’utilisation de ces informations est efficace lorsque le sujet de
recherche est bien connu et des concepts conventionnels abordés. Cependant,
pour repousser les limites de son champ de recherche, le chercheur fait face
a des difficultés lorsqu’il recherche des informations sur des sujets ou con-
cepts non conventionnels. En effet, les systemes doivent pouvoir traiter des
phénomenes linguistiques sémantiques tels que la polysémie et la synonymie,
ce qui nécessite de pouvoir mesurer la similarité sémantique entre termes et
entre documents.

Pour améliorer la mesure de similarité sémantique entre documents sci-
entifiques, il existe des travaux récents portant sur la tache d’extraction au-
tomatique d’expressions-clés (ACL RD-TEC 2.0, SemEval 2017 tache 10).
Ces travaux utilisent des approches supervisées et non supervisées, prin-
cipalement basées sur des méthodes heuristiques (comme les méthodes de
ranking, les régles, les expressions réguliéres), les approches probabilistes
(telles que les CRF), les approches de classification ou de clustering, et les
réseaux neuronaux (tels que LSTM), ces derniers offrant les meilleurs ré-
sultats. Pour calculer la mesure de similarité sémantique entre termes et
documents, des approches statistiques (telles que LSA, PMI, LDA), Word
Embeddings (notamment Word2Vec, FastText, GloVe) sont souvent com-
binées avec des ressources ontologiques (telles que WordNet, ConceptNet



numberbatch). De plus, des efforts notables ont été déployés pour fournir
des données expérimentales publiques (ArnetMiner).

Dans ce contexte, notre premiere contribution concerne les résultats ex-
périmentaux de 1'utilisation de séquences d’étiquettes de catégorie grammat-
icale pour filtrer des candidates d’expressions-clés dans des documents sci-
entifiques. Nous avons amélioré de maniere satisfaisante les performances
du CRF entrainé avec ces candidats filtrés. Nous avons ainsi extrait un en-
semble de séquences d’étiquettes de catégorie grammaticale pour filtrer des
candidats & partir de textes scientifiques. De plus, nous avons implémenté
notre approche dans un logiciel libre accessible au public. Nous avons analysé
les corrélations des mesures de similitude des documents et constaté que la
mesure des centroides de similarité des Word Embeddings se comporte de la
méme maniere en utilisant des mots et des expressions-clés. Nous avons égale-
ment généré un sous-ensemble de résumés scientifiques a partir d’ArnetMiner
contenant des concepts (expressions-clés ou termes) avec différentes représen-
tations lexicales. Ces concepts sont des expressions-clés, extraites en utilisant
notre approche et notre outil, et correspondent aux termes des redirections
Wikipédia.
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Chapter 1

Introduction

A state of the art from the perspective of researchers, refers to the scien-
tific and engineering knowledge about a specific field of study in a given
time. It is stated in the form of a set of scientific publications describing the
methodologies and techniques used to define, analyze or solve the object of
study.

Researchers often make use of services to browse among a vast number
of scientific publications to search for the state of the art on their fields.
They look for documents, querying specific terms or look for suggestions
based on the documents that they already know. To provide those services,
it is needed to indez and categorize documents using keywords (multi-word
terms) provided by the authors, the topics issued by the journals, the citation
metadata and the raw content. Although these services are helpful, there is
still room for improvement, in particular at the semantic level.

Despite the fact that keywords provided by the authors of a scientific doc-
ument bring a general semantic description of it, they are not always useful
to characterize a document against its similars when specificity is required.
The causes vary, for example, it might be a consequence of the generality
of the keywords or a poor criterion of the selection of the keywords. Hence,
current approaches extract keywords (or keyphrases) within the body of a
document instead of using those provided by the authors or the editors of a
scientific publication. The automatic extraction of keyphrases from scientific
publications is not an easy task and has its challenges. Considering that,
the keyphrases of a document are the main terms representing a document
(by definition), they should be more effective to characterize semantically a
document.

Our intention is to use semantics to ease the search of the state of the art
in scientific literature. Therefore, this work is focused on two tasks. First,
extracting keyphrases (or keywords or multi-word terms) from scientific liter-
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ature that “better” characterize the topics in the documents among scientific
literature. Second, measuring the impact of semantic similarity measures on
the ability to retrieve documents pertinent to a given topic, specified as a set
of keyphrases.

In this chapter we describe the motivation of this project, see Section 1.1.
In Sections 1.2 and 1.3 we make an explanation of the challenges and goals.
Our contributions are described in Section 1.4. Additionally, in Section 1.5
there is a description of the content of the following chapters in this docu-
ment.

1.1 Motivation

Nowadays, the number of scientific publications is continuously growing, in
all disciplines. According to Bjork et al. (2009), 1.35 million articles were
published in indexed journals in the single year 2006, and the growth rate
in the number of scientific publications has been estimated by Larsen and
von Ins (2010) to be between 2.2% and 9% for journals and between 1.6%
and 14% for conferences (depending on the disciplines) in the decade 1997-
2007. It is becoming more and more difficult to search information required
to write scientific papers, to review the work of other researchers, or to look
for experts. Usually this kind of search involves checking the originality of
an idea or a method. Current search engines dedicated to the exploration of
scientific literature, such as Google scholar!, Scopus?, Microsoft Academic?,
Springer? and ArnetMiner® are based on text content, author and citation
graphs.

Despite those services and efforts, at this moment there is not an infal-
lible service able to solve all the possible conditions affecting the search of
information. (See example in Figures 1.1a and 1.1b.) A huge amount of work
and time is still required, not only due to the number of available articles,
but also because of the intellectual effort required by the task. Researchers
look among texts that need deep understanding in very specialized fields of
study, very often not fully related to their interests, because it is not always
easy to discern if something is useful or not.

Recent efforts looking to enhance the access to scientific literature make
use of techniques from the semantic web (Osborne and Motta 2015) and com-

1 https://scholar.google.com
2htt;ps://Www.scopus.com
3https: //academic.microsoft.com
4https://www.springer.com
5https://aminer,org/
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binations of scientometry and natural language processing (Wolfram 2016).
Some initiatives have been started to gather researchers around this prob-
lem, like the SAVE-SD® workshops and the SciencelE task (Augenstein et al.
2017) at SemEval2017 Task 107.

To ease the search of the state of the art, it is needed to semantically com-
pare documents. With this objective in mind, different approaches from nat-
ural language processing and information retrieval have been applied; how-
ever, as far as we know there is not a clear way to compare the effectiveness
of those methods across domains, because forming an annotated corpus to
measure their performance requires a lot of time and effort, as well as highly
specialized annotators. Given that keyphrases have been largely considered
a “high-level description of a document’s content” (Frank et al. 1999), we
consider that they can be used to measure semantically similarity. Their
use has the advantage of dimensionality reduction, although it comes at the
price of losing context information. Moreover, we do not know how the loss of
context could affect the measuring of document semantic similarity in com-
parison with using the full content of a document. Consequently, we need a
reliable method to extract keyphrases and a corpus of scientific documents to
evaluate the performance of different measurements of semantic similarity.

1.2 Keyphrase extraction

The first part of our work consists in the extraction of keyphrases from sci-
entific documents. It is usual that academic journals demand authors for a
list of keyphrases for their articles (Frank et al. 1999; Peter D Turney 2000),
to facilitate the categorization and search of the document. Keyphrases are
sequences of words describing the topical content of a document. They are
commonly called “keywords”, however the name causes confusion because
they are “multi-word terms” or “phrases”. 1t is preferable to use “keyphrases”
(Frank et al. 1999; Hammouda et al. 2005; Kim, Medelyan, et al. 2010; Peter
D Turney 2000; Witten et al. 1999).

Kim, Medelyan, et al. (2010) defines keyphrases as the words that capture
the main topics of a document and Frank et al. (1999) describes keyphrases
as a “high-level description of the content of a document’s content that is
intended to make easy to prospective readers to decide whether the document
is relevant for them”. Keyphrases can be assigned manually or extracted
from the text body of the documents. Assigning keyphrases not present in

Shttp: //cs.unibo.it/save-sd /2017 /index.html
7https://scienceie.github,io
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the text is out of the scope of this work, we only addressed the task of
automatic keyphrase extraction.

The task of automatic keyphrase extraction is defined by Peter D Turney
(2000) as “the automatic selection of important, topical phrases from within
the body of a document”. The objective is to extract the key ideas related to
the main topics in a document (Kim, Medelyan, et al. 2010; Kim, Medelyan,
et al. 2013). Keyphrases are useful in tasks, such as text summarization (Mi-
halcea and Tarau 2004; Y. Zhang et al. 2004), document indexing (Gutwin
et al. 1999), opinion mining (Berend 2011), they can be used for dimension-
ality reduction in text categorization (Hulth and Megyesi 2006; McCallum
and Nigam 1999), document clustering (Hammouda et al. 2005) and assisting
users in formulating queries (Gong and Q. Liu 2009; Gutwin et al. 1999).

According to Frank et al. (1999), it is unfortunately that only a small
number of documents have keyphrases assigned to them by the authors or
the editors. Nowadays, we think it is a common practice by researchers
to tag their articles with keyphrases in an effort to expand the diffusion
of their works. However, there are issues associated to the assignation of
keyphrases. For example, there are problems related to the semantics of the
keyphrases (e.g. polysemy and synonymy). Or the criteria used to assign
the keyphrases to a document, some keyphrases are oriented to improve the
recall when looking for specific topics, but they misrepresent the content of
the work. Usually only 10%-20% of the keywords occur in every document
(Alexandrov et al. 2005; Pinto et al. 2006). Figure 1.2 shows an article’s
abstract annotated by two different persons. It illustrates the discordance of
annotations, even on the most important keyphrases in the document.

1.2.1 Previous work

Keyphrase extraction is carried out with supervised, semi-supervised or unsu-
pervised approaches. The goal of a supervised approach is to train a classifier
with annotated texts. However, this type of resources are very complicated
to generate, because annotating scientific papers with keyphrases requires
a lot of specialization from human annotators. Some supervised techniques
that are used to identify keyphrases are naive Bayes, decision trees, boosting,
maximum entropy, multi-layer perceptron, support vector machines (SVM),
recurrent neural network (RNN) and conditional random fields (CRFs) (Au-
genstein et al. 2017; Hasan and Ng 2014; Kim, Medelyan, et al. 2010; Peter D
Turney 2000). Unsupervised approaches generally are combinations of tech-
niques based on clustering, graphs rankings or language models (Frank et al.
1999; Hasan and Ng 2014; Kim, Medelyan, et al. 2010; Mihalcea and Tarau
2004).
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(3 /H01-1001_abstr Brat

1| Oral communication is ubiquitous and carries important information yet it is also time consuming to document.

Given the development of storage media and networks one could just record and store a conversation for documentation.
- [Keyphrase]
3| The question is, however, how an interesting information piece would be found in a large database.
Traditional information retrieval techniques use a histogram of key ds as the sl ion but oral ication may offer iti indices such as the
time and place of the rejoinder and the attendance.
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An alternative iﬁ& could be the activity such as discussing, planning, informing, story-telling, etc.

6|This paper addresses the problem of the m of those activities in meeting situation and everyday rejoinders.

7| Several extensions of this basic idea are being discussed and/or evaluated: Similar to activities one can define subsets of larger Eba—se and detect those automatically which
is shown on a large database of TV shows.
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8|Emotions and other indices such as the domi distribution of K might be

on the surface and could be used directly.

9| Despite the small size of the databases used some results about the effectiveness of these indices can be obtained.

(a) Annotator 1
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[Reyphrase] Press | F11 | to exit full screen
1/ Oral communication is ubiquitous and carries important informatid t.

2‘ Given the development of storage media and networks one could just record and store a conversation for documentation.

3| The question is, however, how an interesting information piece would be found in a iarge database.

.

4| Traditional information retrieval techniques use a histogram of key as the rep ion but oral ication may offer additional in
time and place of the rejoinder and the attendance.

5/ An alternative index could be the activity such as discussing, planning, informing, story-telling, etc.
6‘ This paper addresses the problem of the automatic detection of those activities in meeting situation and everyday rejoinders.

Lo Lo}
7| Several extensions of this basic idea are being discussed and/or evaluated: Similar to activities one can define subsets of larger database and detect those automatically
which is shown on a large database of TV shows.

5| Emotions and other indices such as the dominance distribution of speakers might be available on the surface and could be used directly.

ases used some results about the effectiveness of these indices can be obtained.

9| Despite the small size of the d

(b) Annotator 2

Ezxample of annotated keyphrases from two annotators in the same abstract.
ACL-RD-TEC 2.0 abstract H01-1001 (QasemiZadeh and Schumann 2016).
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Filtering candidate keyphrases before training a model is a common ap-
proach, to reduce dimensionality of the data and propension to errors (Hasan
and Ng 2014; Kim, Medelyan, et al. 2010; Peter D Turney 2000). There are
different heuristics to accomplish this step, like, filtering noun phrases and
prepositional phrases using regular expressions, fixed sets of rules or part-of-
speech tag sequences (Haddoud et al. 2015; Hasan and Ng 2014).

1.3 Semantic similarity

A general definition of semantic measures is given by Harispe et al. (2015):

mathematical tools used to estimate the strength of the seman-
tic relationship between units of language, concepts or instances,
through a (numerical) description obtained according to the com-
parison of information supporting their meaning.

However, this definition applies for semantic relatedness and semantic
similarity. Then, specifically measuring semantic similarity on documents is
the estimation of the degree in which the concepts of a document are similar
to those in another one. It is expressed numerically with an scalar value,
commonly in the range [0.0, 1.0], being 1.0 if they are the same and 0.0
meaning that they are completely different.

We could use different features to measure semantic similarity, like the
lexical content that in a basic interpretation forms the meaning of the doc-
ument according to the distributional hypothesis (Firth 1957; Harris 1954).
To measure semantic similarity from the content, we might use words in n-
grams, chunks, entities or paragraphs with different statistical methods to
try to measure meaning.

Of course, metadata from the document is semantic information by itself,
for example, keywords or categories given by the authors provide information
about the domain of study. As well, we could assume that documents with
the same authors are likely addressing related topics. A similar assumption
applies for citations, because articles sharing citations are probably discussing
the same concepts (Bolelli et al. 2006; Gollapalli and Caragea 2014; Nanba
et al. 2011).

However, the metadata of the document is not enough, imagine for exam-
ple the following hypothetical situation, a group of researchers in computer
science writing an article about a chemistry problem in collaboration with a
chemistry adviser. Imagine that they are addressing the chemistry problem
using well known approaches in the field of computer science. Likely, the re-
searchers are going to use some citations from their previous works and new




1.3. SEMANTIC SIMILARITY 11

citations related to the problem that they are currently solving. Note that in
the paper that they are writing the topics, the keywords, the citations and
the indexing categories of the paper are going to be in both fields, chemistry
and computer science. The readers of the resulting article (in the previous
hypothetical example) might have different opinions about how it should be
categorized, mostly depending on their personal perspective and criteria. It
is an hypothetical case, but it is a very common situation adding complexity
to the measure of similarity.

In the hypothetical case described above, the vocabulary used by the
authors in the resulting document is likely more related to computer science
than to chemistry, because of the background of the main writers, even if
the main objective of the article is to describe a chemistry problem. This
bias could affect how the document should be categorized or related to other
documents addressing the similar concepts. In an opposite situation, when
the article is redacted by a group of researchers in chemistry, we could assume
that it is going to be written with a different perspective and vocabulary. Not
only because of the professional background of the writers, simply, because
it is another group of people influenced by different factors, i.e. geographical
or temporal (Rangel et al. 2017).

We want to measure the semantic similarity on scientific publications.
There are phenomena to consider while measuring the semantic similarity,
like polysemy, words with multiple meanings, or synonymy, different words
with the same meaning. In addition, there are adjacent problems to look at,
for example, there are words commonly used across domains (e.g., vector,
variable, probability) and any pair of documents containing those words are
in some degree similar. The problem is that just because they share con-
tent it doesn’t ensure that they are semantically similar. Thus, we should
discriminate between lexically similar and semantically similar.

1.3.1 Previous work

The task of measuring semantic similarity on documents have improved with
approaches such as LSA (Deerwester et al. 1990), Word2vec (Mikolov, Chen,
et al. 2013; Mikolov, Sutskever, et al. 2013), Paragraph2Vec (Le and Mikolov
2014), GloVe (Pennington et al. 2014), FastText (Bojanowski et al. 2017),
which are based on the idea that meaning depends on context (Firth 1957;
Harris 1954).

The most effective methods at this moment are based on the generation
of word embeddings with neural networks, i.e. Word2Vec, GloVe, FastText.
Training models using those methods require a lot of computer resources,
time and considerable amount of information, depending on the approach
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taken, e.g. CBOW or Skip-gram to train Word2Vec. Note that the perfor-
mance of those methods might vary depending on how the data is being used
(Baroni, Dinu, et al. 2014). Variations to the word embeddings generated
using neural networks consist in combinations of the previous methods with
ontological resources like ConceptNet (Speer et al. 2017). There are also
similar vector representations based on topic detection using LDA (Blei et
al. 2003). Note that measuring semantic similarity with word embeddings is
mostly applied on sentences and not in documents, e.g. (Brokos et al. 2016;
Kusner et al. 2015).

1.4 Contributions

In our work on automatic keyphrase extraction we used part-of-speech tags
sequences selected by their frequency in an human annotated corpus to filter
candidate keyphrases and train a Conditional Random Field (CRF) model.
Instead of filtering noun phrases or using sets of rules, as is commonly done,
we used the PoS tag sequences from annotated Keyphrases and selected them
in function of their frequency in the corpus.

We participated with the first version of our approach in “SemEval 2017
Task 10: SciencelE - Extracting Keyphrases and Relations from Scientific
Publications” (Augenstein et al. 2017). There were seventeen teams partici-
pating in the task and we ranked 11th, our results and the system description
is presented in Hernandez et al. (2017a), the scenario of the task consisted in
three subtasks, two of them were out of our scope, then we ranked 10th taking
into account only the results for keyphrase identification. In the same system
we included an approach for one of the other two subtasks, we used synsets
from WordNet to classify keyphrases in three types (PROCESS, TASK and
MATERIAL). We learned that there is a bias to the type PROCESS in the
typed annotations of keyphrases in the dataset SemEval 2017 Task 10 (Bus-
caldi et al. 2017). It is described in Subsection 4.2.3 while the paper contains
a wider description of the method used to extract the synsets and the anal-
ysis of the dataset. We also produced a list of PoS Tag sequences® from the
training corpus, that we used to filter candidate keyphrases and the list of
the synsets? that we used to classify the keyphrases. In Section 4.2 are de-
scribed the preliminary results from this approach presented in Hernandez et
al. (2017b). It includes the experimentation of using the filtered candidates

8PoS tag sequences from the training dataset https://github.com/sdhdez/corpus-data,/blob/mas
ter/SemEval2017Task10/POSsequences.txt

9List of synsets from the training dataset https://github.com/sdhdez/corpus-data/blob/master/
SemEval2017Task10/SynsetsRelated ToTrainingData.txt
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and classifying keyphrases with SVM (Support Vector Machine) in which
we found that there is an improvement in the keyphrase extraction using
our approach. As part of the preliminary experimentation, we used different
features to train different CRFs models and we produced a list of Regular
Expressions'® based on the PoS tag sequences to filter candidate keyphrases.
The papers produced on this research are listed in Chapter 9.3.

Filtering | Identifying
Annotated text candidates | Keyphrases
Selection of | Annotated
PoS Filter ——| candidate } Train Model
sequences | [ phrases ;
PoS N 3
sequences | 3
Unannotated \____| Candidat |
nannotate ) andidate : .
text Filter ohrases 3 Labeling —— Keyphrases

Filtering candidate keyphrases to identify keyphrases using Part-of-Speech tag
sequences.

It is a more flexible method to filter keyphrases given that it can be
adapted to any annotated corpus, in contrast with previous works based on
predesigned general patterns. Since, the guidelines for the annotators change
from corpus to corpus, this method might be useful to adapt the filtering to
those variations.

We also proved that training CRFs models using candidate phrases in-
stead of using the text as a whole improves the results of keyphrase extrac-
tion. Previous work showed that using the PoS tag sequences as a feature to
train different models doesn’t improve the results. However, we found that
it is not true with all the tested corpora.

Based on our experiments we developed an Open-Source Python package.
It is publicly available on GitHub ! under the name Kleis keyphrase extrac-
tion 12, it is also available to install it using the Python package manager (pip
install kleis-keyphrase-extraction, see Chapter 6 for a complete description).

10 ist of regular expressions from the PoS tag sequences https://github.com/sdhdez/corpus-d
ata/blob/master/SemEval2017Task10/RegExpFromPOSsequences.dat

1 GitHub https://github.com/
12Kleis package https://github.com/sdhdez/kleis-keyphrase-extraction
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It is designed to facilitate the selection of PoS tag sequences and the filtering
of candidate keyphrases from any annotated corpus. Currently, we included
only four datasets, the SemEval 2017 Task 10, ACL-RD-TEC 2.0, SemEval
2010 Task 5 and Typed Entities from Tateisi et al. (2016). It includes CRFs
models to label keyphrases, however the design allows to extend to other
methods.

To our knowledge, there is not a corpus of scientific documents fit to
evaluate semantic similarity between documents with annotated terms or
keyphrases. To address this lack of resources, we selected a set of scientific
abstracts from ArnetMiner and included annotations of keyphrases extracted
with the python package Kleis (see Subsection 6 for a description). The ex-
tracted keyphrases match multi-word terms with multiple lexical representa-
tions along the set of abstracts. Those lexical representations in the abstracts
are annotations of the same concept addressed with different names. It was
achieved by matching Wikipedia redirections (article titles) '* with the ex-
tracted keyphrases (see Section 8.5). This set of documents could be used
to analyze the effectiveness of keyphrases as source of semantic information.
We measured similarities on those abstracts, comparing different methods
using words and keyphrases. We analyzed their correlations to observe how
they perform in the presence of semantic information from keyphrases and
the consequential loss of context.

1.5 Summary of chapters

This document is divided in three parts, Part I for the General Introduc-
tion, Part II for Automatic Keyphrase Extraction and Part III forSemantic
Similarity.

13Wikipedia redirections https://en.wikipedia.org/wiki/Help:Redirect
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Chapter 2

Keyphrase extraction on
scientific documents

Academic journals usually demand authors a list of keyphrases for their arti-
cles (Frank et al. 1999; Peter D Turney 2000) to facilitate the categorization
and search of the document. Keyphrases are sequences of words representing
the main topics of a document (Kim, Medelyan, et al. 2010; Peter D Turney
2000), they can be assigned manually or extracted from the document’s con-
tent, in some cases they are chosen from a “controlled environment” (Witten
et al. 1999). They are useful in tasks like text summarization, document
indexing, text categorization, document clustering and queries suggestion
(Frank et al. 1999; Kim, Medelyan, et al. 2010; Peter D Turney 2000).

The extraction of keyphrases from the body of a document is called auto-
matic keyphrase extraction (AKE), there is recent interest in this task applied
on scientific articles (Augenstein et al. 2017; Kim, Medelyan, et al. 2010),
with aims to improve the search of the state of the art, recommend articles to
readers, highlight missing citations to authors, identify potential reviewers
for submissions, and analyze research trends over time.

It is not an easy task, the best result on keyphrase extraction in the
SemEval 2017 Task 10 is F; = 0.56!, as described by Augenstein et al.
(2017),

“keyphrases are much more challenging to identify than e.g. per-
son names, since they vary significantly between domains,
lack clear signifiers and contexts and can consist of many tokens”,

and generating resources to evaluate the task is not easy as is claimed by
QasemiZadeh and Schumann (2016),

1 https://scienceie.github.io/
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“annotating terms and building specialized vocabularies is
a much harder task than building resources for similar tasks such
as named entity recognition”.

The main problem of the task is identifying the lexical boundaries of
the keyphrases due to the relative criteria to define their semantic relevance
across different domains of knowledge.

Recent work on keyphrase extraction showed improvements using su-
pervised approaches, like naive Bayes, decision trees, boosting, maximum
entropy, multi-layer perceptron, support vector machines (SVM), recurrent
neural network (RNN) and conditional random fields (CRFs) (Augenstein
et al. 2017; Hasan and Ng 2014). However, given the difficulty of generating
resources to experiment on specific domains, unsupervised approaches have
been hard to outperform, applying combinations of techniques based on clus-
tering, graphs, semantic networks, ranking and language models (Hasan and
Ng 2014; Kim, Medelyan, et al. 2013).

In this chapter we detail the basis for the task of automatic keyphrase
extraction, in Section 2.1 and 2.2 we define the concepts needed to understand
the task, finally in Section 2.3 we describe the previous work on the matter.

2.1 Definition of keyphrase

In a general context, keyphrases are sequences of words describing the topi-
cal content of a document, in scientific literature they are commonly called
“keywords”, however, this name is confusing, because very often keywords
are “multi-word terms”. To avoid ambiguity with other equivalent denomi-
nations, i.e. “key terms”, “key segments” or “key phrases” (Frank et al. 1999;
Grineva et al. 2009; Hammouda et al. 2005; Kim, Medelyan, et al. 2010; Pe-
ter D Turney 2000; Witten et al. 1999), we use the term “keyphrases” in the
rest of the document.

There are different definitions of keyphrases, for example, Frank et al.
(1999) describes keyphrases as

“a high-level description of the content of a document’s
content that is intended to make easy to prospective readers to
decide whether the document is relevant for them”

in the same manner, Witten et al. (1999) present keyphrases as individual
entities of information,

“Keyphrases provide semantic metadata that summarize and
characterize documents ..they can be interpreted individu-
ally and independently of each other”
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while Peter D Turney (2000) defines keyphrases from another perspective, not
individually, but in terms of a list of phrases on the topic of the document,

“a keyphrase list as a short list of phrases (typically five to fifteen
noun phrases) that capture the main topics discussed in a
given document ..to quickly determine whether the given article
is in the reader’s fields of interest”

Hammouda et al. (2005) make a distinction between keyphrases and key-
words, but the key idea remains,

“A keyphrase is “a sequence of one or more words that
is considered highly relevant”, while a keyword is “a single
word that is highly relevant.” An arbitrary combination of
keywords does not necessarily constitute a keyphrase; neither do
the constituents of a keyphrase necessarily represent individual
keywords.”

Kim, Medelyan, et al. (2010) describe keyphrases as

“words that capture the main topics of a document. As they
represent these key ideas ..keyphrases are useful as a form of
semantic metadata indicating the significance of sentences
and paragraphs”

in a more recent work Haddoud et al. (2015) give a simpler definition

“A keyphrase is a sequence of words that describes the con-
tent of a document.”

In previous definitions there is a recurring principle, keyphrases are the
most relevant sequences of words in the document. The perception of “rel-
evance” of a keyphrase is relative to the usefulness for the reader and the
semantic relation with the central topics in the document. This notion is
defined as phraseness and informativeness by (Tomokiyo and Hurst 2003),
phraseness

“is a somewhat abstract notion which describes the degree to
which a given word sequence is considered to be a phrase”,

and informativeness

“refers to how well a phrase captures or illustrates the key ideas
in a set of documents”,

each one depending on the criteria and perception of the readers for the
target application.
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2.1.1 Examples

Ezample of keyphrases (or keywords) in scientific articles provided by the author.
Ezxamples from the ACL-RD-TEC 2.0 and the Open Academic Graph.

Article’s title ‘ Provided keywords
“Activity detection for activity, dialogue processing, oral communication,
information access to oral speech, information access
communication”
“Isolation of Salmonella salmonella enteritidis phage type 21b, eurasian eagle

Enteritidis Phage Type 21b owl, antimicrobial susceptibility, wild bird
from a Eurasian Eagle-Owl
(Bubo bubo)”

“Image retrieval through image retrieval, semantic gap
qualitative representations
over semantic features”

“Sorting and Selection with imprecise comparisons, noticeable difference unit,
Imprecise Comparisons” close-to-optimal solution, simple model, standard
method, experimental psychology, large number,
human subject, imprecise comparator, difference
threshold, imprecise comparison

As shown in Table 2.1, keyphrases/keywords assigned by the authors of
scientific articles can vary depending on the article, some are multi-word
terms and others simple and common words (like “activity”, “speech”), some
are more descriptive than others and in some cases they are repetitive (like
“imprecise comparisons”, “imprecise comparator” and “imprecise compari-
son”). In those examples, it can be observed how the criterion to describe a
document using keyphrases change depending on the author and the topic.

In Table 2.2 there is an example contrasting the keyphrases assigned by
the authors of an article and the keyphrases annotated by Annotator 1 in
the abstract of the same document, H01-1001 in ACL-RD-TEC 2.0 (Qasem-
iZadeh and Schumann 2016). This last example makes a good illustration of
how relevance, usefulness and informativeness are complex concepts depend-
ing on the perspective reader.

2.2 Definition of keyphrase extraction

Keyphrase extraction is a special case of keyphrase generation that can be
categorized in two major approaches, extraction and assignment (Frank et




2.2. DEFINITION OF keyphrase extraction

21

IEYSIP®] Example of the content of an article including keyphrase/keyword annotations
provided by the authors/annotator. Includes occurrence counting for compari-
son. Article from the ACL-RD-TEC 2.0 abstract H01-1001 (QasemiZadeh and
Schumann 2016)

Article’s title: “Activity detection for information access to oral communication”

Type Keyphrases/keywords ‘ Count
activity 20
Provided by dialogue proc.essi.ng 0
author(s) oral communication 12
speech 17
information access 10
Oral communication 10
storage media and networks 0
conversation 9
large database 4
information retrieval techniques 0
histogram 4
keywords 5
Annotated fioc.ument representation 0
(Annotator 1) }ndlces 9
index 4
automatic detection 0
database 18
TV shows 4
Emotions 9
dominance distribution of speakers 0
surface 0
databases 4

al. 1999; Haddoud et al. 2015; Hasan and Ng 2014; Nguyen and Kan 2007;
Peter D Turney 2000).

To clarify, Nguyen and Kan (2007) give a definition of both approaches,
keyphrase extraction

“select phrases present in the source document itself ...

usually

consist of a candidate identification stage and a selection

stage”.

and keyphrase assignment

“is typically used when the set of possible keyphrases is limited to a
known, fized set, usually derived from a controlled vocabulary
or set of subject headings”,




22 CHAPTER 2. KEYPHRASE EXTRACTION

the latter, can be addressed as the task of text categorization (Frank et al.
1999), since it includes keyphrases not necessarily present in the text, this
task is out of the scope of our current work.

In concrete, automatic keyphrase extraction is defined by Peter D Turney
(2000) as

“the automatic selection of important, topical phrases from
within the body of a document”,

and by Hasan and Ng (2014) as

“is to extract a set of phrases that are related to the main topics
discussed in a given document”,

Despite there is a recurrent association of topics and keyphrases in the
definitions, they are not considered to be equivalent, even though there is
a relation. As stablished before, keyphrases are the key ideas related to
the topics of a document (Hasan and Ng 2014; Kim, Medelyan, et al. 2010;
Peter D Turney 2000; You et al. 2013), for that reason the task of keyphrase
extraction has been used to address the task of topic detection (H. Li and
Yamanishi 2000; Wartena and Brussee 2008).

There is intrinsic relevance and informativeness on the keyphrases in doc-
uments, making the task of automatic keyphrase extraction useful to improve
many natural language processing (NLP) and information retrieval (IR) tasks
(Hasan and Ng 2014), such as text summarization (Mihalcea and Tarau 2004;
Y. Zhang et al. 2004), document indexing (Gutwin et al. 1999), opinion min-
ing (Berend 2011), they can be used for dimensionality reduction in text
categorization (S. Dumais et al. 1998; Hulth and Megyesi 2006; McCallum
and Nigam 1999), document clustering (Hammouda et al. 2005) and in search
engines dedicated to the academic domain, keyphrases can help to enhance
the search of documents on large datasets or assisting users in formulating
queries (Gong and Q. Liu 2009; Gutwin et al. 1999).

2.2.1 Task description

Keyphrase extraction is not an easy task due to the relative criteria to de-
fine the semantic relevance to identify the lexical boundaries of any possible
keyphrase in the document. It usually addressed in two stages to extract
keyphrases from the body of a document, candidate filtering and keyphrase
identification (Hasan and Ng 2014; Nguyen and Kan 2007), as illustrated in
Figure 2.1.
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Text Filter @— Identify

Main stages in the task of automatic keyphrase extraction. Candidate filtering
and keyphrase identification.

Candidate filtering is selecting portions of the text from a document that
are more likely to be keyphrases excluding the rest of the text. It is usually
the first stage in systems for keyphrase extraction, however, it is optional and
sometimes it is ignored completely. This commonly, this stage is addressed
using heuristics (Haddoud et al. 2015; Hasan and Ng 2014).

Keyphrase identification in this stage, any portions of text are evalu-
ated to decide if they are keyphrases or not. It is achieved with supervised
and unsupervised approaches (Frank et al. 1999; Hasan and Ng 2014; Kim,
Medelyan, et al. 2010; Peter D Turney 2000).

2.3 Previous work on keyphrase extraction

In this section we describe approaches related to automatic keyphrase extrac-
tion, focusing on works making candidate filtering using part-of-speech tags
sequences and keyphrase identification using sequence labeling methods.

2.3.1 Candidate filtering using PoS tag sequences

Linguistic information helps to improve keyphrase extraction (Hulth 2003;
Mihalcea and Tarau 2004), in specific, part-of-speech tag sequences or PoS
tag sequences, achieve better results when used to filter candidate phrases
(Frank et al. 1999; Haddoud et al. 2015; Hasan and Ng 2014; Kim and Kan
2009; Mihalcea and Tarau 2004). The problem lies on how to filter candidates
more likely to be keyphrases, avoiding phrases that are irrelevant or phrases
causing confusions. It is frequent to keep only noun phrases and prepositional
phrases (Haddoud et al. 2015; Hulth 2003; Kim and Kan 2009; Mihalcea and
Tarau 2004) given that the performance decreases when no exclusions are set
(Haddoud et al. 2015; Mihalcea and Tarau 2004).
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2.3.2 Keyphrase identification

The task of identifying keyphrases has been addressed with supervised and
unsupervised approaches. The goal of a supervised approach is to train a
classifier with annotated texts, however, this type of resources are very com-
plicated to generate, because to annotate scientific papers with keyphrases
requires a lot of specialization from human annotators. Some supervised
techniques that are used to identify keyphrases are naive Bayes (Frank et al.
1999; Witten et al. 1999), decision trees (Peter D Turney 2000), boosting,
maximum entropy (Kim and Kan 2009), multi-layer perceptron, support
vector machines (SVM), recurrent neural network (RNN) and conditional
random fields (CRFs) (Augenstein et al. 2017; Hasan and Ng 2014). Unsu-
pervised approaches generally are combinations of techniques based on clus-
tering, graphs rankings or language models (Hasan and Ng 2014; Mihalcea
and Tarau 2004).

Identifying keyphrases in a text document using binary classification ap-
proaches (Frank et al. 1999; Peter D Turney 2000; Witten et al. 1999) is
denominated by Hasan and Ng (2014) as a task reformulation. The goal is
to determine whether a candidate phrase is a keyphrase or a non-keyphrases
(Hasan and Ng 2014). Keyphrases and non-keyphrases are used to train a
classifier, although this approach is only helpful when the intention is to
extract all the keyphrases in a text, otherwise a ranking approach is recom-
mended.

Other very effective approach is considering the task a sequence labeling
problem. Conditional Random Fields (CRFs) is used to address sequence la-
beling problems in natural language processing, such as, named-entity recog-
nition (McCallum and W. Li 2003), identifying protein names in biology ab-
stracts (Settles 2005), segmenting addresses in Web pages, finding semantic
roles in text and citation extraction from research papers, symptom recogni-
tion (Holat et al. 2016) and others (Sutton and McCallum 2012). CRFs also
have been used to address the task of automatic keyphrase extraction (Au-
genstein et al. 2017; Bhaskar et al. 2012; C. Zhang et al. 2008), this approach
is typically implemented as shown in Figure 2.2.

Features for the previous approaches can be extracted from the docu-
ments, such as, statistical features (e.g., tf — idf, occurrences in a corpus),
syntactic features (e.g., part-of-speech tag sequences, suffixes, prefixes) or
structural features (e.g., position in the document). Also, external features
could be included to improve the task performance, for example, ontologies
(e.g., WordNet), the Web, knowledge bases (e.g., Wikipedia, log queries from
search engines). An example of features used in our approach are shown in
Table 2.3
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ipTRe®] Diagram representing the use of CRFs for the task of automatic keyphrase ex-
traction.

AR List of features used in our approach.

Features

Word in lowercase
Part-of-speech
Two-character prefix of part-of-speech
One-character suffix
Two-character suffix
Uppercase (binary value)
Lowercase (binary value)
Title case (binary value)
Previous word in lowercase
Next word in lowercase
Beginning of the paragraph
End of the paragraph

One “bias” term

Recent work on automatic keyphrase extraction was presented at the Se-
mEval 2017 Task 10: Fxtracting Keyphrases and Relations from Scientific
Publications (Augenstein et al. 2017). This task was subdivided in three
subtasks, Identification of keyphrases (Subtask A), Classification of iden-
tified keyphrases (Subtask B) and Extraction of relationships between two
identified keyphrases (Subtask C). There were three scenarios to participate
in this task, the only scenario including keyphrase identification is Scenario 1,
which evaluation consist in solving the three subtasks. Results for keyphrase
identification (Subtask A) are shown in table 2.4 2.

As reported in the task description, seventeen teams participated in
keyphrase extraction with different approaches and different levels of su-
pervision. The best three teams used approaches based on recurrent neural
networks (RNNs) and two of them have used a conditional random fields

2The full list of results can be found in https://docs.google.com/spreadsheets/d/1e6QPOxvxbo77
cvAQISEdwguVdA7vLngJAZy2TKjFMjQ/edit
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Results by team on the task of keyphrase extraction at SemFEval 2017 Task 10.

Keyphrase extraction task

Team ‘ F score
TIAL_UW 0.56
s2 end2end 0.55
PKU ICL 0.51
TTI COIN 0.5
NTNU-1 0.47
WING-NUS 0.46
SciX 0.42
THS-RD-BELARUS 0.41
Know-Center 0.39
LIPN 0.38
SZTE-NLP 0.35
LABDA 0.33
NTNU 0.3
NITK IT PG 0.3
HCC-NLP 0.24
Surukam 0.24
GMBUAP 0.08

(CRF) layer on top of the RNNs, both works achieved a higher F} score for
keyphrase identification compared to the other one.

Other approaches used by the rest of the teams are classification mod-
els based on random forest and support vector machines (SVM) with fea-
tures such as TF — IDF over a very large external corpus, IDF weighted
word-embeddings, along with an existing taxonomy and noun phrase chunk-
ing. Several teams obtained a reasonable performance applying CRFs based
methods with part-of-speech (POS) tagging and orthographic features such
as presence of symbols and capitalization.

In particular, the SciencelE task was focused on extracting keyphrases
and relations between them, relying on the hypothesis that the ability of
correctly recognizing these semantic items in text will help in tasks related
to the process of scientific publishing, such as to recommend articles to read-
ers, highlight missing citations to authors, identify potential reviewers for
submissions, and analyze research trends over time. The hypothesis made
by the organizers is that some concepts, notably PROCESS, TASK and MA-
TERIAL, are cardinal in scientific works, since they allow to answer questions
like: “which papers addressed a Task using variants of some Process ?”. In
their vision, Processes correspond to methods and equipment and Materials
to corpora and physical items.
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2.4 Datasets for keyphrase extraction

In this section we describe annotations in documents from available datasets
to test the automatic keyphrase extraction.

2.4.1 Factors affecting extraction

Identifying keyphrases in scientific literature is different from other types
of documents (Hasan and Ng 2014). Knowing this, we start by describing
factors that affect the performance in task of automatic keyphrase extraction.
According to Hasan and Ng (2014), there are four factors (or conditions)
in text documents influencing how well keyphrases can be identified, i.e.,
the length of the document, structural consistency, topic change and topic
correlation.

The impact of those factors variates depending on each type of text doc-
ument, i.e., conversations, technical reports, narrations, etc. (Hasan and Ng
2014). We describe them in the context of scientific literature.

First, length of the document, the larger the document, the bigger the
number of possible keyphrases. As described by Hasan and Ng (2010), the
size of a document affects the size of a search space. Scientific documents
contain hundreds of technicisms, each one of the might be a candidate phrase.
However, in average scientific documents have around ten keyphrases.

Second, structural consistency, keyphrases tend to appear in certain loca-
tions in an structured document. It is an advantage for scientific documents,
due to their structure, because keyphrases are more likely to be found in the
introduction, the abstract or the conclusions.

Third, topic change, in conversational texts, topics change as the interac-
tion moves forward. It is not the case for scientific documents, because they
are written with to address a specific topic.

Fourth, topic correlation, it is an advantage for scientific documents, since
keyphrases are commonly related between them, which is not the case for in-
formal text. In an informal document, keyphrases appearing at the beginning
of the document might not be related to the keyphrases at the end. The op-
posite occurs in scientific documents.

2.4.2 Datasets

We experimented with four datasets of scientific literature containing anno-
tated keyphrases, i.e. SemEval 2010 Task 5 (Kim, Medelyan, et al. 2010),
RANIS (Tateisi et al. 2016), ACL RD-TEC 2.0 (QasemiZadeh and Schumann
2016) and SemEval 2017 Task 10 (Augenstein et al. 2017).
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All these datasets are publicly available. The annotations for the RANIS
and SemEval 2017 Task 10 are distributed in the brat standoff format®. The
raw text for each document is available in a text file (.¢zt) and the annotations
in a brat file (.ann). The annotations for the ACL RD-TEC 2.0 is available
in XML format. The the keyphrases for SemEval 2010 Task 5 are available
in ranked lists without spans on the text.

SemEval 2010 Task 5 is a collection of papers from the ACM Digital
Library with human annotated keyphrases. It contains 244 documents (144
for training and 100 for testing), from four evenly distributed research areas
(distributed systems, information search and retrieval, multiagent systems
and economics) (Kim, Medelyan, et al. 2010).

The dataset includes the full papers in raw text and a ranked list of
keyphrases from the document.

C-45 : wireless sensor network,localization

C-46 : wireless sensor network,archival storage,index method
C-48 : dim,multi-dimensional range query

C-49 : opportunistic network,route,simulation

C-50 : search and rescue,sensor network

RANIS is a dataset for relational representation of context-dependent
roles on information science papers. It is a corpus with 400 abstracts from
the ACL anthology (230 for training and 20 for testing) and the ACM digital
library (130 for training and 20 for testing) (Tateisi et al. 2016). It contains
annotations of entities with ontology-based types and roles as relations on
entities. Most of the annotations in this dataset are not keyphrases, how-
ever, it can be used for future comparison. A visualization of an annotated
paragraph is shown in Figure 2.3. An example of the brat standoff format is
shown in the next excerpt.

T1~"IPLAN-OR-PROCESS O 35" "IMultilingual Coreference Resolution
T277"IPLAN 69 100" "Imultilingual data-driven method
T3""IQUALITY 64 67" "Inew

T4~ "IPLAN-OR-PROCESS 105 127" "Icoreference resolution

T5""IPLAN 150 157" "ISWIZZLE

R1°"IAttribute Argl:T2 Arg2:T3" "1

3http://brat.nlpla,b.org;/standoff. html
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R27"ICoreference Argl:T9 Arg2:T6" "1

L JC)
PLAN-OR-PROCESS
1/ Multilingual Coreference Resolution
Conaition: P Arg ~ —PLAN
A"M QUATTY Ao —Ypra APl o> PLAN-OR-PROCESS) ‘ PLAN
3/In this paper we presenta new, multilingual data-driven method for coreference resolution as implemented in the SWIZZLE system.
B i —— S Input !
-Argzm/ e TargetMpig) PROCESSI ™ """~ PLAN-ORPROCESS Conaitions——
4| The results obtained after training  this systemon a Elllngual corpué of English and Romanian iagged texté, butperformed coreference resolution in
Condition—AFIGUAGE )
each of the individual languages.

IpTeE] Visualization of an annotated document from the RANIS dataset using the brat
annotation tool.

ACL RD-TEC 2.0 is a dataset consisting of 300 abstracts manually an-
notated from articles in the ACL Anthology Reference Corpus, published
between 19782006 (QasemiZadeh and Schumann 2016). Single-word and
multi-word terms are annotated and classified in seven categories. In this
dataset there are 282 annotated files by the first annotator and 189 by the
second. There is a total number of 171 abstracts with double annotations®*.
The manually annotated corpora for Annotatorl® and Annotator2° can be
browsed in the NoSkE engine, see Figure 2.4.

The annotations are provided in separated files depending on the anno-
tator’. The raw text and the annotations are available in XML format as
shown in the following example.

<?zml version="1.0" encoding="UTF-8" standalone="no"?>
<Paper acl-id="H01-1001">
<Title>Activity detection for information access
to oral communication</Title>
<Section>
<SectionTitle>ABSTRACT</SectionTitle>
<S><term class="other">0ral communication</term> is

<S>Given the development of <term class="tech">stor

4Official site for the ACL RD-TEC 2.0 dataset http: //pars.ie/Ir/acl rd-tec
Shttp: //pars.ie/Ir /corpora/run.cgi/corp info?corpname=aclrdtec2bq
Shttp: //pars.ie/Ir/corpora/run.cgi/corp_info?corpname=aclrdtec2ak

"Git repository for the annotations of the ACL RD-TEC 2.0 https://github.com/languagerec
ipes/acl-rd-tec-2.0
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NoSketch )| Engine

Search |in Help.
user: defaults  corpus: ACL-RD TEC 2.0 --- by Behrang QasemiZadeh Search in| ACL-RD TEC 2.0 --- Annotatic ¥
Concordance Query HO1-1001 21 (979.1 per miltion)

Word List
Corplie IRy Page [1 Jof2| Go | Next I Last
2 other,0-1-H01-1001,bq <term> Oral communication </term> s ubiquitous and carries important
tech,4-2-H01-1001,bq document . Given the development of <term>  storage media and networks </ term> one could just record and store a
o other, 15-2-H01-1001,bq </term> one could just record and store a <term> conversation </term> for documentation . The question
- wubcorpus other,16-3-H01-1001,bq information piece would be found in a <term> large database </term> . Traditional <term> information retrieval
Vit tech,1-4-H01-1001,bq large database </term> . Traditional <term> information retrieval techniques </term> use a <term> histogram </term> of <term>
KWIC other,6-4-H01-1001,bq  information retrieval techniques </term> use a <term- histogram </term> of <term> keywords </term> as the <term>
Sentence other,8-4-H01-1001,bq </term> use a <term> histogram </term> of <term> keywords </term> as the <term> document representation
Sort other, 11-4-H01-1001,6q  </term> of <term> keywords </term> as the <term> document representation Jterm> but <term> oral communication </ term>
Left other,14-4-H01-1001,bq  <term> document representation </ term> but <term-> oral communication </term> may offer additional <term> indices
Right other, 19-4-H01-1001,6q  communication </term> may offer additional <term> indices Jterm> such as the time and place of the
Node other,2-5-H01-1001,bq and the attendance . An alternative <term> index </term> could be the activity such as discussing
References other,7-6-H01-1001,bq paper addresses the problem of the <term> automatic detection </term> of those activities in meeting situation
iz other,21-7-H01-1001,bq activities one can define subsets of larger <term> database </term> and detect those automatically which
Sampe other,32-7-H01-1001,bq automatically which is shown on a large <term> database </term> of <term> TV shows </term> . <term> Emotions
Ll other,34-7-H01-1001,bq on a large <term> database </term> of <term> TV shows </term> . <term> Emotions </term> and other <term>
‘1’:;::':: . other,0-8-H01-1001,bq  database </ term> of <term> TV shows </term> . <term> Emotions </term> and other <term> indices </ term> such
model,3-8-H01-1001,bq  </term> . <term> Emotions </term> and other <term-~ indices </term> such as the <term> dominance distribution
F;:T;Z other,7-8-H01-1001,bq other <term> indices </ term> such as the <term> dominance distribution of speakers </ term> might be available on the <term> surface
Mo other, 16-8-H01-1001,bq  speakers </ term> might be available on the <term-~ surface </term> and could be used directly . Despite
DD other,6-9-H01-1001,bq directly . Despite the small size of the <term> databases </term> used some results about the effectiveness
Collocations Page1  |of2| Go | Next | Last
ConcDesc S
Visualize Lemsg)mpwng
ce: English | Zesky | {ifkili i | Zifiiy | Gaeilge | slovenicina | hrvatski

Ezxample of the NoSEKE engine showing annotations from the ACL RD-TEC 2.0
dataset.

<S8>The question is, however, how an interesting inf
<S>Traditional <term class="tech">information retri
<S>An alternative <term class="other"> ...
</Section>
</Paper>

SemEval 2017 Task 10 corpus is built from ScienceDirect open access
publications, 500 paragraphs from journal articles evenly distributed among
the domains Computer Science, Material Sciences and Physics (Augenstein
et al. 2017). It is formed of 350 documents for training, 50 for de<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>