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Puisqu'il est convenu de réserver les derniers mots pour les personnes qui nous sont les plus chères, qu'il me soit permis d'évoquer celles qui m'accompagnent au quotidien. Anouk et Lucie ont comblé un vide dont je n'avais pas conscience, colonisant tout l'espace disponible, et un peu plus encore. Les leçons de vie qu'elles me prodiguent valent bien le temps et l'énergie consacrées. Enfin et surtout, je ne crois pas pouvoir exprimer ici avec suffisamment de justesse à quel point je m'estime chanceux et privilégié de partager le chemin avec Alice.

Caveat gallicus lector Ce mémoire a été produit dans le cadre d'une Habilitation à Diriger des Recherches (HDR). J'ai cependant souhaité rédiger un document qui puisse être - je l'espère profitable en d'autres circonstances. Ainsi pour des questions de cohérence, on trouvera de larges parties pour lesquelles je n'ai pas contribué, et je laisse de côté mes travaux ne concernant pas l'océanographie. Une personne qui serait intéressée à connaître (ou à qui on demande de juger) mon travail trouvera utile la section commençant sur la prochaine feuille.

Ce mémoire s'attache à dériver, discuter, et justifier autant que possible une large classe de modèles décrivant de manière approchée la propagation d'ondes à la surface d'une masse de fluide, à l'interface entre deux fluides homogènes, ou à l'intérieur d'un fluide densément stratifié. Dans nos situations idéalisées, ces ondes se propagent à partir d'une déviation initiale de l'état au repos sous l'influence de la force de rappel de la pesanteur. Dévoilons un peu le contenu de ce document en avisant les lecteur•ice•s qui pourraient en être déçus.

- La motivation est ici essentiellement théorique, dans le sens où une application pratique immédiate des résultats n'est pas poursuivie. Le problème de la propagation des vagues fournit un exemple de système d'équations aux dérivées partielles pouvant se décrire de manière compacte, mais donnant lieu à des phénomènes très divers et recelant une structure mathématique riche. Il engendre ainsi un excellent terrain de jeu pour l'application de techniques de modélisation. Pour autant, il est difficile de s'écarter complètement d'une vision pratique du problème, et de nombreux choix lors de la modélisation sont effectués avec des vues applicatives : par exemple sur des questions de robustesse de modèles, ou de facilité d'implémentation.
- Le modèle «primitif», c'est à dire le système d'équations à partir desquelles les modèles simplifiés sont dérivés, est obtenu à la suite de nombreuses idéalisations. Pour en citer quelques-unes, nous négligerons l'influence de la courbure de la terre, de la force de Coriolis, du vent, tout effet dissipatif et le plus souvent la tension superficielle. Dans le cas d'un fluide à densité constante, nous nous placerons dans le cadre des écoulements à potentiel de vitesse, à savoir sans vorticité. L'écoulement sera toujours laminaire, c'est à dire régulier, par opposition au régime turbulent.
- Bien que le système obtenu (souvent appelé «problème des vagues ») soit de nature dispersive, nous n'utiliserons pas ou peu la formidable machinerie mathématique bénéficiant de cette propriété. Nous n'utiliserons pas non plus les développements les plus récents faisant appel au calcul paradifférentiel, à des formes normales ou à la théorie KAM. Les outils mathématiques principaux de l'ensemble de ce document sont anciens mais robustes : d'une part des estimations elliptiques pour la dérivation des modèles à partir de la résolution approchée d'un problème de Laplace, puis la "méthode d'énergie" pour la justification rigoureuse des équations d'évolution (essentiellement de nature quasilinéaire hyperbolique) obtenues. Le cœur du travail consiste à utiliser ces outils de manière fine afin d'offrir des estimations d'erreur uniformes par rapport aux paramètres en jeu.
- Étant donné leur nombre, il est illusoire et peu judicieux de chercher à présenter tous les modèles issus du problème des vagues, et ce même dans un régime asymptotique prédéfini (les eaux superficielles en l'occurrence). Ce document s'attache à présenter des modèles préservant le plus possible la structure (en particulier la formulation Hamiltonienne) du problème primitif, ainsi que ses propriétés mathématiques (en particulier le caractère bien posé du problème de Cauchy). Le fait que de tels modèles comptent bien souvent parmi les plus anciens, les plus étudiés et les plus utilisés n'est sans doute pas une coïncidence. Une large part de ce document est ainsi dédiée à des modèles standards en océanographie. L'objectif triple de ce document est de présenter les modèles dans un cadre unifié, d'adresser autant que possible leur justification rigoureuse, et d'étendre la discussion à des modèles raffinés plus récents.

Un dernier avertissement en guise d'envoi. Ce mémoire a été rédigé durant une longue période de temps marquée par un manque de sommeil permanent. J'y repère inconsistances, erreurs typographiques, maladresses, etc. à chaque fois que j'en relis une partie. Il serait donc bien hasardeux de se fier sans vérification aux résultats qui y sont énoncés.

Caveat britannicus lector This document was written as a part of a "Habilitation à Diriger des Recherches", which is meant as a prerequisite before the supervision of Ph.D. students. As such the presentation of the results is very strongly biased towards my own production. That being said, I tried to offer a general picture, and hence many chapters in this book are not based on my own results. The reader who would like (or is asked) to evaluate my work should read the description starting next page.

In this document we will derive, discuss, and justify as much as possible a large class of models describing in an approximate manner the propagation of waves at the surface of water, at the interface between two homogeneous fluids, or in the bulk of a continuously density-stratified fluid. In our idealized frameworks, these waves propagate from an initial perturbation of the rest state under the influence of gravity forces. Let us unveil a little bit of the following material in order to warn the potentially disappointed reader.

- Our motivation is theoretical, in the sense that practical direct use of the results is not the main objective. The problem of the propagation of water waves is one example of partial differential equations which may be written under a compact formulation but forecasts a fascinating variety of phenomena, while enjoying a rich mathematical structure. It is hence a formidable toy on which one can apply advanced tools of modelization. Yet it is impossible not to have in mind that practical applications are just a few steps away, and many choices in the modelization procedure are grounded on applicative views, for instance robustness of the models or easy implementation.
- The "master" equations, that is the system of equations from which all subsequent simplified models are derived, already incorporates many idealizations. To name a few, we will neglect earth curvature, the Coriolis force, wind forcing, any dissipative effect and - most of the time surface tension. In the "water waves" case we will consider homogeneous fluids and potential flows. We will also restrict our analysis to laminar (i.e. regular) rather than turbulent flows.
- While the equations at stake are of dispersive nature, we will use little or none of the advanced tools on dispersive equations, nor will we report the latest mathematical developments involving paradifferential calculus, normal forms, KAM theory, etc. Our mathematical tools are old but robust: on one hand the elliptic theory to derive models from approximate solutions to a Laplace problem; and on the other hand the energy method to justify rigorously the resulting evolution equations (being of quasilinear hyperbolic nature). The heart of the matter consists in using these tools in a refined manner so as to offer error estimates uniform with respect to the important parameters at stake.
- Given their number and diversity, it is impossible to present all relevant models based on the water waves system, even restricting to a specific asymptotic regime (the shallow water regime in our case). This document focuses on models which preserve as much as possible the structure (and in particular the Hamiltonian formulation) of the master equations, as well as mathematical properties (typically the well-posedness of the initial-value problem). That such models are often historical and among the most studied is not, to my opinion, a coincidence. Hence most of this work is dedicated to fairly standard models in oceanography. The aim of this document is to present such models together with more recent ones in a unified framework, and to address the state of their rigorous justification.

A last warning. This document was written over a several-years period of time, affected by sleep deprivation. I spot inconsistencies, typos or clumsiness each time I proofread some portion of the manuscript. I advise against relying on results presented therein without some proof checking.

### 0.1 Description of the author's works

Caveant judices In the following, numbered citations refer to works in the main bibliography, pages 255 to 279, while the works I (co-)authored are cited with letters and listed pages 1 to m . Among them, some do not concern oceanography and are not presented in this document:

- $[\mathrm{B}, \mathrm{D}, \mathrm{F}, \mathrm{H}, \mathrm{M}, \mathrm{N}, \mathrm{Q}]$ compose a line of research initiated with M. I. Weinstein and collaborators and continued with N. Raymond, where we study the Schrödinger operator in dimension $d=1$-except for $[\mathrm{N}]$ —with potentials containing singularities and/or highly oscillatory components. Precise asymptotics on the spectrum of the operator can be described through the use of an effective potential, which can be exhibited using different techniques.
- [U, Y] (and the report [W]) is a collaboration with L. M. Rodrigues, on the (spectral or dynamical) stability under piecewise smooth perturbations of traveling wave solutions to scalar balance laws. Among other results, we provide in dimension $d=1$ and under genericity hypotheses a complete classification of all stable traveling waves.

Other works, namely [A, C, E, G, I, J], were initiated during my Ph.D. thesis or shortly afterwards, and are only incidentally mentioned, if at all. My Ph.D. thesis was completed under the supervision of D. Lannes, and focused mainly on the influence of free or prescribed surfaces-as opposed to the standard rigid-lid framework - on the propagation of interfacial gravity waves.

The remaining works play a more predominant role in the present document, and are briefly described in the following, accompanied with references to extended discussions in the bulk of the text.

In order to put these works in context, a lot of material has been borrowed and/or adapted from other sources, in particular [263] in Sections 1, 2 and 4 and appendix II, [37] in Section 6.1.2, [211] in Section 7.2, [191] in Section 8.1.3, [187] in Section 8.6, [179] in Section 9, [296] in Section 11.1, [222] in Section 13.6, and [97] in Appendix I.3. Sections 11.5, 12 and 13.3 are (maybe) original.

The limit of weak density contrast A natural interrogation arising from my Ph.D. thesis concerns the validity of the rigid-lid assumption which is very often used in the study of interfacial waves $[199, \S 6]$. When comparing some of my results-in the free-surface case - with corresponding ones in the rigid-lid framework one easily sees that the density contrast, that is the relative difference of the densities between the two homogeneous fluids, plays a crucial role, and it is widely accepted that the rigid-lid assumption is valid when the density contrast is small. In [K, P] I provide a rigorous justification of the formal considerations provided for instance in [24] in the hydrostatic framework. ${ }^{1}$ The study consists in looking at the bilayer hydrostatic system with free surface in the limit of vanishing density contrast. As quickly seen after a relevant change of variables, this limit is singular as the system generates solutions with asymptotically rapid oscillations in time in the considered limit. ${ }^{2}$ Shortly put, we study the behavior as $\epsilon \searrow 0$ of solutions to quasilinear systems of the form

$$
\partial_{t} \boldsymbol{U}_{\epsilon}+\frac{1}{\epsilon} \sum_{i=1}^{d} \mathcal{A}_{i}\left(\boldsymbol{U}_{\epsilon} ; \epsilon\right) \partial_{x_{i}} \boldsymbol{U}_{\epsilon}=\mathbf{0}
$$

where $\boldsymbol{U}_{\epsilon}:(t, \boldsymbol{x}) \in \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}, \mathcal{A}_{i}: \mathbb{R}^{n} \times(0,1] \rightarrow \mathcal{M}_{N}(\mathbb{C})$ are given $(n \times n)$ matrix-valued functions.

Such problems have been widely studied from a mathematical viewpoint, starting with the pioneering works of [167, 251, 252, 64], motivated by the closely related incompressible limit on the Euler equations. The detailed description of the rich history and relevant works on this problem can be found in particular in [370, 188, 293, 9]. Obviously for general systems of the form above

[^0]one cannot expect that - even if hyperbolicity holds-classical solutions generated by regular initial data will remain regular on a time interval uniform with respect to $\epsilon$, since they include the timerescaling of general quasilinear systems which can produce gradient catastrophes in times of size $\mathcal{O}(\epsilon)$. The heart of the matter is to find sufficient structural conditions on the system and/or initial data which allow to control solutions (and their derivatives) on a uniform time interval as $\epsilon \searrow 0$.

A first analysis was obtained in $[\mathrm{K}]$, where its was shown that using a convenient set of unknowns (and after suitable rescaling) the bilayer hydrostatic equations in dimension $d=1$ and in the flat bottom case could be written (see Section 6.1.3 and specifically the proof of Theorem 6.4 for explicit formula)

$$
\mathcal{S}_{0}\left(\boldsymbol{V}_{\epsilon} ; \epsilon\right) \partial_{t} \boldsymbol{V}_{\epsilon}+\frac{1}{\epsilon} \mathrm{~L} \partial_{x} \boldsymbol{V}_{\epsilon}+\mathcal{S}_{1}\left(\boldsymbol{V}_{\epsilon} ; \epsilon\right) \partial_{x} \boldsymbol{V}_{\epsilon}=\mathbf{0}
$$

where L is symmetric with constant-coefficients, $\mathcal{S}_{0}$ and $\mathcal{S}_{1}$ are smooth with respect to their variables, take values into symmetric matrices and are uniformly bounded with respect to $\epsilon \in(0,1]$, and $\mathcal{S}_{0}$ is positive definite under some hyperbolicity criteria. Moreover, we find that $\mathcal{S}_{0}$ satisfies a crucial property, namely $\frac{1}{\epsilon} \mathcal{S}_{0}^{-1} \mathrm{~L}$ is constant-coefficient up to uniformly bounded terms. This is sufficient to prove existence of solutions on a uniform time interval in situations were the time derivatives of solutions remain uniformly bounded, that is for well-prepared initial data: $\left.\frac{1}{\epsilon} \mathcal{S}_{0}^{-1} \mathrm{~L} \partial_{x} \boldsymbol{V}_{\epsilon}\right|_{t=0}=\mathcal{O}(1)$. After standard considerations we find that this uniform boundedness propagates on a uniform time interval, and that the family of solutions with such initial data converges strongly towards a solution to the rigid-lid system-with Boussinesq approximation-as $\epsilon \searrow 0$.

The analysis was then superseded in $[\mathrm{P}]$ so as to consider

- space dimension $d=2$;
- ill-prepared initial data;
- an arbitrary number of layers.

Allowing space dimension $d=2$ relies on the property of rotational invariance of the equations, as put forward for instance in [323], and requires the use of symbolic analysis, since the symmetrizer $\mathcal{S}_{0}$ is replaced by a paradifferential operator. Considering ill-prepared data is permitted by the fact that the symmetrizer $\mathcal{S}_{0}$ depends only on the "slow" component ${ }^{3}$ at first order in $\epsilon$, from which stems the necessary control of $\partial_{t}\left(\mathcal{S}_{0}\left(\boldsymbol{V}_{\epsilon} ; \epsilon\right)\right)$. It is important to notice that in this framework we lose the property of strong convergence on families of solutions to the rigid-lid system (indexed by $\epsilon$ ), due to a boundary layer in time caused by the "fast" component. Yet in dimension $d=2$ we can provide an approximate description of the flow as the superposition of a "fast" and a "slow" contribution; see Section 6.2.5 and specifically Theorem 6.16.

Then there remains to understand why such symmetrizers can indeed be found for the hydrostatic system with an arbitrary large number of layers. While we could tediously check that the symmetrizer constructed from the Hessian of the (modified) total energy of the system (see [357, 322]) satisfies the desired properties, I develop in $[\mathrm{P}]$ an alternative approach based on spectral methods. It turns out that in the absence of shear velocities, the eigenvalue problem for the matrix $\mathcal{S}_{0}\left(\boldsymbol{V}_{\epsilon} ; \epsilon\right)^{-1}\left(\frac{1}{\epsilon} \mathrm{~L}+\mathcal{S}_{1}\left(\boldsymbol{V}_{\epsilon} ; \epsilon\right)\right)$ can be reduced to the eigenvalue analysis of a (Jacobi) tridiagonal matrix. ${ }^{4}$ This discrete Sturm-Liouville problem [379] shows-among other properties-that the system is strictly hyperbolic: the eigenvalues are distinct and simple. Among them, one (and its opposite) is of size $\mathcal{O}\left(\epsilon^{-1}\right)$ and describes the "fast" (barotropic) mode, while all the other ones are of size $\mathcal{O}(1)$ and describe the "slow" (baroclinic) modes. Moreover, one observes an asymptotic orthogonality property in the singular limit $\epsilon \searrow 1$, which explains why the symmetrizer constructed from spectral projections does satisfy the required properties. Then a perturbative analysis [242] shows that for sufficiently small shear velocities, eigenvalues remain separated, and - thanks to the scale separation - the approximate orthogonality property is preserved. This analysis is explained with slightly more details in Section 6.3.

[^1]The Favrie-Gavrilyuk approximation The analysis of the system of balance laws proposed by N. Favrie and S. Gavrilyuk in [179] provides another opportunity to explore singular limits. The system was proposed as strategy to compute efficiently numerical solutions to the Green-Naghdi system, eq. (8.9); see the discussion in Section 9. In [T] I proposed a rigorous analysis of the problem, whose key elements are shortly described below, and in more details in Section 9.5 and Section 9.6. While the Green-Naghdi system can be written as two evolution equations with orderthree differential operators, the Favrie-Gavrilyuk approximation is a first order quasilinear system of balance laws, using an augmented set of unknowns and depending on a parameter, $\lambda$, which can freely be set by the user. It takes the form (in dimension $d=2$ )

$$
\mathcal{S}_{t}\left(\boldsymbol{V}_{\lambda, \mu} ; \lambda, \mu\right) \partial_{t} \boldsymbol{V}_{\lambda, \mu}+\mathcal{S}_{x}\left(\boldsymbol{V}_{\lambda, \mu} ; \lambda, \mu\right) \partial_{x} \boldsymbol{V}_{\lambda, \mu}+\mathcal{S}_{y}\left(\boldsymbol{V}_{\lambda, \mu} ; \lambda, \mu\right) \partial_{y} \boldsymbol{V}_{\lambda, \mu}=\lambda^{1 / 2} \mathrm{~J}^{\mu} \boldsymbol{V}_{\lambda, \mu}+\boldsymbol{G}\left(\boldsymbol{V}_{\lambda, \mu} ; \lambda, \mu\right),
$$

where $\mathcal{S}_{t}, \mathcal{S}_{x}, \mathcal{S}_{y}$ are smooth functions with values into symmetric matrices (and uniform with respect to $\lambda, \mu), \mathrm{J}^{\mu}$ is a skew-symmetric constant-coefficient differential operator, and $\boldsymbol{G}$ is a smooth function (uniform with respect to $\lambda, \mu$ ). Moreover $\mathcal{S}_{t}$ is positive definite in a hyperbolicity domain containing a neighborhood of the origin. The main difference with respect to the previous situation is that $\mathrm{J}^{\mu}$ is no longer a homogeneous differential operator of order one, but rather contains an additional order-zero contribution. Specifically,

$$
\mathbf{J}^{\mu}=\left(\begin{array}{cccc}
0 & \mathbf{0}^{\top} & 0 & 0 \\
\mathbf{0} & \mathrm{O} & \mu^{1 / 2} \nabla & \mathbf{0} \\
0 & \mu^{1 / 2} \nabla^{\top} & 0 & 1 \\
0 & \mathbf{0}^{\top} & -1 & 0
\end{array}\right)
$$

This order-zero contribution, from which the dispersive properties of the limit (Green-Naghdi) system can be traced back, turns out to have severe implications. While such order-zero terms are typically harmless for small-time well-posedness, they are in fact dangerous as singular terms, as can be seen from the toy models in the discussion of Section 9.6. Moreover, order-one contributions are multiplied by a prefactor $\mu$, which is the shallow water parameter and is small in the physical regime of validity of the Green-Naghdi system. Shortly put, the analysis is complicated by the fact that our system has three time-scales (as for instance in [89]).

In [T], the standard strategy of G. Browning and H.-O. Kreiss [64] and S. Schochet [369] (which are recalled in full details in Section 9.6) on homogeneous order-one systems is adapted to our threescales framework. One finds that it is possible to control solutions on a time interval independent of $\lambda \in[1,+\infty)$ and $\mu \in(0,1]$ provided that initial data are mildly well-prepared (somewhat intermediate between the strong assumption in [64] and the weak assumption in [369]); see eq. (9.13) in Theorem 9.4. Then one shows that for sufficiently regular initial data of the Green-Naghdi system it is possible ${ }^{5}$ to set initial data for the augmented unknowns (hence without additional physical assumption) so that the corresponding initial data for the Favrie-Gavrilyuk approximation are well-prepared; see Theorem 9.5.

Hence the analysis not only provides a rigorous justification - with some caveats - of the formal approach in [179], but it helps to understand the role of the shallow water parameter, and indicates appropriate choices for the free parameter, $\lambda$, and for initial value of the augmented unknowns.

On the Green-Naghdi system Despite a somewhat ambivalent outcome, the analysis on the Green-Naghdi system which led S. Israwi and I to $[R]$ turned out to shape my personal viewpoint on the modeling of the water waves system. It is henceforth not a coincidence that the discussion on the Green-Naghdi system, in Section 8, plays a pivotal role in this manuscript. In $[R]$, we provide a well-posedness result on the initial-value problem for the Green-Naghdi system, based one the formulation eq. (8.2) rather than the usual formulation, eq. (8.6). The former set of equations being directly relatable to the water waves system, we mimic the proof of T. Iguchi [220] and D. Lannes [263, §4] to our system, which allows to avoid the use of a Nash-Moser scheme as in [15]. It turned out that a much simpler analysis using the original formulation, eq. (8.6), was possible; and in fact briefly tackled in [187]. It is in fact this approach that is detailed in Section 8.6. Moreover

[^2]the equivalence between the two formulations was already claimed in [71, 296]. Yet our work is not without-at least pedagogical-interest in my opinion. In particular, it allows to easily understand the strategy of the aforementioned works on the water waves system, including the role of Alinhac's good unknowns and the Rayleigh-Taylor criterion, without all the complexities pertaining to the Dirichlet-to-Neumann operator. ${ }^{6}$ On a personal note, it prompted my conviction that the canonical Hamiltonian variables $(\zeta, \psi)$ are suitable to the derivation of models, while other set of unknowns should be looked for in their analysis. The course of action of the studies described below-and more generally the present document-are inspired by this guideline.

Weakly dispersive systems with full dispersion property A natural generalization to the aforementioned Green-Naghdi system for the propagation of interfacial gravity waves is known as the Miyata-Choi-Camassa system (MCC) [319, 98], and is presented in Section 14. A striking difference with respect to the free-surface homogeneous case is that the linearized equations about non-trivial constant solutions exhibit high frequency instabilities with arbitrarily fast exponential growth rate, preventing in particular any hope concerning the well-posedness of the initial-value problem for the nonlinear equations. These unstable modes can be related to the aforementioned Kelvin-Helmholtz instabilities of interfacial gravity waves, yet a detailed analysis shows that the MCC system overestimates these instabilities; see Section 14.4.

Together with S. Israwi and R. Talhouk, we proposed and analyzed in [O] a new family of regularized models in view of removing this undesirable feature. The system is presented in Section 14.5, and consists in a suitable ad hoc modification of the MCC system. Yet based on the above guideline, this modification is made so as to preserve the canonical Hamiltonian structure of the original equations, while the analysis of the initial-value problem performed in [O] uses another set of variables. Because the modifications are near-identities on the low-frequency component of the flow, the validity of the new models in the sense of consistency is not worse (and sometimes better) than the original MCC system; compare Theorem 14.4 with Theorem 14.1. Yet the high frequency component of the flow can be modified, in a fairly versatile manner. Hence we can, depending on our wishes, completely suppress Kelvin-Helmholtz instabilities for flows with sufficiently small shear velocities, or reproduce perfectly the behavior of the interfacial gravity waves system at the linear level (the so-called full dispersion property).

There is a price to pay: the modifications of the MCC system are generated by embedding Fourier multipliers in the equations, entangled with pointwise multiplications and standard differential operators. This motivated the work [S], with D. Nilsson et E. Wahlén, where we prove the existence of solitary waves solutions to the modified system for a large class of admissible Fourier multipliers. The strategy is somewhat standard, and consists in seeking solitary waves as solutions to a (constrained) minimization problem, and using Lions' concentration-compactness Lemma to construct a solution as the limit of (a subsequence of) a minimizing sequence. Yet the presence of Fourier multipliers bring several difficulties, due to their nonlinear nature and the fact that they are chosen as negative-order operators. More details and references are provided in Section 10.4.

At the same time [O] appeared, a burst of activity was reported on fully dispersive systems, and in particular the Whitham equation (presented in Section v) and corresponding WhithamBoussinesq systems; see $[76,253,140]$ and references therein. Then a natural question was to understand how our fully dispersive modified MCC system (or Green-Naghdi in the free-surface homogeneous case) fitted in this landscape. This question was the first aim of the Ph.D. thesis of Louis Emerald (under my supervision), and was answered in [175]. The precision of the fully dispersive Green-Naghdi system is improved with respect to the one of the original Green-Naghdi system in situations with weak nonlinearities; see Theorem 10.5 and Remark 10.8. This also sheds some light on the validity of the Whitham-Boussinesq systems, which can easily be derived from the fully dispersive Green-Naghdi system: the precision of the Whitham-Boussinesq systems is improved with respect to the one of the corresponding Boussinesq systems in a regime where nonlinearities are weaker than dispersive effects; see Theorem 10.13 and Remark 10.20.

[^3]Another question arises naturally from the recent results $[215,171,393,365]$ on the Whitham equation: do the fully dispersive Green-Naghdi system predicts non-smooth solitary waves with maximal amplitude, and wavebreaking? Together with C. Klein we explored numerically these questions in $[\mathrm{X}]$. From these numerical experiments we conjecture that solitary wave solutions with arbitrarily large amplitude and velocity exist, and that they are smooth and dynamically stable. Moreover, despite all our efforts, we have not been able to monitor a wavebreaking event. This indicates that the ability of the Whitham system to predict-at least qualitatively - these features of the water waves system (see Section 2.5 and Section 2.6 for a short discussion and references) do not rely solely on their dispersive properties: some structural properties of the equations play a key role which remains to be understood. On a side note, our numerical scheme employs a Fourier spectral method-as advocated by the presence of Fourier multipliers - together with the Krylov subspace iterative method GMRES for solving an elliptic problem. The method is presented in Appendix I (and specifically in Appendix I.2) and used in Appendix I. 4 to illustrate the improved accuracy of the fully dispersive Green-Naghdi system with respect to the original Green-Naghdi system. A byproduct of our analysis is that such numerical method is competitive with respect to other numerical strategies, even for the original Green-Naghdi system (for which many other numerical schemes have been proposed; see the list in Section 9) and in extreme and computationally challenging situations involving large values and/or steep gradients.

The Isobe-Kakinuma and Kakinuma models My most recent line of research consists in the study, in collaboration with T. Iguchi, of the Kakinuma models for interfacial waves. This offers again a perfect illustration of the aforementioned guideline. The Kakinuma model generalizes to interfacial gravity waves the Isobe-Kakinuma model for surface gravity waves (in the same way the Miyata-Choi-Camassa model generalizes the Green-Naghdi system). The main feature of the Isobe-Kakinuma model, presented in Section 13, is that it is an overdetermined/underdetermined composite system, featuring $N+1$ evolution equations for one unknown and one evolution equation for $N+1$ unknowns. However it is possible to rewrite equivalently the system as two evolution equations, coupled with a system of differential equations from which all the unknowns are inferred (see Section 13.2). Moreover, as we show in [V], this formulation turns out to be directly related to the corresponding canonical Hamiltonian formulation of the water waves system. Yet the analysis of the model-performed by T. Iguchi and collaborators and culminating in [222]-and in particular the study of the initial-value problem benefits from using the symmetry properties of the original formulation; see the discussion in Section 13.6.

In $[Z]$ and a second work in preparation, we extend the analysis on the Isobe-Kakinuma model to the Kakinuma model. As explained in Section 15, and specifically in Section 15.2, there are strong incentives to consider the Kakinuma model: on one hand it is a hierarchy of shallow water models with arbitrarily high order (see Theorem 15.7) and its dispersion relation approaches the one of the interfacial waves system with arbitrary accuracy, and on the other hand a stability analysis shows that high frequency Kelvin-Helmholtz instabilities are tamed by the model. Hence in situations where shear velocities are sufficiently small, the Kakinuma model provides a way to generate approximate solutions to the interfacial waves system which do incorporate first-order dispersive effects without resorting to the - yet to be accomplished-modelization of mixing effects.

Consistently with the ill-posedness of the interfacial waves system (see the discussion in Section 3.5) and the expectation that by augmenting the rank of the system in the hierarchy, the Isobe-Kakinuma model provides approximations with arbitrary high accuracy, our well-posedness result, Theorem 15.9, is restricted to initial data in a hyperbolicity domain which shrinks with the order of the model. The main difficulty with respect to previous works on the Isobe-Kakinuma model is to obtain the sharp hyperbolicity criterion, in the sense that it coincides with the explicit criterion obtained by the stability analysis in Section 15.2.2. This demands to carefully extract the relevant structure of the equations, and in particular the correct advection velocity; see Section 15.3. This sheds some light even to the hydrostatic system (which is a particular instance in the hierarchy of systems) and in particular to the insights in the work of D. Bresch and M. Renardy [61].

### 0.2 Prospects

As one can see from the "open questions" sections spread out throughout this monograph, there are many important open questions which would deserve further investigations. I list below some directions that I would like to pursue. Building upon the theory of low order models for homogeneous water waves, consideration is given towards the non-homogeneous framework and high order models, for which theoretical results are extremely scarce.

Hydrostatic Euler equations for continuously stratified fluids Section 7 is dedicated to the formal derivation of and some discussion on the hydrostatic Euler equations. These equations constitute the core of the so-called "primitive equations" [350], from which all large-scale simulations of the ocean are devised. It is hence in my opinion an important shortcoming of the theory that the well-posedness of the initial-value problem for these equations (in spaces of finite regularity) is not known, even in situations of stably stratified fluids. I discuss in Section 7.3 some sketchy arguments concerning the failure of energy estimates, which hint at (but of course do not prove) possible nonlinear instability mechanisms.

Provided that they indeed exist, the instability mechanisms are certainly rather weak, ${ }^{7}$ which partly explains why - to my knowledge - such instabilities have not been reported. A complementary explanation is that regularizing terms are often (deliberately or not) added through modelization or numerical discretization.

For instance, an artificial viscosity term is often considered as a way to model eddy viscosity, that is-roughly speaking - the large-scale dissipative effects from small-scale turbulence, and acts as a parabolic regularization. With such additional term, C. Cao, J. Li and E. S. Titi [73, 74] proved local-in-time existence and uniqueness of strong solutions for initial data in the Sobolev space $H^{1}$, and global existence assuming slightly more regularity.

Together with R. Bianchini, we would like to investigate another widely used additional contribution, whose regularizing effects appears less obvious. Following the seminal work of P. R. Gent and J. C. McWilliams [196], the "primitive equations" often contain a term accounting for eddy diffusion, which acts as an effective additional advection term on the equations. We argue that the regularizing effect of these additional terms can be seen when considering the formulation of the equations using the (semi-Lagrangian) isopycnal coordinates (see again Section 7.3). Interestingly, a similar-yet different-regularizing term has been recently advocated from the point of view of numerical discretization in the multilayer framework in [113].

To be more precise, our aim would be to rigorously justify the hydrostatic equations with eddy diffusion (but no eddy viscosity) as an asymptotic model for the Euler equations (with a corresponding effective additional advection term) in the shallow water regime. One can mention that B. Desjardins, D. Lannes and J.-C. Saut [135] recently studied this asymptotic regime (without the additional term) and could not obtain an existence result uniform with respect to the shallowness parameter, consistently with the aforedescribed shortcoming.

Rigorous justification of models for interfacial gravity waves In contrast with the homogeneous framework, none of the asymptotic models for interfacial gravity waves presented in this document are fully justified starting from the full Euler equations. This is due to two difficulties:

- As mentioned above the behavior of solutions to the full Euler equations in the hydrostatic limit is poorly understood, preventing a strong control in a time domain uniform with respect to the shallowness parameter.
- As discussed in Chapter E, Kelvin-Helmholtz instabilities prevent the propagation in time of solutions to the full Euler equations with sharp interfaces: mixing occurs.

Based on these observations, it is remarkable that the initial-value problem for the bilayer hydrostatic systems presented in Section 6 (as well as the Kakinuma systems presented in Section 15)

[^4]is well-posed in Sobolev spaces in the presence of sufficiently small shear velocities, as proven in [205, 61] for the rigid-lid hydrostatic system and [155] for the Kakinuma systems.

Another encouraging consideration is that one does observe the propagation over very long distances of large-amplitude long internal waves with sharp pycnoclines [229]. This phenomenon is made possible by the expectation that-as corroborated by the results in [262]-mixing is tamed in shallow water situations, so that models for interfacial waves in this regime are able to describe at least at first order the large-scale dynamics of the flow.

Yet the existing theory leaves completely open the question of the rigorous justification of such models, which are usually formally derived from the (ill-posed) interfacial gravity waves system. Inspired from the above observations, a natural route for their rigorous justification would consist in starting from the more general full Euler system with continuous stratification, and considering simultaneously the shallow water and sharp stratification limits. Besides rigorously justifying existing models in the literature, this strategy opens the possibility of modeling the first-order effects of mixing on the long-time and large-scale evolution of the pycnocline. This line of research has been proposed as the subject of a Ph.D. thesis.

Convergence properties of high order models It has been proved by T. Iguchi and collaborators [328, 334, 221, 222] that the Isobe-Kakinuma hierarchy of systems presented in Section 13 provides high order shallow water models for the propagation of surface gravity waves. While being very encouraging, the results therein leave open the question of the convergence of produced solutions, as the rank of the model in the hierarchy grows, towards a corresponding solution to the water waves system.

In fact this question is open - to my knowledge - for all the high order models presented in Chapter D, with [27] being the only partial rigorous result. I believe that the interpretation of these models through the Galerkin method presented in Section 12.1 and Section 13.3, together with the analysis on the Dirichlet-to-Neumann operator recalled in Section 4, opens a natural way towards positive results in that direction.

A natural follow-up question arises, when comparing all these high order models, as deciding the most efficient one in a given situation, characterized by the shallowness and nonlinearity parameters, existence and properties of the bottom topography, etc.. To my knowledge such a comparative study - either theoretically or numerically - is yet to be accomplished.

Well-posedness and convergence of spectral methods In addition to the aforementioned models discussed in Chapter D, the so-called spectral methods initiated in [144, 402, 126] provide a very efficient approach for the numerical simulation of water waves. The strategy brought to light by Craig and Sulem in [126] consists in using a (truncated) asymptotic expansion of the Dirichlet-to-Neumann operator, $\mathcal{G}[\zeta, b]$ (see Definition 2.2), along the variable $\zeta$. Since the resulting series converges and successive terms in the expansion can be constructed iteratively, this approach is particularly attractive and the method has been extended and successfully employed in many situations; see [204] and references therein.

Yet, based on numerical experiments and formal arguments, D. M. Ambrose, J. L. Bona and D. P. Nicholls conjecture in [17] that the initial-value problem for all of the systems in the hierarchy generated by this procedure is in fact ill-posed in finite-regularity spaces. Together with B. Mélinand and J.-C. Saut, we hope to be able to shed some light on this concern in the near future. We claim that the systems indeed exhibit an instability mechanism (although different from the one proposed in a toy model in [17]), yet that this instability is often-but not always [206]-unseen or disregarded in numerical simulations due to a combination of the two following facts:

- the instability is tamed as the rank of the model in the hierarchy grows, consistently with the fact that the initial-value problem for the limit (water waves) system is well-posed in Sobolev spaces (see Section 2.5);
- the instability can easily be neutralized through artificial regularization which amount more or less to the so-called dealiasing method used in the Fourier spectral numerical methods.

A theoretical analysis allows to clarify the form and the strength which should be used for such regularization so that its implementation is essentially costless with respect to numerical operations and precision of the resulting approximation. At the end of the day this provides a fully justified method for the approximation of water waves solutions with arbitrary precision.

A package for the numerical simulation of water waves Numerical simulations have played a growing role in my research projects, either for numerical illustrations of theoretical results or for preliminary numerical investigations. It turns out that in simplified situations (for instance dimension $d=1$ and flat bottom) the spectral methods presented in Appendix I allow to efficiently produce very precise numerical approximations of solutions to the water waves system, as well as approximated models.

While neither these methods nor their application in the context of water waves are new (see Appendix I.3), numerical scripts are typically available in the proprietary programming language Matlab, if at all. Together with P. Navaro we are developing a package in the free and open-source language Julia. The aim is to ease the comparison of the behavior and properties of solutions to various models, including-but not limited to - special solutions such as traveling waves. A preliminary version-which was used to carry out the numerical experiments in Appendix I.4-is available at https://github.com/WaterWavesModels/

### 0.3 Works of the author and collaborators

A preprint version of all these productions is available at https://perso.univ-rennes1.fr/vincent. duchene/publication.
[A] Asymptotic shallow water models for internal waves in a two-fluid system with a free surface, SIAM J. Math. Anal. 42(5), pp. 2229-2260 (2010).
[B] (with J. Marzuola et M.I. Weinstein) Wave operator bounds for 1-dimensional Schrödinger operators with singular potentials and applications, J. Math. Phys., 52 (2011).
[C] Boussinesq/Boussinesq systems for internal waves with a free surface, and the KdV approximation, M2AN Math. Model. Numer. Anal., 46, pp. 145-185 (2012).
[D] (with M.I. Weinstein) Scattering, homogenization and interface effects for oscillatory potentials with strong singularities, Multiscale Model. Simul., 9, pp. 1017-1063 (2011).
[E] Asymptotic models for the generation of internal waves by a moving ship, and the dead-water phenomenon, Nonlinearity, 24, pp. 2281-2323 (2011).
[F] (with I. Vukićević and M.I. Weinstein) Scattering and localization properties of highly oscillatory potentials, Comm. Pure Appl. Math. 67(1), pp. 83-128 (2014).
[G] Decoupled and unidirectional asymptotic models for the propagation of internal waves, Math. Models Methods Appl. Sci. 24(01), pp. 1-65 (2014).
[H] (with I. Vukićević and M.I. Weinstein) Homogenized description of defect modes in periodic structures with localized defects, Commun. Math. Sci. 13(3), pp. 777-823 (2015).
[I] (with S. Israwi and R. Talhouk) A new fully justified asymptotic model for the propagation of internal waves in the Camassa-Holm regime, SIAM J. Math. Anal. 47(1), pp. 240-290 (2015).
[J] (with S. Israwi and R. Talhouk) Shallow water asymptotic models for the propagation of internal waves, Discrete Contin. Dyn. Syst. Ser. S 7(2), pp. 239-269 (2014).
$[\mathrm{K}]$ On the rigid-lid approximation for two shallow layers of immiscible fluids with small density contrast, J. Nonlinear Sci. 24(4), pp. 579-632 (2014).
[L] A note on the well-posedness of the one-dimensional multilayer shallow water model. 8 pages. Available only as a preprint, http://hal.archives-ouvertes.fr/hal-00922045 (2013).
[M] (with I. Vukićević and M.I. Weinstein) Oscillatory and localized perturbations of periodic structures and the bifurcation of defect modes, SIAM J. Math. Anal., 47(5), pp. 3832-3883 (2015).
[N] (with N. Raymond) Spectral asymptotics of a broken $\delta$-interaction, J. Phys. A: Math. Theor., 47 (2014).
[O] (with S. Israwi and R. Talhouk) A new class of two-layer Green-Naghdi systems with improved frequency dispersion. Stud. Appl. Math., 137(3), pp. 356-415 (2016).
[P] The multilayer shallow water system in the limit of small density contrast. Asymptot. Anal., 98(3), pp. 189-235 (2016).
[Q] (with N. Raymond) Spectral asymptotics for the Schrödinger operator on the line with spreading and oscillating potentials, Doc. Math., 23, pp. 599-636 (2018).
[R] (with S. Israwi) Well-posedness of the Green-Naghdi and Boussinesq-Peregrine systems, Ann. Math. Blaise Pascal, 25(1), pp. 21-74 (2018).
[S] (with D. Nilsson and E. Wahlén) Solitary wave solutions to a class of modified Green-Naghdi systems, J. Math. Fluid Mech. 20(3), pp. 1059-1091 (2018).
[T] Rigorous justification of the Favrie-Gavrilyuk approximation to the Serre-Green-Naghdi model. Nonlinearity, 32, pp. 3772-3797 (2019).
[U] (with L. M. Rodrigues) Large-time asymptotic stability of Riemann shocks of scalar balance laws. SIAM J. Math. Anal., 52(1), pp. 792-820 (2020).
[V] (with T. Iguchi) A Hamiltonian structure of the Isobe-Kakinuma model for water waves. Water Waves, 3, pp. 193-211 (2021).
[W] Stability and instability of traveling wave solutions to scalar balance laws. RIMS Kôkyûroku 2155, pp. 101-121 (2020).
[X] (with C. Klein) Numerical study of the Serre-Green-Naghdi equations and a fully dispersive counterpart. arXiv preprint:2005.13234.
[Y] (with L. M. Rodrigues) Stability and instability in scalar balance laws: fronts and periodic waves. To appear in Anal. PDE. arXiv preprint:2006.14236.
[Z] (with T. Iguchi) A mathematical analysis of the Kakinuma model for interfacial gravity waves. Part I: Structures and well-posedness. arXiv preprint:2103.12392.

## Prologue

Y'a tant de vagues, et tant d'idées qu'on n'arrive plus à décider le faux du vrai

## Contents

| i | The linear acoustic wave equation . . . . . . . . . . . . . . . . . . . . . . | iii |
| :--- | :--- | :--- |
| ii | The linearized (Airy) water waves equations . . . . . . . . . . . . . . | iv |
| iii | The Saint-Venant system . . . . . . . . . . . . . . . . . . . . . . . . . | vii |
| iv | Boussinesq systems . . . . . . . . . . . . . . . . . . . . . . . . . | ix |
| v | The Korteweg-de Vries and Whitham equations . . . . . . . . . . . . | x |

## Foreword

In this monograph we aim at describing the evolution in time of a body of fluid-typically water. Of course the features of the dynamics depend greatly on the framework, and in particular on the scales involved. As a rule of thumb, we will be motivated by the description of the motion of the surface of water as seen by a human eye. These are often referred to as surface gravity waves, or simply water waves. As any wanderer knows, despite the restrictive framework, water waves are still remarkably diverse, and this is what makes them a fascinating subject of study. ${ }^{8}$ In order to get a grasp at the behavior of water waves in a given situation, one typically uses simplified models. Below we give examples of a few such models ${ }^{9}$ which appeared in the early literature, ${ }^{10}$ with the aim at emphasizing the diversity of possible waves and the hope of giving an insight at the possible mechanisms involved in the full picture. The models described further on in this work are refinements of such models.

There are many ways to formally derive the models presented below. Considering the SaintVenant system for instance, a typical way consists in integrating the horizontal velocity over the fluid layer and invoking a closure formula, based on physical principles such as energy conservation. One can also use some ad hoc hypotheses, such as columnar motion and hydrostatic approximation.

[^5]Or a loose assumption that derivatives of a function are smaller than the function itself. Our strategy, called asymptotic modeling, is akin to the latter one, and provides a justification of the former ones, with quantitative estimates of the inaccuracies. We start with the so-called full Euler system presented in Section 1 (or more precisely, for models in this Prologue, the water waves system presented in Section 2) whose solutions are regarded as "exact" (although, admittedly, the derivation of the equations relies on many oversimplifications). Using the typical scales of the flow, we can extract dimensionless parameters describing the strength of the main mechanisms involved; see Section 2.4. The asymptotic models are obtained through a description of the operators involved in the water waves system using assumptions on the size of these parameters, which will be called the asymptotic regime.

The complete rigorous justification of models in a given asymptotic regime typically proceeds in two steps. First we prove that sufficiently regular solutions to the water waves system satisfy the equations of the model - or the other way around - up to a small remainder term, measured by the size of the dimensionless parameters and data in a prescribed metric space; this is called consistency. Anticipating with future notations and results, we find that the water waves system is consistent with the acoustic wave equation (i) with precision $\mathcal{O}(\mu+\varepsilon)$, with the linearized (Airy) equations (ii) with precision $\mathcal{O}(\varepsilon)$, with the Saint-Venant system (iii) with precision $\mathcal{O}(\mu)$, with all the Boussinesq systems (vii) with precision $\mathcal{O}\left(\mu^{2}+\mu \varepsilon\right)$, etc. This is however not sufficient, and there remains to prove that for a large class of sufficiently regular initial data (typically a neighborhood of the rest state in the aforementioned metric space), there exist solutions to both the water waves system and the asymptotic model, and that the two remain close on the relevant timescale. Following Lannes [263], we call the former property (uniform) well-posedness, and the latter convergence.

An important portion of this monograph is dedicated to the rigorous justification in the above sense - together with the study of a few basic properties - of standard and less-standard models for the propagation of surface, interfacial and internal gravity waves.

## i The linear acoustic wave equation

Arguably the simplest (partial differential) equation describing the motion of water waves, already put forward by Lagrange [260], is the following:

$$
\begin{equation*}
\partial_{t}^{2} \zeta=g d \Delta_{x} \zeta \tag{i}
\end{equation*}
$$

Here $\zeta$ represents the deformation of the free surface, in the sense that the surface of the body of water at time $t$ is parameterized as

$$
\Gamma_{\text {top }}=\left\{(x, z) \in \mathbb{R}^{d+1}: \quad z=\zeta(t, x)\right\} .
$$

Hence the function $\zeta$ depends on time, $t$, and horizontal space variable, $x$. For simplicity we assume that the horizontal variable lies in the full space $\mathbb{R}^{d}$. The constant $g$ denotes the gravity acceleration and $d$ is the depth of the layer. Equation (i) is called the linear acoustic wave equation as it governs the propagation of infinitesimally small acoustic waves through a material medium. It is only a coincidence that it also describes - very roughly, remember Feynman's quote - water waves. In fact the above equation describes infinitely small and infinitely long water waves.

In the special case of horizontal dimension $d=1,{ }^{11}$ the solution of the initial-value problem is easily found as

$$
\zeta(t, x)=\frac{1}{2}\left(\zeta\left(0, x+c_{0} t\right)+\zeta\left(0, x-c_{0} t\right)\right)+\frac{1}{2 c_{0}} \int_{x-c_{0} t}^{x+c_{0} t} \partial_{t} \zeta(0, y) \mathrm{d} y .
$$

with $c_{0}=\sqrt{g d}$. Hence the wave decomposes into the superposition of a right-going and a left-going components, both translating with velocity $c_{0}$. This is shown in Figure i where the evolution of the surface deformation when taken initially as Gaussians (with zero initial velocities) according to eq. (i) and eq. (ii) in dimension $d=1$ is represented.


Figure i - Disintegration of Gaussian initial data, $\zeta(t=0, x)=0.01 \exp \left(-(0.1 x)^{2}\right)$ (left) and $\zeta(t=0, x)=0.01 \exp \left(-x^{2}\right)$ (right), with zero initial velocities. $g=9.81 \mathrm{~m} \cdot \mathrm{~s}^{-2}, d=1 \mathrm{~m}$.

In dimension $d=2$, the solution is less explicit, but a formula can still be written-at least for sufficiently regular initial data-with the use of Green's function (we could also use Fourier representation as in the next section):

$$
\zeta(t, \boldsymbol{x})=\frac{1}{2 \pi c_{0}} \int_{|\boldsymbol{y}-x| \leq c_{0} t} \frac{\partial_{t} \zeta(0, \boldsymbol{y})}{\sqrt{\left(c_{0} t\right)^{2}-|\boldsymbol{y}-\boldsymbol{x}|^{2}}} \mathrm{~d} \boldsymbol{y}+\frac{1}{2 \pi c_{0}} \partial_{t} \int_{|\boldsymbol{y}-x| \leq c_{0} t} \frac{\zeta(0, \boldsymbol{y})}{\sqrt{\left(c_{0} t\right)^{2}-|\boldsymbol{y}-\boldsymbol{x}|^{2}}} \mathrm{~d} \boldsymbol{y}
$$

[^6]We can observe that the solution satisfies causality (but not Huygens' principle): waves must be given enough time to propagate between two specified points. Again, $c_{0}$ is a good measure of the (scalar) velocity of waves according to eq. (i). Less obvious is the fact that for sufficiently smooth and decaying initial data, the amplitude of the solution decays for large time as $\left(c_{0} t\right)^{-1 / 2}$. Figure ii represents the evolution of the surface deformation when taken initially as Gaussians (with zero initial velocities) according to eq. (i) and eq. (ii), in dimension $d=2$.


Figure ii - Disintegration of Gaussian initial data, with zero initial velocities. $g=9.81 \mathrm{~m} . \mathrm{s}^{-2}, d=1 \mathrm{~m}$. The bottom plot represents the solution on $\{(x, y): y=0\}$.

## ii The linearized (Airy) water waves equations

The following equations describe the propagation of infinitesimally small waves without the long wave assumption of the previous section: it is the linearized system about the rest-state solution to the water waves equations, whose solutions shall be considered as "exact", and which is introduced in Section 2.1. Consider the linearized water waves equations as

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\mathcal{G}_{0} \psi=0  \tag{ii}\\
\partial_{t} \psi+g \zeta=0
\end{array}\right.
$$

where $\mathcal{G}_{0}=|D| \tanh (d|D|)$ is the Fourier multiplier operator defined on sufficiently regular solutions by

$$
\forall \boldsymbol{\xi} \in \mathbb{R}^{d}, \quad \widehat{\mathcal{G}_{0} \psi}(\boldsymbol{\xi})=|\boldsymbol{\xi}| \tanh (d|\boldsymbol{\xi}|) \widehat{\psi}(\boldsymbol{\xi})
$$

Here, $g, d$ and $\zeta$ are as above and $\psi$ represents the trace of the velocity potential at the surface. Equation (ii) is a system of linear constant-coefficient equations of the form

$$
\partial_{t}\binom{\zeta}{\psi}=\mathrm{L}(D)\binom{\zeta}{\psi}
$$

where $\mathrm{L}(D)$ is a matrix with Fourier multiplier coefficients.
Formally taking the limit $d \rightarrow 0$, we may replace $\tanh (d|\boldsymbol{\xi}|)$ with $d|\boldsymbol{\xi}|$ in $\mathcal{G}_{0}$, and then we recover the acoustic wave equation, eq. (i). In fact using eq. (ii) instead of eq. (i) in the left side of Figure i and Figure ii yields a very similar outcome; such is not the case for the narrower initial data used for right sides.

Modal analysis Plane waves of the form $(\zeta, \psi)=\left(\zeta_{0} e^{i(\xi \cdot x-\omega t)}, \psi_{0} e^{i(\xi \cdot x-\omega t)}\right)$ are solutions to eq. (ii) provided that $i \omega \psi_{0}=g \zeta_{0}$ and the dispersion relation holds [244, 7]:

$$
\omega(\boldsymbol{\xi})^{2}=g|\boldsymbol{\xi}| \tanh (d|\boldsymbol{\xi}|)
$$

In other words, we can explicitly solve the equation in the Fourier space:

$$
\binom{\widehat{\zeta}(t, \boldsymbol{\xi})}{\widehat{\psi}(t, \boldsymbol{\xi})}=\exp (\mathrm{L}(\boldsymbol{\xi}) t)\binom{\widehat{\zeta}(0, \boldsymbol{\xi})}{\widehat{\psi}(0, \boldsymbol{\xi})}=\left(\begin{array}{cc}
\cos (|\omega(\boldsymbol{\xi})| t) & \frac{|\omega(\boldsymbol{\xi})|}{g} \sin (|\omega(\boldsymbol{\xi})| t) \\
-\frac{g}{|\omega(\boldsymbol{\xi})|} \sin (|\omega(\boldsymbol{\xi})| t) & \cos (|\omega(\boldsymbol{\xi})| t)
\end{array}\right)\binom{\widehat{\zeta}(0, \boldsymbol{\xi})}{\widehat{\psi}(0, \boldsymbol{\xi})} .
$$

For such plane wave solutions, $\omega$ is called the (angular) frequency, $\boldsymbol{\xi}$ the (angular) wave vector (wavenumber if $d=1$ ), and $|\boldsymbol{\xi}|$ the (angular) wavenumber. Phase velocities describe the velocity in a given direction of a plane wave with wave vector $\boldsymbol{\xi}$, and satisfy

$$
\boldsymbol{c}_{p} \cdot \boldsymbol{\xi}=\omega(\boldsymbol{\xi})
$$

The group velocity represents the traveling velocity of a wave packet about wave vector $\boldsymbol{\xi}$, and is given by

$$
\boldsymbol{c}_{g}=\nabla_{\boldsymbol{\xi}}(\omega(\boldsymbol{\xi})) .
$$

Misusing these definitions, we shall also refer to

$$
c_{p}=\frac{|\omega(\boldsymbol{\xi})|}{|\boldsymbol{\xi}|}=\sqrt{g d}\left(\frac{\tanh (d|\boldsymbol{\xi}|)}{d|\boldsymbol{\xi}|}\right)^{1 / 2}
$$

as the phase velocity, and to

$$
c_{g}=\left|\boldsymbol{c}_{g}\right|=\sqrt{g d}\left(\frac{1}{2}\left(\frac{\tanh (d|\boldsymbol{\xi}|)}{d|\boldsymbol{\xi}|}\right)^{1 / 2}+\frac{\operatorname{sech}^{2}(d|\boldsymbol{\xi}|)}{2}\left(\frac{d|\boldsymbol{\xi}|}{\tanh (d|\boldsymbol{\xi}|)}\right)^{1 / 2}\right)
$$

as the group velocity. They are represented in Figure iii. That the phase velocity is different (and greater) than the group velocity manifests the essential feature of the (linearized) water waves equations as being dispersive. Notice however that for small-normed wave vectors, $d|\boldsymbol{\xi}| \ll 1$, both velocities converge to $c_{0}=\sqrt{g d}$, the velocity of (non-dispersive) infinitely long waves. In the opposite direction, for $d|\boldsymbol{\xi}| \gg 1$, we have $c_{g} \sim \frac{1}{2} c_{p} \sim \frac{\sqrt{g}}{2|\boldsymbol{\xi}|^{1 / 2}}$.


Figure iii - Phase and group velocities of the linearized water waves equations.

Large-time behavior We can infer the large-time behavior of the solution, at least in dimension $d=1$, through the stationary phase theorem on oscillatory integrals; see e.g. [381]. Indeed, for any $c \in \mathbb{R}$, and initial data such that $(\widehat{\zeta}(0, \cdot),|\omega|(\cdot) \widehat{\psi}(0, \cdot)) \in L^{1}(\mathbb{R})^{2}$, we have from the above

$$
\zeta(t, c t)=\frac{1}{4 \pi} \int_{\mathbb{R}} e^{i(c \xi-\omega(\xi)) t}\left(\widehat{\zeta}(0, \xi)+i \frac{\omega(\xi)}{g} \widehat{\psi}(0, \xi)\right)+e^{i((c \xi+\omega(\xi)) t}\left(\widehat{\zeta}(0, \xi)-i \frac{\omega(\xi)}{g} \widehat{\psi}(0, \xi)\right) \mathrm{d} \xi
$$

where we denote $\omega(\xi)=\operatorname{sgn}(\xi)(g|\xi| \tanh (d|\xi|))^{1 / 2}$, and use a standard convention for the Fourier transform. We deduce that the following holds for sufficiently decaying and regular initial data.
i. For any $c \in(-\infty,-\sqrt{g d}) \cup(\sqrt{g d},+\infty)$, one has for any $n \in \mathbb{N}$,

$$
|\zeta|(t, c t)=\mathcal{O}\left(t^{-n}\right)
$$

ii. For any $c \in(-\sqrt{g d}, \sqrt{g d}) \backslash\{0\}$, one has

$$
|\zeta|(t, c t) \sim_{t \rightarrow \infty} \frac{1}{4 \pi}(2!)^{1 / 2} \Gamma\left(\frac{3}{2}\right)\left|A\left(\xi_{c}\right)\right|\left(\left|\omega^{\prime \prime}\left(\xi_{c}\right)\right| t\right)^{-\frac{1}{2}}
$$

where $\xi_{c}$ is defined by the relation $c=\omega^{\prime}\left(\xi_{c}\right)$ and $A\left(\xi_{c}\right) \stackrel{\text { def }}{=} \widehat{\zeta}\left(0, \xi_{c}\right)+\operatorname{sgn}(c) i \frac{\omega\left(\xi_{c}\right)}{g} \widehat{\psi}\left(0, \xi_{c}\right)$; unless $A\left(\xi_{c}\right)=0$ in which case the decay is at least $\mathcal{O}\left(t^{-1}\right)$.
iii. If $c \in\{-\sqrt{g d}, \sqrt{g d}\}$, one has

$$
|\zeta|(t, c t) \sim_{t \rightarrow \infty} \frac{1}{4 \pi}(3!)^{\frac{1}{3}} \Gamma\left(\frac{4}{3}\right)|A(0)|\left(d^{2} \sqrt{g d} t\right)^{-\frac{1}{3}} \approx a\left(\left(d^{2} / \lambda^{2}\right) \sqrt{g d} / \lambda t\right)^{-\frac{1}{3}}
$$

with $A(0) \stackrel{\text { def }}{=} \lim _{\xi \rightarrow 0} A(\xi)$ (notice we require regularity only on $\xi \widehat{\psi}(0, \xi)$ ); unless $A(0)=0$, in which case the decay is at least $\mathcal{O}\left(t^{-\frac{2}{3}}\right)$. The last approximation is meant in a loose sense, where we set $A(0) \approx a \lambda$. This allows to hint at the timescale for which dispersive mechanisms have a bearing on the behavior of the flow, which is large compared with the time period of long waves, $T \stackrel{\text { def }}{=} \lambda / \sqrt{g d}$, when $d^{2} / \lambda^{2} \ll 1$.

Above, $\Gamma$ is the Euler Gamma function: $\Gamma(s) \stackrel{\text { def }}{=} \int_{0}^{+\infty} \tau^{s-1} e^{-\tau} \mathrm{d} \tau$. A loose interpretation of the above is that for large time, the dominant part of the wave which will remain visible is the large wavelength component, traveling at velocity $|c| \approx c_{0}=\sqrt{g d}$.

## iii The Saint-Venant system

Our first nonlinear system is the so-called shallow water, or Saint-Venant system system [362]:

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{iii}\\
\partial_{t} \boldsymbol{u}+g \nabla \zeta+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\mathbf{0}
\end{array}\right.
$$

where $h \stackrel{\text { def }}{=} d+\zeta$ represents the water depth, and $\boldsymbol{u}$ a horizontal velocity (it can be the layeraveraged horizontal velocity, velocity at a certain depth, or the tangential velocity $\nabla \psi)$. Pursuing the analogy of Section i, one can notice that the Saint-Venant system is equivalent to the isentropic, compressible Euler equation for ideal gases with the pressure law $p(\rho) \propto \rho^{2}$ (identifying $\rho$ with $h$ ).

System (iii) is hence a prototype of quasilinear hyperbolic systems. Hyperbolicity amounts to the non-cavitation assumption, that is restricting data to $\{(\zeta, \boldsymbol{u}): d+\zeta>0\} .{ }^{12}$ Indeed, the system in dimension $d=2$ reads

$$
\partial_{t}\left(\begin{array}{l}
\zeta \\
u_{x} \\
u_{y}
\end{array}\right)+\left(\begin{array}{ccc}
u_{x} & h & 0 \\
g & u_{x} & 0 \\
0 & 0 & u_{x}
\end{array}\right) \partial_{x}\left(\begin{array}{c}
\zeta \\
u_{x} \\
u_{y}
\end{array}\right)+\left(\begin{array}{ccc}
u_{y} & 0 & h \\
0 & u_{y} & 0 \\
g & 0 & u_{y}
\end{array}\right) \partial_{y}\left(\begin{array}{l}
\zeta \\
u_{x} \\
u_{y}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

and the eigenvalues of the associated symbol (see e.g. [304]) are

$$
\boldsymbol{u} \cdot \boldsymbol{\xi} \quad \text { and } \quad \boldsymbol{u} \cdot \boldsymbol{\xi} \pm \sqrt{g h}|\boldsymbol{\xi}| .
$$

Notice here again the "sound speed" of long surface gravity waves as being $c_{0}=\sqrt{g d}$.
In dimension $d=1$, as any quasilinear system of two scalar balance laws, eq. (iii) enjoys a basis of Riemann invariants. The Riemann invariants are explicit in this case: setting $r_{ \pm}=u \pm 2 \sqrt{g h}$, the system (iii) is equivalent to

$$
\left\{\begin{array}{l}
\partial_{t} r_{+}+\frac{3 r_{+}+r_{-}}{4} \partial_{x} r_{+}=0,  \tag{iv}\\
\partial_{t} r_{-}+\frac{3 r_{-}+r_{+}}{4} \partial_{x} r_{-}=0 .
\end{array}\right.
$$

Notice that $\frac{3 r_{+}+r_{-}}{4}=u+\sqrt{g h}$ and $\frac{3 r_{-}+r_{+}}{4}=u-\sqrt{g h}$, consistently with the hyperbolicity discussion. The diagonal formulation, eq. (iv), allows to construct simple waves, i.e. solutions of the form

$$
\left(r_{+}, r_{-}\right)=\boldsymbol{R}(\theta(t, x))
$$

where $\theta$ is a scalar function. For instance, any sufficiently regular solution to eq. (iv) with initial data satisfying $\left.u\right|_{t=0}=2 \sqrt{\left.g h\right|_{t=0}}-2 \sqrt{g d}$, the second equation yields $r_{-} \equiv-2 \sqrt{g d}$ for all times, from which we deduce $r_{+}=2 \sqrt{g d}+2 u$, where $u(t, x)$ satisfies the inviscid Burgers (or Hopf) equation

$$
\begin{equation*}
\partial_{t} u+\left(\sqrt{g d}+\frac{3}{2} u\right) \partial_{x} u=0 \tag{v}
\end{equation*}
$$

Conversely, any solution to the above equation provides a particular solution to eq. (iv) by setting $\left(r_{-}, r_{+}\right)=(2 \sqrt{g d}+2 u,-2 \sqrt{g d})$, or equivalently a solution to eq. (iii) with $\zeta=g^{-1}\left(\sqrt{g d} u+\frac{1}{4} u^{2}\right)$.

Equation (v) may be solved by the hodograph transform, or the characteristics method, and exhibits a new phenomenon with respect to the linear equations discussed in previous sections: finite-time singularity formation. Assume $u$ is a Lipschitz solution to eq. (v) and define, for any $x_{0} \in \mathbb{R}, v_{x_{0}}(t) \stackrel{\text { def }}{=} u\left(t, x_{x_{0}}(t)\right)$ where $x_{x_{0}}(t)$ is defined by the initial condition $x_{x_{0}}(t)=x_{0}$ and the ordinary differential equation $x_{x_{0}}^{\prime}(t)=\sqrt{g d}+\frac{3}{2} u\left(t, x_{x_{0}}(t)\right)$. Chain rule and eq. (v) yields $v_{x_{0}}^{\prime}(t)=0$,

[^7]and hence $v_{x_{0}}(t)=u\left(0, x_{0}\right)$ and finally $x_{x_{0}}(t)=x_{0}+\left(\sqrt{g d}+\frac{3}{2} u\left(0, x_{0}\right)\right) t$. In other words, the solution is constant along the characteristics defined by $x_{x_{0}}(t)$, for any $x_{0} \in \mathbb{R}$, and the characteristics are straight lines. This allows to define and describe solutions as long as two characteristics do not cross, i.e. as long as for any $t \in(0, T)$, there does not exists $x_{0} \neq x_{1} \in \mathbb{R}$ with
$$
x_{0}+\left(\sqrt{g d}+\frac{3}{2} u\left(0, x_{0}\right)\right) t=x_{1}+\left(\sqrt{g d}+\frac{3}{2} u\left(0, x_{1}\right)\right) t \quad \Longleftrightarrow \quad \frac{u\left(0, x_{1}\right)-u\left(0, x_{0}\right)}{x_{1}-x_{0}}=-\frac{2}{3 t} .
$$

Hence we see that for any Lipschitz initial data $u(t=0, \cdot)=u_{0} \in W^{1, \infty}(\mathbb{R})$, the solution described above (which is unique) exists on the time domain $\left[0, T^{\star}\right)$ where $T^{\star}=-\frac{2}{3}\left(\inf _{\mathbb{R}} u_{0}^{\prime}\right)^{-1}$ with the convention $T^{\star}=\infty$ if $\inf _{\mathbb{R}} u_{0}^{\prime} \geq 0$. In the situation where $\inf _{\mathbb{R}} u_{0}^{\prime}<0$ (in particular for any nontrivial $u_{0}$ such that $u_{0} \rightarrow 0$ as $\left.|x| \rightarrow \infty\right)$, there exists indeed a singularity formation as $t \rightarrow T^{\star}$ : since the solution remains bounded but $\inf _{\mathbb{R}} \partial_{x} u(t, \cdot) \rightarrow-\infty$ as $t \nearrow T^{\star}$, we say that a shock, or a wavebreaking, occurs. We represent this situation in Figure iv.


Figure iv - Wavebreaking of a simple wave according to eq. (v). The initial data for $\zeta$ is the Gaussian $\zeta(t=0, x)=0.5 \exp \left(-(0.1 x)^{2}\right)$ and corresponding velocity. $g=9.81 \mathrm{~m} . \mathrm{s}^{-2}, d=1 \mathrm{~m}$.

Going back to the system case, eq. (iv), each of the Riemann invariants, $r_{ \pm}$, is constant along characteristics curves defined by

$$
x_{ \pm, x_{0}}(0)=x_{0}, \quad x_{ \pm, x_{0}}^{\prime}(t)=\frac{1}{4}\left(3 r_{ \pm}+r_{\mp}\right)\left(t, x_{ \pm, x_{0}}(t)\right) .
$$

However the characteristics curves are no longer straight lines in general. Still we can infer the behavior of solutions for instance if we assume that initial data $(\zeta(t=0, \cdot), u(t=0, \cdot)) \stackrel{\text { def }}{=}\left(\zeta_{0}, u_{0}\right)$ have compact support, say in $(-\lambda, \lambda)$, and are are sufficiently small so that there exists $c \in\left(0, c_{0}\right)$ with
$r_{+, 0} \stackrel{\text { def }}{=} u_{0}+2 \sqrt{d+\zeta_{0}} \in\left(2 c_{0}-c, 2 c_{0}+c\right) \quad$ and $\quad r_{-, 0} \stackrel{\text { def }}{=} u_{0}-2 \sqrt{d+\zeta_{0}} \in\left(-2 c_{0}-c,-2 c_{0}+c\right)$.
Because the Riemann invariants are constant along characteristics, we have, as long as the solution remains regular, $\frac{3 r_{+}+r_{-}}{4} \in\left(c_{0}-c, c_{0}+c\right)$ and $\frac{3 r_{-}+r_{+}}{4} \in\left(-c_{0}-c,-c_{0}+c\right)$, and as a consequence

$$
r_{+}(t, x) \equiv 2 c_{0} \text { if } x \leq-\lambda+\left(c_{0}-c\right) t \quad \text { and } \quad r_{-}(t, x) \equiv-2 \text { if } x \geq \lambda-\left(c_{0}-c\right) t
$$

If the initial data is sufficiently small in order to ensure that no shock formation occurs before $T_{\star}=\frac{\lambda}{c-c_{0}}$, we can afterwards decompose the flow as the superposition of two simple waves described by Hopf equations, and in particular a shock inevitably occurs after sufficiently large time.

## iv Boussinesq systems

In his celebrated manuscript [57], Boussinesq introduced the first models for the propagation of surface gravity waves taking into account both (first order) nonlinear and dispersive effects. While restricted in the original work to unidirectional waves, models with similar flavor were later on obtained for general waves. Eventually, one may obtain a full family of systems [289, 49], often called (abcd) Boussinesq systems, of the form ${ }^{13}$

$$
\left\{\begin{array}{l}
\partial_{t}\left(\zeta-b d^{2} \Delta \zeta\right)+\nabla \cdot\left(h \boldsymbol{u}+a d^{3} \nabla \nabla \cdot \boldsymbol{u}\right)=0,  \tag{vii}\\
\partial_{t}\left(\boldsymbol{u}-d d^{2} \nabla \nabla \cdot \boldsymbol{u}\right)+g \nabla\left(\zeta+c d^{2} \Delta \zeta\right)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\mathbf{0},
\end{array}\right.
$$

where $\mathfrak{p}=(a, b, c, d) \in \mathbb{R}^{4}$ is such that (when neglecting surface tension) $a+b+c+d=\frac{1}{3}$. In eq. (vii) the precise meaning of the velocity variable depends on the choice of the parameters. The freedom in the choice of $(a, b, c, d) \in \mathfrak{p}$ is at the same time a blessing-for instance one may tune parameters so as to enhance the accuracy of the dispersion relation - and a curse, since important properties of the system will typically depend on the choice of $(a, b, c, d) \in \mathfrak{p}$. In particular, the initial-value problem of a subfamily of eq. (vii) is strongly ill-posed, as can be seen from modal instabilities of the linearized equations about the rest state: the dispersion relation being

$$
\omega(\boldsymbol{\xi})^{2}=g d|\boldsymbol{\xi}|^{2} \frac{\left(1-a|d \boldsymbol{\xi}|^{2}\right)\left(1-c|d \boldsymbol{\xi}|^{2}\right)}{\left(1+b|d \boldsymbol{\xi}|^{2}\right)\left(1+d|d \boldsymbol{\xi}|^{2}\right)}
$$

with right-hand side taking arbitrarily large negative values at large wavenumbers, $|\boldsymbol{\xi}|$, for ill-chosen $(a, b, c, d) \in \mathfrak{p}$. Incidentally, this is also the case for the original "bad" Boussinesq equation, eq. (vi). This is a useful reminder that consistency is not the only property to look for in a model.

In the other way, it is expected that for "good" choices of $(a, b, c, d) \in \mathfrak{p}$, dispersive properties of the Boussinesq systems prevent the wavebreaking scenario in the Saint-Venant model, eq. (iii). As a matter of fact, for several families of parameters, $(a, b, c, d) \in \mathfrak{p}$, global-in-time existence and uniqueness of solutions have been proved (see [366, Remark 1.1]) and-to the author's knowledgethe emergence of finite-time singularity has not been proved or numerically witnessed on any of the models, at least for solutions maintaining positive layer depth. In the situation of long waves and relatively large amplitude, the solution typically generates a zone of rapid oscillations (or modulations) often called dispersive shock wave, in place of the shock predicted by the SaintVenant system. Properties of these dispersive shock waves will typically depend on the choice of $(a, b, c, d) \in \mathfrak{p}$, and is not expected to accurately describe the real-life phenomenon.

An important property of nonlinear and dispersive equations such as eq. (vii) is that they allow the existence of traveling waves, that is solutions that maintain their shape while propagating at a constant velocity, including solitary waves which in addition bear finite energy. Once again the reader will find in [130] the fascinating and tumultuous story of the discovery and progressive acceptance of these waves. Existence and properties of traveling waves again typically depend on the choice of $(a, b, c, d) \in \mathfrak{p}$. We however expect that they exist at least for small supercritical velocities, $0<c-c_{0} \ll 1$, and grow in amplitude with the velocity parameter; see e.g. [138]. We show examples in Figure v.

[^8]\[

$$
\begin{equation*}
\partial_{t}^{2} \zeta=g d \Delta\left(\zeta+\frac{3}{2 d} \zeta^{2}+\frac{d^{2}}{3} \Delta \zeta\right) . \tag{vi}
\end{equation*}
$$

\]



Figure $\mathrm{v}-$ Left: Disintegration of the Gaussian $\zeta(t=0, x)=0.25 \exp \left(-0.1 x^{2}\right)$, with zero initial velocity. Right: Traveling wave solutions with velocities $c=1.05 c_{0}$ and $c=1.01 c_{0}$.
Both according to system (vii) with $-a=b=d=\frac{1}{3}, c=0, g=9.81 \mathrm{~m} \cdot \mathrm{~s}^{-2}, d=1 \mathrm{~m}$.

It would be impossible to review all known results on Boussinesq systems and closely related (symmetric, Abbott, etc.) variants. Let me lazily refer to [147, 264, 366]-in addition to previous references - and references therein. We conclude with a last warning. The Boussinesq systems typically lose important properties of the original water waves equations and in particular its Hamiltonian structure (see Section 2.2). Hence unless the parameters $(a, b, c, d) \in \mathfrak{p}$ are well-chosen, we do not expect energy conservation, or Galilean invariance, etc.

## v The Korteweg-de Vries and Whitham equations

It was mentioned in the previous section that Boussinesq's original motivation was the study of unidirectional waves, and in particular solitary waves. Using such assumption one may derive ${ }^{14}$ (as did Boussinesq) simplified scalar equations, of which the most famous is the Korteweg-de Vries equation [59, 257] for right-going waves in dimension $d=1$ :

$$
\begin{equation*}
\partial_{t} \zeta+\sqrt{g d} \partial_{x}\left(\zeta+\frac{3}{4 d} \zeta^{2}+\frac{1}{6} d^{2} \Delta \zeta\right)=0 \tag{viii}
\end{equation*}
$$

One of the many reasons for the importance of the Korteweg-de Vries equation is the family of explicit solitary wave solutions ${ }^{15}$

$$
\zeta(t, x)=\zeta_{c}(x-c t), \quad \zeta_{c}(x) \stackrel{\text { def }}{=} 2 d\left(\frac{c}{c_{0}}-1\right) \operatorname{sech}^{2}\left(\sqrt{\frac{3}{2 d^{2}}\left(\frac{c}{c_{0}}-1\right)} x\right)
$$

where the velocity variable, $c$, may take any value $c>c_{0}=\sqrt{g d}$.

[^9]The existence of traveling waves with arbitrarily large amplitude and arbitrarily large velocity may found undesirable as nonphysical [384]. Such is the case also for the global-in-time wellposedness properties, preventing the aforedescribed wavebreaking scenario. With this in mind, Whitham [403] introduced the following equation ${ }^{16}$ which is now called Whitham equation:

$$
\begin{equation*}
\partial_{t} \zeta+\sqrt{g d} \partial_{x}\left(\sqrt{\frac{\tanh (d|D|)}{d|D|}} \zeta+\frac{3}{4 d} \zeta^{2}\right)=0 \tag{x}
\end{equation*}
$$

arguing that the fact that its linear dispersion relation reproduces exactly one branch of the dispersion relation of eq. (ii) would authorize wavebreaking and peaked traveling waves of extreme height. This prediction turned out to be valid, as recently shown in [215, 171, 393, 365]. A numerical comparison of solitary wave solutions to the Korteweg-de Vries and Whitam equations is shown in Figure vi.


Figure vi - Solitary waves of unidirectional models with velocity $c=1.05 c_{0}$ (blue, smaller) and $c=1.2290408 c_{0}$ (red, larger). $g=9.81 \mathrm{~m} \cdot \mathrm{~s}^{-2}, d=1 \mathrm{~m}, c_{0}=\sqrt{g d}$.

[^10]where the advection term fits the decomposition in Riemann invariants of the Saint-Venant system.

## chapter A

## The " master" equations

Le problème de l'établissement [...] des équations différentielles du mouvement, et ensuite de leur intégration approchée, aura encore sa difficulté souvent grande. Mais il ne présentera plus, envisagé ainsi, cette désespérante énigme contre laquelle des esprits distingués se sont heurtés en vain.

> - Adhémar Barré de Saint-Venant, Comptes rendus des séances de l'Académie des sciences, séance du 18 mars 1872
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## Foreword

In this chapter, we introduce and provide a preliminary study of the systems of equations from which asymptotic models are derived in subsequent chapters. The presentation, as well as most of the notations, are borrowed from Lannes' book [263]. However concision has been pursued and I cannot encourage enough a thorough reading of the book for a detailed account.

We shall first write down in Section 1 the most general system of equations which is considered in this work, that is Euler equations for a layer of (non-necessarily homogeneous) incompressible ideal fluid, coupled with boundary conditions accounting for the impermeable bottom and the free surface. The only external force acting on the system will be the gravity force, assumed constant and vertical. We refer to the system we obtain, namely eq. (1.1), as the full Euler system. Then we focus on particular settings.

The homogeneous and irrotational framework is particularly rewarding, as it allows to rewrite the whole system as two evolution equations for unknown functions of time and horizontal space variables only. This is system (2.2), which we refer to as the water waves equations. Some information concerning the water waves equations are given in Section 2.

Prominently important in the water waves equations is the Dirichlet-to-Neumann operator, which is defined after solving a Laplace problem on the fluid domain with Dirichlet and Neumann boundary conditions. Its study, and in particular the asymptotic expansions which allow to derive asymptotic models, is postponed to Section 4, culminating with Proposition 4.10 and Proposition 4.15.

Meanwhile we make a small step outside the world of homogeneous and potential flows to consider interfacial waves between two layers of homogeneous fluids with irrotational velocities, in Section 3. Additional Dirichlet/Neumann operators appearing in this framework are tackled in Section 4.5.

## 1 The full Euler system

Let us introduce the equations which will serve as a reference for any other models in this manuscript. These equations are meant to predict the evolution of an infinite layer of a fluid (typically water) delimited above by a free surface and below by a rigid bottom under the effect of gravity. We will always assume that the upper surface and lower bottom of the fluid can be described through the graph of regular functions - so that no surging waves are allowed - and as such we can denote the domain of the fluid (see Figure 1.1) as

$$
\Omega^{t} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-d+b(t, \boldsymbol{x})<z<\zeta(t, \boldsymbol{x})\right\} .
$$

As apparent in this definition, $x \in \mathbb{R}^{d}$ with $d \in\{1,2\}$ (when the dimension is prescribed we shall denote $x=x$ when $d=1$ and $x=(x, y)$ when $d=2)$ is the horizontal variable and $z$ the vertical variable. We represent the depth at rest by $d>0$. We also denote the bottom topography and the surface deformation

$$
\begin{aligned}
& \Gamma_{\text {bot }} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \quad z=-d+b(t, \boldsymbol{x})\right\}, \\
& \Gamma_{\text {top }} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \quad z=\zeta(t, \boldsymbol{x})\right\},
\end{aligned}
$$

although we occasionally misname the surface deformation as the function $\zeta$ instead of $\Gamma_{\text {top }}$ and the bottom topography as $b$ instead of $\Gamma_{\text {bot }}$.


Figure 1.1 - Sketch of the domain and notations

The main goal is to predict the evolution of the surface deformation, $\Gamma_{\text {top }}$, together with the velocity field inside the layer. To this aim, we introduce the following full Euler equations:

$$
\begin{array}{ll}
\partial_{t} \rho+\nabla_{x, z} \cdot(\rho \boldsymbol{U})=0 & \text { in } \Omega^{t} \\
\rho \partial_{t} \boldsymbol{U}+\rho\left(\boldsymbol{U} \cdot \nabla_{x, z}\right) \boldsymbol{U}=-\nabla_{x, z} P-\rho g \boldsymbol{e}_{z} & \text { in } \Omega^{t} \\
\operatorname{div} \boldsymbol{U}=0 & \text { in } \Omega^{t} \\
\partial_{t} \zeta=w-\nabla \zeta \cdot U & \text { on } \Gamma_{\mathrm{top}} \\
\partial_{t} b=w-\nabla b \cdot \boldsymbol{U} & \text { on } \Gamma_{\mathrm{bot}}, \\
P-p_{\mathrm{atm}}=-\sigma \nabla \cdot\left(\frac{\nabla \zeta}{\sqrt{1+|\nabla \zeta|^{2}}}\right) & \text { on } \Gamma_{\mathrm{top}}, \tag{1.1f}
\end{array}
$$

The first three equations are the Euler equations for incompressible fluids, and represent the conservation of mass, of momentum and the incompressibility constraint. The fourth one is called the kinematic boundary condition and corresponds to the assumption that no fluid particle shall cross
the surface (in fact fluid particles at the surface are forever "trapped" at the surface). Similarly, the subsequent one is the impermeability condition ensuring that no fluid particle shall cross the bottom. We assume that the pressure jump at the surface is proportional to the mean curvature of the surface, with the constant $\sigma$ denoting the surface tension coefficient. Finally, we impose that the density does not vanish on the fluid domain or on the boundaries and enforce the non-cavitation assumption, i.e. the depth of the layer nowhere vanishes.

Here, $\rho(t, \boldsymbol{x}, z)$ is the fluid mass density at time $t$ and position $(\boldsymbol{x}, z)$. We denote by $\boldsymbol{U}(t, \boldsymbol{x}, z)$ the velocity of the fluid particle at time $t$ and position $(\boldsymbol{x}, z)$. We also denote $\boldsymbol{U}=(U, w)$ where $\boldsymbol{U}$ is the horizontal component and $w$ the vertical one. We denote $\nabla_{x, z}$ the $(d+1)$-dimensional gradient operator while $\nabla$ is the $d$-dimensional horizontal gradient operator. $P$ denotes the pressure inside the fluid; it is not an unknown but rather the Lagrange multiplier associated with the incompressibility constraint, eq. (1.1c), and can be deduced from other unknowns at any time instant by solving the equation obtained when taking the divergence of eq. (1.1b). Finally, $p_{\text {atm }}$ is the (prescribed) atmospheric pressure at the surface, $g$ is the (constant) acceleration of gravity, and $\boldsymbol{e}_{z}$ is the vertical upward unit vector.

Additional assumptions Many assumptions were made so as to write eq. (1.1), and we shall add other important ones even before we move towards the derivation of asymptotic models. For instance we neglected the effects of compressibility, viscosity, and friction at the bottom. This is motivated by the fact that when considering a large body of water with relatively mild behavior, these effects are expected to have almost no contribution on the evolution of the flow. We have also neglected the Coriolis effect, as well as the curvature of earth. This assumption is valid provided we consider a body of water which is not too large. Hence our framework is restricted between two extremes, the rule of thumb being that we describe waves that a human eye can see (see [263] for a more detailed and quantitative discussion). As our aim is to highlight only the relevant mechanism in the propagation of surface gravity waves, it makes sense to discard as early as possible any unnecessary complexities. In the same spirit, we shall discard the surface tension effects:

$$
\begin{equation*}
\sigma=0, \text { i.e. } P=p_{\mathrm{atm}} \quad \text { on } \Gamma_{\mathrm{top}} \tag{1.2a}
\end{equation*}
$$

However it turns out that the surface tension component, although a priori negligible, has very important theoretical consequences for some problems because it strongly modifies the high frequency behavior of the equations (in particular the linear group and phase velocity are no longer bounded and decreasing with the size of the wavenumber). This has strong consequences for instance when looking for traveling waves solutions, or for the well-posedness theory in the bilayer setting. This being said, we will use eq. (1.2a) for the sake of concision when deriving models; a version of the models with surface tension effects are always easy to deduce.

We will also assume thereafter that the bottom is time-independent:

$$
\begin{equation*}
\partial_{t} b=0 \quad \text { on } \Gamma_{\text {bot }} \tag{1.2b}
\end{equation*}
$$

and that the atmospheric pressure at the surface is uniform in space,

$$
\begin{equation*}
\nabla p_{\mathrm{atm}}=0 \quad \text { on } \Gamma_{\text {top }} \tag{1.2c}
\end{equation*}
$$

The above assumptions are made for concision and clarity, but again it is not difficult to add-at least formally - the effects of atmospheric or topographic changes in the models, which can be then used for studying the generation of waves in addition to their propagation. We refer for instance to [187, 299] for such study.

Such is not the case concerning the following assumptions which will be very important for the mathematical analysis: we assume that there exist $\rho_{\star}$ and $d_{\star}$ positive constants such that

$$
\begin{array}{ll}
\rho \geq \rho_{\star}>0 & \text { in } \Omega^{t} \\
d+\zeta-b \geq d_{\star}>0 & \text { in } \mathbb{R}^{d}
\end{array}
$$

The former assumption is quite natural in the oceanographic context, but not if eq. (1.1) is applied to the atmospheric motion. The non-cavitation assumption, eq. (1.2e), is much more consequential, and prevents any study near the shore, and in particular shoaling effects. We refer to [354, 313, 314] (and $[267,378,70]$ concerning important models in this manuscript) for some works dealing with this situation. We mention here that our unknowns, and in particular the surface deformation, $\zeta$, will be assumed to vanish at infinity through finite energy assumptions. In particular we have the far field conditions

$$
\begin{equation*}
|\zeta|,|\boldsymbol{U}| \rightarrow 0, \quad \rho(\cdot, z) \rightarrow \underline{\rho}(z) \quad \text { as }|\boldsymbol{x}| \rightarrow \infty \tag{1.2f}
\end{equation*}
$$

Most of the results extend to the periodic setting with almost no modifications ( $d$ is then the layer-depth average ensuring that $\zeta, b$ are mean-zero), but we expect they may also be extended to the more relevant Kato's uniformly local Sobolev spaces; see [12]. We will also assume sufficient regularity on all variables so that the identities above hold on the classical, pointwise sense. Let us now introduce the two crucial (and arguable) additional assumptions from which the so-called water waves equations is derived. We shall, unless otherwise specified, assume that the fluid is homogeneous, i.e. there exists a constant $\rho_{0}>0$ such that

$$
\begin{equation*}
\rho \equiv \rho_{0} \quad \text { in } \Omega^{t} \tag{1.3a}
\end{equation*}
$$

This assumption needs only to be made initially in time, as it is automatically propagated for positive times thanks to the mass conservation, eq. (1.1a) and incompressibility constraint, eq. (1.1c).

Finally there is one last very important assumption: we shall most of the time restrict ourselves to irrotational (or potential) flows, namely

$$
\begin{equation*}
\operatorname{rot} \boldsymbol{U}=\mathbf{0} \quad \text { in } \Omega^{t} \tag{1.3b}
\end{equation*}
$$

In the homogeneous setting, because all the forces in the right-hand side of eq. (1.1b) are potential, the irrotational assumption, eq. (1.3b), needs only to be set initially, and it is automatically propagated by the equations for positive times. Restricting motions to homogeneous potential flows turns out to be an extremely rewarding assumption, as it allows to rewrite the entire set of equations as only two scalar evolution equations for unknowns depending only the time and horizontal space variables. This striking reduction, which is described in the following Section, should be seen as a warning that much of the diversity of the waves of the original system, eq. (1.1), has been discarded through the assumptions of eq. (1.3a) and eq. (1.3b).

## 2 The water waves system

### 2.1 Derivation

We shall rewrite in this section the full Euler system, eq. (1.1)-(1.2), in the homogeneouseq. (1.3a) -and irrotational - eq. (1.3b) -framework as a simple-looking system of two scalar evolution equations. This is the so-called Zakharov-Craig-Sulem formulation which we will refer to simply as the water waves equations. The irrotationality assumption induces

$$
\boldsymbol{U}=\nabla_{x, z} \Phi \quad \text { in } \Omega^{t}
$$

where $\Phi(t, x, z) \in \mathbb{R}$ is the velocity potential, defined by $\boldsymbol{U}$ up to a time-dependent additive constant. We can then rewrite the momentum equation and incompressibility constraint in terms of the velocity potential:

$$
\begin{array}{ll}
\partial_{t} \Phi+\frac{1}{2}\left|\nabla_{x, z} \phi\right|^{2}=-\frac{1}{\rho_{0}}\left(P-p_{\mathrm{atm}}\right)-g z & \text { in } \Omega^{t}, \\
\Delta_{x, z} \Phi=0 & \text { in } \Omega^{t},
\end{array}
$$

The former is called the Bernoulli equation. As it has been obtained from an integration in space, it should include a time-dependent source term, which has been set to zero by choosing suitably the time-dependent additive constant in $\Phi$. The latter equation is of course Laplace's equation, hence the potential is harmonic. With this in mind, we introduce its trace at the surface,

$$
\psi(t, \boldsymbol{x}) \stackrel{\text { def }}{=} \Phi(t, \boldsymbol{x}, \zeta(t, x))
$$

and notice that the velocity potential, $\Phi$, is uniquely determined (under reasonable hypotheses, see below) by the knowledge of ( $\zeta, b, \psi$ ) after solving

$$
\begin{cases}\Delta_{x, z} \Phi=0 & \text { in } \Omega^{t}  \tag{2.1}\\ \phi=\psi & \text { on } \Gamma_{\text {top }}, \\ \partial_{z} \phi-(\nabla b) \cdot \nabla_{x} \Phi=0 & \text { on } \Gamma_{\text {bot }}\end{cases}
$$

the last equation being provided by eq. (1.1e), $\nabla_{x}$ being the $d$-dimensional horizontal gradient operator. The following result is standard in the theory of elliptic operators.

Proposition 2.1. Let $(\zeta, b) \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ such that eq. (1.2e) holds. Then for any $\psi \in \dot{H}^{2}\left(\mathbb{R}^{d}\right)$, there exists a unique $\Phi \in \stackrel{H}{H}^{2}\left(\Omega^{t}\right)$ strong solution to eq. (2.1).

Following Craig, Sulem and Sulem [127, 126], it is then convenient to introduce the Dirichlet-to-Neumann operator:

Definition 2.2 (Dirichlet-to-Neumann operator). Under the assumptions of Proposition 2.1, the Dirichlet-to-Neumann operator

$$
\begin{array}{ccc}
\mathcal{G}[\zeta, b]: & \stackrel{\circ}{2}^{2}\left(\mathbb{R}^{d}\right) & \rightarrow \\
H^{1 / 2}\left(\mathbb{R}^{d}\right) \\
\psi & \mapsto & \left.\left(\partial_{z} \Phi-(\nabla \zeta) \cdot \nabla_{x} \Phi\right)\right|_{z=\zeta}
\end{array}
$$

where $\Phi \in \dot{H}^{2}\left(\Omega^{t}\right)$ is the solution to eq. (2.1) provided by Proposition 2.1, is well-defined and continuous. If, moreover, $\zeta, b, \psi \in \dot{H}^{2+s_{\star}}\left(\mathbb{R}^{d}\right)$ with $s_{\star}>d / 2$, then $\mathcal{G}[\zeta, b] \psi \in H^{s_{\star}}\left(\mathbb{R}^{d}\right) \subset \mathcal{C}^{0}\left(\mathbb{R}^{d}\right)$.

We provide a proof of these Propositions in Section 4. Sharper results are provided in [263] together with a thorough description of many properties of the Dirichlet-to-Neumann operator. Let us collect some of them for future reference.

Proposition 2.3. Under the assumptions of Proposition 2.1 the Dirichlet-to-Neumann operator satisfies the following

- Identity of mass conservation:

$$
\mathcal{G}[\zeta, b] \psi=-\nabla \cdot(h \overline{\boldsymbol{u}})
$$

where $h=d+\zeta-b$ and $\overline{\boldsymbol{u}} \xlongequal{\text { def }} \frac{1}{h} \int_{-d+b}^{\zeta} \nabla_{x} \Phi \mathrm{~d} z$. In particular, $\mathcal{G}[\zeta, b] \psi \in\left(\dot{H}^{2}\left(\mathbb{R}^{d}\right)\right)^{\prime}$.

- Symmetry:

$$
\left\langle\psi_{1}, \mathcal{G}[\zeta, b] \psi_{2}\right\rangle_{\dot{H}^{2}-\left(\dot{H}^{2}\right)^{\prime}}=\left\langle\psi_{2}, \mathcal{G}[\zeta, b] \psi_{1}\right\rangle_{\dot{H}^{2}-\left(\dot{H}^{2}\right)^{\prime}} .
$$

- Positivity:

$$
\langle\psi, \mathcal{G}[\zeta, b] \psi\rangle_{H^{2}-\left(\dot{H}^{2}\right)^{\prime}} \approx\left|\Lambda^{-1 / 2} \nabla \psi\right|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}
$$

- Shape derivative:

$$
\mathrm{d}_{\zeta} \mathcal{G}[\zeta, b](\delta \zeta) \psi=-\mathcal{G}[\zeta, b]((\delta \zeta) \underline{w})-\nabla \cdot((\delta \zeta) \underline{u})
$$

where $\mathrm{d}_{\zeta} \mathcal{G}[\zeta, b](\delta \zeta) \psi$ is the derivative of the mapping $\zeta \mapsto \mathcal{G}[\zeta, b] \psi$ in the direction $\delta \zeta$, and we denote $\underline{w}=\frac{\underline{G}[\zeta, b] \psi+\nabla \zeta \cdot \nabla \psi}{1+|\nabla \zeta|^{2}}$ and $\underline{\boldsymbol{u}}=\nabla \psi-w \nabla \zeta$. One easily checks, by the above identity and chain rules, that $\left.\boldsymbol{U}\right|_{z=\zeta}=\left.\left(\nabla_{x, z} \Phi\right)\right|_{z=\zeta}=(\underline{\boldsymbol{u}}, \underline{w})$.

By the use of the chain rule, we can now rewrite the (trace at the surface of the) Bernoulli equation, eq. (1.1b'), as well as the kinematic boundary condition at the surface, eq. (1.1d):

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\mathcal{G}[\zeta, b] \psi=0  \tag{2.2}\\
\partial_{t} \psi+g \zeta+\frac{1}{2}|\nabla \psi|^{2}-\frac{(\mathcal{G}[\zeta, b] \psi+\nabla \zeta \cdot \nabla \psi)^{2}}{2\left(1+|\nabla \zeta|^{2}\right)}=0
\end{array}\right.
$$

We call the closed set of equations (2.2) the water waves system in order to distinguish it from the full Euler equations, eq. (1.1). It is easy to see, following the lines above, that any sufficiently regular solution to the full Euler equations, (1.1) with (1.2)-(1.3), satisfies the water waves system, eq. (2.2). The converse can also be verified. The analysis has been detailed even for mildly regular data-and in particular a very rough topography - in [10].

We conclude this section by noticing that eq. (2.2) may be equivalently written as

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \overline{\boldsymbol{u}})=0 \\
\partial_{t} \psi+g \zeta+\underline{\boldsymbol{u}} \cdot \nabla \psi-\frac{1}{2} \underline{\boldsymbol{u}} \cdot \underline{\boldsymbol{u}}-\underline{w}^{2}=0,
\end{array}\right.
$$

using the notations and identities of Proposition 2.3.

### 2.2 Variational structure

A remarkable property of the water waves equations, eq. (2.2), as put forward by Zakharov [414] is its canonical Hamiltonian structure. Indeed, define the Hamiltonian as the total energy, summing up the potential and kinetic energies (up to multiplying with $\rho$ the mass density):

$$
\begin{aligned}
\mathscr{H}(\zeta, \psi) & \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} g \zeta^{2}+\psi \mathcal{G}[\zeta, b] \psi \mathrm{d} \boldsymbol{x} \\
& =\int_{\mathbb{R}^{d}} \int_{-d+b}^{\zeta} g z+\frac{1}{2}\left|\nabla_{x, z} \phi\right|^{2} \mathrm{~d} z-\frac{1}{2}(d-b)^{2} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

Then one can show (using Proposition 2.3) that eq. (2.2) reads

$$
\partial_{t}\binom{\zeta}{\psi}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta} \mathscr{H}}{\delta_{\psi} \mathscr{H}}
$$

where $\delta_{\zeta} \mathscr{H}$ and $\delta_{\psi} \mathscr{H}$ denote the functional derivatives: for instance

$$
\forall \varphi \in \mathcal{D}\left(\mathbb{R}^{d}\right), \quad \lim _{\epsilon \rightarrow 0} \frac{\mathscr{H}(\zeta, \psi+\epsilon \varphi)-\mathscr{H}(\zeta, \psi)}{\epsilon}=\int_{\mathbb{R}^{d}}\left(\delta_{\psi} \mathscr{H}\right) \varphi \mathrm{d} x .
$$

We may associate a Lagrangian to the Hamiltonian structure: define

$$
\mathscr{L}_{\mathrm{Z}}=\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \psi \partial_{t} \zeta \mathrm{~d} x-\mathscr{H}(\zeta, \psi) \mathrm{d} t
$$

Then we see that the water waves equations, eq. (2.2) follows from Hamilton's principle

$$
\delta \mathscr{L}_{\mathrm{Z}}=0
$$

One may notice that, using the conservation of mass as a constraint, one can rewrite the Lagrangian as the difference between the kinetic and potential energies.

As noticed in [310], the Hamiltonian structure is closely related to Luke's variational formulation [283]. Indeed we can recover the water waves equations from Hamilton's principle using the Lagrangian action

$$
\begin{aligned}
\mathscr{L}_{\mathrm{L}} & =\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \int_{-d+b}^{\zeta} \frac{P-p_{\mathrm{atm}}}{\rho_{0}} \mathrm{~d} z+\frac{1}{2}(d-b)^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& =-\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \int_{-d+b}^{\zeta} \partial_{t} \Phi+\frac{1}{2}\left|\nabla_{\boldsymbol{x}, z} \Phi\right|^{2}+g z \mathrm{~d} z+\frac{1}{2}(d-b)^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
\end{aligned}
$$

where the second term is added for the sake of the finiteness of the integrals. As proof, let us observe that

$$
\mathscr{L}_{\mathrm{L}}+\mathscr{L}_{\mathrm{Z}}=\int_{t_{0}}^{t_{1}} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \int_{-d+b}^{\zeta} \Phi \mathrm{d} z \mathrm{~d} \boldsymbol{x} \mathrm{~d} t
$$

and the right-hand side does not contribute to Hamilton's principle. The Lagrangian action $\mathscr{L}_{\mathrm{Z}}$ is somewhat more favorable than Luke's counterpart, $\mathscr{L}_{\mathrm{L}}$, as the former is well-defined for variables having finite energy, $(\zeta, \psi) \in L^{2}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{1 / 2}\left(\mathbb{R}^{d}\right)$, while the latter demands additional decay assumptions at infinity.

Alternatively, we may specifically treat the conservation of mass as a constraint and write down the Lagrangian action as

$$
\mathscr{L} \stackrel{\text { def }}{=} \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \frac{1}{2} \psi \mathcal{G}[\zeta, b] \psi-\frac{g}{2} \zeta^{2}+\varphi\left(\partial_{t} \zeta-\mathcal{G}[\zeta, b] \psi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

where $\varphi$ is a Lagrange multiplier associated with the conservation of mass constraint. Again the water waves equations are obtained from Hamilton's principle since

$$
\delta_{\varphi} \mathscr{L}=\partial_{t} \zeta-\mathcal{G}[\zeta, b] \psi, \quad \delta_{\zeta} \mathscr{L}=\left(\frac{1}{2} \psi-\varphi\right) \delta_{\zeta} \mathcal{G}[\zeta, b] \psi-g \zeta-\partial_{t} \varphi, \quad \delta_{\psi} \mathscr{L}=\mathcal{G}[\zeta, b] \psi-\mathcal{G}[\zeta, b] \varphi .
$$

Such formulation is quite handy to quickly (but formally) derive asymptotic models, which then enjoy by construction a variational structure as well; see for instance [104], and Section 8.1.2.

One of the nice outcomes of the Hamiltonian structure is that it relates, through Noether's theorem, symmetry groups and conserved quantities (invariants) of the system.

### 2.2.1 Group symmetries

Some relevant group symmetries are as follows. If $(\zeta, \psi)$ is a solution to eq. (2.2), then for any $\theta \in \mathbb{R},\left(\zeta^{\theta}, \psi^{\theta}\right)$ also satisfies eq. (2.2), where

- Variation of base level for the velocity potential

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x})=(\zeta, \psi+\theta)(t, x)
$$

- Horizontal translation along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, x)=(\zeta, \psi)(t, x-\theta \boldsymbol{e})
$$

- Time translation

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x})=(\zeta, \psi)(t-\theta, \boldsymbol{x})
$$

- Galilean boost along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x})=(\zeta, \psi+\theta \boldsymbol{e} \cdot \boldsymbol{x})(t, \boldsymbol{x}-\theta \boldsymbol{e} t)
$$

- Horizontal rotation (in dimension $d=2$ and for a rotation-invariant bottom, $\boldsymbol{x}^{\perp} \cdot \nabla b=0$ )

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x})=(\zeta, \psi)\left(t, R_{\theta} \boldsymbol{x}\right)
$$

where $R_{\theta}$ is the rotation matrix of angle $\theta$.

### 2.2.2 Preserved quantities

We have the following related preserved quantities.

- Excess of mass

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x} .
$$

- Horizontal impulse (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} \quad(\text { if } b \equiv 0) .
$$

- Total energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}=0 \quad \mathscr{H} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} g \zeta^{2}+\psi \mathcal{G}[\zeta, b] \psi \mathrm{d} x .
$$

- Horizontal coordinate of mass centroid times mass (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{C}=\int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x}, \quad \mathscr{C} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{x} \mathrm{~d} \boldsymbol{x} \quad(\text { if } b \equiv 0)
$$

- Angular impulse (in dimension $d=2$ and for a rotation-invariant bottom, $\boldsymbol{x}^{\perp} \cdot \nabla b=0$ )

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{A}=0, \quad \mathscr{A} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{x}^{\perp} \cdot \nabla \psi \mathrm{d} \boldsymbol{x} .
$$

where $(x, y)^{\perp} \stackrel{\text { def }}{=}(-y, x)$.
The horizontal impulse and horizontal momentum are directly related after integration by parts: for instance in dimension $d=1$ and in the flat bottom case

$$
\mathscr{M} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \int_{-d}^{\zeta} \partial_{x} \phi \mathrm{~d} z \mathrm{~d} x=\mathscr{I}+\lim _{x \rightarrow+\infty} \int_{-d}^{\zeta} \phi \mathrm{d} z-\lim _{x \rightarrow-\infty} \int_{-d}^{\zeta} \phi \mathrm{d} z
$$

and the latter terms are time-independent (but do not necessarily vanish) as a consequence of the Bernoulli equation and our boundary conditions.

The quantities are preserved in a stronger sense: their integrand satisfies a conservation law, which we do not write out explicitly. The interested reader will find in [44] a full account on symmetry groups and conserved quantities of the full Euler system.

### 2.3 The linearized system

The system (2.2) linearized about the trivial solution, $(\zeta=0, \psi=0)$-and hence also around $(\zeta=0, \psi=\boldsymbol{u} \cdot \boldsymbol{x})$, where $\boldsymbol{u} \in \mathbb{R}^{d}$ is constant, by Galilean invariance - is explicitly solvable in the flat bottom case. Indeed, setting $\zeta=\epsilon \zeta^{0}, \psi=\epsilon \psi^{0}$ and $b=0$, keeping only first-order terms with respect to small $\epsilon$, one is left with the system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}-\mathcal{G}_{0} \psi^{0}=0  \tag{2.3}\\
\partial_{t} \psi^{0}+g \zeta^{0}=0
\end{array}\right.
$$

where $\mathcal{G}_{0} \stackrel{\text { def }}{=} \mathcal{G}[0,0] \psi^{0}=\left.\left(\partial_{z} \phi^{0}\right)\right|_{z=0}$ and $\phi^{0}$ is the unique solution to

$$
\begin{cases}\Delta_{x, z} \phi^{0}=0 & \text { in } \mathbb{R}^{d} \times(-d, 0)  \tag{2.4}\\ \phi^{0}=\psi^{0} & \text { on } \mathbb{R}^{d} \times\{0\}, \\ \partial_{z} \phi^{0}=0 & \text { on } \mathbb{R}^{d} \times\{-d\}\end{cases}
$$

Remark 2.4. It is possible to clarify the above vague statement and rigorously justify eq. (2.3) as an asymptotic model in a small amplitude regime, in the same way we justify shallow water asymptotic models in this document.

One can "explicitly" solve the Laplace problem, eq. (2.4), using the Fourier transform:

$$
\begin{equation*}
\phi^{0}=\frac{\cosh ((z+d)|D|)}{\cosh (d|D|)} \psi^{0} \tag{2.5}
\end{equation*}
$$

and hence

$$
\mathcal{G}_{0} \psi^{0}=|D| \tanh (d|D|) \psi^{0} .
$$

Here we use the convention for the Fourier multiplier operator (see Definition III.1) defined by

$$
\widehat{F(D) \varphi}(\boldsymbol{\xi})=F(\boldsymbol{\xi}) \widehat{\varphi}(\boldsymbol{\xi})
$$

where the Fourier transform is applied only on the horizontal variable. Plugging this formula into eq. (2.3), we recognize the linearized "Airy" equations introduced in Section ii.

It is very natural to look for dispersive estimates on the flow map of eq. (2.3). For simplicity, we will restrict our discussion here to dimension $d=1$; see $[143,134]$ for extensions to more general frameworks. Diagonalizing

$$
\mathrm{L}(D) \stackrel{\text { def }}{=}\left(\begin{array}{cc}
0 & \mathcal{G}_{0} \\
-g & 0
\end{array}\right)=\mathrm{P}(D)\left(\begin{array}{cc}
i\left(g \mathcal{G}_{0}\right)^{1 / 2} & 0 \\
0 & -i\left(g \mathcal{G}_{0}\right)^{1 / 2}
\end{array}\right) \mathrm{P}(D)^{-1}, \quad \mathrm{P}(D)=\left(\begin{array}{cc}
\mathcal{G}_{0}^{1 / 2} & \mathcal{G}_{0}^{1 / 2} \\
i g^{1 / 2} & -i g^{1 / 2}
\end{array}\right),
$$

we find it is sufficient to study the following semigroup

$$
\mathrm{S}_{t}=\exp \left(i t\left(g \mathcal{G}_{0}\right)^{1 / 2}\right)=\exp \left(i t(g|D| \tanh (d|D|))^{1 / 2}\right) .
$$

To this aim, we shall use the standard Littlewood-Paley dyadic decomposition. Let $\chi \in C_{0}^{\infty}((-2,2))$ be such that $\chi(\xi)=1$ for $|\xi| \leq 1, \chi$ is even and non-increasing on $\mathbb{R}^{+}$, and let $\tilde{\chi}(\xi) \stackrel{\text { def }}{=} \chi(\xi)-\chi(2 \xi)$, and $\Delta_{\lambda}$ the frequency cut-off operators defined for $\lambda \in 2^{\mathbb{N}}$ by

$$
\Delta_{2^{N}}=\tilde{\chi}\left(|D| /\left(2^{N}\right)\right) \quad\left(N \in \mathbb{N}^{\star}\right)
$$

Hence $\sum_{\lambda \in 2^{Z}} \Delta_{\lambda}=$ Id. We have the following dispersive estimate.
Lemma 2.5. Let $d=1$. For any $g, d>0$ and $2 \leq r \leq \infty$, there exists $C>0$ such that for any $t \in \mathbb{R}^{\star}$ and $\lambda=2^{N}$ with $N \in \mathbb{N}^{\star}$ and $f \in L^{r^{\prime}}(\mathbb{R})$ with $\frac{1}{r}+\frac{1}{r^{\prime}}=1$,

$$
\left|S_{t} \Delta_{\lambda} f\right|_{L^{r}} \leq C\left(\lambda^{3 / 4}|t|^{-1 / 2}\right)^{1-2 / r}\left|\Delta_{\lambda} f\right|_{L^{r^{\prime}}}
$$

Proof. It suffices to prove the estimate for $r=\infty$ (and hence $r^{\prime}=1$ ), ${ }^{17}$ the general case is deduced by interpolating with the $r=r^{\prime}=2$ estimate (using Plancherel equality)

$$
\left|S_{t} \Delta_{\lambda} f\right|_{L^{2}} \leq\left|\Delta_{\lambda} f\right|_{L^{2}}
$$

We have

$$
\left(\mathrm{S}_{t} \Delta_{\lambda} f\right)(x)=\frac{1}{2 \pi} \int_{\mathbb{R}} e^{i(x \xi+m(\xi) t)} \tilde{\chi}(\xi / \lambda) \widehat{f}(\xi) \mathrm{d} \xi=\frac{\lambda}{2 \pi} \int_{\mathbb{R}} e^{i(\lambda \times \xi+m(\lambda \xi) t)} \tilde{\chi}(\xi) \widehat{f}(\lambda \xi) \mathrm{d} \xi
$$

where we denote $m(\xi)=(g|\xi| \tanh (d|\xi|))^{1 / 2}$. Hence

$$
\left|S_{t} \Delta_{\lambda} f\right|_{L^{\infty}} \lesssim\left|I_{\lambda, t}\right|_{L^{\infty}}|\widehat{f}|_{L^{\infty}} \lesssim\left|I_{\lambda, t}\right|_{L^{\infty}}|f|_{L^{1}}
$$

[^11]where
$$
I_{\lambda, t}(x)=\lambda \int_{\mathbb{R}} e^{i t \phi_{\lambda}(\xi)} \tilde{\chi}(\xi) \mathrm{d} \xi
$$
where $\phi_{\lambda}(\xi)=\lambda \xi x / t+m(\lambda \xi)$. The above is an oscillatory integral which can be estimated thanks to [381, Corollary, p. 334], and using that
$$
-m^{\prime \prime}(\xi) \gtrsim|\xi|\left(1+|\xi|^{2}\right)^{-5 / 4}
$$

It follows, for any $\lambda \in 2^{N}$ with $N \in \mathbb{N} \cup\{-1\}$,

$$
\left|S_{t} \Delta_{\lambda} f\right|_{L^{\infty}} \lesssim\left|I_{\lambda, t}\right|_{L^{\infty}}|f|_{L^{1}} \lesssim \lambda\left|\lambda^{1 / 2} t\right|^{-1 / 2}|f|_{L^{1}}
$$

The result follows using the identity $\Delta_{\lambda}=\left(\Delta_{\lambda / 2}+\Delta_{\lambda}+\Delta_{2 \lambda}\right) \Delta_{\lambda}$.
As usual, Strichartz estimates follow from the dispersive estimates in Lemma 2.5.
Proposition 2.6. Let $d=1$. For any $g, d>0$ and $2 \leq r \leq \infty$, as well as $2 \leq q<\infty$ such that $\frac{2}{q}=\frac{d}{2}\left(1-\frac{2}{r}\right)$, there exists $C>0$ such that for any $t \in \mathbb{R}^{\star}$ and $\lambda=2^{N}$ with $N \in \mathbb{N}^{\star}$, any $f \in L^{2}(\mathbb{R})$,

$$
\left|\mathrm{S}_{t} \Delta_{\lambda} f\right|_{L_{t}^{q} L_{x}^{r}} \leq C \lambda^{3 d / 8(1-2 / r)}|f|_{L^{2}} .
$$

Proof. The proof is standard. Let $q^{\prime}$ and $r^{\prime}$ such that $\frac{1}{q}+\frac{1}{q^{\prime}}=1$ and $\frac{1}{r}+\frac{1}{r^{\prime}}=1$. By Minkowski inequality, Lemma 2.5 (replacing $\Delta_{\lambda}$ with $\Delta_{\lambda}^{2}$, which is obviously valid) and the Hardy-LittlewoodSobolev inequality with $\frac{1}{q^{\prime}}+\frac{d}{2}\left(1-\frac{2}{r}\right)=1+\frac{1}{q}$, we have for any $F$ such that $\Delta_{\lambda} F \in L_{t}^{q^{\prime}} L_{X}^{r^{\prime}}$

$$
\begin{aligned}
\left\|\int_{\mathbb{R}} \mathrm{S}_{t-s} \Delta_{\lambda}^{2} F(s, \cdot) \mathrm{d} s\right\|_{L_{t}^{q} L_{x}^{r}} & \left.\left.\lesssim\left|\int_{\mathbb{R}}\right| \mathrm{S}_{t-s} \Delta_{\lambda}^{2} F(s, \cdot)\right|_{L_{x}^{r}} \mathrm{~d} s\right|_{L_{t}^{q}} \\
& \left.\left.\lesssim\left|\int_{\mathbb{R}}\left(\lambda^{3 d / 4}|t-s|^{-1 / 2}\right)^{1-2 / r}\right| \Delta_{\lambda} F\right|_{L_{x}^{r^{\prime}}} \mathrm{d} s\right|_{L_{t}^{q}} \\
& \left.\left.\lesssim \lambda^{3 d / 4(1-2 / r)}| | \Delta_{\lambda} F\right|_{L_{x}^{r^{\prime}}}\right|_{L_{t}^{q^{\prime}}}=\lambda^{3 d / 4(1-2 / r)}\left\|\Delta_{\lambda} F\right\|_{L_{t}^{q^{\prime} L_{x}^{r^{\prime}}}} .
\end{aligned}
$$

We conclude with the infamous $T T^{\star}$ argument; see e.g. [388].
Remark 2.7. Proposition 2.6 is still valid when $d \geq 2$; see [143, 134]. The Strichartz estimate exhibits a maximal regularizing effect of $d / 8$ derivatives, with respect to the naive estimate following from Bernstein inequality and Parseval equality:

$$
\left|S_{t} \Delta_{\lambda} f\right|_{L_{x}^{r}} \lesssim \lambda^{d / 2(1-2 / r)}\left|S_{t} \Delta_{\lambda} f\right|_{L_{x}^{2}} \leq \lambda^{d / 2(1-2 / r)}\left|\Delta_{\lambda} f\right|_{L^{2}} \lesssim|f|_{H^{d / 2(1-2 / r)}}
$$

We did not include the low-frequency component, $\lambda=2^{N}$ with $N \in \mathbb{Z}$ since then the time decay of the dispersive estimate is weaker; see again [134]. Loosely speaking, the conclusion is that dispersive effects are quite weak.

### 2.4 Non-dimensionalization

We discussed previously the relevance of neglecting some effects (viscosity, friction, etc.) based on vague comments on the typical scales of the setting. These comments can be made quantitative after scaling the variables so as to extract the relevant dimensionless parameters which allow to measure the respective strength of various mechanisms. This step is also of tremendous importance to our goal since we shall motivate asymptotic models based on a smallness assumption of such a parameter. The following scaling appears naturally after solving explicitly the linearized system around the trivial solution, eq. (2.3).

We set

$$
x=\frac{x}{\lambda} \quad ; \quad z=\frac{z}{d} \quad ; \quad t=t \frac{\sqrt{g d}}{\lambda}
$$

and

$$
\zeta=\frac{\zeta}{a_{\mathrm{top}}} \quad ; \quad b=\frac{b}{a_{\mathrm{bot}}} \quad ; \quad \Phi=\phi \frac{d}{a_{\mathrm{top}} \lambda \sqrt{g d}}
$$

In these formulae, we introduced a typical horizontal wavelength denoted $\lambda$ as well as $a_{\text {top }}$ (resp. $a_{\text {bot }}$ ) denoting the typical amplitude of the surface deformation (resp. bottom topography). We also recognize $c_{0} \stackrel{\text { def }}{=} \sqrt{g d}$ which is the celerity of infinitesimally long and small waves, and $T=\lambda / c_{0}$ their time period. With this scaling and introducing the dimensionless parameters

$$
\begin{equation*}
\varepsilon=\frac{a_{\mathrm{top}}}{d} \quad ; \quad \beta=\frac{a_{\mathrm{bot}}}{d} \quad ; \quad \mu=\frac{d^{2}}{\lambda^{2}}, \tag{2.6}
\end{equation*}
$$

the dimensional water waves equations, eq. (2.2), becomes

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=0,  \tag{2.7}\\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\varepsilon \nabla \zeta \cdot \nabla \psi\right)^{2}}{2\left(1+\mu \varepsilon^{2}|\nabla \zeta|^{2}\right)}=0
\end{array}\right.
$$

where we define the (dimensionless) Dirichlet-to-Neumann operator as

$$
\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=\left.\left(\partial_{z} \Phi-\mu(\varepsilon \nabla \zeta) \cdot \nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}
$$

where $\Phi$ is the unique solution to

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi+\partial_{z}^{2} \Phi=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1+\beta b<z<\varepsilon \zeta\right\}  \tag{2.8}\\ \Phi=\psi & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta\right\} \\ \partial_{z} \Phi-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1+\beta b\right\}\end{cases}
$$

Now all the variables except for the dimensionless parameters are typically of size $\mathcal{O}(1) .{ }^{18}$ It is clear from the above that $\varepsilon$ measures the strength of the nonlinear effects in the systems, while $\beta$ measures the magnitude of topography effects. Finally the parameter $\mu$ is the so-called shallowness parameter. A small value of the shallowness parameter amounts to assuming that most of the energy of the wave is located at low (spatial) frequencies, and that in some sense "derivatives of the unknowns are smaller than the unknowns". We have also found in the previous section that smallness of the shallowness parameter is related to the weakness of dispersive effects.

As a rule of thumb, typical values of these dimensionless parameters in the context of coastal oceanography range as

$$
\varepsilon \in[0,0.1] \quad ; \quad \beta \in[0,0.5] \quad ; \quad \mu \in(0,0.01]
$$

Our models will be derived from the assumption that

$$
\mu \ll 1 \quad ; \quad \varepsilon, \beta=\mathcal{O}(1)
$$

although (most of) our results will hold for any triple of parameters $(\mu, \varepsilon, \beta)$ in the following set.

[^12]Definition (Shallow water asymptotic regime). Given $\mu^{\star}>0$, we let

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

Remark 2.8. Keeping track of the surface tension effects would yield

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=0,  \tag{2.9}\\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\varepsilon \nabla \zeta \cdot \nabla \psi\right)^{2}}{2\left(1+\mu \varepsilon^{2}|\nabla \zeta|^{2}\right)}=\frac{1}{\mathrm{Bo}} \nabla \cdot\left(\frac{\nabla \zeta}{\sqrt{1+\mu \varepsilon^{2}|\nabla \zeta|^{2}}}\right),
\end{array}\right.
$$

where the Bond number, $\mathrm{Bo}=\frac{\rho_{0} g \lambda^{2}}{\sigma}$, measures the ratio of gravity forces over capillary forces.
Our choice of scaling has been done having in mind the applications to coastal oceanography, and in particular the range $\mu \in\left(0, \mu^{\star}\right]$. Another natural framework is that of deep water $\mu \in\left[\mu_{\star}, \infty\right)$, for which the usual scaling is

$$
x=\frac{x}{\lambda} \quad ; \quad z=\frac{z}{\lambda} \quad ; \quad t=t \frac{\sqrt{g \lambda}}{\lambda}
$$

and

$$
\zeta=\frac{\zeta}{a_{\mathrm{top}}} \quad ; \quad b=\frac{b}{a_{\mathrm{bot}}} \quad ; \quad \Phi=\phi \frac{1}{a_{\mathrm{top}} \sqrt{g \lambda}}
$$

With this scaling the dimensionless problem becomes

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\frac{1}{\sqrt{\mu}} \mathcal{G}^{\mu}\left[\frac{\epsilon}{\sqrt{\mu}} \zeta, \beta b\right] \psi=0,  \tag{2.10}\\
\partial_{t} \psi+\zeta+\frac{\epsilon}{2}|\nabla \psi|^{2}-\epsilon \frac{\left(\frac{1}{\sqrt{\mu}} \mathcal{G}^{\mu}\left[\frac{\epsilon}{\sqrt{\mu}} \zeta, \beta b\right] \psi+\epsilon \nabla \zeta \cdot \nabla \psi\right)^{2}}{2\left(1+\epsilon^{2}|\nabla \zeta|^{2}\right)}=\frac{1}{\mathrm{Bo}} \nabla \cdot\left(\frac{\nabla \zeta}{\sqrt{1+\epsilon^{2}|\nabla \zeta|^{2}}}\right),
\end{array}\right.
$$

where we introduce a convenient new dimensionless parameter,

$$
\epsilon=\varepsilon \sqrt{\mu}=\frac{a_{\mathrm{top}}}{\lambda}
$$

representing the typical steepness of the wave. Notice that in the limit $\mu \rightarrow \infty$, one has

$$
\lim _{\mu \rightarrow \infty} \frac{1}{\sqrt{\mu}} \mathcal{G}^{\mu}\left[\frac{\epsilon}{\sqrt{\mu}} \zeta, \beta b\right] \psi=\mathcal{G}^{\infty}[\epsilon \zeta, \beta b] \psi=\left.\left(\partial_{z} \Phi^{\infty}-(\epsilon \nabla \zeta) \cdot \nabla_{x} \Phi^{\infty}\right)\right|_{z=\epsilon \zeta}
$$

where $\Phi^{\infty}$ is the unique solution to

$$
\begin{cases}\Delta_{x} \Phi^{\infty}+\partial_{z}^{2} \Phi^{\infty}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-\infty<z<\epsilon \zeta\right\} \\ \Phi^{\infty}=\psi & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\epsilon \zeta\right\} \\ \partial_{z} \Phi^{\infty} \rightarrow 0 & \text { as } z \rightarrow-\infty\end{cases}
$$

Hence eq. (2.10) also makes sense in the infinite-layer framework $(\mu=\infty)$, and in this case any reference to the depth $d$ has disappeared, as it should.

If one wants to cover the full range of values $\mu \in(0, \infty)$, then may as in [263] use the scaling

$$
x=\frac{x}{\lambda} \quad ; \quad z=\frac{z}{\lambda} \quad ; \quad t=t \frac{\sqrt{g \lambda \tanh (d / \lambda)}}{\lambda}
$$

(the scaling in $z$ is somehow immaterial and appears only in the Laplace problem) and

$$
\zeta=\frac{\zeta}{a_{\mathrm{top}}} \quad ; \quad b=\frac{b}{a_{\mathrm{bot}}} \quad ; \quad \Phi=\Phi \frac{1}{a_{\mathrm{top}} \sqrt{g \lambda / \tanh (d / \lambda)}}
$$

which yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\frac{1}{\tanh (\sqrt{\mu})} \frac{1}{\sqrt{\mu}} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=0,  \tag{2.11}\\
\partial_{t} \psi+\zeta+\frac{\varepsilon \sqrt{\mu}}{2 \tanh (\sqrt{\mu})}|\nabla \psi|^{2}-\frac{\varepsilon \sqrt{\mu}}{\tanh (\sqrt{\mu})} \frac{\left(\frac{1}{\sqrt{\mu}} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\varepsilon \sqrt{\mu} \nabla \zeta \cdot \nabla \psi\right)^{2}}{2\left(1+\mu \varepsilon^{2}|\nabla \zeta|^{2}\right)} \\
=\frac{1}{\operatorname{Bo}} \nabla \cdot\left(\frac{\nabla \zeta}{\sqrt{1+\mu \varepsilon^{2}|\nabla \zeta|^{2}}}\right)
\end{array}\right.
$$

We conclude this section by noticing that system (2.7) may be equivalently written as

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=0 \\
\partial_{t} \psi+\zeta+\varepsilon \underline{\boldsymbol{u}} \cdot \nabla \psi-\frac{\varepsilon}{2} \underline{\boldsymbol{u}} \cdot \underline{\boldsymbol{u}}-\frac{\mu \varepsilon}{2} \underline{w}^{2}=0
\end{array}\right.
$$

where we denote $\left.(\underline{\boldsymbol{u}}, \underline{w}) \stackrel{\text { def }}{=}\left(\nabla_{\boldsymbol{x}} \Phi, \frac{1}{\mu} \partial_{z} \Phi\right)\right|_{z=\varepsilon \zeta}$ and used the identities

$$
\underline{\boldsymbol{u}}=\nabla \psi-\mu \varepsilon \underline{w} \nabla \zeta \quad \text { and } \quad \underline{w}=\varepsilon \underline{\boldsymbol{u}} \cdot \nabla \zeta+\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=\frac{\varepsilon \nabla \psi \cdot \nabla \zeta+\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi}{1+\mu \varepsilon^{2}|\nabla \zeta|^{2}} .
$$

### 2.5 Well-posedness

The full justification of asymptotic models in the shallow water regime is made possible by a well-posedness result in Sobolev spaces proved by Iguchi [220] and Lannes [263] (improving the earlier work in collaboration with Alvarez-Samaniego [14]), and of which we provide below a rough statement. The main point in this result is that it allows to control the size of solutions on a relevant time interval, uniformly with respect to the shallow water parameter, $\mu \in\left(0, \mu^{\star}\right]$.

Theorem 2.9. Let $d \in\{1,2\}, \mu^{\star}>0, h_{\star}>0, a_{\star}>0, M^{\star} \geq 0$, and $N \geq 5$. There exists $C, T>0$ and an operator $\mathfrak{a}: H^{N+1}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{N+1}\left(\mathbb{R}^{d}\right) \times W^{N+1, \infty}\left(\mathbb{R}^{d}\right) \rightarrow \mathcal{C}\left(\mathbb{R}^{d}\right)$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, for any $\left(\zeta_{0}, \psi_{0}\right) \in H^{N+1}\left(\mathbb{R}^{d}\right) \times \dot{H}^{N+1}\left(\mathbb{R}^{d}\right)$ and $b \in W^{N+1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{N+1}}+\left|\varepsilon \nabla \psi_{0}\right|_{H^{N}}+|\beta b|_{W^{N+1, \infty}} \leq M^{\star}
$$

and

$$
\inf _{\mathbb{R}^{d}}\left(1+\varepsilon \zeta_{0}-\beta b\right) \geq h_{\star}>0 \quad \text { and } \quad \inf _{\mathbb{R}^{d}} \mathfrak{a}\left[\varepsilon \zeta_{0}, \varepsilon \psi_{0}, \beta b\right] \geq a_{\star}>0
$$

there exists a unique $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right) ; H^{N}\left(\mathbb{R}^{d}\right) \times \dot{H}^{N-1 / 2}\left(\mathbb{R}^{d}\right)\right)$ classical solution to eq. (2.7) with initial data $\left.(\zeta, \psi)\right|_{t=0}=\left(\zeta_{0}, \psi_{0}\right)$. Moreover, one has for any $t \in\left(0, T / M_{0}\right]$

$$
|\zeta(t, \cdot)|_{H^{N}}+|\nabla \psi(t, \cdot)|_{H^{N-3 / 2}} \leq C\left(\left|\zeta_{0}\right|_{H^{N+1}}+\left|\nabla \psi_{0}\right|_{H^{N}}\right)
$$

and $\inf _{\mathbb{R}^{d}}(1+\varepsilon \zeta(t, \cdot)-\beta b) \geq h_{\star} / 2, \inf _{\mathbb{R}^{d}} \mathfrak{a}[\varepsilon \zeta, \varepsilon \psi, \beta b] \geq a_{\star} / 2$.
Remark 2.10. The loss of derivatives in the statement is only apparent: we can define an energy functional and a corresponding functional space which is propagated by the flow, ${ }^{19}$ and we can prove in fact the well-posedness in the sense of Hadamard (i.e. with the continuity of the flow with respect to the initial data). Oversimplifying, Theorem 2.9 relies in one part on estimates

[^13]with $\boldsymbol{k} \in \mathbb{N}^{d}$ multi-indices and $\mathcal{G}_{0}^{\mu}=\frac{1}{\sqrt{\mu}}|D| \tanh (\sqrt{\mu}|D|) \approx \frac{|D|^{2}}{1+\sqrt{\mu}|D|} ;$ see $[263, \S 4]$.
on the Dirichlet-to-Neumann operator refining the elliptic theory covered in Section 4, and on the other part on energy estimates, viewing the water waves equations as a quasilinear system-when written using the appropriate (Alinhac's) unknowns - in the same way we will consider the SaintVenant system (in Section 5.3), the Green-Naghdi system (in Section 8.5 and Section 8.6) and fully dispersive counterparts (in Section 10.5) and the Isobe-Kakinuma systems (in Section 13.6) later on. Incidentally, a nice proof of the quasilinear nature of the water waves system was recently provided in [361]. The operator $\mathfrak{a}$ naturally arises as a hyperbolicity condition on the system. Specifically, it is defined as ${ }^{20}$
$$
\mathfrak{a}[\varepsilon \zeta, \varepsilon \psi, \beta b] \stackrel{\text { def }}{=} 1+\varepsilon\left(\partial_{t}+\varepsilon \underline{\boldsymbol{u}} \cdot \nabla\right) \underline{w},
$$
where we recall $\left.(\underline{\boldsymbol{u}}, \underline{w}) \stackrel{\text { def }}{=}\left(\nabla_{\boldsymbol{x}} \Phi, \frac{1}{\mu} \partial_{z} \Phi\right)\right|_{z=\varepsilon \zeta}$. It is also physically motivated since it is equivalent to the Rayleigh-Taylor criterion, namely $\inf _{\mathbb{R}^{d}}\left(-\left.\partial_{z} P\right|_{z=\varepsilon \zeta}\right)>0$; see [263, Proposition 4.29]. The water waves equations is ill-posed if this criterion is violated [168]. The Rayleigh-Taylor criterion is automatically satisfied as soon as we restrict the set of parameters $\mathfrak{p}_{\mathrm{SW}}$ to $\varepsilon \mu$ or $\varepsilon^{2} \beta \mu$ being sufficiently small; see [263, §4.3.5].

Theorem 2.9 is only one of the well-posedness results on the water waves equations, and is neither the oldest nor the sharpest one. The reader can refer to [263, footnote 4, p. 102] for earlier important references. Among them one can point out as specially relevant to our future discussion the works by Ovsjannikov [343, 344] and Kano and Nishida [238, 239, 237], which set the foundation-after the formal expansion procedure described by Friedrichs in [383, Appendix A]-for the rigorous justification of shallow water models for data with analytic regularity, and [332, 412, 114] for pioneering explorations in finite-regularity (Sobolev) spaces.

As for posterior results, Alazard, Burq and Zuily (see [11] among other works) have extracted the paradifferential structure of the water waves equations, which allowed to considerably lower the regularity threshold for which well-posedness holds. More recently, an impressive body of literature has been dedicated to the delicate study of the large-time behavior of solutions-such as global or almost-global existence results, scattering or modified scattering for small initial data-depending on the dimension $d$, the domain $\mathbb{R}^{d}$ or $\mathbb{T}^{d}$, the presence of surface tension, etc.. A comprehensive account with extensive references can be found for instance in [133, 6]. These latter results typically rely on the dispersive nature of the system and hence do not hold uniformly with respect to the parameter $\mu \ll 1$. A detailed study of the interplay between these results and smallness assumptions of the shallowness parameter is yet to be accomplished.

In the opposite direction, the existence time is finite in general at least in the infinite-depth situation and dimension $d=1$ : (i) regular initial data exist whose interface is a graph and such that the corresponding solution to the water waves system generates a finite time singularity, as the interface ceases to be a graph; and (ii) regular initial data exist such that the solution to the water waves system written in coordinates that allow overturning waves produces a self-intersecting interface in finite time; see $[80,79,78]$ and the survey [112].

Another interesting question arises when comparing Theorem 2.9 and the result in [11] as in the latter the bottom topography can be very wild, due to smoothing effects on the contribution of the bottom topography. Yet this smoothing effect is not uniform with respect to the parameter $\mu \ll 1$ (see discussion in $[263, \S 2.5 .3,3.7 .2$ and A.4]), and the important issue of the behavior of shallow water waves over "rough", random or non-smooth topographies is still not fully understood from a mathematical viewpoint, despite important advances in [207, 358, 330, 184, 359, 119, 120, 124, 84]; see also [83] for an extended discussion and other relevant references. Concerning the influence of large but smooth bottom topography one can also ask whether the existence time in Theorem 2.9 can be proved to be uniform with respect to the parameter $\beta$. A partial result, using surface tension has been obtained in [303]; see also the discussion in Section 8.7.

[^14]
### 2.6 Traveling waves

It is not the place - nor the author - to review the rich theory of traveling waves for the water waves system, let alone the much richer one concerning the full Euler equation. Let me simply mention, for comparison with corresponding results on subsequent models, that in the unidimensional $(d=1)$ and flat bottom $(b \equiv 0)$ framework, the existence of smooth solitary waves ${ }^{21}$ has been obtained by Lavrent'ev [269], Friedrichs and Hyers [185], Beale [41] and Mielke [307]. These waves are of small amplitude and supercritical $(c>1)$. The limit of large (but finite) amplitude solutions has been investigated by Amick and Toland [391, 22], leading to the proof of Stokes' conjecture that (solitary) waves of greatest height are characterized by a sharp crest with angle $2 \pi / 3$; see $[21,352]$.

These results only scratch the surface of the theory - spanning over more than a century concerning special solutions to eq. (2.7) or the infinite-depth counterpart, with or without surface tension (see Remark 2.8), which include periodic traveling waves [274, 385], three-dimensional $(d=2)$ waves [125, 201, 65], standing waves [353] and quasi-periodic waves; see [181] and references in the Literature paragraph therein, and the surveys in $[109,62]$ for more details.

[^15]
## 3 Interfacial waves system

While the two assumptions of homogeneity, eq. (1.3a), and irrotationality, eq. (1.3b), are extremely beneficial, as we have seen in the preceding section, they can be seen as too restrictive and indeed miss important physical phenomena; see e.g. [229, 209] and references therein. We will not consider the case of homogeneous water waves with vorticity in this work, ${ }^{22}$ but will slightly unveil some properties in the wild world of inhomogeneous water waves.

The simplest setting one can imagine is that of interfacial waves, where the fluid consists in two layers separated by a free interface. This is physically sound in locations where the water contains fresh/warm water above denser salted/cold water, and if the separation between the two (the pycnocline) is sharp. If the fluids inside each layer are assumed homogeneous and flows irrotational, then we can build an extension to the water waves equations in this bilayer framework. While having a similar structure as the water wave equations, eq. (2.2), and in particular consisting in a handful of scalar equations for unknown functions of time and horizontal space variables only, the resulting equations are more intricate and possess interesting new features. Among them we shall emphasize the role of the density contrast, and the emergence of Kelvin-Helmholtz instabilities.

### 3.1 Derivation



Figure 3.1 - Sketch of the domain and notations
In this section we consider special solutions to the full Euler system, eq. (1.1)-(1.2), satisfying that the fluid can be split into two layers with homogeneous densities and irrotational velocities; see Figure 3.1. Denote the two fluid domains as

$$
\Omega_{1}^{t} \stackrel{\text { def }}{=}\left\{(x, z) \in \mathbb{R}^{d+1}: \zeta_{2}(t, x)<z<d_{1}+\zeta_{1}(t, x)\right\}
$$

and

$$
\Omega_{2}^{t} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-d_{2}+b(\boldsymbol{x})<z<\zeta_{2}(t, \boldsymbol{x})\right\}
$$

delimited by the free surface, the interface and the bottom topography:

$$
\begin{aligned}
& \Gamma_{\text {top }} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=d_{1}+\zeta_{1}(t, \boldsymbol{x})\right\}, \\
& \Gamma_{\text {int }} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \quad z=\zeta_{2}(t, \boldsymbol{x})\right\}, \\
& \Gamma_{\text {bot }} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \quad z=-d_{2}+b(\boldsymbol{x})\right\} .
\end{aligned}
$$

[^16]Assuming ${ }^{23}$ that the fluid is homogeneous in each layer:

$$
\rho \equiv \rho_{\ell}>0 \quad \text { in } \Omega_{\ell}^{t} \quad(\ell \in\{1,2\})
$$

and that the flows are potential in each layer:

$$
\boldsymbol{U}=\nabla_{x, z} \Phi_{\ell} \quad \text { in } \Omega_{\ell}^{t} \quad(\ell \in\{1,2\}),
$$

and imposing the kinematic boundary condition at the interface: $:^{24}$

$$
\partial_{t} \zeta_{2}=\partial_{z} \Phi_{1}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{1}=\partial_{z} \Phi_{2}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{2} \quad \text { in } \Gamma_{\text {int }}
$$

and the continuity of the pressure at the interface (in addition to the surface), we can follow the strategy in Section 2.1 and (see e.g. [148]) rewrite the full Euler equations (1.1)-(1.2) equivalently as the following system, which we refer to as the interfacial waves system.

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{1}-\mathcal{G}_{1}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right)=0  \tag{3.1}\\
\partial_{t} \zeta_{2}-\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}=0, \\
\partial_{t} \psi_{1}+g \zeta_{1}+\frac{1}{2}\left|\nabla \psi_{1}\right|^{2}-\frac{\left(\mathcal{G}_{1}\left[\zeta_{1}, \zeta_{2}, b\right] \psi_{1}+\nabla \zeta_{1} \cdot \nabla \psi_{1}\right)^{2}}{2\left(1+\left|\nabla \zeta_{1}\right|^{2}\right)}=0 \\
\partial_{t}\left(\rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right)+g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}+\frac{1}{2}\left(\rho_{2}\left|\nabla \psi_{2}\right|^{2}-\rho_{1}\left|\nabla \varphi_{1}\right|^{2}\right) \\
\quad-\frac{\rho_{2}\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}-\rho_{1}\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\left|\nabla \zeta_{2}\right|^{2}\right)}=0
\end{array}\right.
$$

where $\mathcal{G}_{1}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right), \mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}$ and $\varphi_{1}=\mathcal{H}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right)$ are defined by

$$
\begin{aligned}
\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2} & =\left.\left(\partial_{z} \Phi_{2}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{2}\right)\right|_{z=\zeta_{2}}, \\
\mathcal{G}_{1}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right) & =\left.\left(\partial_{z} \Phi_{1}-\left(\nabla \zeta_{1}\right) \cdot \nabla_{x} \Phi_{1}\right)\right|_{z=d_{1}+\zeta_{1}}, \\
\varphi_{1}=\mathcal{H}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right) & =\left.\Phi_{1}\right|_{z=\zeta_{2}},
\end{aligned}
$$

where $\Phi_{2}$ is uniquely determined by

$$
\begin{cases}\Delta_{x, z} \phi_{2}=0 & \text { in } \Omega_{2}^{t}  \tag{3.2}\\ \phi_{2}=\psi_{2} & \text { on } \Gamma_{\text {int }} \\ \partial_{z} \Phi_{2}-(\nabla b) \cdot \nabla_{x} \Phi_{2}=0 & \text { on } \Gamma_{\text {bot }}\end{cases}
$$

and then $\Phi_{1}$ is uniquely determined by

$$
\begin{cases}\Delta_{x, z} \Phi_{1}=0 & \text { in } \Omega_{1}^{t}  \tag{3.3}\\ \Phi_{1}=\psi_{1} & \text { on } \Gamma_{\text {top }} \\ \partial_{z} \phi_{1}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{1}=\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2} & \text { on } \Gamma_{\mathrm{int}}\end{cases}
$$

By the superposition principle, we have the decomposition

$$
\Phi_{1}=\Phi_{1, \mathrm{D}}+\Phi_{1, \mathrm{~N}}
$$

where
$\left\{\begin{array}{ll}\Delta_{x, z} \phi_{1, \mathrm{D}}=0 & \text { in } \Omega_{1}^{t}, \\ \phi_{1, \mathrm{D}}=\psi_{1} & \text { on } \Gamma_{\text {top }}, \\ \partial_{z} \Phi_{1, \mathrm{D}}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{1, \mathrm{D}}=0 & \text { on } \Gamma_{\text {int }},\end{array} \begin{cases}\Delta_{x, z} \Phi_{1, \mathrm{~N}}=0 & \text { in } \Omega_{1}^{t}, \\ \Phi_{1, \mathrm{~N}}=0 \\ \partial_{z} \Phi_{1, \mathrm{~N}}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{1, \mathrm{~N}}=\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2} & \text { on } \Gamma_{\text {top }}, \\ \text { on } \Gamma_{\text {int }},\end{cases}\right.$

[^17]and we consistently decompose, with hopefully obvious definitions,
\[

$$
\begin{aligned}
\mathcal{G}_{1}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right) & =\mathcal{G}_{1, \mathrm{D}}\left[\zeta_{1}, \zeta_{2}\right] \psi_{1}+\mathcal{G}_{1, \mathrm{~N}}\left[\zeta_{1}, \zeta_{2}\right] \mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2} \\
\mathcal{H}_{1}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right) & =\mathcal{H}_{\mathrm{D}}\left[\zeta_{1}, \zeta_{2}\right] \psi_{1}+\mathcal{H}_{\mathrm{N}}\left[\zeta_{1}, \zeta_{2}\right] \mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}
\end{aligned}
$$
\]

In particular the operators $\mathcal{G}_{1}, \mathcal{G}_{2}$ and $\mathcal{H}$ are well-defined (and continuous) in suitable functional Sobolev or Beppo Levi spaces by the following result, which follows from the analysis in Section 4, and in particular Proposition 4.5 and Proposition 4.20.
Proposition 3.1. Let $\left(\zeta_{1}, \zeta_{2}, b\right) \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ such that

$$
\left\{\begin{array}{l}
d_{2}+\zeta_{2}-b \geq d_{\star}>0  \tag{3.4}\\
d_{1}+\zeta_{1}-\zeta_{2} \geq d_{\star}>0
\end{array} \quad \text { in } \mathbb{R}^{d}\right.
$$

Then for any $\psi_{1}, \psi_{2} \in \stackrel{\circ}{H}^{2}\left(\mathbb{R}^{d}\right)$, there exist unique $\Phi_{\ell} \in \stackrel{\circ}{H}^{2}\left(\Omega_{\ell}^{t}\right)(\ell \in\{1,2\})$ strong solution to eq. (3.2)-(3.3).

### 3.1.1 The rigid-lid assumption

In the study of interfacial waves in the oceanographic context, one often uses the so-called rigid-lid assumption, based on the observation that the amplitude of interfacial waves are of several order of magnitudes greater than surface waves. Hence we assume altogether that the surface is flat (this is only an approximation of course, whose validity is discussed below, and here we depart from exact solutions to the full Euler equations), that is

$$
\Omega_{1}^{t} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \zeta_{2}(t, \boldsymbol{x})<z<d_{1}\right\} \quad ; \quad \Gamma_{\text {top }} \stackrel{\text { def }}{=}\left\{(x, z) \in \mathbb{R}^{d+1}: z=d_{1}+\zeta_{1}(t, x)\right\},
$$

and eq. (3.1) becomes

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}=0  \tag{3.5}\\
\partial_{t}\left(\rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right)+g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}+\frac{1}{2}\left(\rho_{2}\left|\nabla \psi_{2}\right|^{2}-\rho_{1}\left|\nabla \varphi_{1}\right|^{2}\right) \\
-\frac{\rho_{2}\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}-\rho_{1}\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\left|\nabla \zeta_{2}\right|^{2}\right)}=0
\end{array}\right.
$$

where $\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}$ and $\varphi_{1}=\mathcal{H}\left[\zeta_{2}, b\right] \psi_{2}$ are defined (mind the abuse of notation) by

$$
\begin{aligned}
\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2} & =\left.\left(\partial_{z} \Phi_{2}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{2}\right)\right|_{z=\zeta_{2}}, \\
\varphi_{1}=\mathcal{H}\left[\zeta_{2}, b\right] \psi_{2} & =\left.\Phi_{1}\right|_{z=\zeta_{2}},
\end{aligned}
$$

where $\Phi_{2}$ is uniquely determined as above by

$$
\begin{cases}\Delta_{x, z} \phi_{2}=0 & \text { in } \Omega_{2}^{t}  \tag{3.6}\\ \Phi_{2}=\psi_{2} & \text { on } \Gamma_{\text {int }} \\ \partial_{z} \Phi_{2}-(\nabla b) \cdot \nabla_{x} \Phi_{2}=0 & \text { on } \Gamma_{\text {bot }}\end{cases}
$$

and then $\Phi_{1}$ is determined up to a harmless additive constant by the Laplace problem with rigid-lid

$$
\begin{cases}\Delta_{x, z} \Phi_{1}=0 & \text { in } \Omega_{1}^{t}  \tag{3.7}\\ \partial_{z} \Phi_{1}=0 & \text { on } \Gamma_{\text {top }} \\ \partial_{z} \Phi_{1}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{1}=G_{2}\left[\zeta_{2}, b\right] \psi_{2} & \text { on } \Gamma_{\text {int }}\end{cases}
$$

Again, the operators $\mathcal{G}_{2}$ and $\mathcal{H}$ are well-defined (and continuous) in suitable functional Sobolev or Beppo Levi spaces; see [52, Appendix A] or [262, Proposition 1]. System (3.5) is seemingly
simpler that system (3.1) since it contains only two scalar equations. It allows to concentrate on the propagation of interfacial waves while the bilayer system with free surface describes the coupled propagation of surface and interfacial waves. In the limit of small density contrast, $1-\frac{\rho_{1}}{\rho_{2}} \ll 1$, one can observe a decoupling of the two modes of propagation, the surface waves propagating much faster than interfacial waves. The validity of the rigid-lid assumption lies in that regime, which is somewhat similar to the weakly incompressible limit. This analogy is quite apparent (and rigorously justified) for the hydrostatic equations, studied in Section 6.2.5.

Another formulation equivalent to eq. (3.5) is the following:

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\mathcal{G}_{1}\left[\zeta_{2}\right] \varphi_{1}=\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2},  \tag{3.8}\\
\partial_{t} \varphi_{1}+g \zeta_{2}+\frac{1}{2}\left|\nabla \varphi_{1}\right|^{2}-\frac{\left(\mathcal{G}_{1}\left[\zeta_{2}\right] \varphi_{1}+\nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\left|\nabla \zeta_{2}\right|^{2}\right)}=-\frac{1}{\rho_{1}} p_{\mathrm{int}} \\
\partial_{t} \psi_{2}+g \zeta_{2}+\frac{1}{2}\left|\nabla \psi_{2}\right|^{2}-\frac{\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}}{2\left(1+\left|\nabla \zeta_{2}\right|^{2}\right)}=-\frac{1}{\rho_{2}} p_{\mathrm{int}}
\end{array}\right.
$$

where $\mathcal{G}_{2}$ is as above and (mind the abuse of notation)

$$
\mathcal{G}_{1}\left[\zeta_{2}\right] \varphi_{1}=\left.\left(\partial_{z} \Phi_{1}-\left(\nabla \zeta_{2}\right) \cdot \nabla_{x} \Phi_{1}\right)\right|_{z=\zeta_{2}}
$$

where $\Phi_{1}$ is uniquely determined by the Laplace problem

$$
\begin{cases}\Delta_{x, z} \phi_{1}=0 & \text { in } \Omega_{1}^{t}  \tag{3.9}\\ \partial_{z} \Phi_{1}=0 & \text { on } \Gamma_{\text {top }} \\ \Phi_{1}=\varphi_{1} & \text { on } \Gamma_{\mathrm{int}}\end{cases}
$$

The variable $p_{\text {int }}$, representing the pressure at the interface, can be interpreted as a Lagrange multiplier associated with the compatibility condition $\mathcal{G}_{1}\left[\zeta_{2}\right] \varphi_{1}=\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}$. While eq. (3.8) seems more complicated than the previous formulation, it is beneficial that both $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ are Dirichlet-to-Neumann operators, which are studied in details in Section 4, while $\mathcal{H}\left[\zeta_{2}, b\right]=\mathcal{G}_{1}\left[\zeta_{2}\right]^{-1} \circ \mathcal{G}_{2}\left[\zeta_{2}, b\right]$ requires the analysis of its inverse; see again [262].

### 3.1.2 The Boussinesq approximation

Another standard approximation for systems with weak density contrast is the so-called Boussinesq approximation. Here we neglect the density difference in all but buoyancy terms (that is the ones with a $g$ prefactor) in the Bernoulli equation in eq. (3.5):

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}=0, \\
\partial_{t}\left(\psi_{2}-\varphi_{1}\right)+g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}+\frac{1}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\left|\nabla \varphi_{1}\right|^{2}\right) \\
\quad-\frac{\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}-\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\left|\nabla \zeta_{2}\right|^{2}\right)}=0
\end{array}\right.
$$

(the definitions of $\varphi_{1}=\mathcal{H}\left[\zeta_{2}, b\right] \psi_{2}$ and the operators $\mathcal{G}_{1}$ and $\mathcal{H}$ are unchanged). This yields some striking simplifications in the analysis, in particular on the hydrostatic equations; see Section 6.2.1.

We could do the same approximation in the free-surface equations, eq. (3.1), but this would be somehow inconsistent as the rigid-lid assumption and Boussinesq approximation stem from the same hypothesis.

### 3.1.3 Interfacial tension

As we shall discuss below, the Cauchy problem for eq. (3.5) - or eq. (3.5')—is ill-posed in Sobolev spaces, due to the so-called Kelvin-Helmholtz instabilities. However, these instabilities disappear (at least from the modal study as we shall see below; see [262] for the rigorous nonlinear study)
when interfacial tension effects are added. ${ }^{25}$ Taking into account a density jump proportional to the mean curvature at the interface yields the following generalization of eq. (3.5):

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}=0  \tag{3.10}\\
\partial_{t}\left(\rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right)+g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}+\frac{1}{2}\left(\rho_{2}\left|\nabla \psi_{2}\right|^{2}-\rho_{1}\left|\nabla \varphi_{1}\right|^{2}\right) \\
\quad-\frac{\rho_{2}\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}-\rho_{1}\left(\mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\left|\nabla \zeta_{2}\right|^{2}\right)}=\sigma \nabla \cdot\left(\frac{\nabla \zeta_{2}}{\sqrt{1+\left|\nabla \zeta_{2}\right|^{2}}}\right)
\end{array}\right.
$$

where $\sigma$ is the interfacial tension coefficient. Of course we could do the same for the free-surface equations, eq. (3.1), with or without surface tension.

### 3.2 Variational structure

Zakharov's canonical Hamiltonian formulation to the water waves equations (recall Section 2.2) can be generalized to the bilayer framework, and the Hamiltonian functional is still the total (perturbation of the) energy of the system, written with suitable variables. This was put forward in $[43,117]$ in the rigid-lid (or rather infinite-depth) case, and in [19, 118] for the free-surface case.

## The free-surface case Consider

$$
\begin{aligned}
\mathscr{H} & \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}^{2}+g \rho_{1} \zeta_{1}^{2}+\left(\rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right) \mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2}+\rho_{1} \psi_{1} \mathcal{G}_{1}\left[\zeta_{1}, \zeta_{2}, b\right]\left(\psi_{1}, \psi_{2}\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{\mathbb{R}^{d}} C+\int_{-d_{2}+b}^{\zeta_{2}} \rho_{2} g z+\frac{\rho_{2}}{2}\left|\nabla_{x, z} \phi_{2}\right|^{2} \mathrm{~d} z+\int_{\zeta_{2}}^{d_{1}+\zeta_{1}} \rho_{1} g z+\frac{\rho_{1}}{2}\left|\nabla_{x, z} \phi_{1}\right|^{2} \mathrm{~d} z
\end{aligned}
$$

where $C$ is a constant tailored so that the second integral is finite. Viewing $\mathscr{H}$ as a functional for $\left(\zeta_{1}, \zeta_{2}, \xi_{1} \stackrel{\text { def }}{=} \rho_{1} \psi_{1}, \xi_{2} \stackrel{\text { def }}{=} \rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right)$, one can check that—at least formally-eq. (3.1) reads

$$
\partial_{t}\left(\begin{array}{l}
\zeta_{1} \\
\xi_{1} \\
\zeta_{2} \\
\xi_{2}
\end{array}\right)=\left(\begin{array}{c}
\delta_{\xi_{1}} \mathscr{H} \\
-\delta_{\zeta_{1}} \mathscr{H} \\
\delta_{\xi_{2}} \mathscr{H} \\
-\delta_{\zeta_{2}} \mathscr{H}
\end{array}\right) .
$$

Alternatively, we can define the Lagrangian of the system with the difference between potential and kinetic energy; see [118, (2.23)].

Associated with the Hamiltonian formulation and natural symmetry groups of the system are preserved quantities (invariants). Related to the variation of base level for the velocity potentials are the obvious conservation of the excess of mass:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}_{\ell}=0, \quad \mathscr{Z}_{\ell} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{\ell} \mathrm{d} \boldsymbol{x} \quad(\ell \in\{1,2\}) .
$$

From horizontal translation invariance (in the flat bottom case) we obtain the conservation of the horizontal impulse

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{1} \nabla \xi_{1}+\zeta_{2} \nabla \xi_{2} \mathrm{~d} \boldsymbol{x} \quad(\text { if } b \equiv 0)
$$

From time translation invariance we obtain the conservation of the energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}=0 .
$$

[^18]The rigid-lid case Consider now

$$
\begin{aligned}
\mathscr{H} & \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}^{2}+\left(\rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right) \mathcal{G}_{2}\left[\zeta_{2}, b\right] \psi_{2} \mathrm{~d} \boldsymbol{x} \\
& =\int_{\mathbb{R}^{d}} C+\int_{-d_{2}+b}^{\zeta_{2}} \rho_{2} g z+\frac{\rho_{2}}{2}\left|\nabla_{x, z} \Phi_{2}\right|^{2} \mathrm{~d} z+\int_{\zeta_{2}}^{d_{1}} \rho_{1} g z+\frac{\rho_{1}}{2}\left|\nabla_{x, z} \Phi_{1}\right|^{2} \mathrm{~d} z
\end{aligned}
$$

where $C$ is a constant tailored so that the second integral is finite. Viewing $\mathscr{H}$ as a functional for $\left(\zeta_{2}, \xi_{2} \stackrel{\text { def }}{=} \rho_{2} \psi_{2}-\rho_{1} \varphi_{1}\right)$, one obtains the canonical formulation for eq. (3.5):

$$
\partial_{t}\binom{\zeta_{2}}{\xi_{2}}=\binom{\delta_{\xi_{2}} \mathscr{H}}{-\delta_{\zeta_{2}} \mathscr{H}} .
$$

Alternatively, we can define the Lagrangian of the system with the difference between potential and kinetic energy; see [118, above (2.15)].

Associated with the Hamiltonian formulation and natural symmetry groups of the system are preserved quantities (invariants). Related to the variation of base level for the velocity potentials are the obvious conservation of the excess of mass:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \mathrm{~d} \boldsymbol{x} .
$$

From horizontal translation invariance (in the flat bottom case) we obtain the conservation of the horizontal impulse

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \nabla \xi_{2} \mathrm{~d} \boldsymbol{x} \quad(\text { if } b \equiv 0)
$$

From time translation invariance we obtain the conservation of the energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}=0 .
$$

See [43] for more details.

### 3.3 Modal analysis

The free-surface case We linearize (3.1) about the trivial solution ( $\zeta_{1}=\zeta_{2}=0, \psi_{1}=\psi_{2}=0$ ). While this can be straightforwardly generalized to $\psi_{1}=\psi_{2}=\boldsymbol{u} \cdot \boldsymbol{x}$ by Galilean invariance, it should be noticed that the assumption $\psi_{1}=\psi_{2}$ is strong and consequential, and the case of different background velocities is tackled in the rigid-lid framework below. Setting $\zeta_{\ell}=\epsilon \zeta_{\ell}^{0}, \psi_{\ell}=\epsilon \psi_{\ell}^{0}$ $(\ell \in\{1,2\})$ and $b=0$, keeping only first-order terms with respect to small $\epsilon$, one obtains

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{1}^{0}-\mathcal{G}_{1}[0,0,0]\left(\psi_{1}^{0}, \psi_{2}^{0}\right)=0  \tag{3.11}\\
\partial_{t} \zeta_{2}^{0}-\mathcal{G}_{2}[0,0] \psi_{2}^{0}=0 \\
\partial_{t} \psi_{1}^{0}+g \zeta_{1}^{0}=0 \\
\partial_{t}\left(\rho_{2} \psi_{2}^{0}-\rho_{1} \mathcal{H}[0,0,0]\left(\psi_{1}^{0}, \psi_{2}^{0}\right)\right)+g\left(\rho_{2}-\rho_{1}\right) \zeta_{2}^{0}=0
\end{array}\right.
$$

where $\mathcal{G}_{1}[0,0,0], \mathcal{G}_{2}[0,0]$ and $\mathcal{H}[0,0,0]$ are explicitly found by solving in (horizontal) Fourier space

$$
\left\{\begin{array} { l l } 
{ \Delta _ { x , z } \phi _ { 2 } ^ { 0 } = 0 } & { \text { in } \mathbb { R } ^ { d } \times ( - d _ { 2 } , 0 ) , } \\
{ \phi _ { 2 } ^ { 0 } = \psi _ { 2 } ^ { 0 } } & { \text { on } \mathbb { R } ^ { d } \times \{ 0 \} , } \\
{ \partial _ { z } \phi _ { 2 } ^ { 0 } = 0 } & { \text { on } \mathbb { R } ^ { d } \times \{ - d _ { 2 } \} , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{ll}
\Delta_{x, z} \phi_{1}^{0}=0 & \text { in } \mathbb{R}^{d} \times\left(0, d_{1}\right) \\
\Phi_{1}^{0}=\psi_{1}^{0} & \text { on } \mathbb{R}^{d} \times\left\{d_{1}\right\} \\
\partial_{z} \phi_{1}^{0}=\mathcal{G}_{2}[0,0] \psi_{2}^{0} & \text { on } \mathbb{R}^{d} \times\{0\}
\end{array}\right.\right.
$$

We find

$$
\phi_{2}^{0}=\frac{\cosh \left(\left(z+d_{2}\right)|D|\right)}{\cosh \left(d_{2}|D|\right)} \psi_{2}^{0} \quad ; \quad \phi_{1}^{0}=\frac{\cosh (z|D|)}{\cosh \left(d_{1}|D|\right)} \psi_{1}^{0}+\frac{\sinh \left(\left(z-d_{1}\right)|D|\right)}{\cosh \left(d_{1}|D|\right)} \tanh \left(d_{2}|D|\right) \psi_{2}^{0}
$$

and hence

$$
\begin{aligned}
\mathcal{G}_{2}[0,0] \psi_{2}^{0} & =|D| \tanh \left(d_{2}|D|\right) \psi_{2}^{0}, \\
\mathcal{G}_{1}[0,0,0]\left(\psi_{1}^{0}, \psi_{2}^{0}\right) & =|D| \tanh \left(d_{1}|D|\right) \psi_{2}^{0}+\frac{|D| \tanh \left(d_{2}|D|\right)}{\cosh \left(d_{1}|D|\right)} \psi_{2}^{0}, \\
\mathcal{H}[0,0,0]\left(\psi_{1}^{0}, \psi_{2}^{0}\right) & =\frac{1}{\cosh \left(d_{1}|D|\right)} \psi_{1}^{0}-\tanh \left(d_{1}|D|\right) \tanh \left(d_{2}|D|\right) \psi_{2}^{0} .
\end{aligned}
$$

Plugging these expressions into eq. (3.11) yields the dispersion relation

$$
\omega(\boldsymbol{\xi})^{4}-g|\boldsymbol{\xi}| \rho_{2} \frac{\tanh \left(d_{1}|\boldsymbol{\xi}|\right)+\tanh \left(d_{2}|\boldsymbol{\xi}|\right)}{\rho_{2}+\rho_{1} \tanh \left(d_{1}|\boldsymbol{\xi}|\right) \tanh \left(d_{2}|\boldsymbol{\xi}|\right)} \omega(\boldsymbol{\xi})^{2}+g^{2}|\boldsymbol{\xi}|^{2} \frac{\left(\rho_{2}-\rho_{1}\right) \tanh \left(d_{1}|\boldsymbol{\xi}|\right) \tanh \left(d_{2}|\boldsymbol{\xi}|\right)}{\rho_{2}+\rho_{1} \tanh \left(d_{1}|\boldsymbol{\xi}|\right) \tanh \left(d_{2}|\boldsymbol{\xi}|\right)}=0
$$

This equation has two non-negative solutions (and their opposite) if $0 \leq \rho_{1} \leq \rho_{2}$ (we implicitly assume $g>0$ ), corresponding to the "stable" case wherein the lower fluid is heavier than the upper one. Taking the limit $\rho_{1} \rightarrow 0$, we observe

$$
\omega_{\ell}(\boldsymbol{\xi})^{2} \rightarrow g|\boldsymbol{\xi}| \tanh \left(d_{\ell}|\boldsymbol{\xi}|\right) \quad \text { as } \rho_{1} \rightarrow 0 \quad(\ell \in\{1,2\})
$$

and we recognize the dispersion relation of the (one-layer) linearized water waves equations, with reference depth $d_{1}$ and $d_{2}$. Taking the limit $\rho_{1} \rightarrow \rho_{2}$, we observe a strong separation between the two modes of propagation:

$$
\left\{\begin{array}{l}
\omega_{+}(\boldsymbol{\xi})^{2} \rightarrow g|\boldsymbol{\xi}| \tanh \left(\left(d_{1}+d_{2}\right)|\boldsymbol{\xi}|\right) \\
\omega_{-}(\boldsymbol{\xi})^{2} \sim g|\boldsymbol{\xi}| \frac{\left(\rho_{2}-\rho_{1}\right) \tanh \left(d_{1}| | \mid\right) \tanh \left(d_{2}|D|\right)}{\rho_{2} \tanh \left(d_{1}|D|\right)+\rho_{1} \tanh \left(d_{2}|D|\right)} \quad \text { as } \rho_{1} \nearrow \rho_{2} .
\end{array}\right.
$$

The first solution corresponds to the barotropic (or surface) mode, while the second one corresponds to the baroclinic mode, and is of interest for the propagation of interfacial waves. While for fixed wave number, the baroclinic mode has considerably lower group or phase velocity than the corresponding barotropic one, it should be noticed that there always exist a larger wavenumber for which the barotropic velocity will coincide. See [121, 122, 123] for a study of the effect of long baroclinic (interfacial) waves to short barotropic (surface) waves, and Figure 3.2 for an illustration.

The rigid-lid case Now we linearize eq. (3.8), about the constant shear solution:

$$
\left(\zeta_{2}=\epsilon \zeta^{0}, \varphi_{1}=\boldsymbol{u}_{1} \cdot \boldsymbol{x}+\epsilon \varphi_{1}^{0}, \psi_{2}=\boldsymbol{u}_{2} \cdot \boldsymbol{x}+\epsilon \psi_{2}^{0}\right)
$$

in the flat bottom case, $b \equiv 0$. Notice that contrary to above, we use here different (but constant) background velocities in the two layers. The shear velocity $\boldsymbol{v} \stackrel{\text { def }}{=} \boldsymbol{u}_{2}-\boldsymbol{u}_{1}$ is invariant by Galilean transformation. In this framework we mimic the behavior of small perturbations to any solutions. ${ }^{26}$ Keeping only first-order terms in $\epsilon$ yields the following closed system for the perturbations $\zeta^{0}$ and $\psi^{0}=\frac{\rho_{2}}{\rho_{1}+\rho_{2}} \psi_{2}^{0}-\frac{\rho_{1}}{\rho_{1}+\rho_{2}} \varphi_{1}^{0}$ (see e.g. [261, 85, 43, 268])

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+c(D) \cdot \nabla \zeta^{0}-b(D) \psi^{0}=0 \\
\partial_{t} \psi^{0}+a(D) \zeta^{0}+c(D) \cdot \nabla \psi^{0}=0
\end{array}\right.
$$

[^19]

Figure 3.2 - Wave frequencies, $|\omega|\left(d_{1}|\boldsymbol{\xi}|\right)$, according to eq. (3.11). $d_{2}=4 d_{1}$.
where

$$
\begin{aligned}
& a(D) \stackrel{\text { def }}{=} g \frac{\rho_{2}-\rho_{1}}{\rho_{1}+\rho_{2}}-\frac{\rho_{1} \rho_{2} /\left(\rho_{1}+\rho_{2}\right)}{\rho_{2} \tanh \left(d_{1}|D|\right)+\rho_{1} \tanh \left(d_{2}|D|\right)} \frac{(\boldsymbol{v} \cdot D)^{2}}{|D|}, \\
& b(D) \stackrel{\text { def }}{=} \frac{\left(\rho_{1}+\rho_{2}\right) \tanh \left(d_{1}|D|\right) \tanh \left(d_{2}|D|\right)}{\rho_{2} \tanh \left(d_{1}|D|\right)+\rho_{1} \tanh \left(d_{2}|D|\right)}|D|, \\
& c(D) \stackrel{\text { def }}{=} \frac{\rho_{2} \tanh \left(d_{1}|D|\right) \boldsymbol{u}_{2}+\rho_{1} \tanh \left(d_{2}|D|\right) \boldsymbol{u}_{1}}{\rho_{2} \tanh \left(d_{1}|D|\right)+\rho_{1} \tanh \left(d_{2}|D|\right)}
\end{aligned}
$$

and hence we have the dispersion relation

$$
\begin{equation*}
(\omega(\boldsymbol{\xi})-c(\boldsymbol{\xi}) \cdot \boldsymbol{\xi})^{2}=a(\boldsymbol{\xi}) b(\boldsymbol{\xi}) . \tag{3.12}
\end{equation*}
$$

Notice incidentally that for $\boldsymbol{u}_{1}=\boldsymbol{u}_{2}=\mathbf{0}$, we obtain the dispersion relation of the baroclinic mode in the small density contrast limit.

Since $b(\boldsymbol{\xi})>0$ for $\boldsymbol{\xi} \neq \mathbf{0}$, we find that the Fourier mode with wave vector $\boldsymbol{\xi}$ is exponentially amplified (i.e. unstable) if $a(\boldsymbol{\xi})<0$. This occurs for $|\boldsymbol{\xi}|$ sufficiently large as soon as $\boldsymbol{v} \neq \mathbf{0}$, which brings to light the role of shear velocities. This phenomenon is known as Kelvin-Helmholtz instabilities. Moreover, the exponential rate grows proportionally to $|\boldsymbol{v} \cdot \boldsymbol{\xi}|$ as $|\boldsymbol{\xi}| \rightarrow \infty$ and in particular takes arbitrarily large values.

In the opposite direction, as $|\boldsymbol{\xi}| \rightarrow 0$, we have $a(\boldsymbol{\xi}) \stackrel{\text { def }}{=} g \frac{\rho_{2}-\rho_{1}}{\rho_{1}+\rho_{2}}-\frac{\rho_{1} \rho_{2} /\left(\rho_{1}+\rho_{2}\right)}{\rho_{2} d_{1}+\rho_{1} d_{2}}\left(\frac{v \boldsymbol{\xi}}{\mid \boldsymbol{\xi}}\right)^{2}+\mathcal{O}\left(|\boldsymbol{v} \| \boldsymbol{\xi}|^{2}\right)$, so that Kelvin-Helmholtz modal instabilities do not appear for small wavenumbers provided that $\rho_{2}>\rho_{1}$ and the shear velocity is sufficiently small. This is consistent with the well-posedness results obtained on the (nonlinear) Saint-Venant systems presented in Section 6.

In order to tame Kelvin-Helmholtz instabilities, it has been suggested to include surface tension effects, as in Section 3.1.3. Indeed for eq. (3.10) the dispersion relation becomes

$$
(\omega(\boldsymbol{\xi})-c(\boldsymbol{\xi}) \cdot \boldsymbol{\xi})^{2}=a_{\sigma}(\boldsymbol{\xi}) b(\boldsymbol{\xi}), \quad a_{\sigma}(\boldsymbol{\xi})=a(\boldsymbol{\xi})+\frac{\sigma}{\rho_{1}+\rho_{2}}|\boldsymbol{\xi}|^{2}
$$

and hence, for any $\sigma>0, a_{\sigma}(\boldsymbol{\xi})>0$ for $|\boldsymbol{\xi}|$ sufficiently large. Moreover, for $\boldsymbol{v}$ sufficiently small, Fourier modes are stable for all wave vectors. We refer again to [268] for an extended modal analysis, and to [262] (and references therein) for the rigorous nonlinear approach. See Figure 3.3 for a numerical illustration.


Figure 3.3 - Dispersion relation. We plot $(\omega(d \boldsymbol{\xi})-\boldsymbol{c}(d \boldsymbol{\xi}) \cdot d \boldsymbol{\xi})^{2} /\left|c_{0}^{\prime} d \boldsymbol{\xi}\right|^{2}=a_{\sigma}(d \boldsymbol{\xi}) b(d \boldsymbol{\xi}) /\left|c_{0}^{\prime} d \boldsymbol{\xi}\right|^{2}$; negative values indicate unstable modes.
We set $\rho_{1} / \rho_{2}=0.9, d_{1}=d_{2} / 4,2 \boldsymbol{v}=c_{0}^{\prime}=\sqrt{g \frac{\left(\rho_{2}-\rho_{1}\right) d_{1} d_{2}}{\rho_{2} d_{1}+\rho_{1} d_{2}}}$.
In the presence of surface tension, $\mathrm{Bo}=\frac{g\left(\rho_{2}-\rho_{1}\right) d_{1}^{2}}{\sigma}=15$.

### 3.4 Non-dimensionalization

As for the water waves equations (see Section 2.4), we non-dimensionalize the equations as a first step before introducing asymptotic models.

The free-surface case We set

$$
\boldsymbol{x}=\frac{x}{\lambda} \quad ; \quad z=\frac{z}{d_{1}} \quad ; \quad t=t \frac{c_{0}^{\prime}}{\lambda}
$$

and

$$
\zeta_{1}=\frac{\zeta}{a_{\mathrm{top}}} \quad ; \quad \zeta_{2}=\frac{\zeta}{a_{\mathrm{int}}} \quad ; \quad b=\frac{b}{a_{\mathrm{bot}}} \quad ; \quad \Phi_{\ell}=\Phi_{\ell} \frac{d_{1}}{a_{\mathrm{int}} \lambda c_{0}^{\prime}}
$$

In these formulae, we introduced a typical horizontal wavelength denoted $\lambda$ as well as $a_{\text {top }}$ (resp. $a_{\mathrm{int}}, a_{\mathrm{bot}}$ ) denoting the typical amplitude of the surface deformation (resp. interface deformation, bottom topography). We also set $c_{0}^{\prime} \stackrel{\text { def }}{=} \sqrt{g \frac{\left(\rho_{2}-\rho_{1}\right) d_{1} d_{2}}{\rho_{2} d_{1}+\rho_{1} d_{2}}}$ which is the celerity of infinitesimally long and small internal waves-based on eq. (3.12) -and $T=\lambda / c_{0}^{\prime}$ their time period. We also introduce the dimensionless parameters

$$
\begin{equation*}
\varepsilon=\frac{a_{\mathrm{int}}}{d_{1}} \quad ; \quad \beta=\frac{a_{\mathrm{bot}}}{d_{1}} \quad ; \quad \mu=\frac{d^{2}}{\lambda^{2}} \quad ; \quad \alpha=\frac{a_{\mathrm{top}}}{a_{\mathrm{int}}} \quad ; \quad \delta=\frac{d_{1}}{d_{2}} \quad ; \quad \gamma=\frac{\rho_{1}}{\rho_{2}} . \tag{3.13}
\end{equation*}
$$

In addition to $\varepsilon$ measuring the strength of the nonlinear effects in the systems, $\beta$ measuring the magnitude of topography effects and $\mu$ the shallowness parameter, we added three dimensionless parameters; namely $\alpha$ the amplitude ratio of surface deformations to interface deformations (being somewhat artificial, it is straightforwardly removed by redefining $\zeta_{1}$ ), $\delta$ the ratio of the upper-layer to the lower-layer depth, and $\gamma$ the ratio of the mass density between the two fluids. For stability reasons explained in Section 3.3, we shall always assume $\gamma \in[0,1)$. However the interval is not
closed, and the interesting limit (both from a physical and mathematical perspectives) of weak density contrast, $\gamma \nearrow 1$, will be studied in the hyperbolic framework in Section 6.2.5. Setting $\gamma=0$ and $\delta=1$, we recover the one-layer water waves equations. We have used $d_{1}$ as the reference depth; a choice which is harmless as we shall give some upper and lower bounds on the depth ratio, $\delta$; see for instance [364] and references therein for some studies in the physically sound regime where the lower layer is much deeper than the upper layer. To summarize, the results in this manuscript concerning interfacial waves will be restricted to parameters in the following set.

Definition (Shallow water/Shallow water asymptotic regime). Given $\mu^{\star}, \delta_{\star}, \delta^{\star}>0$, we let

$$
\frac{\mathfrak{p}_{\frac{\mathrm{sw}}{\mathrm{sw}}}=\left\{(\mu, \varepsilon, \beta, \alpha, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \alpha \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} . . ~}{\text {. }} \text {. }
$$

Using the above scalings the dimensional free-surface interfacial waves equations, eq. (3.1), becomes

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \zeta_{1}-\frac{1}{\mu} \mathcal{G}_{1}^{\mu, \delta}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, \beta b\right]\left(\psi_{1}, \psi_{2}\right)=0  \tag{3.14}\\
\partial_{t} \zeta_{2}-\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=0, \\
\partial_{t} \psi_{1}+\frac{\delta+\gamma}{1-\gamma} \alpha \zeta_{1}+\frac{\varepsilon}{2}\left|\nabla \psi_{1}\right|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, \beta b\right]\left(\psi_{1}, \psi_{2}\right)+\alpha \varepsilon \nabla \zeta_{1} \cdot \nabla \psi_{1}\right)^{2}}{2\left(1+\mu\left|\alpha \varepsilon \nabla \zeta_{1}\right|^{2}\right)}=0 \\
\partial_{t}\left(\psi_{2}-\gamma \varphi_{1}\right)+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\gamma\left|\nabla \varphi_{1}\right|^{2}\right) \\
\quad-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}+\varepsilon \nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}-\gamma\left(\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}+\varepsilon \nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\mu\left|\varepsilon \nabla \zeta_{2}\right|^{2}\right)}=0
\end{array}\right.
$$

where $\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}, \mathcal{G}_{1}^{\mu, \delta}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, \beta b\right]\left(\psi_{1}, \psi_{2}\right)=\mathcal{G}_{1, \mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\mathcal{G}_{1, \mathrm{~N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$, and $\varphi_{1}=\mathcal{H}_{\mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\mathcal{H}_{\mathrm{N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$ are defined by

$$
\begin{aligned}
\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & =\left.\left(\partial_{z} \Phi_{2}-\mu\left(\varepsilon \nabla \zeta_{2}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{2}\right)\right|_{z=\varepsilon \zeta_{2}}, \\
\mathcal{G}_{1, \mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1} & =\left.\left(\partial_{z} \Phi_{1, \mathrm{D}}-\mu\left(\alpha \varepsilon \nabla \zeta_{1}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{1, \mathrm{D}}\right)\right|_{z=1+\alpha \varepsilon \zeta_{1}}, \\
\mathcal{G}_{1, \mathrm{~N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & =\left.\left(\partial_{z} \Phi_{1, \mathrm{~N}}-\mu\left(\alpha \varepsilon \nabla \zeta_{1}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{1, \mathrm{~N}}\right)\right|_{z=1+\alpha \varepsilon \zeta_{1}}, \\
\mathcal{H}_{\mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, b\right] \psi_{1} & =\left.\Phi_{1, \mathrm{D}}\right|_{z=\varepsilon \zeta_{2}}, \\
\mathcal{H}_{\mathrm{N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, b\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & =\left.\Phi_{1, \mathrm{~N}}\right|_{z=\varepsilon \zeta_{2}},
\end{aligned}
$$

where $\Phi_{2}$ is uniquely determined by

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi_{2}+\partial_{z}^{2} \Phi_{2}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1 / \delta+\beta b<z<\varepsilon \zeta_{2}\right\}, \\ \Phi_{2}=\psi_{2} & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta_{2}\right\}, \\ \partial_{z} \Phi_{2}-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi_{2}=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1 / \delta+\beta b\right\},\end{cases}
$$

and then $\Phi_{1, \mathrm{D}}$ and $\Phi_{1, \mathrm{~N}}$ are uniquely determined by

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi_{1, \mathrm{D}}+\partial_{z}^{2} \Phi_{1, \mathrm{D}}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \varepsilon \zeta_{2}<z<1+\alpha \varepsilon \zeta_{1}\right\}, \\ \Phi_{1, \mathrm{D}}=\psi_{1} & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=1+\alpha \varepsilon \zeta_{1}\right\}, \\ \partial_{z} \Phi_{1, \mathrm{D}}-\mu\left(\varepsilon \nabla \zeta_{2}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{1, \mathrm{D}}=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta_{2}\right\} .\end{cases}
$$

and

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi_{1, \mathrm{~N}}+\partial_{z}^{2} \Phi_{1, \mathrm{~N}}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \varepsilon \zeta_{2}<z<1+\alpha \varepsilon \zeta_{1}\right\} \\ \Phi_{1, \mathrm{~N}}=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=1+\alpha \varepsilon \zeta_{1}\right\} \\ \partial_{z} \Phi_{1, \mathrm{~N}}-\mu\left(\varepsilon \nabla \zeta_{2}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{1, \mathrm{~N}}=\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta_{2}\right\}\end{cases}
$$

The rigid-lid case We proceed as above, although $\alpha \zeta_{1}$ is now irrelevant, so that the shallow water regime in the rigid-lid situation is defined as follows.

Definition (Shallow water/Shallow water asymptotic regime). Given $\mu^{\star}, \delta_{\star}, \delta^{\star}>0$, we let

$$
\mathfrak{p}_{\frac{\mathrm{sw}}{}}^{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} .
$$

Then we can check that eq. (3.8) becomes

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}  \tag{3.15}\\
\partial_{t} \varphi_{1}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \varphi_{1}\right|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}+\varepsilon \nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\mu\left|\varepsilon \nabla \zeta_{2}\right|^{2}\right)}=-\gamma^{-1} p_{\mathrm{int}} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \psi_{2}\right|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}+\varepsilon \nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}}{2\left(1+\mu\left|\varepsilon \nabla \zeta_{2}\right|^{2}\right)}=-p_{\mathrm{int}}
\end{array}\right.
$$

where $\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$ and $\mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}$ are defined by

$$
\begin{aligned}
\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & =\left.\left(\partial_{z} \Phi_{2}-\mu\left(\varepsilon \nabla \zeta_{2}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{2}\right)\right|_{z=\varepsilon \zeta_{2}}, \\
\mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1} & =\left.\left(\partial_{z} \Phi_{1}-\mu\left(\varepsilon \nabla \zeta_{2}\right) \cdot \nabla_{\boldsymbol{x}} \Phi_{1}\right)\right|_{z=\varepsilon \zeta_{2}},
\end{aligned}
$$

where $\Phi_{1}$ and $\Phi_{2}$ are uniquely determined by the Laplace problems

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi_{2}+\partial_{z}^{2} \Phi_{2}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1 / \delta+\beta b<z<\varepsilon \zeta_{2}\right\} \\ \Phi_{2}=\psi_{2} & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta_{2}\right\} \\ \partial_{z} \Phi_{2}-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi_{2}=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1 / \delta+\beta b\right\}\end{cases}
$$

and

$$
\begin{cases}\mu \Delta_{x} \Phi_{1}+\partial_{z}^{2} \Phi_{1}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: \varepsilon \zeta_{2}<z<1\right\} \\ \partial_{z} \Phi_{1}=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=1\right\} \\ \Phi_{1}=\varphi_{1} & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta_{2}\right\}\end{cases}
$$

Again, the variable $p_{\text {int }}$ can be interpreted as a Lagrange multiplier associated with the compatibility condition $\mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$, and physically represents the dimensionless pressure at the interface, scaled as

$$
p_{\mathrm{int}} \stackrel{\text { def }}{=} \frac{d_{1}}{\rho_{2} a_{\mathrm{int}}\left(c_{0}^{\prime}\right)^{2}} p_{\mathrm{int}} .
$$

Using the formulation with only two equations, namely eq. (3.5), and adding surface tension effects for the sake of completeness (and hence using rather eq. (3.10)), we obtain

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2},  \tag{3.16}\\
\partial_{t}\left(\psi_{2}-\gamma \varphi_{1}\right)+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\gamma\left|\nabla \varphi_{1}\right|^{2}\right) \\
\quad-\frac{\left(\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}+\varepsilon \nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}-\gamma\left(\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \varphi_{1}+\varepsilon \nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\mu\left|\varepsilon \nabla \zeta_{2}\right|^{2}\right)} \\
\end{array}\right.
$$

where $\mathrm{Bo}=\frac{g\left(\rho_{2}-\rho_{1}\right) \lambda^{2}}{\sigma}$ is the Bond dimensionless number measuring the ratio of gravity forces over capillary forces (obviously, neglecting surface tension effects consists in setting $\mathrm{Bo}=\infty$ ), and $\varphi_{1}=\mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right]^{-1} \circ \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$. Once again, we immediately recover the one-layer case, eq. (2.9), by setting $\gamma=0$ and $\delta=1$. The Boussinesq approximation consists in setting $\gamma=1$ in eq. (3.16); ${ }^{27}$

[^20]notice the contribution of the buoyancy term is not neglected, whereas it would have been if we had naively set $\rho_{1}=\rho_{2}$ in eq. (3.10). Alternatively, we can use the formulation (3.15) and replace $\gamma^{-1} p_{\text {int }}$ with $p_{\text {int }}$ in the second equation (or use a reference density in both pressure contributions; see Remark 6.18).

### 3.5 Well-posedness

The well-posedness result for the water waves system presented in Section 3.5 does not extend to interfacial gravity waves systems, as soon as $\rho_{1} \neq 0$. Indeed, recall that the modal analysis in Section 3.3 shows that in the absence of surface tension, the interfacial waves system-at least in the rigid-lid framework - exhibits strong (Kelvin-Helmholtz) instabilities. Consistently, ill-posedness results in finite-regularity spaces have obtained in [168, 223, 272, 236, 408]. However, the (local-in-time) well-posedness of the initial-value problem may be restored by including the effects of surface tension $[16,18,90,375,376]$. Moreover, Lannes exhibits in [262] a stability criterion for the existence of strong regular solutions to the (rigid-lid) system with surface tension, that is eq. (3.16), which is obviously not uniform with respect to the Bond dimensionless number measuring the ratio of gravity forces over capillary forces, $\mathrm{Bo}=\frac{g\left(\rho_{2}-\rho_{1}\right) \lambda^{2}}{\sigma}$, but weakens as the shallow water parameter decreases. More precisely the nonlinear criterion therein is satisfied as soon as the dimensionless number $\Upsilon \stackrel{\text { def }}{=} \gamma^{2} \mu \varepsilon^{4}$ Bo is sufficiently small. Again this is in full accordance with the modal analysis; see [268].

### 3.6 Traveling waves

In Section 2.6 I refused to survey the vast literature on special solutions to the water waves system. The literature in the non-homogeneous case even restricting the study of two layers with irrotational homogeneous flows-is even more intricate, with specific new phenomena including the role of the rigid-lid versus free-surface assumption, the role of (weak or strong) interfacial tension, and the existence of bores and generalized solitary waves. A comprehensive review of known results is yet to be accomplished as far as I am aware. Let me lazily refer to [87] for some relevant references, in particular concerning the existence of solitary waves, periodic waves and fronts.

## 4 The Laplace problem and Dirichlet-to-Neumann operator

We provide here a brief account on some essential results concerning the Laplace problem underlying the Dirichlet-to-Neumann operator. Indeed, crucial estimates on and approximations of the Dirichlet-to-Neumann operators follow from related estimates on the Laplace problem. The latter are obtained following standard tools of elliptic problems, with special attention to the dependence with respect to the boundary of the domain - since it stands for a variable of the time-evolution problem - and to dimensionless parameters. Most of the material of this section is given with more details and sharper estimates in [263, Ch. 2\&3]. However, significant modifications have been made so as to provide as simple proofs as possible.

Recall the (scaled) Dirichlet-to-Neumann operator is defined for sufficiently smooth data as

$$
\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=\left.\left(\partial_{z} \Phi-\mu(\varepsilon \nabla \zeta) \cdot \nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}
$$

where $\Phi$ is the unique solution (see below) to

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi+\partial_{z}^{2} \Phi=0 & \text { in } \Omega=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1+\beta b<z<\varepsilon \zeta\right\}  \tag{4.1}\\ \Phi=\psi & \text { on } \Gamma_{\mathrm{top}}=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta\right\} \\ \partial_{z} \Phi-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi=0 & \text { on } \Gamma_{\mathrm{bot}}=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1+\beta b\right\}\end{cases}
$$

In this section, we drop any reference to the time variable, which acts as a parameter. We always assume thereafter the non-cavitation assumption:

Assumption 4.1. We have $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ and satisfy

$$
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(\boldsymbol{x})=1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 .
$$

### 4.1 Flattening the domain

It is convenient to change variables so as to rewrite the constant-coefficient Laplace equations in a variable domain as variable-coefficient equations in a fixed domain; here the strip $\mathcal{S} \stackrel{\text { def }}{=} \mathbb{R}^{d} \times(-1,0)$. We choose here the most obvious diffeomorphism for simplicity, since we are not too concerned by regularity issues. ${ }^{28}$ Let us define

$$
\Sigma: \begin{aligned}
\mathcal{S} & \rightarrow \Omega \\
(\boldsymbol{x}, z) & \mapsto(\boldsymbol{x},(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x})) .
\end{aligned}
$$

Of course this defines a diffeomorphism from the strip, $\mathcal{S}$, to the fluid domain, $\Omega$, by Assumption 4.1. For sufficiently regular $\Phi, \psi, \mathrm{R}, r_{\text {bot }}$ satisfying

$$
\begin{cases}\mu \Delta_{x} \Phi+\partial_{z}^{2} \Phi=\mathrm{R} & \text { in } \Omega  \tag{4.2}\\ \Phi=\psi & \text { on } \Gamma_{\mathrm{top}} \\ \partial_{z} \Phi-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi=r_{\mathrm{bot}} & \text { on } \Gamma_{\mathrm{bot}}\end{cases}
$$

we have that $\Phi \stackrel{\text { def }}{=} \Phi \circ \Sigma$, and $R \stackrel{\text { def }}{=} \mathrm{R} \circ \Sigma$ satisfies

$$
\begin{cases}\frac{1}{\partial_{z} \sigma} \nabla_{\boldsymbol{x}, z}^{\mu} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \Phi=R & \text { in } \mathbb{R}^{d} \times(-1,0),  \tag{4.3}\\ \Phi=\psi & \text { on } \mathbb{R}^{d} \times\{0\}, \\ \boldsymbol{e}_{d+1} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \Phi=r_{\text {bot }} & \text { on } \mathbb{R}^{d} \times\{-1\}\end{cases}
$$

[^21]where we denote $\nabla_{\boldsymbol{x}, z}^{\mu}=\left(\sqrt{\mu} \nabla, \partial_{z}\right)^{\top}$, $\boldsymbol{e}_{d+1}$ is the unit (upward) vector in the vertical direction, $\sigma(\boldsymbol{x}, z) \stackrel{\text { def }}{=}(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x})$ and
\[

P(\Sigma) \stackrel{def}{=}\left($$
\begin{array}{cc}
\left(\partial_{z} \sigma\right) \operatorname{Id}_{d} & -\sqrt{\mu} \nabla_{\boldsymbol{x}} \sigma \\
-\sqrt{\mu} \nabla_{\boldsymbol{x}}^{\top} \sigma & \frac{1+\mu\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}}{\partial_{z} \sigma}
\end{array}
$$\right) .
\]

That the two problems are equivalent for sufficiently regular solutions can be straightforwardly checked by chain rules. It also holds true for less regular, variational solutions, from which the elliptic theory can be built on. To this aim, it is convenient to subtract the trace of the velocity potential, $\psi$, to the solutions, so as to work with the following functional spaces: $H_{0, \text { top }}^{1}(\Omega)$ the completion of $\mathcal{D}\left(\Omega \cup \Gamma_{\text {bot }}\right)$ in $H^{1}(\Omega)$, and $H_{0, \text { top }}^{1}(\mathcal{S})$ the completion of $\mathcal{D}\left(\mathbb{R}^{d} \times[-1,0)\right)$ in $H^{1}(\mathcal{S})$. Notice that the above closures could equivalently use the Beppo-Levi (semi) norm $\|\bullet\|_{\dot{H}^{1}} \stackrel{\text { def }}{=}\left\|\nabla_{\boldsymbol{x}, z^{\prime}}\right\|_{L^{2}}$ thanks to Poincaré's inequality: for any $\phi \in \mathcal{D}\left(\Omega \cup \Gamma_{\text {bot }}\right)$,

$$
\begin{align*}
&\|\phi\|_{L^{2}(\Omega)}^{2}=\iint_{\Omega}|\phi(\boldsymbol{x}, z)|^{2} \mathrm{~d} z \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \int_{-1+\beta b(\boldsymbol{x})}^{\epsilon \zeta(\boldsymbol{x})}\left|\int_{z}^{\varepsilon \zeta(\boldsymbol{x})} \partial_{z} \phi\left(\boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime}\right|^{2} \mathrm{~d} z \mathrm{~d} \boldsymbol{x} \\
& \leq\left(\sup _{\mathbb{R}^{d}}(1+\varepsilon \zeta-\beta b)\right)^{2}\left\|\partial_{z} \phi\right\|_{L^{2}(\Omega)}^{2} \tag{4.4}
\end{align*}
$$

We shall also make use of the following trace formula:

$$
\begin{equation*}
\left.|\phi|_{z=-1+\beta b}\right|_{L^{2}\left(\mathbb{R}^{d}\right)} ^{2}=\int_{\mathbb{R}^{d}}\left(\int_{-1+\beta b(\boldsymbol{x})}^{\epsilon \zeta(\boldsymbol{x})} \partial_{z} \phi(\boldsymbol{x}, z) \mathrm{d} z\right)^{2} \mathrm{~d} \boldsymbol{x} \leq\left(\sup _{\mathbb{R}^{d}}(1+\varepsilon \zeta-\beta b)\right)\left\|\partial_{z} \phi\right\|_{L^{2}(\Omega)}^{2} \tag{4.5}
\end{equation*}
$$

By a density argument, eq. (4.4) and eq. (4.5) hold for any $\phi \in H_{0, \text { top }}^{1}(\Omega)$, and obviously replacing the domain $\Omega$ with the strip $\mathcal{S}$. The latter is easily extended to $\phi \in H^{1}(\Omega)$ using a smooth truncation function.
Definition 4.2 (Variational solutions). Let $\psi \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$ and $\zeta, b$ satisfying Assumption 4.1. We say that $\Phi$ is a variational solution to eq. (4.1) if there exists $\widetilde{\Phi} \in H_{0, \text { top }}^{1}(\Omega)$ such that $\Phi=\psi+\widetilde{\Phi}$ and for any $\varphi \in H_{0, \text { top }}^{1}(\Omega)$,

$$
\iint_{\Omega} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi} \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z=-\mu \iint_{\Omega} \nabla \psi \cdot \nabla_{\boldsymbol{x}} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

Let additionally $\boldsymbol{R} \in H^{1}(\mathcal{S})$. We say that $\Phi$ is a variational solution to eq. (4.3) with remainder terms $\left(\partial_{z} \sigma\right) R=\nabla_{\boldsymbol{x}, z}^{\mu} \cdot \boldsymbol{R}$ and $r_{\mathrm{bot}}=\left.\boldsymbol{e}_{d+1} \cdot \boldsymbol{R}\right|_{z=-1}$ if there exists $\widetilde{\Phi} \in H_{0, \mathrm{top}}^{1}(\mathcal{S})$ such that $\Phi=\psi+\widetilde{\Phi}$ and for any $\varphi \in H_{0, \text { top }}^{1}(\mathcal{S})$,

$$
\iint_{\mathcal{S}} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z=\iint_{\mathcal{S}}\left(\boldsymbol{R}-P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \psi\right) \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

In the formula above we identified $\boldsymbol{x} \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$ and $(\boldsymbol{x}, z) \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}(\Omega)$ or $\stackrel{\circ}{H}^{1}(\mathcal{S})$.
Remark 4.3. We have specified a particular form of remainder terms because these are the ones appearing in the proof of Proposition 4.5, below. We could treat in a similar way more general remainder terms, which would then be useful to justify asymptotic models, as in [263]. We however use a slightly different path, and Proposition 4.5 will be used in fine only with $\boldsymbol{R}=\mathbf{0}$.

Remark 4.4 (Assumption on the bottom topography). In the following, we choose to work with regular but not asymptotically flat topography, i.e. $b \in W^{n, \infty}\left(\mathbb{R}^{d}\right)$. All the results below are valid (with the same proof) for less regular but square-integrable $b \in H^{n}\left(\mathbb{R}^{d}\right)$, and may be refined to $b \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap \dot{H}^{n}\left(\mathbb{R}^{d}\right)$.

### 4.2 The Laplace problem

The following result guarantees the existence and uniqueness of the above variational solutions, consistency with respect to strong and classical solutions for sufficiently regular data, as well as very useful regularity estimates. These results are not sharp; see [263, Sect. 2] for a much more thorough analysis.

Proposition 4.5. Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$. We have the following.
i. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$ and $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and any $\psi \in \dot{H}^{1}\left(\mathbb{R}^{d}\right)$, there exists a unique variational solution, $\Phi$, to eq. (4.1). Setting additionally $\boldsymbol{R} \in L^{2}(\mathcal{S})^{d+1}$, there exists a unique variational solution, $\Phi$, to eq. (4.3). If $\boldsymbol{R}=\mathbf{0}$, one has $\Phi=\Phi \circ \Sigma$.
If, moreover, $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right), \boldsymbol{R} \in H^{1}(\mathcal{S})^{d+1}$ and $\psi \in \dot{H}^{2}\left(\mathbb{R}^{d}\right)$, then $\nabla_{\boldsymbol{x}, z} \Phi \in H^{1}(\mathcal{S})$ and $\Phi$ is a strong solution to eq. (4.3), i.e. the identities hold in $L^{2}(\mathcal{S}) \times \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right) \times L^{2}\left(\mathbb{R}^{d}\right)$.
ii. Let $M \geq 0$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$ and any $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $|\varepsilon \zeta|_{W^{1, \infty}}+|\beta b|_{W^{1, \infty}} \leq M$, for any $\boldsymbol{R} \in H^{1}(\mathcal{S})^{d+1}$, the variational solution to eq. (4.3) satisfies

$$
\left\|\nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right\|_{L^{2}(\mathcal{S})} \leq C\left(\|\boldsymbol{R}\|_{L^{2}(\mathcal{S})}+\sqrt{\mu}|\nabla \psi|_{L^{2}\left(\mathbb{R}^{d}\right)}\right) .
$$

iii. Let $k \in \mathbb{N}^{\star}, M \geq 0$. There exists $C_{k}$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}, \zeta \in H^{\max \left\{1+k, 2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{1+k, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M
$$

for any $\psi \in \dot{H}^{1+k}\left(\mathbb{R}^{d}\right)$ and $\boldsymbol{R} \in H^{1}(\mathcal{S})^{d+1}$ such that $\Lambda^{k} \boldsymbol{R} \in H^{1}(\mathcal{S})^{d+1}$, the strong solution to eq. (4.3) satisfies $\Lambda^{k} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi \in L^{2}(\mathcal{S})$ and

$$
\begin{aligned}
& \left\|\Lambda^{k} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right\|_{L^{2}(\mathcal{S})} \leq C_{k}\left(\left\|\Lambda^{k} \boldsymbol{R}\right\|_{L^{2}(\mathcal{S})}+\sqrt{\mu}|\nabla \psi|_{H^{k}}\right) \\
& \quad+C_{k}\left\langle\left(|\varepsilon \nabla \zeta|_{H^{k}}+|\beta \nabla b|_{W^{k, \infty}}\right)\left(\left\|\Lambda^{1+s_{\star}} \boldsymbol{R}\right\|_{L^{2}(\mathcal{S})}+\sqrt{\mu}|\nabla \psi|_{H^{1+s_{\star}}}\right)\right\rangle_{k>1+s_{\star}} .
\end{aligned}
$$

Moreover, for $k \geq 1+s_{\star}$ and if $\boldsymbol{R}=\mathbf{0}$, it holds that $\Phi \in \mathcal{C}^{2}(\mathcal{S})$ and is a classical solution to eq. (4.3), i.e. the identities hold pointwise everywhere.
Proof. The bilinear form

$$
\left(\varphi_{1}, \varphi_{2}\right) \mapsto \iint_{\Omega} \mu\left(\nabla_{\boldsymbol{x}} \varphi_{1}\right) \cdot\left(\nabla_{\boldsymbol{x}} \varphi_{2}\right)+\left(\partial_{z} \varphi_{1}\right)\left(\partial_{z} \varphi_{2}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

is continuous and coercive on the Hilbert space $\left(H_{0, \text { top }}^{1}(\Omega),\|\bullet\|_{H^{1}}\right)$ by Poincaré's inequality (4.4). Using that $(\boldsymbol{x}, z) \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}(\Omega)$, the linear form

$$
\varphi \mapsto-\iint_{\Omega} \mu \nabla \psi \cdot \nabla_{\boldsymbol{x}} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

is well-defined and continuous. Hence the existence and uniqueness of a variational solution to eq. (4.2) follows by Lax-Milgram theorem (or Riesz representation Lemma).

The existence and uniqueness of a variational solution to eq. (4.3) is obtained in the same way, using that $P(\Sigma)$ is coercive thanks to Assumption 4.1.

In order to check that the variational solutions correspond, namely that $\Phi=\Phi \circ \Sigma$ when $\boldsymbol{R}=\mathbf{0}$, it suffices to change variables in the integrals, since $\left(\nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right) \circ \Sigma=\left(J_{\Sigma, \mu}^{-1}\right)^{\top} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi$, and

$$
P(\Sigma)=\operatorname{det}\left(J_{\Sigma, \mu}\right)\left(J_{\Sigma, \mu}^{-1}\right)\left(J_{\Sigma, \mu}^{-1}\right)^{\top} \quad \text { with } \quad\left(J_{\Sigma, \mu}^{-1}\right)^{\top}=\left(\begin{array}{cc}
\operatorname{Id}_{d} & \frac{-\sqrt{\mu} \nabla_{x} \sigma}{\partial_{\tilde{\sim}} \sigma} \\
\mathbf{0}^{\top} & \frac{\tilde{1}}{\partial_{z} \sigma}
\end{array}\right)
$$

The estimate of item ii is a obtained by using the test function $\varphi=\widetilde{\Phi}$ in the variational identity, and the uniform coercivity of $P(\Sigma)$.

Now we prove that $\widetilde{\Phi} \in H^{2}(\mathcal{S})$ if $\psi \in \dot{H}^{2}\left(\mathbb{R}^{d}\right)$ and $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$. For $h>0$ and $\boldsymbol{e} \in \mathbb{R}^{d}$, let

$$
\widetilde{\Phi}_{h e} \stackrel{\text { def }}{=}\left(D_{h e} \widetilde{\Phi}\right):(\boldsymbol{x}, z) \mapsto \frac{\widetilde{\Phi}(\boldsymbol{x}+h \boldsymbol{e}, z)-\widetilde{\Phi}(\boldsymbol{x}, z)}{h} .
$$

We have, using the test function $-D_{-h e} D_{h e} \widetilde{\Phi} \in H_{0, \text { top }}^{1}(\mathcal{S})$,

$$
\begin{aligned}
& \iint_{\mathcal{S}} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}_{h \boldsymbol{e}} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}_{h \boldsymbol{e}} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z=+\iint_{\mathcal{S}} D_{h \boldsymbol{e}}\left(\boldsymbol{R}-P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \psi\right) \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}_{h \boldsymbol{e}} \mathrm{~d} z \mathrm{~d} \boldsymbol{x} \\
&-\iint_{\mathcal{S}}\left[D_{h \boldsymbol{e}}, P(\Sigma)\right] \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi} \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}_{h \boldsymbol{e}} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z
\end{aligned}
$$

Using the previous estimate yields

$$
\left\|\nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}_{h e}\right\|_{L^{2}(\mathcal{S})} \leq C\left(h_{\star}^{-1},|\varepsilon \zeta|_{W^{2, \infty}},|\beta b|_{W^{2, \infty}}\right)\left(\left|\Lambda^{1} \boldsymbol{R}\right|_{L^{2}(\mathcal{S})}+\sqrt{\mu}|\nabla \psi|_{H^{1}\left(\mathbb{R}^{d}\right)}\right)
$$

were we used that for any $v \in H^{1}\left(\mathbb{R}^{d}\right),\left|v_{h e}\right|_{L^{2}\left(\mathbb{R}^{d}\right)}=\left|\int_{0}^{1} \boldsymbol{e} \cdot \nabla v(\boldsymbol{x}+h r \boldsymbol{e}) \mathrm{d} r\right|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq|\boldsymbol{e} \cdot \nabla v|_{L^{2}\left(\mathbb{R}^{d}\right)}$, by Minkowski's inequality. By Poincaré's inequality, we obtain a bound on $\left\|\widetilde{\Phi}_{h e}\right\|_{H^{1}(\mathcal{S})}$ which is independent of $h$. Hence since $H^{1}(\mathcal{S})$ is a reflexive Banach space, there exists $\Psi \in H^{1}(\mathcal{S})$ and a subsequence $\left(\widetilde{\Phi}_{h_{n} e}\right)_{n}$ with $h_{n} \searrow 0$ such that $\Phi_{h_{n} e} \rightharpoonup \Psi$. By uniqueness of the limit in $L^{2}(\mathcal{S})$, we deduce that $\Psi=\mathbf{e} \cdot \nabla_{\boldsymbol{x}} \widetilde{\Phi} \in H^{1}(\mathcal{S})$. The limit satisfies the inequality above, and the estimate of item iii holds for $k=1$ and $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$. In order to control the derivative in the vertical variable, we decompose for any $\varphi \in \mathcal{D}(\mathcal{S})$,

$$
\iint_{\mathcal{S}} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z=\iint_{\mathcal{S}} \frac{1+\mu\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}}{\partial_{z} \sigma}\left(\partial_{z} \widetilde{\Phi}\right)\left(\partial_{z} \varphi\right)+\nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi} \cdot P_{0}(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

Thanks to the estimate above, we may integrate by parts in the horizontal variable and deduce that

$$
\iint_{\mathcal{S}} \frac{1+\mu\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}}{\partial_{z} \sigma}\left(\partial_{z} \widetilde{\Phi}\right)\left(\partial_{z} \varphi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} z=\iint_{\mathcal{S}} F \varphi \mathrm{~d} z \mathrm{~d} \boldsymbol{x}
$$

with $F=\nabla_{\boldsymbol{x}, z}^{\mu} \cdot\left(P_{0}(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}-\boldsymbol{R}+P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \psi\right) \in L^{2}(\mathcal{S})$. Hence $\frac{1+\mu\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}}{\partial_{z} \sigma} \partial_{z} \widetilde{\Phi}$ is weakly differentiable in the vertical variable and $\partial_{z}\left(\frac{1+\mu\left|\nabla_{x} \sigma\right|^{2}}{\partial_{z} \sigma} \partial_{z} \widetilde{\Phi}\right) \in L^{2}(\mathcal{S})$. By the positivity and regularity of $\frac{1+\mu\left|\nabla_{x} \sigma\right|^{2}}{\partial_{z} \sigma}$, we deduce that $\partial_{z} \widetilde{\Phi}$ is weakly differentiable in the vertical variable and $\partial_{z}^{2} \widetilde{\Phi} \in L^{2}(\mathcal{S})$. In particular, the Laplace equation holds in $L^{2}(\mathcal{S})$. By the trace formula (4.5), the boundary condition in eq. (4.3) is well-defined (and satisfied) in $L^{2}\left(\mathbb{R}^{d}\right)$.

Let us now estimate higher order derivatives, by induction on $k \in \mathbb{N}$. For $k \geq 2$, let us define $\boldsymbol{k} \in\left(\mathbb{N}^{\star}\right)^{d}$ a multi-index such that $|\boldsymbol{k}|=k$, and $\partial^{\boldsymbol{k}}=\partial_{x_{1}}^{\boldsymbol{k}_{1}} \partial_{x_{2}}^{\boldsymbol{k}_{2}}$. Using that $\Phi$ is a strong solution to eq. (4.3), we may differentiate the identities and deduce that $\partial^{\boldsymbol{k}} \Phi$ is a distributional solution to

$$
\begin{cases}\nabla_{\boldsymbol{x}, z} \cdot P^{\mu}(\Sigma) \nabla_{\boldsymbol{x}, z} \Phi_{\boldsymbol{k}}=\nabla_{\boldsymbol{x}, z}^{\mu} \cdot\left(\partial^{\boldsymbol{k}} \boldsymbol{R}-\left[\partial^{\boldsymbol{k}}, P(\Sigma)\right] \nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right) & \text { in } \mathbb{R}^{d} \times(-1,0),  \tag{4.6}\\ \Phi_{\boldsymbol{k}}=\partial^{\boldsymbol{k}} \psi & \text { on } \mathbb{R}^{d} \times\{0\}, \\ \boldsymbol{e}_{d+1} \cdot P^{\mu}(\Sigma) \nabla_{\boldsymbol{x}, z} \Phi_{\boldsymbol{k}}=\boldsymbol{e}_{d+1} \cdot\left(\partial^{\boldsymbol{k}} \boldsymbol{R}-\left[\partial^{\boldsymbol{k}}, P(\Sigma)\right] \nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right) & \text { on } \mathbb{R}^{d} \times\{-1\}\end{cases}
$$

Using the previously obtained estimate of item ii (i.e. with $k=0$ ) and using the product and commutator estimates in Appendix II, we obtain that the variational solution satisfies

$$
\begin{aligned}
\left\|\nabla_{\boldsymbol{x}, z}^{\mu} \Phi_{\boldsymbol{k}}\right\|_{L^{2}} \leq C\left(\left\|\Lambda^{k-1} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right\|_{L^{2}(\mathcal{S})}\right. & \left.+\left\|\Lambda^{k} \boldsymbol{R}\right\|_{L^{2}(\mathcal{S})}+\sqrt{\mu}|\nabla \psi|_{H^{k}}\right) \\
& +C\left\langle\left(|\varepsilon \nabla \zeta|_{H^{k}}+|\beta \nabla b|_{W^{k, \infty}}\right)\left\|\Lambda^{s_{\star}} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right\|_{L^{2}(\mathcal{S})}\right\rangle_{k>1+s_{\star}}
\end{aligned}
$$

with $C=C\left(h_{\star}^{-1},|\varepsilon \zeta|_{H^{2+s_{\star}}},|\beta b|_{W^{2+s_{\star}, \infty}}\right)$. The desired estimates follow by induction, and one readily observes that the distributional and variational solutions must coincide, i.e. $\Phi_{\boldsymbol{k}}=\partial^{\boldsymbol{k}} \Phi$.

To conclude, we notice that for $k \geq 1+s_{\star}$ and if $\boldsymbol{R}=\mathbf{0}$, using that $\Phi$ is a strong solution and the aforementioned decomposition and the trace formula (4.5), one obtains easily $\partial_{z}^{2} \Phi \in \mathcal{C}^{0}(\mathcal{S})$, so that $\Phi \in \mathcal{C}^{2}(\mathcal{S})$, and the Laplace equation holds in a classical sense.

### 4.3 The Dirichlet-to-Neumann operator

We now apply what we have learned on the Laplace problem, to the Dirichlet-to-Neumann operator. We start with two handy identities.

Lemma 4.6. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$, and $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $\psi \in H^{2}\left(\mathbb{R}^{d}\right)$. Then we have

$$
\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\mu \nabla \cdot(h \overline{\boldsymbol{u}})
$$

where $h=1+\varepsilon \zeta-\beta b$ and

$$
\overline{\boldsymbol{u}}=\frac{1}{h} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z=\frac{1}{h} \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi \mathrm{~d} z
$$

recalling that $\Phi$ is the (strong) solution to eq. (4.1), $\Phi=\Phi \circ \Sigma$ where $\Sigma(\boldsymbol{x}, z)=(\boldsymbol{x}, \sigma(\boldsymbol{x}, z))$ and $\sigma(\boldsymbol{x}, z) \stackrel{\text { def }}{=}(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x})$.
Proof. Using that $\Phi$ is a strong solution to eq. (4.1), we test the equation against $\varphi(\boldsymbol{x}, z)=\varphi(\boldsymbol{x})$ with $\varphi \in \mathcal{D}\left(\mathbb{R}^{d}\right)$, and infer $\int_{\Omega}\left(\mu \Delta_{x} \Phi+\partial_{z}^{2} \Phi\right) \varphi=0$. It follows, using Green's identity,

$$
\begin{aligned}
0 & =-\int_{\Omega} \mu\left(\nabla_{\boldsymbol{x}} \Phi\right) \cdot\left(\nabla_{\boldsymbol{x}} \varphi\right)+\left(\partial_{z} \Phi\right)\left(\partial_{z} \varphi\right) \mathrm{d} z \mathrm{~d} \boldsymbol{x}+\left.\int_{\mathbb{R}^{d}}\left(\left(\partial_{z} \Phi-\mu(\varepsilon \nabla \zeta) \cdot \nabla_{\boldsymbol{x}} \Phi\right) \varphi\right)\right|_{z=\varepsilon \zeta} \mathrm{d} \boldsymbol{x} \\
& =-\mu \int_{\mathbb{R}^{d}}\left(\int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z\right) \cdot \nabla_{\boldsymbol{x}} \varphi \mathrm{d} \boldsymbol{x}+\int_{\mathbb{R}^{d}}\left(\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi\right) \varphi \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

and the result follows from integration by parts. The identity with $\Phi$ follows by changing variables on the integral above.

Lemma 4.7. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0$, and $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $\psi \in \dot{H}^{2}\left(\mathbb{R}^{d}\right)$. Then $\Phi$ the (strong) solution to eq. (4.3) with $\boldsymbol{R}=\mathbf{0}$ satisfies

$$
\Phi+\mu \ell[\varepsilon \zeta, \beta b] \Phi=\psi
$$

where, denoting $h=1+\varepsilon \zeta-\beta b$ and $\sigma=h z+\varepsilon \zeta$,

$$
\begin{aligned}
& \ell[\varepsilon \zeta, \beta b] \Phi(\cdot, z) \stackrel{\text { def }}{=} \int_{z}^{0}\left(h\left(\nabla_{\boldsymbol{x}} \sigma\right) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)-\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}\left(\partial_{z} \Phi\right)\right)\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime} \\
&-h \int_{z}^{0} \int_{-1}^{z^{\prime}} \nabla_{\boldsymbol{x}} \cdot\left(\left(\partial_{z} \sigma\right)\left(\nabla_{\boldsymbol{x}} \Phi\right)-\left(\nabla_{\boldsymbol{x}} \sigma\right)\left(\partial_{z} \Phi\right)\right)\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime}
\end{aligned}
$$

Proof. Denoting $\Psi=\Phi+\mu \ell[\varepsilon \zeta, \beta b] \Phi$, we have that $\Psi, \partial_{z} \Psi, \partial_{z}^{2} \Psi \in L^{2}(\mathcal{S})$. By direct algebraic computations, one checks that

$$
\ell[\varepsilon \zeta, \beta b] \Phi=-\left.z(\beta \nabla b) \cdot\left(h \nabla_{\boldsymbol{x}} \Phi-(\beta \nabla b) \partial_{z} \Phi\right)\right|_{z=-1}-h \int_{z}^{0} \int_{-1}^{z^{\prime}} \nabla_{\boldsymbol{x}, z} \cdot P_{1}(\Sigma) \nabla_{\boldsymbol{x}, z} \Phi\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime}
$$

with $P_{1}(\Sigma)=\left(\begin{array}{cc}\left(\partial_{z} \sigma\right) \mathrm{Id}_{d} & -\nabla_{\boldsymbol{x}} \sigma \\ -\nabla_{\boldsymbol{x}}^{\top} \sigma & \frac{\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}}{\partial_{z} \sigma}\end{array}\right)$. Using $P(\Sigma)=\frac{1}{h}\left(\begin{array}{cc}\mathrm{O}_{d} & \mathbf{0} \\ \mathbf{0}^{\top} & 1\end{array}\right)+\mu P_{1}(\Sigma)$, and that $\Phi$ is a strong solution to eq. (4.3), one readily checks that $\partial_{z}^{2} \Psi=0$ on $\mathcal{S},\left.\partial_{z} \Psi\right|_{z=-1}=0$, and $\left.\Psi\right|_{z=0}=\psi$.

Proposition 4.8. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0$ and $k \in \mathbb{N}^{\star}$. Then there exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{\max \left\{k+3,1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\max \left\{k+3,1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{1+s_{\star}}}+|\beta b|_{W^{1+s_{\star}, \infty}} \leq M
$$

any $\Psi \in \stackrel{\circ}{H}^{1}(\mathcal{S})$ such that $\Lambda^{k+2} \nabla_{\boldsymbol{x}, z} \Psi \in L^{2}(\mathcal{S})$, one has $\Lambda^{k} \ell[\varepsilon \zeta, \beta b] \Psi \in H^{1}(\mathcal{S})$ and

$$
\begin{aligned}
&\left\|\Lambda^{k} \nabla_{\boldsymbol{x}, z}(\ell[\varepsilon \zeta, \beta b] \Psi)\right\|_{L^{2}(\mathcal{S})} \leq C\left\|\Lambda^{k+2} \nabla_{\boldsymbol{x}, z} \Psi\right\|_{L^{2}(\mathcal{S})} \\
&+C\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\left\|\Lambda^{s_{\star}} \nabla_{\boldsymbol{x}, z} \Psi\right\|_{L^{2}(\mathcal{S})}\right\rangle_{k+2>s_{\star}}
\end{aligned}
$$

Proof. The result follows directly from the definition and product estimates in Appendix II.
It is now simple to deduce approximate expressions of $\overline{\boldsymbol{u}}$ with arbitrary precision in terms of powers of $\mu$.

Proposition 4.9. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0, k \in \mathbb{N}^{\star}, n \in\{0,1,2\}$. There exists $C_{n}$ such that the following holds. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{\max \left\{k+2 n+1,2+s_{*}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\max \left\{k+2 n+1,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M
$$

the operator

$$
\begin{array}{ccc}
\dot{\circ}^{k+1}\left(\mathbb{R}^{d}\right) & \rightarrow & H^{k}\left(\mathbb{R}^{d}\right) \\
\psi & \mapsto \quad \bar{u}=\frac{1}{1+\varepsilon \zeta-\beta b} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi(\cdot, z) \mathrm{d} z
\end{array}
$$

where $\Phi$ is the unique solution to eq. (4.1), is well-defined and continuous, and the following holds.

- If $n=0$, then for any $\psi \in \stackrel{\circ}{H}^{k+1}\left(\mathbb{R}^{d}\right)$ and denoting $h=1+\varepsilon \zeta-\beta b$ one has

$$
\left.|h \overline{\boldsymbol{u}}|_{H^{k}} \leq C_{0}\left(|\nabla \psi|_{H^{k}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+1}}+|\beta b|_{W^{k+1, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k>1+s_{\star}}\right) .
$$

- If $n=1$, then for any $\psi \in \stackrel{\circ}{H}^{k+3}\left(\mathbb{R}^{d}\right)$

$$
\left.|h \overline{\boldsymbol{u}}-h \nabla \psi|_{H^{k}} \leq C_{1} \mu\left(|\nabla \psi|_{H^{k+2}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+2>1+s_{\star}}\right) .
$$

- If $n=2$, then for any $\psi \in \stackrel{\circ}{H}^{k+5}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
&|h \overline{\boldsymbol{u}}-h \nabla \psi+\mu h \mathcal{T}[h, \beta \nabla b] \nabla \psi|_{H^{k}} \\
&\left.\leq C_{2} \mu^{2}\left(|\nabla \psi|_{H^{k+4}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+5}}+|\beta b|_{W^{k+5, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+4>1+s_{\star}}\right)
\end{aligned}
$$

where we define

$$
\begin{equation*}
\mathcal{T}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \nabla \cdot \boldsymbol{u}\right)+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b) . \tag{4.7}
\end{equation*}
$$

Proof. By Lemma 4.6, we have the identity

$$
h \overline{\boldsymbol{u}}=\int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z=\int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi \mathrm{~d} z
$$

where $\Phi$ is the solution to eq. (4.3) with $\boldsymbol{R}=\mathbf{0}$. The result for $n=0$ follows from product estimates in Appendix II and Proposition 4.5. Plugging above the identity in Lemma 4.7, we obtain

$$
h \overline{\boldsymbol{u}}=h \nabla \psi-\mu \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}}(\ell[\varepsilon \zeta, \beta b] \Phi)-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z}(\ell[\varepsilon \zeta, \beta b] \Phi) \mathrm{d} z .
$$

The result for $n=1$ is deduced, using additionally Proposition 4.8. Plugging again the identity in Lemma 4.7 in the identity above yields the result for $n=2$, using that

$$
\begin{align*}
\ell[\varepsilon \zeta, \beta b] \psi & =\int_{z}^{0} h\left(\left(1+z^{\prime}\right) \nabla h+\beta \nabla b\right) \cdot(\nabla \psi) \mathrm{d} z^{\prime}-h \int_{z}^{0} \int_{-1}^{z^{\prime}} \nabla \cdot(h \nabla \psi) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime} \\
& =\left(z+\frac{z^{2}}{2}\right) h^{2} \nabla \cdot \nabla \psi-z h(\beta \nabla b) \cdot(\nabla \psi)
\end{align*}
$$

and hence, after tedious computations,

$$
\int_{-1}^{0} h \nabla_{\boldsymbol{x}}(\ell[\varepsilon \zeta, \beta b] \psi)-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z}(\ell[\varepsilon \zeta, \beta b] \psi) \mathrm{d} z=h \mathcal{T}[h, \beta \nabla b] \nabla \psi
$$

This concludes the proof.
The following result is an obvious consequence of Proposition 4.9 and the identity of Lemma 4.6.
Proposition 4.10. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0, k \in \mathbb{N}^{\star}, n \in\{0,1,2\}$. There exists $C_{n}$ such that the following holds. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{\max \left\{k+2 n+1,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\max \left\{k+2 n+1,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

the operator

$$
\begin{array}{ccc}
\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b]: & H^{k+1}\left(\mathbb{R}^{d}\right) & \rightarrow \\
\psi & \mapsto & \left.\left(\partial_{z} \Phi-\mu(\varepsilon \nabla \zeta) \cdot \nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}
\end{array}
$$

where $\Phi$ is the unique solution to eq. (4.1), is well-defined and continuous, and the following holds.

- If $n=0$, then for any $\psi \in \stackrel{\circ}{H}^{k+1}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi\right|_{H^{k-1}} \leq C_{0}\left(|\nabla \psi|_{H^{k}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+1}}+|\beta b|_{W^{k+1, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k>1+s_{\star}}\right) .
$$

- If $n=1$, then for any $\psi \in \stackrel{\circ}{H} k+3\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
\left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla\right. & \left.\cdot((1+\varepsilon \zeta-\beta b) \nabla \psi)\right|_{H^{k-1}} \\
& \left.\leq C_{1} \mu\left(|\nabla \psi|_{H^{k+2}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+2>1+s_{\star}}\right)
\end{aligned}
$$

- If $n=2$, then for any $\psi \in \stackrel{\circ}{H} k+5\left(\mathbb{R}^{d}\right)$, denoting $h=1+\varepsilon \zeta-\beta b$ and $\mathcal{T}$ as in eq. (4.7)

$$
\begin{aligned}
\left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\right. & \nabla \cdot(h \nabla \psi)-\left.\mu \nabla \cdot(h \mathcal{T}[h, \beta \nabla b] \nabla \psi)\right|_{H^{k-1}} \\
& \left.\leq C_{2} \mu^{2}\left(|\nabla \psi|_{H^{k+4}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+5}}+|\beta b|_{W^{k+5, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+4>1+s_{\star}}\right) .
\end{aligned}
$$

The strategy for deriving asymptotic models for the water waves equations, eq. (2.7), is now fairly obvious: we simply plug the truncated expansion at the desired order (in terms of powers of $\mu$ ) in the system, and withdraw any negligible contribution. The result above allows to rigorously justifies such an approximation in the sense of consistency. The first-order system we obtain this way is the so-called Saint-Venant system, studied in Section 5. One can obtain at next order the Green-Naghdi system, studied in Section 8.

### 4.4 Improved "fully dispersive" estimates

In this section we refine the results obtained in Section 4.3 so that all the expansions are exact at the linear level (i.e. if $\beta=\varepsilon=0$ ). Our first task is to study the inverse of the operator $\operatorname{Id}+\mu \ell_{0}$ where

$$
\ell_{0} \Phi(\cdot, z) \stackrel{\text { def }}{=}-\int_{z}^{0} \int_{-1}^{z^{\prime}} \Delta_{\boldsymbol{x}} \Phi\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime}
$$

Lemma 4.11. For any $d \in \mathbb{N}^{\star}, \mu>0$, the following holds. For any $F \in H_{0, \text { top }}^{1}(\mathcal{S})$, there exists a unique $\Phi_{0} \in H_{0, \text { top }}^{1}(\mathcal{S})$ solution to

$$
\Phi_{0}+\mu \ell_{0} \Phi_{0}=F,
$$

which we denote $\Phi_{0} \stackrel{\text { def }}{=}\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1} F$; and one has

$$
\left\|\nabla_{\boldsymbol{x}, z^{\prime}}^{\mu} \Phi_{0}\right\|_{L^{2}(\mathcal{S})} \leq\left\|\partial_{z} F\right\|_{L^{2}(\mathcal{S})}
$$

Moreover, for any $k \in \mathbb{N}$, if $\Lambda^{k} F \in H_{0, \text { top }}^{1}(\mathcal{S})$, then $\Lambda^{k}\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1} F=\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1} \Lambda^{k} F \in H_{0, \text { top }}^{1}(\mathcal{S})$.
For any $\psi \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$,

$$
\Phi_{0}(\cdot, z)=\frac{\cosh (\sqrt{\mu}|D|(z+1))}{\cosh (\sqrt{\mu}|D|)} \psi
$$

is the unique $\Phi_{0} \in \stackrel{\circ}{H}^{1}(\mathcal{S})$ solution to $\Phi_{0}+\mu \ell_{0} \Phi_{0}=\psi$, identifying $\boldsymbol{x} \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$ and $(\boldsymbol{x}, z) \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}(\mathcal{S})$.

Proof. It is straightforward to check that $\Phi_{0}$ is a (variational, that is in the sense of Definition 4.2) solution to

$$
\begin{cases}\mu \Delta_{x} \Phi_{0}+\partial_{z}^{2} \Phi_{0}=\partial_{z}^{2} F & \text { in } \mathcal{S} \\ \Phi_{0}=0 & \text { on } \mathbb{R}^{d} \times\{0\} \\ \partial_{z} \Phi_{0}=\partial_{z} F & \text { on } \mathbb{R}^{d} \times\{-1\}\end{cases}
$$

While the above could be explicitly solved using Fourier multipliers, it is simpler to refer to Proposition 4.5 with $\varepsilon \zeta=\beta b=0$ and $\boldsymbol{R}=\left(0, \partial_{z} F\right), \psi=0$. It is straightforward to check that the multiplicative constant therein can be set to $C=1$.

For the second part of the statement, existence and uniqueness follows as above, and we do solve in Fourier space the corresponding Laplace problem (as in Section 2.3), i.e.

$$
\begin{cases}\mu \Delta_{x} \Phi_{0}+\partial_{z}^{2} \Phi_{0}=0 F & \text { in } \mathcal{S} \\ \Phi_{0}=\psi & \text { on } \mathbb{R}^{d} \times\{0\} \\ \partial_{z} \Phi_{0}=0 & \text { on } \mathbb{R}^{d} \times\{-1\}\end{cases}
$$

to obtain the desired expression.
Our results will be deduced from the following key identity.
Lemma 4.12. Under the assumptions of Lemma 4.7, $\Phi$ the (strong) solution to eq. (4.3) with $\boldsymbol{R}=\mathbf{0}$ satisfies

$$
\left(\operatorname{Id}+\mu \ell_{0}\right)\left(\Phi-\Phi_{0}\right)=-\mu\left(\ell[\varepsilon \zeta, \beta b]-\ell_{0}\right) \Phi
$$

where $\Phi_{0}(\cdot, z)=\frac{\cosh (\sqrt{\mu}|D|(z+1))}{\cosh (\sqrt{\mu}|D|)} \psi$ and, denoting $h=1+\varepsilon \zeta-\beta b$ and $\sigma=h z+\varepsilon \zeta$,

$$
\begin{aligned}
& \ell[\varepsilon \zeta, \beta b] \Phi(\cdot, z) \stackrel{\text { def }}{=} \int_{z}^{0}\left(h\left(\nabla_{\boldsymbol{x}} \sigma\right) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)-\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}\left(\partial_{z} \Phi\right)\right)\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime} \\
&-h \int_{z}^{0} \int_{-1}^{z^{\prime}} \nabla_{\boldsymbol{x}} \cdot\left(\left(\partial_{z} \sigma\right)\left(\nabla_{\boldsymbol{x}} \Phi\right)-\left(\nabla_{\boldsymbol{x}} \sigma\right)\left(\partial_{z} \Phi\right)\right)\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime}
\end{aligned}
$$

Proof. The result is an obvious consequence of the identities

$$
\Phi+\mu \ell[\varepsilon \zeta, \beta b] \Phi=\psi=\Phi_{0}+\mu \ell_{0} \Phi_{0} .
$$

proved respectively in Lemma 4.7 and Lemma 4.11.
We now extend Proposition 4.8.
Proposition 4.13. Under the assumptions and using the notations of Proposition 4.8, one has

$$
\begin{aligned}
\left\|\Lambda^{k} \nabla_{\boldsymbol{x}, z}\left(\ell[\varepsilon \zeta, \beta b] \Psi-\ell_{0} \Psi\right)\right\|_{L^{2}(\mathcal{S})} \leq & C\left(|\varepsilon \zeta|_{H^{1+s_{\star}}}+|\beta b|_{W^{1+s_{\star}, \infty}}\right)\left\|\Lambda^{k+2} \nabla_{\boldsymbol{x}, z} \Psi\right\|_{L^{2}(\mathcal{S})} \\
& +C\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\left\|\Lambda^{s_{\star}} \nabla_{\boldsymbol{x}, z} \Psi\right\|_{L^{2}(\mathcal{S})}\right\rangle_{k+2>s_{\star}}
\end{aligned}
$$

Proof. The result follows as for Proposition 4.8 from product estimates in Appendix II, and using the cancellation stemming from the fact that $\ell_{0}=\ell[0,0]$.

It is now simple to deduce the desired approximate expressions of $\overline{\boldsymbol{u}}$.
Proposition 4.14. Under the assumptions and using the notations of Proposition 4.9, one has

- if $n=1$,

$$
\begin{aligned}
& \left|h \overline{\boldsymbol{u}}-h \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|} \nabla \psi\right|_{H^{k}} \leq C_{1} \mu\left(\left(|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}}\right)|\nabla \psi|_{H^{k+2}}\right. \\
& \left.\left.+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+2>1+s_{\star}}\right) ;
\end{aligned}
$$

- if $n=2$,

$$
\begin{aligned}
& \left\lvert\, h \overline{\boldsymbol{u}}-h \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu|D|}} \nabla \psi\right.+\mu h \mathcal{T}[h, \beta \nabla b] \nabla \psi+ \\
& \leq C_{2} \mu^{2}\left(\left(|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}}\right)|\nabla \psi|_{H^{k+4}}\right. \\
&\left.\left.+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+5}}+|\beta b|_{W^{k+5, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+4>1+s_{\star}}\right)
\end{aligned}
$$

Proof. Recall that by Lemma 4.6, we have the identity

$$
\begin{aligned}
h \overline{\boldsymbol{u}} & =\int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z=\int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi \mathrm{~d} z \\
& =\int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}}\left(\Phi-\Phi_{0}\right)-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z}\left(\Phi-\Phi_{0}\right) \mathrm{d} z+\int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi_{0}-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi_{0} \mathrm{~d} z
\end{aligned}
$$

where $\Phi$ is the solution to eq. (4.3) with $\boldsymbol{R}=\mathbf{0}$, and $\Phi_{0}=\frac{\cosh (\sqrt{\mu}|D|(z+1))}{\cosh (\sqrt{\mu}|D|)} \psi$. Plugging above the identity in Lemma 4.12, we obtain

$$
h \overline{\boldsymbol{u}}=h \overline{\boldsymbol{u}}_{0}-\mu \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi_{\geq 1}-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi_{\geq 1} \mathrm{~d} z
$$

with $h \overline{\boldsymbol{u}}_{0} \stackrel{\text { def }}{=} \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi_{0}-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi_{0} \mathrm{~d} z$ and $\Phi_{\geq 1} \stackrel{\text { def }}{=}\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1}\left(\ell[\varepsilon \zeta, \beta b]-\ell_{0}\right) \Phi$. By direct algebra, we find

$$
h \overline{\boldsymbol{u}}_{0}=h \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|} \nabla \psi+(\varepsilon \nabla \zeta)\left(\operatorname{Id}-\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}\right) \psi-(\beta \nabla b)\left(\frac{1}{\cosh (\sqrt{\mu}|D|)}-\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}\right) \psi
$$

The result for $n=1$ is deduced, using product estimates in Appendix II, Proposition 4.5 to control $\Phi$, and Lemma 4.11 and Proposition 4.13 to control $\Phi_{1}$. The result for $n=0$ follows from product estimates in Appendix II and Proposition 4.5. Plugging once more the identity in Lemma 4.12, we find

$$
h \overline{\boldsymbol{u}}=h \overline{\boldsymbol{u}}_{0}+\mu h \overline{\boldsymbol{u}}_{1}-\mu \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi_{2}-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi_{2} \mathrm{~d} z
$$

with $h \overline{\boldsymbol{u}}_{1} \stackrel{\text { def }}{=} \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi_{1}-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi_{1} \mathrm{~d} z$ where $\Phi_{1} \stackrel{\text { def }}{=}\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1}\left(\ell[\varepsilon \zeta, \beta b]-\ell_{0}\right) \Phi_{0}$, and denoting $\Phi_{\geq 2} \stackrel{\text { def }}{=}\left(\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1}\left(\ell[\varepsilon \zeta, \beta b]-\ell_{0}\right)\right)\left(\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1}\left(\ell[\varepsilon \zeta, \beta b]-\ell_{0}\right)\right) \Phi$. The contribution of the latter is estimated by using once gain Lemma 4.11 and Proposition 4.13. The contribution from $h \overline{\boldsymbol{u}}_{1}$ is deduced from $\Phi_{1}=\left(\ell[\varepsilon \zeta, \beta b]-\ell_{0}\right) \psi+\mathcal{O}(\mu)$, using as in Proposition 4.9

$$
\int_{-1}^{0} h \nabla_{\boldsymbol{x}}(\ell[\varepsilon \zeta, \beta b] \psi)-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z}(\ell[\varepsilon \zeta, \beta b] \psi) \mathrm{d} z=h \mathcal{T}[h, \beta \nabla b] \nabla \psi
$$

and computing

$$
\int_{-1}^{0} h \nabla_{\boldsymbol{x}}\left(\ell_{0} \psi\right)-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z}\left(\ell_{0} \psi\right) \mathrm{d} z=\frac{-1}{3} \nabla(\nabla \cdot \nabla \psi)+(\Delta \psi)\left(\frac{1}{6} \nabla h-\frac{\varepsilon}{2} \nabla \zeta\right)
$$

where the last term compensates the corresponding contribution in $h \overline{\boldsymbol{u}}_{0}$. The proof is complete.
The following result is an obvious consequence of Proposition 4.14 and the identity of Lemma 4.6.
Proposition 4.15. Under the assumptions and using the notations of Proposition 4.9, one has

- if $n=1$, then

$$
\begin{aligned}
& \left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla \cdot\right.\left.\left((1+\varepsilon \zeta-\beta b) \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|} \nabla \psi\right)\right|_{H^{k-1}} \\
& \quad \leq C_{1} \mu\left(\left(|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}}\right)|\nabla \psi|_{H^{k+2}}\right. \\
&\left.\left.\quad+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+2>1+s_{\star}}\right)
\end{aligned}
$$

- if $n=2$, then

$$
\begin{aligned}
& \left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla \cdot\right.\left.\left(h \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|} \nabla \psi+\mu h \mathcal{T}[h, \beta \nabla b] \nabla \psi+\frac{\mu}{3} h \nabla \Delta \psi\right)\right|_{H^{k-1}} \\
& \leq C_{2} \mu^{2}\left(\left(|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}}\right)|\nabla \psi|_{H^{k+4}}\right. \\
&\left.\left.+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+5}}+|\beta b|_{W^{k+5, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+4>1+s_{\star}}\right) .
\end{aligned}
$$

Remark 4.16. - It is remarkable that all the results we obtain in this section improve the ones in Section 4.3 (in terms of asymptotic precision) without asking extra regularity on the data. In fact, using the regularizing effects of the operator $\left(\operatorname{Id}+\mu \ell_{0}\right)^{-1}$, it is conceivable that the same results hold with less regular data.

- While we do not display explicitly a formula for the velocity potential inside the fluid domain, the proof offers such (approximate) expression, for variables in the flat strip. A nice compact formula is exhibited in [175], namely

$$
\Phi(\cdot, z)=\psi+(1+\varepsilon \zeta-\beta b)^{2}\left(\frac{\cosh (\sqrt{\mu}|D|(z+1))}{\cosh (\sqrt{\mu}|D|)}-\mathrm{Id}\right) \psi+\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right)
$$

which directly echoes (and refines) the widely used weakly dispersive approximation,

$$
\Phi(\cdot, z)=\psi-\mu(1+\varepsilon \zeta-\beta b)^{2} \frac{(z+1)^{2}}{2} \Delta \psi+\mathcal{O}\left(\mu^{2}\right)
$$

as well as the linear approximation, eq. (2.5).

### 4.5 Dirichlet-to-Dirichlet, Neumann-to-Dirichlet, Neumann-to-Neumann

Section 4 has been so far dedicated to the Dirichlet-to-Neumann operator, since it appears in the water waves problem for homogeneous fluids, eq. (2.2). When considering interfaces between fluids (typically with different densities), as in eq. (3.1), then other operators are involved, which are the subject of this section. As always, the results are not sharp in terms of regularity. We have aimed at conciseness, borrowing as much as possible from the study of the Dirichlet-to-Neumann operator.

### 4.5.1 The Dirichlet-to-Dirichlet operator

We refer as the Dirichlet-to-Dirichlet operator the following:

$$
\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi=\left.\Phi\right|_{z=-1+\beta b}
$$

where $\Phi$ is the unique solution to eq. (4.1), which we recall for convenience:

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi+\partial_{z}^{2} \Phi=0 & \text { in } \Omega=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1+\beta b<z<\varepsilon \zeta\right\}, \\ \Phi=\psi & \text { on } \Gamma_{\text {top }}=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta\right\} \\ \partial_{z} \Phi-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi=0 & \text { on } \Gamma_{\text {bot }}=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1+\beta b\right\} .\end{cases}
$$

We follow the strategy in Section 4.3 for the Dirichlet-to-Neumann operator, with the help of the following obvious identity:

Lemma 4.17. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$, and $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $\psi \in \stackrel{\circ}{H}^{2}\left(\mathbb{R}^{d}\right)$. Then we have

$$
\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi=\psi-\int_{-1+\beta b}^{\varepsilon \zeta} \partial_{z} \Phi \mathrm{~d} z=\psi-\int_{-1}^{0} \partial_{z} \Phi \mathrm{~d} z
$$

where $\Phi$ is the (strong) solution to eq. (4.1) and $\Phi=\Phi \circ \Sigma$ where $\Sigma(\boldsymbol{x}, z)=(\boldsymbol{x}, \sigma(\boldsymbol{x}, z))$ and $\sigma(\boldsymbol{x}, z) \stackrel{\text { def }}{=}(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x})$.

Proposition 4.18. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0, k \in \mathbb{N}^{\star}, n \in\{0,1,2\}$, and put $m=\max \left(\left\{k+2 n+1, k+1,2+s_{\star}\right\}\right)$. There exists $C_{n}>0$ such that the following holds. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{m}\left(\mathbb{R}^{d}\right)$ and $b \in W^{m, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

the operator

$$
\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b]: \begin{array}{ccc}
\dot{H}^{k+1}\left(\mathbb{R}^{d}\right) & \rightarrow & \dot{H}^{k}\left(\mathbb{R}^{d}\right) \\
\psi & \mapsto & \left.\Phi\right|_{z=-1+\beta b}
\end{array}
$$

where $\Phi$ is the unique solution to eq. (4.1), is well-defined and continuous, and the following holds.

- If $n=0$, then for any $\psi \in \stackrel{\circ}{H}^{k+1}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi-\psi\right|_{H^{k}} \leq C_{0} \sqrt{\mu}\left(|\nabla \psi|_{H^{k}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+1}}+|\beta b|_{W^{k+1, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k>1+s_{\star}}\right) .
$$

- If $n=1$, then for any $\psi \in \stackrel{\circ}{H}^{k+2}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi-\psi\right|_{H^{k}} \leq C_{1} \mu\left(|\nabla \psi|_{H^{k+1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+2}}+|\beta b|_{W^{k+2, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+1>1+s_{\star}}\right) .
$$

- If $n=2$, then for any $\psi \in \stackrel{\circ}{H}^{k+4}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
\mid \mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi- & \left.\left(\psi+\mu \frac{1}{2} h^{2} \nabla \cdot \nabla \psi-\mu h(\beta \nabla b) \cdot(\nabla \psi)\right)\right|_{H^{k}} \\
& \left.\leq C_{2} \mu^{2}\left(|\nabla \psi|_{H^{k+3}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+4}}+|\beta b|_{W^{k+4, \infty}}\right)\right| \nabla \psi\right|_{H^{1+s_{\star}}}\right\rangle_{k+3>1+s_{\star}}\right)
\end{aligned}
$$

Proof. The result for $n=0$ follows immediately from Proposition 4.5 (with $\boldsymbol{R}=\mathbf{0}$ ) and CauchySchwarz inequality in Lemma 4.17. Now, using the identity in Lemma 4.7 yields

$$
\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi-\psi=\mu \int_{-1}^{0} \partial_{z}(\ell[\varepsilon \zeta, \beta b] \Phi) \mathrm{d} z
$$

and hence

$$
\left|\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi-\psi\right|_{H^{k}} \leq \mu\left\|\Lambda^{k} \partial_{z} \ell[\varepsilon \zeta, \beta b] \Phi\right\|_{L^{2}(\mathcal{S})},
$$

where we used Cauchy-Schwarz inequality in the vertical variable. The result for $n=1$ is deduced from Proposition 4.8 (or rather a slightly improved version, taking into account that only the vertical derivative is involved).

Plugging again the identity in Lemma 4.7 in the identity above yields

$$
\mathcal{G}_{\mathrm{D} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \psi-\psi=\mu \int_{-1}^{0} \partial_{z}(\ell[\varepsilon \zeta, \beta b](\psi-\mu \ell[\varepsilon \zeta, \beta b] \Phi)) \mathrm{d} z
$$

and the result for $n=2$ follows, using Proposition 4.8 and the identity

$$
\partial_{z}(\ell[\varepsilon \zeta, \beta b] \psi)=(1+z) h^{2} \nabla \cdot \nabla \psi-h(\beta \nabla b) \cdot(\nabla \psi) .
$$

This concludes the proof.

### 4.5.2 The Neumann-to-Neumann operator

We refer as the Neumann-to-Neumann operator the following:

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b] \varpi=\left.\left(\partial_{z} \Phi-\mu(\varepsilon \nabla \zeta) \cdot \nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}
$$

where $\Phi$ is the unique solution to

$$
\begin{cases}\mu \Delta_{\boldsymbol{x}} \Phi+\partial_{z}^{2} \Phi=0 & \text { in } \Omega=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1+\beta b<z<\varepsilon \zeta\right\}  \tag{4.8}\\ \Phi=0 & \text { on } \Gamma_{\text {top }}=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta\right\} \\ \partial_{z} \Phi-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi=\varpi & \text { on } \Gamma_{\text {bot }}=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1+\beta b\right\}\end{cases}
$$

We can solve eq. (4.8) in the same way we solved eq. (4.1), and in particular introduce the Laplace problem on the flattened domain:

$$
\begin{cases}\frac{1}{\partial_{z} \sigma} \nabla_{\boldsymbol{x}, z}^{\mu} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \Phi=0 & \text { in } \mathbb{R}^{d} \times(-1,0)  \tag{4.9}\\ \Phi=0 & \text { on } \mathbb{R}^{d} \times\{0\} \\ \boldsymbol{e}_{d+1} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \Phi=\varpi & \text { on } \mathbb{R}^{d} \times\{-1\}\end{cases}
$$

where we denote as above $\sigma(\boldsymbol{x}, z) \stackrel{\text { def }}{=}(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x})$ and

$$
P(\Sigma) \stackrel{\text { def }}{=}\left(\begin{array}{cc}
\left(\partial_{z} \sigma\right) \operatorname{Id}_{d} & -\sqrt{\mu} \nabla_{\boldsymbol{x}} \sigma \\
-\sqrt{\mu} \nabla_{\boldsymbol{x}}^{\top} \sigma & \frac{1+\mu\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}}{\partial_{z} \sigma}
\end{array}\right)
$$

Definition 4.19 (Variational solutions). Let $\varpi \in L^{2}\left(\mathbb{R}^{d}\right)$ and $\zeta, b$ satisfying Assumption 4.1. We say that $\Phi \in H_{0, \text { top }}^{1}(\Omega)$ is a variational solution to eq. (4.8) if for any $\varphi \in H_{0, \text { top }}^{1}(\Omega)$,

$$
\left.\iint_{\Omega} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \varphi\right|_{z=-1+\beta b} \mathrm{~d} z \mathrm{~d} \boldsymbol{x}=-\int_{\mathbb{R}^{d}} \varpi \varphi \mathrm{~d} \boldsymbol{x}=\iint_{\Omega} \varpi \partial_{z} \varphi \mathrm{~d} z \mathrm{~d} \boldsymbol{x}
$$

We say that $\Phi \in H_{0, \text { top }}^{1}(\mathcal{S})$ is a variational solution to eq. (4.9) for any $\varphi \in H_{0, \text { top }}^{1}(\mathcal{S})$,

$$
\left.\iint_{\mathcal{S}} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \varphi\right|_{z=-1} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z=-\int_{\mathbb{R}^{d}} \varpi \varphi \mathrm{~d} \boldsymbol{x}=\iint_{\mathcal{S}} \varpi \partial_{z} \varphi \mathrm{~d} z \mathrm{~d} \boldsymbol{x}
$$

We can then follow the proof of Proposition 4.5 with straightforward adjustments to obtain the following counterpart.

Proposition 4.20. Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$. We have the following.
i. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$ and $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and any $\varpi \in L^{2}\left(\mathbb{R}^{d}\right)$, there exists a unique variational solution, $\Phi$, to eq. (4.8), a unique variational solution, $\Phi$, to eq. (4.9); and $\Phi=\Phi \circ \Sigma$.
If, moreover, $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$, $\varpi \in H^{1}\left(\mathbb{R}^{d}\right)$, then one has $\Phi \in H^{2}(\mathcal{S})$ and $\Phi$ is a strong solution to eq. (4.3), i.e. the identities hold in $L^{2}(\mathcal{S}) \times H^{1}\left(\mathbb{R}^{d}\right) \times H^{1}\left(\mathbb{R}^{d}\right)$.
ii. Let $M \geq 0$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$ and any $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $|\varepsilon \zeta|_{W^{1, \infty}}+|\beta b|_{W^{1, \infty}} \leq M$, the variational solution to eq. (4.9) satisfies

$$
\left\|\nabla_{\boldsymbol{x}, z}^{\mu} \Phi\right\|_{L^{2}(\mathcal{S})} \leq C|\varpi|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

iii. Let $k \in \mathbb{N}^{\star}, M \geq 0$. There exists $C_{k}$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}, \zeta \in H^{\max \left\{1+k, 2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{1+k, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

for any $\varpi \in H^{k}\left(\mathbb{R}^{d}\right)$, the strong solution to eq. (4.9) satisfies $\Lambda^{k} \Phi \in H^{1}(\mathcal{S})$ and

$$
\left.\left\|\Lambda^{k} \nabla_{\boldsymbol{x}, z^{\prime}}^{\mu} \Phi\right\|_{L^{2}(\mathcal{S})} \leq C_{k}\left(|\varpi|_{H^{k}}+\left.\left\langle\left(|\varepsilon \nabla \zeta|_{H^{k}}+|\beta \nabla b|_{W^{k, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k>1+s_{\star}}\right) .
$$

Moreover, for $k \geq 1+s_{\star}$, it holds that $\Phi \in \mathcal{C}^{2}(\mathcal{S})$ and is a classical solution to eq. (4.9), i.e. the identities hold pointwise everywhere.

We may then proceed with the counterpart to Lemma 4.6 and Lemma 4.7.
Lemma 4.21. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0$, $\mu^{\star}>0$, and $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $\varpi \in H^{1}\left(\mathbb{R}^{d}\right)$. Then we have

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b] \varpi=\varpi-\mu \nabla \cdot(h \overline{\boldsymbol{u}})
$$

where $h=1+\varepsilon \zeta-\beta b$ and

$$
\overline{\boldsymbol{u}}=\frac{1}{h} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z=\frac{1}{h} \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}} \Phi-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z} \Phi \mathrm{~d} z
$$

where $\Phi$ is the (strong) solution to eq. (4.8), and $\Phi=\Phi \circ \Sigma$.
Lemma 4.22. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0$, and $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $\varpi \in H^{1}\left(\mathbb{R}^{d}\right)$. Then $\Phi$ the (strong) solution to eq. (4.9) satisfies

$$
\Phi+\mu \ell[\varepsilon \zeta, \beta b] \Phi=h \varpi z
$$

where $h=1+\varepsilon \zeta-\beta b$ and $\ell$ is defined as in Lemma 4.7:

$$
\begin{aligned}
& \ell[\varepsilon \zeta, \beta b] \Phi(\cdot, z) \stackrel{\text { def }}{=} \int_{z}^{0}\left(h\left(\nabla_{\boldsymbol{x}} \sigma\right) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)-\left|\nabla_{\boldsymbol{x}} \sigma\right|^{2}\left(\partial_{z} \Phi\right)\right)\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime} \\
&-h \int_{z}^{0} \int_{-1}^{z^{\prime}} \nabla_{\boldsymbol{x}} \cdot\left(\left(\partial_{z} \sigma\right)\left(\nabla_{\boldsymbol{x}} \Phi\right)-\left(\nabla_{\boldsymbol{x}} \sigma\right)\left(\partial_{z} \Phi\right)\right)\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime}
\end{aligned}
$$

Proposition 4.23. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0, k \in \mathbb{N}^{\star}, n \in\{0,1,2,3\}$. There exists $C_{n}$ such that the following holds. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{\max \left\{k+n+1,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\max \left\{k+n+1,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

the operator

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b]: \begin{array}{ccc}
H^{k}\left(\mathbb{R}^{d}\right) & \rightarrow & H^{k-1}\left(\mathbb{R}^{d}\right) \\
\varpi & \mapsto & \left.\left(\partial_{z} \Phi-\mu(\varepsilon \nabla \zeta) \cdot \nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}
\end{array}
$$

where $\Phi$ is the unique solution to eq. (4.8), is well-defined and continuous, and the following holds.

- If $n=0$, then for any $\varpi \in H^{k}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b] \varpi-\varpi\right|_{H^{k-1}} \leq C_{0} \sqrt{\mu}\left(|\varpi|_{H^{k}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+1}}+|\beta b|_{W^{k+1, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k>1+s_{\star}}\right) .
$$

- If $n=1$, then for any $\varpi \in H^{k+1}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b] \varpi-\varpi\right|_{H^{k-1}} \leq C_{1} \mu\left(|\varpi|_{H^{k+1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+2}}+|\beta b|_{W^{k+2, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k+1>1+s_{\star}}\right) .
$$

- If $n=2$, then for any $\varpi \in H^{k+2}\left(\mathbb{R}^{d}\right)$ and denoting $h=1+\varepsilon \zeta-\beta b$

$$
\begin{aligned}
\mid \mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b] \varpi-\varpi & +\left.\mu \nabla \cdot\left(h\left(\varpi \varepsilon \nabla \zeta-\frac{1}{2} h \nabla \varpi\right)\right)\right|_{H^{k-1}} \\
& \left.\leq C_{2} \mu^{3 / 2}\left(|\varpi|_{H^{k+2}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k+2>1+s_{\star}}\right)
\end{aligned}
$$

- If $n=3$, then for any $\varpi \in H^{k+3}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
\mid \mathcal{G}_{\mathrm{N} 2 \mathrm{~N}}^{\mu}[\varepsilon \zeta, \beta b] \varpi-\varpi & +\left.\mu \nabla \cdot\left(h\left(\varpi \varepsilon \nabla \zeta-\frac{1}{2} h \nabla \varpi\right)\right)\right|_{H^{k-1}} \\
& \left.\leq C_{3} \mu^{2}\left(|\varpi|_{H^{k+3}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+4}}+|\beta b|_{W^{k+4, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k+3>1+s_{\star}}\right)
\end{aligned}
$$

Proof. The proof follows exactly as (the cases $n=0$ and $n=1$ ) in the proof of Proposition 4.9 and Proposition 4.10, using Proposition 4.20 in place of Proposition 4.5, Lemma 4.21 in place of Lemma 4.6 and Lemma 4.22 in place of Lemma 4.7. The cost of $\mu^{1 / 2}$ prefactor stems from the anisotropic gradient $\nabla_{\boldsymbol{x}, z}^{\mu}$ in Proposition 4.5, and can be removed by incrementing the regularity index and using Poincaré's inequality, eq. (4.4).

### 4.5.3 The Neumann-to-Dirichlet operator

We refer as the Neumann-to-Dirichlet operator the following:

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \varpi=\left.\Phi\right|_{z=-1+\beta b}
$$

where $\Phi$ is the unique solution to eq. (4.8). Here we can borrow the idea of Section 4.5.1 and results of Section 4.5.2. We have the following identity.

Lemma 4.24. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0$, $\mu^{\star}>0$, and $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta, b \in W^{2, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and $\varpi \in H^{1}\left(\mathbb{R}^{d}\right)$. Then we have

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \varpi=-\int_{-1+\beta b}^{\varepsilon \zeta} \partial_{z} \Phi \mathrm{~d} z=-\int_{-1}^{0} \partial_{z} \Phi \mathrm{~d} z
$$

where $\Phi$ is the (strong) solution to eq. (4.8) and $\Phi=\Phi \circ \Sigma$ where $\Sigma(\boldsymbol{x}, z)=(\boldsymbol{x}, \sigma(\boldsymbol{x}, z))$ and $\sigma(\boldsymbol{x}, z) \stackrel{\text { def }}{=}(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x})$.

We deduce the last result of this section.
Proposition 4.25. Let $d, s_{\star} \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0, k \in \mathbb{N}^{\star}, n \in\{0,1,2\}$. There exists $C_{n}$ such that the following holds. For any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{\max \left\{k+n+1,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\max \left\{k+n+1,2+s_{*}\right\}, \infty}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

the operator

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b]: \begin{array}{ccc}
H^{k}\left(\mathbb{R}^{d}\right) & \rightarrow & H^{k}\left(\mathbb{R}^{d}\right) \\
\varpi & \mapsto & \left.\Phi\right|_{z=-1+\beta b}
\end{array}
$$

where $\Phi$ is the unique solution to eq. (4.1), is well-defined and continuous, and the following holds.

- If $n=0$, then for any $\varpi \in H^{k}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \varpi\right|_{H^{k}} \leq C_{0}\left(|\varpi|_{H^{k}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+1}}+|\beta b|_{W^{k+1, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k>1+s_{\star}}\right) .
$$

- If $n=1$, then for any $\varpi \in H^{k+1}\left(\mathbb{R}^{d}\right)$ and denoting $h=1+\varepsilon \zeta-\beta b$

$$
\left.\left|\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \varpi+h \varpi\right|_{H^{k}} \leq C_{1} \sqrt{\mu}\left(|\varpi|_{H^{k+1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+2}}+|\beta b|_{W^{k+2, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k+1>1+s_{\star}}\right) .
$$

- If $n=2$, then for any $\varpi \in H^{k+2}\left(\mathbb{R}^{d}\right)$

$$
\left.\left|\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \varpi+h \varpi\right|_{H^{k}} \leq C_{2} \mu\left(|\varpi|_{H^{k+2}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+3}}+|\beta b|_{W^{k+3, \infty}}\right)\right| \varpi\right|_{H^{1+s_{\star}}}\right\rangle_{k+2>1+s_{\star}}\right) .
$$

Proof. The result for $n=0$ follows from Lemma 4.24 and Proposition 4.20. Now, using the identity in Lemma 4.22 yields

$$
\mathcal{G}_{\mathrm{N} 2 \mathrm{D}}^{\mu}[\varepsilon \zeta, \beta b] \varpi+h \varpi=\mu \int_{-1}^{0} \partial_{z}(\ell[\varepsilon \zeta, \beta b] \Phi) \mathrm{d} z
$$

and the result for $n \in\{1,2\}$ is deduced from Proposition 4.8 (or rather a slightly improved version, taking into account that only the vertical derivative is involved). As aforementioned, the $\mu^{1 / 2}$ prefactor when $n=1$ stems from the anisotropic gradient $\nabla_{\boldsymbol{x}, z}^{\mu}$ in Proposition 4.5 , and can be removed by incrementing the regularity index and using Poincaré's inequality, eq. (4.4).

## Hydrostatic models

"Begin at the beginning," the King said gravely, "and go on till you come to the end: then stop."

- Lewis Carroll, Alice in Wonderland
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Figure B - Models in Chapter B (in green) and some filiations.

## Foreword

We start our journey towards asymptotic models with ones among the oldest and simplest-looking. The so-called hydrostatic models can be formally derived from the "master" full Euler equations by using the hydrostatic assumption, that is approximating the pressure terms using an explicit formula stemming from neglecting the velocity advection terms in the horizontal momentum conservation equation, eq. (1.1b), specifically

$$
-\partial_{z} P=\rho g
$$

which we can integrate using the known pressure at the free surface, by eq. (1.1f). Additionally, one often adds the assumption of columnar motion, stating that the horizontal velocity (approximately) does not depend on the vertical variable. When both assumptions are made, then we quickly obtain models with the rewarding properties that the vertical space variable has disappeared from the equations and only (first order) differential operators are involved.

Yet we shall not assume a priori - but indirectly prove - the hydrostatic assumption nor the columnar motion and will rather justify models asymptotically - with quantitative error estimates in the shallow water regime, as $\mu \ll 1$; and using the irrotationality assumption in lieu of columnar motion.

Our first model is derived from the water waves system, that is assuming that the density is homogeneous and the flow potential (recall this allows to discard the vertical variable except in the Dirichlet-to-Neumann operator). We then obtain the well-known and much-studied Saint-Venant system, eq. (5.4), already introduced in Section iii. Its derivation and rigorous justification, together with a very short description of some of its properties, is the subject of Section 5.

Then we move in Section 6 to the bilayer framework, with two layers of homogeneous potential flows. The situation is slightly messier as models differ whether we use the free-surface framework (in which case we obtain eq. (6.3)) or the rigid-lid framework (in which case we obtain eq. (6.12)), and in the latter one often uses the so-called Boussinesq approximation (which yields eq. (6.12')). It turns out the rigid-lid assumption and Boussinesq approximation both follow from the same assumption of weak density contrast, as shown in Section 6.2.5.

In Section 6.3 we quickly extend the analysis to $N \geq 2$ layers as above. While this multilayer
framework may appear artificial, it is expected to approximate (as $N \gg 1$ ) the setting of continuously stratified flows, in view of withdrawing the assumptions of homogeneous density and potential flows while keeping the hydrostatic approximation in the shallow water regime.

Hydrostatic equations for continuously stratified flows are discussed in more details in Section 7. As we mention in Section 7.3, very little is known on these equations, despite the fact that they are at the core of the primitive equations which are widely used in studies and numerical simulations of geophysical flows. This offers stimulating mathematical challenges.

## 5 The Saint-Venant system

We now introduce the simplest fully nonlinear shallow water model for the water waves system. It is obtained by plugging the approximation

$$
\begin{equation*}
\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot((1+\varepsilon \zeta-\beta b) \nabla \psi)+\mathcal{O}(\mu) \tag{5.1}
\end{equation*}
$$

stemming from Proposition 4.10 into the water waves equations, eq. (2.7), and withdrawing all terms of size $\mathcal{O}(\mu)$. One obtains the system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot((1+\varepsilon \zeta-\beta b) \nabla \psi)=0  \tag{5.2}\\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}=0
\end{array}\right.
$$

One usually rewrites eq. (5.2) using a velocity variable

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot((1+\varepsilon \zeta-\beta b) \boldsymbol{u})=0  \tag{5.3}\\
\partial_{t} \boldsymbol{u}+\nabla \zeta+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\mathbf{0}
\end{array}\right.
$$

System (5.3) is obtained immediately from eq. (5.2), taking the gradient of the second equation and setting $\boldsymbol{u} \stackrel{\text { def }}{=} \nabla \psi$. It is also valid if we set $\boldsymbol{u} \stackrel{\text { def }}{=} \overline{\boldsymbol{u}}$ where $\overline{\boldsymbol{u}}$ is the layer-averaged horizontal velocity,

$$
\overline{\boldsymbol{u}} \stackrel{\text { def }}{=} \frac{1}{1+\varepsilon \zeta-\beta b} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z
$$

in which case the first equation, representing the conservation of mass, is exactly satisfied by solutions of the water waves equations eq. (2.7) (by Lemma 4.6), and only the last ( $d$-dimensional) equation is a $\mathcal{O}(\mu)$ approximation (and is a valid approximation even out of the irrotational framework; see [81]).

Using physical variables, (5.2) yields the Saint-Venant system

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0  \tag{5.4}\\
\partial_{t} \boldsymbol{u}+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\mathbf{0}
\end{array}\right.
$$

with $h=d+\zeta-b$. By analogy with the compressible Euler equation, one recognizes here that the "sound speed" of long surface gravity waves in a layer of depth $d$ is $c=\sqrt{g d}$.

System (5.4) is the prototype of hyperbolic quasilinear systems, the strong hyperbolicity being guaranteed by the non-cavitation assumption, $h>0$; see below. In fact, in the flat bottom case, $b \equiv 0$, the Saint-Venant system corresponds to the isentropic, compressible Euler equation for ideal gases with the pressure law $p(\rho) \propto \rho^{2}$ (identifying $\rho$ with $h$ ). As such the literature on the SaintVenant system is extremely vast, and we will cover here only very partial results which are directly useful for our purposes, and in particular can be extended to other more sophisticated models in subsequent sections.

### 5.1 Hamiltonian structure

System (5.2) inherits a canonical Hamiltonian structure from the water waves equations (see Section 2.2):

$$
\partial_{t}\binom{\zeta}{\psi}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta} \mathscr{H}_{\mathrm{SV}}}{\delta_{\psi} \mathscr{H}_{\mathrm{SV}}}
$$

with

$$
\mathscr{H}_{\mathrm{SV}}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(1+\varepsilon \zeta-\beta b)|\nabla \psi|^{2} \mathrm{~d} \boldsymbol{x}
$$

In fact, one could have (formally) derived the Saint-Venant system by plugging the approximation in eq. (5.1) directly into the water waves Hamiltonian functional, and derive the Saint-Venant system from Hamilton's principle on

$$
\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{d}} \zeta \partial_{t} \psi \mathrm{~d} \boldsymbol{x}+\mathscr{H}_{\mathrm{SV}} \mathrm{~d} t
$$

The Saint-Venant system enjoys the same symmetry groups as the water waves equations (again, see Section 2.2), and consistent preserved quantities, in particular

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{SV}}=0, \quad \text { where } \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}, \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} .
$$

Written with the velocity variable $\boldsymbol{u}$, the system still enjoys a (non-canonical) symplectic form (see e.g. [377]). In dimension $d=2$, one has

$$
\partial_{t}\left(\begin{array}{c}
\zeta \\
u_{x} \\
u_{y}
\end{array}\right)=-\left(\begin{array}{ccc}
0 & \partial_{x} & \partial_{y} \\
\partial_{x} & 0 & -q \\
\partial_{y} & q & 0
\end{array}\right)\left(\begin{array}{c}
\delta_{\zeta} \mathscr{H}_{\mathrm{SV}} \\
\delta_{u_{x}} \mathscr{H}_{\mathrm{SV}} \\
\delta_{u_{y}} \mathscr{H}_{\mathrm{SV}}
\end{array}\right) .
$$

where $q=\varepsilon \frac{\operatorname{curl} u}{h}=\varepsilon \frac{\partial_{x} u_{y}-\partial_{y} u_{x}}{1+\varepsilon \zeta-\beta b}$ and (misusing notations)

$$
\mathscr{H}_{\mathrm{SV}}(\zeta, \boldsymbol{u}) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(1+\varepsilon \zeta-\beta b)|\boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x}
$$

Of course, in our situation, $q \equiv 0$ if $\boldsymbol{u}=\nabla \psi$, but it turns out the Saint-Venant system is also relevant for non-potential flows; see [81, 82] for a rigorous justification. Within this formalism, one can check that the time and space invariance of the Hamiltonian yield the conservation of total energy and momentum,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{SV}}=0 \quad ; \quad \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}}(1+\varepsilon \zeta-\beta b) \boldsymbol{u} \mathrm{d} \boldsymbol{x}=\mathbf{0}
$$

while Casimir invariants are, for any function $C$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} h C(q) \mathrm{d} \boldsymbol{x}=0
$$

which yields the conservation of mass-with $C(q)=1$-and circulation-with $C(q)=q$-as special cases. It is of course straightforward to derive conservation laws associated with any of these preserved quantities.

### 5.2 Hyperbolicity

As mentioned previously, eq. (5.3) is a quasilinear system of first-order evolution equations, i.e. can be written under the form

$$
\begin{equation*}
\partial_{t} \boldsymbol{U}+\sum_{i=1}^{d} \mathcal{A}_{i}(\boldsymbol{U}) \partial_{x_{i}} \boldsymbol{U}=\boldsymbol{F}(t, x, \boldsymbol{U}) \tag{5.5}
\end{equation*}
$$

where $\boldsymbol{U}: \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ (here, $n=1+d$ ) represents the unknowns, and $\mathcal{A}_{i}: \mathbb{R}^{n} \rightarrow \mathcal{M}_{n}(\mathbb{R})$ (where $\mathcal{M}_{n}(\mathbb{R})$ denotes $n \times n$ square matrices with real coefficients) and $\boldsymbol{F}: \mathbb{R}^{+} \times \mathbb{R}^{d} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are given and smooth.

We shall not recall the rich theory of such systems (see for instance [47, 304]), but recall a few facts adapted to our particular system, and which in particular allow to obtain the well-posedness and stability results stated in Theorem 5.3 and Theorem 5.7.

Recall the principal symbol of eq. (5.5) is

$$
\mathcal{A}(\boldsymbol{U}, \boldsymbol{\xi}) \stackrel{\text { def }}{=} \sum_{i=1}^{d} \boldsymbol{\xi} \mathcal{A}_{i}(\boldsymbol{U})
$$

where $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d}\right) \in \mathbb{R}^{d}$. One can check that for eq. (5.3), the characteristic equation

$$
\operatorname{det}\left(\mathcal{A}(\boldsymbol{U}, \boldsymbol{\xi})-\lambda \operatorname{Id}_{1+d}\right)=0
$$

admits $d+1$ real solutions for any $\boldsymbol{\xi} \neq \mathbf{0}$ as soon as $h=1+\varepsilon \zeta>0$ :

$$
\lambda_{\delta}=\varepsilon(\boldsymbol{u} \cdot \boldsymbol{\xi})+\delta \sqrt{h|\boldsymbol{\xi}|^{2}}
$$

where $\delta \in\{-1,1\}$ if $d=1$ and $\delta \in\{-1,0,1\}$ if $d=2$. Because all the eigenvalues of $\mathcal{A}(\boldsymbol{U}, \boldsymbol{\xi})$ are distinct for any for $\boldsymbol{\xi} \neq \mathbf{0}$ and any $\boldsymbol{U} \in \mathbb{R}_{h>0}^{1+d} \stackrel{\text { def }}{=}\left\{(\zeta, \boldsymbol{u}) \in \mathbb{R}^{1+d}: 1+\varepsilon \zeta-\beta b>0\right\}$, the Saint-Venant system is strictly hyperbolic.

As a consequence, the symbol is smoothly diagonalizable with real eigenvalues, which in turn allows to construct a symbolic symmetrizer, namely $\mathcal{S}:(\boldsymbol{U}, \boldsymbol{\xi}) \in \mathbb{R}_{h>0}^{1+d} \times \mathbb{R}^{d} \backslash\{\mathbf{0}\} \rightarrow \mathcal{M}_{1+d}(\mathbb{R})$, smooth and homogeneous of degree 0 in the second variable such that for all $(\boldsymbol{U}, \boldsymbol{\xi}) \in \mathbb{R}_{h>0}^{1+d} \times \mathbb{R}^{d} \backslash\{\boldsymbol{0}\}$, $S(\boldsymbol{U}, \boldsymbol{\xi})$ is symmetric and definite positive, and $\mathcal{S}(\boldsymbol{U}, \boldsymbol{\xi}) \mathcal{A}(\boldsymbol{U}, \boldsymbol{\xi})$ is symmetric.

In our case, it is in fact easy to see that the system is symmetric-hyperbolic in the sense of Friedrichs, namely we can exhibit a (non-symbolic) explicit symmetrizer $\mathcal{S} \in \mathcal{C}^{\infty}\left(\mathbb{R}_{h>0}^{1+d}, \mathcal{M}_{1+d}(\mathbb{R})\right)$ such that for all $\boldsymbol{U} \in \mathbb{R}_{h>0}^{1+d}, \mathcal{S}(\boldsymbol{U})$ is symmetric and definite positive, and for all $i \in\{1, \ldots, d\}$, $\mathcal{S}(\boldsymbol{U}) \mathcal{A}_{i}(\boldsymbol{U})$ is symmetric. An example of such symmetrizer is

$$
\mathcal{S}(\boldsymbol{U})=\left(\begin{array}{cc}
1 & \mathbf{0} \\
\mathbf{0}^{\top} & h \mathrm{Id}_{d}
\end{array}\right), \quad \boldsymbol{U}=(\zeta, \boldsymbol{u}), h=1+\varepsilon \zeta-\beta b .
$$

In other words, the Saint-Venant system is symmetric if one multiplies the second equation with the depth.

### 5.3 Rigorous justification

In this section we provide the full justification of the Saint-Venant system as an asymptotic model for water waves in the shallow water regime (Definition III.2) that is for parameters in the set

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

Thanks to the results of Section 4, and in particular Proposition 4.10, it is now straightforward to justify eq. (5.2) in the sense of consistency.
Theorem 5.1 (Consistency). Let $d, s_{\star} \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0$. Let $s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\text {SW }}$, any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any $(\zeta, \psi) \in L^{\infty}\left(0, T ; H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H^{\max }\left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ classical solution to the water waves equations, eq. (2.7), satisfying

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(t, \boldsymbol{x}) \stackrel{\text { def }}{=} 1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 . \tag{5.6}
\end{equation*}
$$

uniformly for $t \in(0, T)$ and

$$
\operatorname{ess}_{t \in(0, T)}^{\operatorname{esup}}\left(|\varepsilon \zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\right)+|\beta b|_{W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}} \leq M^{\star}
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \nabla \psi)=r_{1} \\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}=r_{2}
\end{array}\right.
$$

and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|r_{1}(t, \cdot)\right|_{H^{s}} & \leq C \mu\left(|\zeta(t, \cdot)|_{H^{s+4}}+|\nabla \psi(t, \cdot)|_{H^{s+3}}\right), \\
\left|r_{2}(t, \cdot)\right|_{H^{s+2}} & \leq C \mu \varepsilon|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\left(|\zeta(t, \cdot)|_{H^{s+4}}+|\nabla \psi(t, \cdot)|_{H^{s+3}}\right) .
\end{aligned}
$$

Proof. The Proposition is an immediate consequence of Proposition 4.10 with $n=1$ and $k=s+1$ for the first equation, and with $n=1$ and $k=s+3$ and $k=1+s_{\star}$ (with the product and composition estimates of Appendix II) for the second equation.

Remark 5.2. One could also prove that, provided that $\partial_{t} \zeta, \partial_{t} \nabla \psi$ are sufficiently regular-or inferring their regularity from the water waves equations, eq. (2.7) -then $\overline{\boldsymbol{u}}$ defined as in Proposition 4.9, satisfies

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \overline{\boldsymbol{u}})=0 \\
\partial_{t} \overline{\boldsymbol{u}}+\nabla \zeta+\varepsilon(\overline{\boldsymbol{u}} \cdot \nabla) \overline{\boldsymbol{u}}=\boldsymbol{r}
\end{array}\right.
$$

with an explicit estimate for $\|\boldsymbol{r}\|_{L^{\infty}\left(0, T ; H^{s}\right)}=\mathcal{O}(\mu)$. The first equation, representing the conservation of mass, is an exact identity by Lemma 4.6. The second equation follows from Proposition 4.9 as well as an estimate on

$$
\left\|\partial_{t} \nabla \psi-\partial_{t} \overline{\boldsymbol{u}}\right\|_{L^{\infty}\left(0, T ; H^{s}\right)}=\mathcal{O}(\mu)
$$

which would be obtained by applying Proposition 4.5 to $\partial_{t} \Phi$ the strong solution to

$$
\begin{cases}\frac{1}{\partial_{z} \sigma} \nabla_{\boldsymbol{x}, z}^{\mu} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \partial_{t} \Phi=-\frac{1}{\partial_{z} \sigma} \nabla_{\boldsymbol{x}, z}^{\mu} \cdot\left[\partial_{t}, P(\Sigma)\right] \nabla_{\boldsymbol{x}, z}^{\mu} \Phi & \text { in } \mathbb{R}^{d} \times(-1,0), \\ \partial_{t} \Phi=\partial_{t} \psi & \text { on } \mathbb{R}^{d} \times\{0\}, \\ \boldsymbol{e}_{d+1} \cdot P(\Sigma) \nabla_{\boldsymbol{x}, z}^{\mu} \partial_{t} \Phi=-\boldsymbol{e}_{d+1} \cdot\left[\partial_{t}, P(\Sigma)\right] \nabla_{\boldsymbol{x}, z}^{\mu} \Phi & \text { on } \mathbb{R}^{d} \times\{-1\},\end{cases}
$$

and differentiating (with respect to time) the identity provided by Lemma 4.6 and Lemma 4.7:

$$
\overline{\boldsymbol{u}}=\nabla \psi-\frac{\mu}{h} \int_{-1}^{0}\left(\partial_{z} \sigma\right) \nabla_{\boldsymbol{x}}(\ell[\varepsilon \zeta, \beta b] \Phi)-\left(\nabla_{\boldsymbol{x}} \sigma\right) \partial_{z}(\ell[\varepsilon \zeta, \beta b] \Phi) \mathrm{d} z
$$

The consistency alone is not sufficient to provide a full justification of the Saint-Venant system eq. (5.3). Fortunately, classical results on hyperbolic systems (see e.g. [47, 304], and Section 8.6) provide the well-posedness theory and stability estimates which allow a stronger notion of justification.

Theorem 5.3 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, h_{\star}>0, s_{\star}>d / 2, s \geq 1+s_{\star}$ and $M^{\star}>0$. There exists $T>0$ and $C>0$ such that for any $\varepsilon, \beta \in[0,1]$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0}, \boldsymbol{u}_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right)^{1+d}$ satisfying eq. (5.6) and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \boldsymbol{u}_{0}\right|_{H^{1+s_{\star}}}+|\beta b|_{W^{s+1, \infty}} \leq M^{\star}
$$

there exists a unique $(\zeta, \boldsymbol{u}) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)^{1+d}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ classical solution to the Saint-Venant system, eq. (5.3), with initial data $\left.(\zeta, \boldsymbol{u})\right|_{t=0}=\left(\zeta_{0}, \boldsymbol{u}_{0}\right)$; and one has for any $t \in\left[0, T / M_{0}\right]$

$$
|\zeta(t, \cdot)|_{H^{s}}+|\boldsymbol{u}(t, \cdot)|_{H^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\boldsymbol{u}_{0}\right|_{H^{s}}\right)
$$

and eq. (5.6) holds with constant $h_{\star} / 2$.
Remark 5.4. Theorem 5.3 may be improved in order to obtain existence and control of the solution on the time interval $t \in\left[0, T / \widetilde{M}_{0}\right]$ with $\widetilde{M}_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \boldsymbol{u}_{0}\right|_{H^{1+s_{\star}}} ;$ see [60].

Remark 5.5. Uniqueness in Theorem 5.3 allows to define $T_{\max }$ the supremum of $T>0$ such that the Cauchy problem has a solution $(\zeta, \boldsymbol{u}) \in \mathcal{C}^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{d}\right)^{1+d}\right) \cap \mathcal{C}^{1}\left([0, T] ; H^{s-1}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ which remains in the hyperbolic domain, $\inf _{(t, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{d}}(1+\varepsilon \zeta(t, \boldsymbol{x}))>0$. The use of tame estimates as in Remark II.12 yields the following blowup criterion:

$$
T_{\max }<\infty \quad \Longrightarrow \quad \lim _{t \nearrow T_{\max }}\left(\|\zeta\|_{L^{\infty}\left(0, t ; W^{1, \infty}\right)}+\|\boldsymbol{u}\|_{L^{\infty}\left(0, t ; W^{1, \infty}\right)}\right) \rightarrow \infty
$$

since the hyperbolicity criterion remains satisfied as a consequence of the conservation of mass; see footnote 12 page vii. In particular, for given initial data, $T_{\max }$ and the maximal solution do not depend on the choice of the regularity index, $s>1+d / 2$.
Remark 5.6. In order to prove the well-posedness of the Cauchy problem associated with eq. (5.7) in the sense of Hadamard, one should state the continuity of the flow map

$$
\varphi^{t}:\left(\zeta_{0}, \boldsymbol{u}_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right)^{1+d} \mapsto(\zeta(t, \cdot), \boldsymbol{u}(t, \cdot)) \in H^{s}\left(\mathbb{R}^{d}\right)^{1+d}
$$

While this property holds true (see the aforementioned references), it is not significant for our purposes, where we are happy to ask an extra derivative on the initial data to ensure that the flow map is Lipschitz. This result is a particular case of the stability property, Theorem 5.7, below.
Theorem 5.7 (Stability). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, s \in \mathbb{N}, M^{\star} \geq 0, n_{0} \stackrel{\text { def }}{=} \max \left\{s, 1+s_{\star}\right\}$, $n \stackrel{\text { def }}{=} \max \left\{s+1,1+s_{\star}\right\}$. There exists $C>0$ such that for any $\varepsilon, \beta \in[0,1]$, for any $b \in W^{n, \infty}\left(\mathbb{R}^{d}\right)$, for any $T^{\star}>0$ and $\left(\zeta^{0}, \boldsymbol{u}^{0}\right) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{n_{0}}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ satisfying the Saint-Venant system, eq. (5.3), as well as any $(\zeta, \boldsymbol{u}) \in L^{\infty}\left(0, T^{\star} ; H^{n}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ satisfying

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot((1+\varepsilon \zeta-\beta b) \boldsymbol{u})=r  \tag{5.7}\\
\partial_{t} \boldsymbol{u}+\nabla \zeta+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\boldsymbol{r}
\end{array}\right.
$$

with $(r, \boldsymbol{r}) \in L^{1}\left(0, T^{\star} ; H^{s}\left(\mathbb{R}^{d}\right)^{1+d}\right)$, and assuming that $h=1+\varepsilon \zeta-\beta b$ and $h^{0}=1+\varepsilon \zeta^{0}-\beta b$ satisfy eq. (5.6) uniformly for $t \in\left[0, T^{\star}\right]$ and

$$
M \stackrel{\text { def }}{=} \operatorname{ess}_{t \in\left[0, T^{\star}\right]}\left(|(\varepsilon \zeta(t, \cdot), \varepsilon \boldsymbol{u}(t, \cdot))|_{H^{n} \times H^{n}}+\left|\left(\varepsilon \zeta^{0}(t, \cdot), \varepsilon \boldsymbol{u}^{0}(t, \cdot)\right)\right|_{H^{n_{0} \times H^{n_{0}}}}\right)+|\beta b|_{W^{n, \infty}} \leq M_{\star}
$$

one has, for any $t \in\left[0, T^{\star}\right]$,

$$
\begin{aligned}
\left|\left(\zeta-\zeta^{0}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\boldsymbol{u}-\boldsymbol{u}^{0}\right)(t, \cdot)\right|_{H^{s}} \leq C e^{C M t} & \left(\left|\left(\zeta-\zeta^{0}\right)(t=0, \cdot)\right|_{H^{s}}+\left|\left(\boldsymbol{u}-\boldsymbol{u}^{0}\right)(t=0, \cdot)\right|_{H^{s}}\right) \\
& +C \int_{0}^{t} e^{C M(t-\tau)}\left(|r(\tau, \cdot)|_{H^{s}}+|\boldsymbol{r}(\tau, \cdot)|_{H^{s}}\right) \mathrm{d} \tau
\end{aligned}
$$

The following result is a direct consequence of Theorem 5.1, Theorem 5.3 and Theorem 5.7.
Theorem 5.8 (Convergence). Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$, and $M^{\star} \geq 0$. There exists $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in\left(0, \mu^{\star}\right] \times[0,1]^{2}$, any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and any $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times \dot{H}^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)\right)$ classical solution to the water waves equations, eq. (2.7), satisfying eq. (5.6) uniformly on $\left[0, T^{\star}\right]$ and

$$
M \stackrel{\text { def }}{=} \sup _{t \in\left[0, T^{\star}\right]}\left(|\varepsilon \zeta(t, \cdot)|_{H^{\max \left\{s+1,2+s_{\star}\right\}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{\max \left\{s+1,1+s_{\star}\right\}}}\right)+|\beta b|_{W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}} \leq M^{\star}
$$

there exists a unique $\left(\zeta_{\mathrm{SV}}, \boldsymbol{u}_{\mathrm{SV}}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{\max \left\{s, 1+s_{*}\right\}}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ solution to the Saint-Venant system (5.3) with initial data $\left.\left(\zeta_{\mathrm{SV}}, \boldsymbol{u}_{\mathrm{SV}}\right)\right|_{t=0}=\left.(\zeta, \nabla \psi)\right|_{t=0}$ and for any $t \in\left(0, \min \left\{T^{\star}, T / M\right\}\right]$,

$$
\left|\left(\zeta-\zeta_{\mathrm{SV}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\nabla \psi-\boldsymbol{u}_{\mathrm{SV}}\right)(t, \cdot)\right|_{H^{s}} \leq C \mu t\left(\|\zeta\|_{L^{\infty}\left(0, t ; H^{s+4}\right)}+\|\nabla \psi\|_{L^{\infty}\left(0, t ; H^{s+3}\right)}\right)
$$

Remark 5.9. That for regular initial data (satisfying the non-cavitation and Rayleigh-Taylor criteria), uniquely defined regular solutions to the water waves equations exist on the time scale of Theorem 5.8 is provided by Theorem 2.9.

## 6 The bilayer hydrostatic systems

We introduce the extensions of the Saint-Venant system displayed in Section 5 which describe infinitely long interfacial waves, following the framework presented in Section 3. The case of two homogeneous layers with a free interface and a free surface is studied in Section 6.1. The rigid-lid setting is studied in Section 6.2. Finally, the extension to multiple layers is tackled in Section 6.3. Incidentally, while we could use the terminology of "multilayer Saint-Venant system", these should not be confused with the multilayer systems "with mass exchange" discussed for instance in [29, 28] as in the latter the layers are not prescribed by the density stratification.

### 6.1 The free-surface case

We recall that the full Euler equations describing the motion of two layers of incompressible, homogeneous, inviscid fluids under the assumption of potential flows being subject to vertical gravity forces can be written as a system of four equations on the deformation of the surface and interface (denoted respectively $\zeta_{1}$ and $\zeta_{2}$ ), and the trace of the velocity potential of the upper fluid at the surface and the lower fluid at the interface (denoted respectively $\psi_{1}$ and $\psi_{2}$ ). These equations are given in eq. (3.1) -and eq. (3.14) for the dimensionless version - and will be referred in this section as the interfacial waves system.

Following the strategy from Proposition 4.10 and Proposition 4.23, we find that the operators defined therein satisfy

$$
\begin{aligned}
\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & =-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)+\mathcal{O}(\mu), \\
\frac{1}{\mu} \mathcal{G}_{1}^{\mu, \delta}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, \beta b\right]\left(\psi_{1}, \psi_{2}\right) & =-\nabla \cdot\left(h_{1} \nabla \psi_{1}\right)-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)+\mathcal{O}(\mu), \\
\varphi_{1}=\mathcal{H}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, \beta b\right]\left(\psi_{1}, \psi_{2}\right) & =\psi_{1}+\mathcal{O}(\mu),
\end{aligned}
$$

where $h_{1}=1+\varepsilon \alpha \zeta_{1}-\varepsilon \zeta_{2}$ and $h_{2}=\delta^{-1}+\varepsilon \zeta_{2}-\beta b$. Plugging these approximations into eq. (3.14) and withdrawing all terms of size $\mathcal{O}(\mu)$ yields

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \zeta_{1}+\nabla \cdot\left(h_{1} \nabla \psi_{1}\right)+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=0  \tag{6.1}\\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=0 \\
\partial_{t} \psi_{1}+\frac{\delta+\gamma}{1-\gamma} \alpha \zeta_{1}+\frac{\varepsilon}{2}\left|\nabla \psi_{1}\right|^{2}=0 \\
\partial_{t}\left(\psi_{2}-\gamma \psi_{1}\right)+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\gamma\left|\nabla \psi_{1}\right|^{2}\right)=0
\end{array}\right.
$$

As for the (one-layer) Saint-Venant system, it is customary to rewrite eq. (6.1) using velocity variables, that is

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \zeta_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0  \tag{6.2}\\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\partial_{t} \boldsymbol{u}_{1}+\frac{\delta+\gamma}{1-\gamma} \alpha \nabla \zeta_{1}+\varepsilon\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=0 \\
\partial_{t} \boldsymbol{u}_{2}+\gamma \frac{\delta+\gamma}{1-\gamma} \alpha \nabla \zeta_{1}+(\delta+\gamma) \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}=0
\end{array}\right.
$$

System (6.2) is obtained immediately from eq. (6.1), defining $\boldsymbol{u}_{\ell} \stackrel{\text { def }}{=} \nabla \psi_{\ell}(\ell \in\{1,2\})$ and after a little algebra. It is also valid if we set $\boldsymbol{u}_{\ell} \stackrel{\text { def }}{=} \overline{\boldsymbol{u}}_{\ell}(\ell \in\{1,2\})$ where $\overline{\boldsymbol{u}}_{\ell}$ are the layer-averaged horizontal velocities,

$$
\overline{\boldsymbol{u}}_{1}=\frac{1}{h_{1}} \int_{\varepsilon \zeta_{2}}^{1+\varepsilon \alpha \zeta_{1}} \nabla_{\boldsymbol{x}} \Phi_{1} \mathrm{~d} z, \quad \overline{\boldsymbol{u}}_{2}=\frac{1}{h_{2}} \int_{-\delta^{-1}+\beta b}^{\varepsilon \zeta_{2}} \nabla_{\boldsymbol{x}} \Phi_{2} \mathrm{~d} z,
$$

in which case the first two equations, representing the conservation of mass, are exactly satisfied by solutions of the interfacial waves equations eq. (3.14), and only the last two ( $d$-dimensional) equations are $\mathcal{O}(\mu)$ approximations (and are expected to be valid even out of the irrotational framework).

Physical variables Using physical variables (recall Section 3.4), system (6.2) reads

$$
\left\{\begin{array}{l}
\partial_{t} h_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=0  \tag{6.3}\\
\partial_{t} h_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\rho_{1} \partial_{t} \boldsymbol{u}_{1}+g \rho_{1} \nabla\left(h_{1}+h_{2}+b\right)+\rho_{1}\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=\mathbf{0} \\
\rho_{2} \partial_{t} \boldsymbol{u}_{2}+g \rho_{1} \nabla h_{1}+g \rho_{2} \nabla\left(h_{2}+b\right)+\rho_{2}\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}=\mathbf{0}
\end{array}\right.
$$

with $h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d_{1}+\zeta_{1}(t, \boldsymbol{x})-\zeta_{2}(t, \boldsymbol{x})$ and $h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d_{2}+\zeta_{2}(t, \boldsymbol{x})-b(\boldsymbol{x})$. We refer to this system as the (free-surface) bilayer hydrostatic system because it can be formally derived from the hydrostatic assumption (and columnar motion), that is setting $\partial_{z} P=-\rho g$ in the full Euler equations (1.1)-(1.2); see for instance [199, § 6.2].

### 6.1.1 Hamiltonian structure

The bilayer hydrostatic system, eq. (6.1), enjoys a canonical formulation which is directly inherited from the corresponding one of the interfacial waves system described in Section 3.2. Introducing

$$
\mathscr{H}_{\text {hydro }} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \gamma \frac{\delta+\gamma}{1-\gamma}\left(\alpha \zeta_{1}\right)^{2}+(\delta+\gamma) \zeta_{2}^{2}+\gamma h_{1}\left|\nabla \psi_{1}\right|^{2}+h_{2}\left|\nabla \psi_{2}\right|^{2} \mathrm{~d} \boldsymbol{x}
$$

where $h_{1}=1+\varepsilon \alpha \zeta_{1}-\varepsilon \zeta_{2}$ and $h_{2}=\delta^{-1}+\varepsilon \zeta_{2}-\beta b$ and viewing $\mathscr{H}_{\text {hydro }}$ as a functional for $\left(\alpha \zeta_{1}, \zeta_{2}, \xi_{1} \stackrel{\text { def }}{=} \gamma \psi_{1}, \xi_{2} \stackrel{\text { def }}{=} \psi_{2}-\gamma \psi_{1}\right)$, one can check that eq. (6.1) reads

$$
\partial_{t}\left(\begin{array}{c}
\alpha \zeta_{1} \\
\xi_{1} \\
\zeta_{2} \\
\xi_{2}
\end{array}\right)=\left(\begin{array}{c}
\delta_{\xi_{1}} \mathscr{H}_{\text {hydro }} \\
-\delta_{\alpha \zeta_{1}} \mathscr{H}_{\text {hydro }} \\
\delta_{\xi_{2}} \mathscr{H}_{\text {hydro }} \\
-\delta_{\zeta_{2}} \mathscr{H}_{\text {hydro }}
\end{array}\right) .
$$

Alternatively, we can define the Lagrangian of the system with the difference between potential and kinetic energy; see $[118,(2.23)]$. Associated with the Hamiltonian formulation and natural symmetry groups of the system are preserved quantities (invariants). Related to the variation of base level for the velocity potentials are the obvious conservation of the excess of mass:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}_{\ell}=0, \quad \mathscr{Z}_{\ell} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{\ell} \mathrm{d} \boldsymbol{x} \quad(\ell \in\{1,2\})
$$

From horizontal translation invariance (in the flat bottom case) we obtain the conservation of the horizontal impulse

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \alpha \zeta_{1} \nabla \xi_{1}+\zeta_{2} \nabla \xi_{2} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0)
$$

and hence the horizontal momentum which under the hydrostatic assumption simply reads

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}_{\text {hydro }}=0, \quad \mathscr{M}_{\text {hydro }} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \gamma h_{1} \nabla \psi_{1}+h_{2} \nabla \psi_{2} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

From time translation invariance we obtain the conservation of the energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{hydro}}=0 .
$$

As in Section 5.1, we may also devise a (non-canonical) symplectic form for the equations with the velocity variables, eq. (6.2). We omit to write it down.

### 6.1.2 Hyperbolicity

Conservative form Equations (6.2) (or (6.3)) is-as in the one-layer case - a first-order quasilinear system. Some crucial differences arise however in the bilayer framework. Firstly, the system can (apparently) no longer be written under conservative form, that is

$$
\partial_{t} \boldsymbol{U}+\operatorname{div} \boldsymbol{F}=\boldsymbol{G}
$$

with well-chosen functions $\boldsymbol{F}(\boldsymbol{U})$ and $\boldsymbol{G}(\boldsymbol{U}, b)$. Indeed, the standard way of writing eq. (6.2) in a conservative way is to used momentum variables, that is $\boldsymbol{m}_{\ell} \stackrel{\text { def }}{=} h_{\ell} \boldsymbol{u}_{\ell}(\ell \in\{1,2\})$ so that we have

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \zeta_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0  \tag{6.4}\\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\partial_{t}\left(h_{1} \boldsymbol{u}_{1}\right)+\frac{\delta+\gamma}{1-\gamma} \alpha h_{1} \nabla \zeta_{1}+\varepsilon \nabla \cdot\left(h_{1} \boldsymbol{u}_{1} \otimes \boldsymbol{u}_{1}\right)=\mathbf{0} \\
\partial_{t}\left(h_{2} \boldsymbol{u}_{2}\right)+\gamma \frac{\delta+\gamma}{1-\gamma} \alpha h_{2} \nabla \zeta_{1}+(\delta+\gamma) h_{2} \nabla \zeta_{2}+\varepsilon \nabla \cdot\left(h_{2} \boldsymbol{u}_{2} \otimes \boldsymbol{u}_{2}\right)=\mathbf{0}
\end{array}\right.
$$

and we recognize non-conservative contributions of the form $\zeta_{2} \nabla \zeta_{1}$ in the last equation. Let us remark however that this fact is of utmost importance in the theory of discontinuous solutions but not so much for regular solutions, and that in our irrotational framework we can use the identities

$$
\left(\boldsymbol{u}_{\ell} \cdot \nabla\right) \boldsymbol{u}_{\ell}=\left(\left(\nabla \psi_{\ell}\right) \cdot \nabla\right) \nabla \psi_{\ell}=\frac{1}{2} \nabla\left(\left|\nabla \psi_{\ell}\right|^{2}\right)
$$

to rewrite equivalently (6.2) (for irrotational data) under conservative form.
Remark 6.1. Setting $\gamma=0$ and $\delta=1$, we recover the one-layer (with free surface) situation, that is the Saint-Venant system.

Hyperbolicity Another difference with respect to the (one-layer) Saint-Venant equations, and which is much more important for our purposes, is that the hyperbolicity domain (see Section 5.2) can no longer be described by simple explicit formulae, and in particular the non-cavitation assumptions

$$
\inf _{\mathbb{R}^{d}} h_{1}>0, \quad \inf _{\mathbb{R}^{d}} h_{2}>0
$$

(which we always assume thereafter) are not sufficient to guarantee hyperbolicity. However the hyperbolicity can be clarified through a nice "geometrical approach", dating back to Ovsjannikov [345] (see also [37] and [399]). We quickly recall this approach in the situation of flat bottom (since the the bottom contributions are order-zero terms) and horizontal dimension $d=1$ (since the general case can be recovered thanks to the rotational invariance property - see [323, 153]-and symbolic analysis).Then eq. (6.2) can be written as

$$
\partial_{t} \boldsymbol{U}+\mathcal{A}(\boldsymbol{U}) \partial_{x} \boldsymbol{U}=0, \quad \boldsymbol{U} \stackrel{\text { def }}{=}\left(\begin{array}{c}
h_{1} \\
h_{2} \\
\varepsilon u_{1} \\
\varepsilon u_{2}
\end{array}\right), \quad \mathcal{A}(\boldsymbol{U})=\left(\begin{array}{cccc}
\varepsilon u_{1} & 0 & h_{1} & 0 \\
0 & \varepsilon u_{2} & 0 & h_{2} \\
\varrho^{-1} & \varrho^{-1} & \varepsilon u_{1} & 0 \\
\gamma \varrho^{-1} & \varrho^{-1} & 0 & \varepsilon u_{2}
\end{array}\right)
$$

where $\varrho \stackrel{\text { def }}{=} \frac{1-\gamma}{\delta+\gamma}$ measures the density contrast. The key idea consists in writing the characteristic polynomial of $\mathcal{A}$ under the form

$$
P(\lambda)=\left(\left(\varepsilon u_{2}-\lambda\right)^{2}-\varrho^{-1} h_{2}\right)\left(\left(\varepsilon u_{1}-\lambda\right)^{2}-\varrho^{-1} h_{1}\right)-\gamma \varrho^{-2} h_{1} h_{2}
$$

and to define

$$
p_{\ell}=\frac{\lambda-\varepsilon u_{\ell}}{\sqrt{h_{\ell}}}, \quad \ell \in\{1,2\} .
$$

Hence real solutions of the characteristic polynomials correspond in a one-to-one manner to solutions $p_{1}, p_{2} \in \mathbb{R}$ to

$$
\begin{equation*}
\left(p_{2}^{2}-\varrho^{-1}\right)\left(p_{1}^{2}-\varrho^{-1}\right)=\gamma \varrho^{-2}, \quad p_{1} \sqrt{h_{1}}+\varepsilon u_{1}=p_{2} \sqrt{h_{2}}+\varepsilon u_{2} . \tag{6.5}
\end{equation*}
$$

Geometrically, the solutions of the above are the intersection of a fourth-order curve which is the union of a closed curve (resembling a circle) and fourfold unbounded curve (resembling four hyperbolas), and the straight line with slope $\sqrt{h_{1} / h_{2}}$ passing through $\left(p_{1}, p_{2}\right)=\left(0, \varepsilon \frac{u_{1}-u_{2}}{\sqrt{h_{2}}}\right)$. From this interpretation and straightforward scaling arguments, we see that when $h_{1} / h_{2}$ and $\gamma$ are fixed, there exists two critical values $V_{-}, V_{+}$such that

- If $\left(\varepsilon\left|u_{1}-u_{2}\right|\right)^{2}<\frac{h_{2}}{\varrho} V_{-}\left(\frac{h_{1}}{h_{2}}, \gamma\right)$ or $\left(\varepsilon\left|u_{1}-u_{2}\right|\right)^{2}>\frac{h_{2}}{\varrho} V_{+}\left(\frac{h_{1}}{h_{2}}, \gamma\right)$, there exists four distinct real solutions to the characteristic polynomial, and hence the system is strictly hyperbolic.
- If $\frac{h_{2}}{\varrho} V_{-}\left(\frac{h_{1}}{h_{2}}, \gamma\right)<\left(\varepsilon\left|u_{1}-u_{2}\right|\right)^{2}<\frac{h_{2}}{\varrho} V_{+}\left(\frac{h_{1}}{h_{2}}, \gamma\right)$, there exists only two (simple) real solutions to the characteristic polynomial, and hence the system is of mixed elliptic-hyperbolic type.

Shortly put, the linearized bilayer hydrostatic system is stable if and only if the shear velocity is sufficiently small or sufficiently large. Moreover we see that when shear velocities are sufficiently small, we can distinguish two pairs of solution, depending on whether they cross the "inner" closed curve or "outer" unbounded curve. The former correspond to the so-called baroclinic mode, and the latter to the barotropic mode; see e.g. [199, § 6.2].


Figure 6.1 - Solutions to eq. (6.5). Solutions to the quartic equation are in black (plain).
Solutions to the linear equation with $\varepsilon\left(u_{1}-u_{2}\right)=1$ (green, plain), $\varepsilon\left(u_{1}-u_{2}\right)=3$ (red, dashed) and $\varepsilon\left(u_{1}-u_{2}\right)=5$ (blue, dot-dashed). Parameters are $h_{1}=1, h_{2}=\frac{1}{\delta}=2$.

Special limits It is interesting to study the limit of vanishing density contrast, that is $\gamma \nearrow 1$. In this case, and recalling the definition $\varrho=\frac{1-\gamma}{\delta+\gamma}$, one may check that the aforementioned closed curve converges towards the circle around the origin with squared radius $(1-\gamma) \varrho^{-1}=\delta+\gamma \rightarrow 1+\delta(\gamma \nearrow 1)$. The unbounded curves are in the outer region delimited by the circle around the origin with squared radius $\varrho^{-1}$ and hence go to infinity (due to our choice of scaling when non-dimensionalizing which allows to concentrate on the baroclinic mode), and in the limit we have the simple criterion that the system if of strict hyperbolic type if and only if

$$
\left(\varepsilon\left|u_{1}-u_{2}\right|\right)^{2}<(1+\delta)\left(h_{1}+h_{2}\right)
$$

This will correspond to the corresponding criterion for the rigid-lid system in the same limit; see Section 6.2.3.

In the opposite direction, if we consider the limit $\gamma \searrow 0$, then the quadratic curve degenerates in the set $\left\{-\varrho^{-1}, \varrho^{-1}\right\}^{2}$. Then there are always four real eigenvalues (counting multiplicities), that is $\lambda=\varepsilon u_{\ell} \pm \sqrt{\varrho^{-1} h_{\ell}}(\ell \in\{1,2\})$, and the system is strongly hyperbolic as soon as the non-cavitation
assumption is satisfied. This corresponds to the one-layer situation, with the addition of a spurious propagation mode for the free surface which does not interact with the propagation mode of the interface.

### 6.1.3 Rigorous justification

Let us now rigorously justify the bilayer, hydrostatic equations, eq. (6.3), as an asymptotic model for the interfacial waves system, eq. (3.1). It is informative to compare the results below with the corresponding ones on the Saint-Venant system in Section 5.3.

In this section we denote, given $\mu^{\star}>0, \delta_{\star}>0$, and $\delta^{\star}>0$ :

$$
\mathfrak{p}_{\frac{\mathrm{SW}}{}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta, \alpha, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \alpha \in(0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} .
$$

We state and prove below two consistency results, the first one being adapted to the formulation of eq. (6.1) - or more precisely an artificially extended system involving a variable $\varphi_{1}$ (representing the trace of the upper velocity potential at the interface) coupled with the constraint $\varphi_{1}=\psi_{1}$-and the second one being adapted to the formulation of eq. (6.2), and more useful in practice.

Theorem 6.2 (Consistency). Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}, s_{\star}>d / 2, \mu^{\star}>0, \delta_{\star}>0, \delta^{\star}>0, h_{\star}>0$ and $M^{\star} \geq 0$. There exist $C>0$ such that for any $(\mu, \varepsilon, \beta, \alpha, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{SW}}{\mathrm{SW}}}$, any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any $\left(\zeta_{1}, \zeta_{2}, \psi_{1}, \psi_{2}\right) \in L^{\infty}\left(0, T ; H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2} \times \dot{H}^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ solution to the interfacial waves equations, eq. (3.14) with $\varphi_{1}$ satisfying the constraint equation

$$
\varphi_{1}=\mathcal{H}_{\mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\mathcal{H}_{\mathrm{N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2},
$$

and such that

$$
\forall t \in[0, T], \quad \forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad\left\{\begin{array}{l}
h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} 1+\alpha \varepsilon \zeta_{1}(t, \boldsymbol{x})-\varepsilon \zeta_{2}(t, \boldsymbol{x}) \geq h_{\star}>0 \\
h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2}(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0
\end{array}\right.
$$

and

$$
\underset{t \in(0, T)}{\operatorname{ess} \sup }\left(\left|\left(\alpha \varepsilon \zeta_{1}(t, \cdot), \varepsilon \zeta_{2}(t, \cdot)\right)\right|_{H^{2+s_{\star}}}+\left|\left(\varepsilon \nabla \psi_{1}(t, \cdot), \varepsilon \nabla \psi_{2}(t, \cdot)\right)\right|_{H^{1+s_{\star}}}\right)+|\beta b|_{W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}} \leq M^{\star},
$$

one has

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \zeta_{1}+\nabla \cdot\left(h_{1} \nabla \psi_{1}\right)+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=r_{1}, \\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=r_{2}, \\
\partial_{t} \psi_{1}+\frac{\delta+\gamma}{1-\gamma} \alpha \zeta_{1}+\frac{\varepsilon}{2}\left|\nabla \psi_{1}\right|^{2}=r_{3}, \\
\partial_{t}\left(\psi_{2}-\gamma \varphi_{1}\right)+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\gamma\left|\nabla \varphi_{1}\right|^{2}\right)=r_{4}, \\
\varphi_{1}-\psi_{1}=r_{5},
\end{array}\right.
$$

and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|\left(r_{1}(t, \cdot), r_{2}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2}} & \leq C \mu\left(\left|\alpha \zeta_{1}(t, \cdot)\right|_{H^{s+4}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s+4}}+\left|\nabla \psi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right), \\
\left|\left(r_{3}(t, \cdot), r_{4}(t, \cdot)\right)\right|_{\left(H^{s+1}\right)^{2}} & \leq C \mu \varepsilon M\left(\left|\alpha \zeta_{1}(t, \cdot)\right|_{H^{s+4}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s+4}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right), \\
\left|\left(r_{5}(t, \cdot)\right)\right|_{H^{s+2}} & \leq C \mu\left(\left|\alpha \zeta_{1}(t, \cdot)\right|_{H^{s+4}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s+4}}+\left|\nabla \psi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right),
\end{aligned}
$$

with $M \stackrel{\text { def }}{=}\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}$.

Moreover, denoting $\boldsymbol{u}_{1}=\nabla \psi_{1}$ and $\boldsymbol{u}_{2}=\nabla\left(\psi_{2}-\gamma \varphi_{1}+\gamma \psi_{1}\right)$, one has

$$
\left\{\begin{array}{l}
\alpha \partial_{t} \zeta_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=\tilde{r}_{1}, \\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=\tilde{r}_{2} \\
\partial_{t} \boldsymbol{u}_{1}+\frac{\delta+\gamma}{1-\gamma} \alpha \nabla \zeta_{1}+\varepsilon\left(\boldsymbol{u}_{1} \cdot \nabla \boldsymbol{u}_{1}\right)=\tilde{\boldsymbol{r}}_{3}, \\
\partial_{t} \boldsymbol{u}_{2}+\gamma \frac{\delta+\gamma}{1-\gamma} \alpha \nabla \zeta_{1}+(\delta+\gamma) \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{2} \cdot \nabla \boldsymbol{u}_{2}\right)=\tilde{\boldsymbol{r}}_{4}
\end{array}\right.
$$

with, for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|\left(\tilde{r}_{1}(t, \cdot), \tilde{r}_{2}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2}} & \leq C \mu\left(\left|\alpha \zeta_{1}(t, \cdot)\right|_{H^{s+4}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s+4}}+\left|\nabla \psi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right) \\
\left|\left(\tilde{\boldsymbol{r}}_{3}(t, \cdot), \tilde{\boldsymbol{r}}_{4}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2 d}} & \leq C \mu \varepsilon \tilde{M}\left(\left|\alpha \zeta_{1}(t, \cdot)\right|_{H^{s+4}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s+4}}+\left|\nabla \psi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right)
\end{aligned}
$$

with $\tilde{M} \stackrel{\text { def }}{=}\left|\nabla \psi_{1}(t, \cdot)\right|_{H^{2+s_{\star}}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{2+s_{\star}}}$.
Proof. The estimate for $r_{2}$ is obtained as the corresponding one in Theorem 5.1-that is by Proposition 4.10 with $n=1$ and $k=s+1$-using the identity

$$
\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=\frac{\delta}{\mu} \mathcal{G}^{\mu / \delta^{2}}[\varepsilon \delta \zeta, \beta \delta b] \psi_{2}
$$

Concerning $r_{1}$, we use $\mathcal{G}_{1}^{\mu, \delta}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}, \beta b\right]\left(\psi_{1}, \psi_{2}\right)=\mathcal{G}_{1, \mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\mathcal{G}_{1, \mathrm{~N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$ and remark

$$
\frac{1}{\mu} \mathcal{G}_{1, \mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}=\frac{1}{\mu} \mathcal{G}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}
$$

so that we have as above ${ }^{29}$

$$
\left|\frac{1}{\mu} \mathcal{G}_{1, \mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\nabla \cdot\left(h_{1} \nabla \psi_{1}\right)\right|_{H^{s}} \leq C \mu\left(\left|\alpha \zeta_{1}\right|_{H^{s+4}}+\left|\zeta_{2}\right|_{H^{s+4}}+\left|\nabla \psi_{1}\right|_{H^{s+3}}\right)
$$

with $C$ as in the statement (we will always use this convention). Now, by using Proposition 4.23 with $n=1$ and $k=s+1$ in conjunction with Proposition 4.10 with $n=0$ and $k \in\left\{s+3,2+s_{\star}\right\}$ (and using the standard trick stemming from interpolation Lemma II. 3 and Lemma II. 13 and Young's inequality as in Proposition II.7) we deduce

$$
\frac{1}{\mu}\left|\mathcal{G}_{1, \mathrm{~N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}-\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}\right|_{H^{s}} \leq C \mu\left(\left|\alpha \zeta_{1}\right|_{H^{s+4}}+\left|\zeta_{2}\right|_{H^{s+4}}+\left|\nabla \psi_{2}\right|_{H^{s+3}}\right)
$$

and by Proposition 4.10 with $n=1$ and $k=s+1$

$$
\left|\frac{1}{\mu} \mathcal{G}^{\mu}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}+\nabla \cdot\left(\left(\delta^{-1}+\varepsilon \zeta_{2}-\beta b\right) \nabla \psi_{2}\right)\right|_{H^{s}} \leq C \mu\left(\left|\zeta_{2}\right|_{H^{s+4}}+\left|\nabla \psi_{2}\right|_{H^{s+3}}\right),
$$

and the estimate on $r_{1}$ follows from the triangular inequality.
The estimate for $r_{3}$ follows as above, but using (in addition to product and composition estimates, Proposition II. 7 and Proposition II.11) Proposition 4.23 with $n=0$ and $k=s+2$, while the estimate for $r_{4}$ uses Proposition 4.23 with $n=0$ and $k=s+3$.

We conclude with the estimate for $r_{5}$. Recall

$$
\varphi_{1}=\mathcal{H}_{\mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\mathcal{H}_{\mathrm{N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}
$$

[^22]By Proposition 4.18 with $n=1$ and $k=s+2$ (and the same caveat as in the above footnote) we have

$$
\left|\mathcal{H}_{\mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}-\psi_{1}\right|_{H^{s+2}} \leq C \mu\left(\left|\alpha \zeta_{1}\right|_{H^{s+4}}+\left|\zeta_{2}\right|_{H^{s+4}}+|\nabla \psi|_{H^{s+3}}\right)
$$

By Proposition 4.25 with $n=0$ and $k=s+2$ in conjunction with Proposition 4.10 with $n=0$ and $k \in\left\{s+3,2+s_{\star}\right\}$, we obtain as above

$$
\left|\mathcal{H}_{\mathrm{N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}\right|_{H^{s+2}} \leq C \mu\left(\left|\alpha \zeta_{1}\right|_{H^{s+4}}+\left|\zeta_{2}\right|_{H^{s+4}}+\left|\nabla \psi_{2}\right|_{H^{s+3}}\right)
$$

and the first statement follows.
The second statement then follows from the identities

$$
\psi_{2}=\left(\psi_{2}-\gamma \varphi_{1}\right)+\gamma \psi_{1}+\gamma\left(\varphi_{1}-\psi_{1}\right) \quad \text { and } \quad \varphi_{1}=\psi_{1}+\left(\varphi_{1}-\psi_{1}\right)
$$

from which we infer

$$
\begin{gathered}
\tilde{r}_{1}=r_{1}+\gamma \nabla \cdot\left(h_{2} r_{5}\right), \quad \tilde{r}_{2}=r_{2}+\gamma \nabla \cdot\left(h_{2} r_{5}\right), \quad \tilde{\boldsymbol{r}}_{3}=\nabla r_{3}, \\
\tilde{\boldsymbol{r}}_{4}=\nabla\left(r_{4}+\gamma r_{3}\right)+\frac{\varepsilon}{2} \nabla\left(\left(\gamma \nabla r_{5}\right) \cdot\left((\gamma-1) \nabla r_{5}+2 \nabla\left(\psi_{2}-\gamma \varphi_{1}+(\gamma-1) \psi_{1}\right)\right)\right) .
\end{gathered}
$$

We can then apply previously obtained estimates and product estimates to control each component as required.

Remark 6.3. Notice the size of $\varphi_{1}$ does not enter the estimates; it can be devised from its definition and Propositions used in the proof. The second statement allows to obtain-withdrawing remainder terms - a closed set of evolution equations for the unknowns $\zeta_{1}, \zeta_{2}, \psi_{1}, \psi_{2}-\gamma \varphi_{1}$. It is possible to simply replace $\varphi_{1}$ with $\psi_{1}$ in the fourth equation of the first statement, yet in this case the residual $r_{4}$ must be modified to take into account the control of $\partial_{t}\left(\psi_{1}-\varphi_{1}\right)$, which can be devised provided that we have an a priori control on the time derivative of the data; see Remark 5.2 and [148] for the rigorous analysis.

In the same spirit, we could justify the equations eq. (6.2), with $\boldsymbol{u}_{\ell}=\overline{\boldsymbol{u}}_{\ell}(\ell \in\{1,2\})$ the layeraveraged velocities, in which case the first two (mass conservation) equations hold exactly; see again Remark 5.2 and [148].

Finally, if we were to study the limit $\gamma \searrow 0$, it would be necessary to refine the estimate for $r_{3}$ and $\tilde{\boldsymbol{r}}_{3}$ as depending on $\left(\gamma^{1 / 2} \psi_{1}, \gamma^{1 / 2} \varphi_{1}\right)$, which arise naturally in energy functionals of the system.

Let us now turn to the justification of the bilayer hydrostatic equations, eq. (6.3), in the stronger sense including the well-posedness of the Cauchy problem, and the convergence analysis. A difference with respect to the study in Section 5.3 is that the hyperbolic domain of the equations are not simply the non-cavitation assumptions, but rather require the shear velocity are either sufficiently small or sufficiently large (see Section 6.1.2). Since our nonlinear framework will require finite-energy solutions, shear necessarily decay to 0 as $|x| \rightarrow \infty$, and hence we use a smallness assumption on the shear velocity as a sufficient-since explicit formula for the hyperbolic domain are not available - criteria for hyperbolicity, and eventually well-posedness in Sobolev spaces.

Another important difference is that the limit $\gamma \nearrow 1$ is singular, as coefficients of the equations diverge in this limit. In order to secure uniform energy estimates - and eventually time of existence we must employ techniques akin to singular limits such as the incompressible limit of the Euler equations. The mathematical analysis of such limits have a rich history that we shall not detail; the interested reader can refer to $[370,188,293,9]$ for a comprehensive introduction to the theory. However our system does not readily fits - as far as I know-into a general setting on which ready-to-use theorems can be applied. The result stated below-as well as the ones in Section 6.2.5-was proved in [152, 153].

Theorem 6.4 (Local well-posedness). Let $d \in\{1,2\}, s_{\star}>d / 2, s \geq 1+s_{\star}, \delta_{\star}>0, \delta^{\star}>0$, $h_{\star}>0, M^{\star}>0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta, \alpha, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{sw}}{\mathrm{sw}}}$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0,1}, \zeta_{0,2}, \boldsymbol{u}_{0,1}, \boldsymbol{u}_{0,2}\right) \in H^{s}\left(\mathbb{R}^{d}\right)^{2+2 d}$ satisfying $^{30}$

$$
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad\left\{\begin{array}{l}
h_{1,0}(\boldsymbol{x}) \stackrel{\text { def }}{=} 1+\alpha \varepsilon \zeta_{1,0}(\boldsymbol{x})-\varepsilon \zeta_{2,0}(\boldsymbol{x}) \geq h_{\star}>0  \tag{6.6}\\
h_{2,0}(\boldsymbol{x}) \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2,0}(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}+\frac{\left|\boldsymbol{u}_{2,0}-\boldsymbol{u}_{1,0}\right|^{2}}{\delta+\gamma},
\end{array}\right.
$$

$M_{0} \stackrel{\text { def }}{=} \frac{1}{\sqrt{1-\gamma}}\left|\alpha \varepsilon \zeta_{0,1}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \zeta_{0,2}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \boldsymbol{u}_{0,1}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \boldsymbol{u}_{0,2}\right|_{H^{1+s_{\star}}}+\frac{1}{\sqrt{1-\gamma}}|\beta b|_{W^{s+1, \infty}} \leq M^{\star}$,
there exists a unique $\left(\zeta_{1}, \zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)^{2+2 d}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)^{2+2 d}\right)$ classical solution to eq. (6.2), with initial data $\left.\left(\zeta_{1}, \zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)\right|_{t=0}=\left(\zeta_{1,0}, \zeta_{2,0}, \boldsymbol{u}_{1,0}, \boldsymbol{u}_{2,0}\right)$; and one has, for any $t \in\left[0, T / M_{0}\right]$, eq. (6.6) holds with constant $h_{\star} / 2$ and

$$
\begin{aligned}
&\left|\frac{\alpha}{\sqrt{1-\gamma}} \zeta_{1}(t, \cdot)\right|_{H^{s}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s}}+\left|\boldsymbol{u}_{1}(t, \cdot)\right|_{H^{s}}+\left|\boldsymbol{u}_{2}(t, \cdot)\right|_{H^{s}} \\
& \leq C \times\left(\left|\frac{\alpha}{\sqrt{1-\gamma}} \zeta_{0,1}\right|_{H^{s}}+\left|\zeta_{0,2}\right|_{H^{s}}+\left|\boldsymbol{u}_{0,1}\right|_{H^{s}}+\left|\boldsymbol{u}_{0,2}\right|_{H^{s}}\right) .
\end{aligned}
$$

Proof. A first result follows, as for Theorem 5.3, from the standard theory on symmetrizable quasilinear systems. Indeed, if we denote $\boldsymbol{U}=\left(\frac{\alpha}{\sqrt{\varrho}} \zeta_{1}, \zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)^{\top}=\left(\frac{\alpha}{\sqrt{\varrho}} \zeta_{1}, \zeta_{2}, u_{1, x_{1}}, u_{2, x_{2}}\right)^{\top}$ with

$$
\varrho \stackrel{\text { def }}{=} \frac{1-\gamma}{\delta+\gamma}
$$

then eq. (6.2) reads in dimension $d=2$ (modifications are straightforward when $d=1$ )

$$
\partial_{t} \boldsymbol{U}+\mathcal{A}_{1}(\varepsilon \boldsymbol{U}, \beta b) \partial_{x_{1}} \boldsymbol{U}+\mathcal{A}_{2}(\varepsilon \boldsymbol{U}, \beta b) \partial_{x_{2}} \boldsymbol{U}=\boldsymbol{F}(\varepsilon \boldsymbol{U}, \beta b)
$$

with $\boldsymbol{F}(\boldsymbol{U}, \beta b) \stackrel{\text { def }}{=}\left(\frac{\beta \nabla b \cdot \boldsymbol{u}_{2}}{\sqrt{\varrho}}, \beta \nabla b \cdot \boldsymbol{u}_{2}, 0,0,0,0\right)^{\top}$ and

$$
\mathcal{A}_{1}(\varepsilon \boldsymbol{U}, \beta b) \stackrel{\text { def }}{=}\left(\begin{array}{cccccc}
\varepsilon u_{1, x_{1}} & \frac{\varepsilon}{\sqrt{\varrho}}\left(u_{2, x_{1}}-u_{1, x_{1}}\right) & \frac{1}{\sqrt{\varrho}} h_{1} & 0 & \frac{1}{\sqrt{\varrho}} h_{2} & 0 \\
0 & \varepsilon u_{2, x_{1}} & 0 & 0 & h_{2} & 0 \\
\frac{1}{\sqrt{\varrho}} & 0 & \varepsilon u_{1, x_{1}} & 0 & 0 & 0 \\
0 & 0 & 0 & \varepsilon u_{1, x_{1}} & 0 & 0 \\
\frac{\gamma}{\sqrt{\varrho}} & \delta+\gamma & 0 & 0 & \varepsilon u_{2, x_{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & \varepsilon u_{2, x_{2}}
\end{array}\right)
$$

with $h_{1} \stackrel{\text { def }}{=} 1+\varepsilon \alpha \zeta_{1}-\varepsilon \zeta_{2}, h_{2} \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2}-\beta b$ and where (as noticed in [323]) by the rotational invariance property of the system, the symbol of the system reads

$$
\mathcal{A}(\varepsilon \boldsymbol{U}, \beta b, \boldsymbol{\xi}) \stackrel{\text { def }}{=} \mathcal{A}_{1}(\varepsilon \boldsymbol{U}, \beta b) \xi_{1}+\mathcal{A}_{2}(\varepsilon \boldsymbol{U}, \beta b) \xi_{2}=\mathcal{Q}(\boldsymbol{\xi})^{\top} \mathcal{A}_{1}(\varepsilon \mathcal{Q}(\boldsymbol{\xi}) \boldsymbol{U}, \beta b) \mathcal{Q}(\boldsymbol{\xi})|\boldsymbol{\xi}|
$$

with

$$
\mathcal{Q}(\xi) \stackrel{\text { def }}{=} \frac{1}{|\boldsymbol{\xi}|}\left(\begin{array}{cccccc}
|\boldsymbol{\xi}| & & & & & \\
& |\boldsymbol{\xi}| & & & & \\
& & \xi_{1} & \xi_{2} & & \\
& & -\xi_{2} & \xi_{1} & & \\
& & & & \xi_{1} & \xi_{2} \\
& & & & -\xi_{2} & \xi_{1}
\end{array}\right)
$$

[^23]This allows to infer (either by direct inspection, or using the fact that the Hessian of the total energy provides a symmetrizer of the unidimensional system) a symbolic symmetrizer of the system of the form

$$
\mathcal{S}(\varepsilon \boldsymbol{U}, \beta b, \boldsymbol{\xi}) \stackrel{\text { def }}{=} \mathcal{Q}(\boldsymbol{\xi})^{\top} \mathcal{S}_{1}(\varepsilon \mathcal{Q}(\boldsymbol{\xi}) \boldsymbol{U}, \beta b) \mathcal{Q}(\boldsymbol{\xi})|\boldsymbol{\xi}|
$$

with

$$
\mathcal{S}_{1}(\varepsilon \boldsymbol{U}, \beta b) \stackrel{\text { def }}{=}\left(\begin{array}{ccccc}
\gamma & \delta+\gamma & & & \varepsilon\left(u_{2, x_{1}}-u_{1, x_{1}}\right) \\
\\
& & \gamma h_{1} & & \\
& & & & \\
& & \left.u_{2, x_{1}}-u_{1, x_{1}}\right) & & \\
& & & h_{2} & \\
& & & & h_{2}
\end{array}\right)
$$

Yet, due to the $\varrho^{-1 / 2}$ prefactor in coefficients of the system, directly applying the standard theory on symmetrizable quasilinear systems (see [304] for instance) yields a disappointing time of existence of the form $\tilde{T} \gtrsim \varrho^{1 / 2} T / M_{0}$. Let us explain now explain why the uniform time of existence holds.

The first remark is that when using $\boldsymbol{V}=\left(\frac{\alpha}{\sqrt{\varrho}} \zeta_{1}, \zeta_{2}, \boldsymbol{u}_{2}-\gamma \boldsymbol{u}_{1}, h_{1} \boldsymbol{u}_{1}+h_{2} \boldsymbol{u}_{2}\right)^{\top}$ as unknowns, then the system has the form

$$
\partial_{t} \boldsymbol{V}+\varrho^{-1 / 2} \mathbf{L} \boldsymbol{V}+\mathcal{B}_{1}(\varepsilon \boldsymbol{V}, \beta b) \partial_{x_{1}} \boldsymbol{V}+\mathcal{B}_{2}(\varepsilon \boldsymbol{V}, \beta b) \partial_{x_{2}} \boldsymbol{V}=\boldsymbol{G}(\varepsilon \boldsymbol{V}, \beta b)
$$

where $L$ is constant-coefficients and coefficients in $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ are smooth with respect to their variables and uniformly bounded with respect to $\varrho \in(0,1]$. The second remark is that the symmetrizer of the system inferred by the one exhibited above and the change of variables, specifically $\mathcal{T}(\varepsilon \boldsymbol{V}, \beta b, \xi) \stackrel{\text { def }}{=} \mathcal{F}[\boldsymbol{V}]^{\top} \mathcal{S}(F(\varepsilon \boldsymbol{V}), \beta b, \boldsymbol{\xi}) \mathcal{F}[\boldsymbol{V}]$ where $\mathcal{F}[\boldsymbol{V}]$ is the Jacobian of the change of variables $\boldsymbol{U}=F(\boldsymbol{V})$, satisfies

$$
\mathcal{T}(\varepsilon \boldsymbol{V}, \beta b, \xi)=\mathbf{T}+\mathcal{T}(\varepsilon \Pi \boldsymbol{V}, \beta b, \xi) \Pi+\varrho^{1 / 2} \tilde{\mathcal{T}}(\varepsilon \boldsymbol{V}, \beta b, \xi)
$$

where T is constant-coefficients, coefficients in $\mathrm{T}, \mathcal{T}$ and $\tilde{\mathcal{T}}$ are uniformly bounded with respect to $\varrho \in(0,1]$, and $\Pi$ denotes the orthogonal projection onto ker L. A close look at the energy estimates in the a priori control of the Sobolev norm of solutions shows that it involves only terms which are uniformly bounded with respect to $\varrho \in(0,1]$ since $\varrho^{-1 / 2} \mathrm{~T}(D) \mathrm{L}(D)$ is self-adjoint and commutes with space derivatives and Fourier multipliers, and $\left\|\partial_{t}(\mathcal{T}(\varepsilon \boldsymbol{V}, \beta b, \xi))\right\| \lesssim\left\|\Pi \partial_{t} \boldsymbol{V}\right\|+\sqrt{\varrho}\left\|\partial_{t} \boldsymbol{V}\right\|=\mathcal{O}(1)$. From this one deduces the existence and control of the solution as stated in Theorem 6.4.

Remark 6.5. As discussed in the proof, the limit of weak density contrast, that is $\gamma \nearrow 1$, is a singular limit of the system. Such limit yields formally the Boussinesq approximation; see Section 6.2.1. In Section 6.2.5 we justify rigorously the Boussinesq approximation in conjunction of the rigid-lid assumption, in the limit of weak density contrast.

Remark 6.6. The restriction $\left|\alpha \varepsilon \zeta_{0,1}\right|_{H^{1+s_{\star}}} \leq \sqrt{1-\gamma} M_{\star}$ appearing in Theorem 6.4 is natural as it balances the contributions of the free-surface deformation and interface deformations in the potential energy of the system; see Section 6.1.1. If we remove the $\sqrt{1-\gamma}$ prefactor, then the time of existence and control of the solution is bounded from below by $T \gtrsim T / \sqrt{1-\gamma}$, which is the timescale of surface gravity waves; compare $c_{0}^{\prime}$ defined in Section 3.4 with $c_{0}$ used in Section 2.4.

The restriction $|\beta b|_{W^{s+1, \infty}} \leq \sqrt{1-\gamma} M^{\star}$ is less physically motivated, and possibly reveals a shortcoming of the result.

Remark 6.7. Remark 5.5 (on the maximal time of existence and blowup criterion) and Remark 5.6 (on the continuity of the flow map) apply mutatis mutandis.

Associated with the proof of the well-posedness by the energy method is a stability estimate, as in Theorem 5.7. We do not write it down and jump to the convergence result which directly follows from the stability, well-posedness and consistency of the bilayer hydrostatic equations, eq. (6.2).

Theorem 6.8 (Convergence). Let $d \in\{1,2\}, s \in \mathbb{N}, s_{\star}>d / 2, \delta_{\star}>0, \delta^{\star}>0, h_{\star}>0$, and $M^{\star}>0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta, \alpha, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{SW}}{\mathrm{SW}}}$ and any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right),\left(\zeta_{1}, \zeta_{2}, \psi_{1}, \psi_{2}\right) \in L^{\infty}\left(0, T ; H^{\max \left\{s+4,3+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2} \times \dot{H}^{\max \left\{s+4,3+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ solution to the interfacial waves equations, eq. (3.14) with $\varphi_{1}$ satisfying the constraint equation $\varphi_{1}=\mathcal{H}_{\mathrm{D}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \psi_{1}+\mathcal{H}_{\mathrm{N}}^{\mu}\left[\alpha \varepsilon \zeta_{1}, \varepsilon \zeta_{2}\right] \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}$, and such that

$$
\begin{aligned}
M & \stackrel{\text { def }}{=} \sup _{t \in\left[0, T^{\star}\right]}\left(\frac{1}{\sqrt{1-\gamma}}\left|\alpha \varepsilon \zeta_{1}(t, \cdot)\right|_{H^{\max \left\{s+1,3+s_{\star}\right\}}}+\left|\varepsilon \zeta_{2}(t, \cdot)\right|_{H^{\max \left\{s+1,3+s_{\star}\right\}}}\right. \\
& \left.+\left|\varepsilon \nabla \psi_{1}(t, \cdot)\right|_{H^{\max \left\{s+1,2+s_{\star}\right\}}}+\left|\varepsilon \nabla \psi_{1}(t, \cdot)\right|_{H^{\max \left\{s+1,2+s_{\star}\right\}}}\right)+\frac{1}{\sqrt{1-\gamma}}|\beta b|_{W^{\max \left\{s+4,3+s_{\star}\right\}, \infty}} \leq M^{\star},
\end{aligned}
$$

and $\left(\alpha \zeta_{1}, \zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)(t, \cdot)$ satisfies eq. (6.6) uniformly on $\left[0, T^{\star}\right]$, where we denote $\boldsymbol{u}_{1}=\nabla \psi_{1}$ and $\boldsymbol{u}_{2}=\nabla\left(\psi_{2}-\gamma \varphi_{1}+\gamma \psi_{1}\right)$, there exists a unique $\left(\zeta_{1, \mathrm{SV}}, \zeta_{2, \mathrm{SV}}, \boldsymbol{u}_{1, \mathrm{SV}}, \boldsymbol{u}_{2, \mathrm{SV}}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{s}\left(\mathbb{R}^{d}\right)^{2+2 d}\right)$ classical solution to eq. (6.2), with initial data $\left.\left(\zeta_{1, \mathrm{SV}}, \zeta_{2, \mathrm{SV}}, \boldsymbol{u}_{1, \mathrm{SV}}, \boldsymbol{u}_{2, \mathrm{SV}}\right)\right|_{t=0}=\left.\left(\zeta_{1}, \zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)\right|_{t=0}$; and one has for any $t \in\left(0, \min \left\{T^{\star}, T / M\right\}\right],{ }^{31}$

$$
\begin{aligned}
& \left|\alpha\left(\zeta_{1}-\zeta_{1, \mathrm{SV}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\zeta_{2}-\zeta_{2, \mathrm{SV}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{1, \mathrm{SV}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{2, \mathrm{SV}}\right)(t, \cdot)\right|_{H^{s}} \\
& \quad \leq C \mu t\left(\left\|\alpha \zeta_{1}\right\|_{L^{\infty}\left(0, t ; H^{s+4}\right)}+\left\|\zeta_{2}\right\|_{L^{\infty}\left(0, t ; H^{s+4}\right)}+\left\|\nabla \psi_{1}\right\|_{L^{\infty}\left(0, t ; H^{s+3}\right)}+\left\|\nabla \psi_{2}\right\|_{L^{\infty}\left(0, t ; H^{s+3}\right)}\right) .
\end{aligned}
$$

Remark 6.9. Contrarily to the homogeneous situation with free surface (see Remark 5.9), the existence and uniqueness of solutions to the interfacial waves equations for a large class of initial data (with finite regularity) does not hold, due to the so-called Kelvin-Helmholtz instabilities. This issue is discussed in more details in Chapter E.

### 6.2 The rigid-lid approximation

We now consider the bilayer system under the rigid-lid assumption. Hence the upper boundary of the system is no longer free, but fixed and flat. The full Euler equations are given in eq. (3.5) - or equivalently eq. (3.8) - using physical variables and eq. (3.15) -or equivalently eq. (3.16) -using dimensionless variables. By using Proposition 4.10 (and straightforward rescaling) we infer the approximations

$$
\begin{aligned}
\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2} & =-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)+\mathcal{O}(\mu), & & h_{2} \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2}-\beta b \\
\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1} & =\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)+\mathcal{O}(\mu), & h_{1} & \stackrel{\text { def }}{=} 1-\varepsilon \zeta_{2}
\end{aligned}
$$

which, when plugged into eq. (3.15) and withdrawing all terms of size $\mathcal{O}(\mu)$, yield the system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)  \tag{6.7}\\
\partial_{t} \varphi_{1}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \varphi_{1}\right|^{2}=-\gamma^{-1} p_{\mathrm{int}} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \psi_{2}\right|^{2}=-p_{\mathrm{int}}
\end{array}\right.
$$

We recall that $p_{\text {int }}$ (physically representing the pressure at the interface) is not an unknown but a Lagrange multiplier associated with the compatibility condition $\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)$. We can rewrite the above equivalently as two evolution equations, corresponding to $\mathcal{O}(\mu)$ approximations of the formulation eq. (3.16), with

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=0  \tag{6.8}\\
\partial_{t}\left(\psi_{2}-\gamma \varphi_{1}\right)+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\gamma\left|\nabla \varphi_{1}\right|^{2}\right)=0
\end{array}\right.
$$

[^24]where $\varphi_{1}$ is determined (up to a harmless constant) from $\left(\psi_{2}, \zeta_{2}, b\right)$ after solving the elliptic equation
$$
\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)
$$

Using velocity variables $\boldsymbol{u}_{\ell}=\nabla \psi_{\ell}$ or $\boldsymbol{u}_{\ell}=\overline{\boldsymbol{u}}_{\ell}(\ell \in\{1,2\})$ as in Section 6.1, we find respectively

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{6.9}\\
\partial_{t} \boldsymbol{u}_{1}+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=-\gamma^{-1} \nabla p_{\mathrm{int}} \\
\partial_{t} \boldsymbol{u}_{2}+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}=-\nabla p_{\mathrm{int}}
\end{array}\right.
$$

and, denoting $\boldsymbol{v} \stackrel{\text { def }}{=} \boldsymbol{u}_{2}-\gamma \boldsymbol{u}_{1}$,

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0  \tag{6.10}\\
\partial_{t} \boldsymbol{v}+(\delta+\gamma) \nabla \zeta_{2}+\frac{\varepsilon}{2} \nabla\left(\left|\boldsymbol{u}_{2}\right|^{2}-\gamma\left|\boldsymbol{u}_{1}\right|^{2}\right)=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ are uniquely determined from $\boldsymbol{v}$ by solving

$$
\nabla \cdot\left(\left(h_{1}+\gamma h_{2}\right) \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{v}\right), \quad \nabla \cdot\left(\left(h_{1}+\gamma h_{2}\right) \boldsymbol{u}_{2}\right)=\nabla \cdot\left(h_{1} \boldsymbol{v}\right)
$$

in the space of gradient vector fields. Hence a nonlocal operator is involved, which was put forward in [52] (see also [205, 159]). Only when $d=1$ can we simply put $u_{1}=\frac{-h_{2} v}{h_{1}+\gamma h_{2}}$ and $u_{2}=\frac{h_{1} v}{h_{1}+\gamma h_{2}}$ and infer

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}+\partial_{x}\left(\frac{h_{1} h_{2}}{h_{1}+\gamma h_{2}} v\right)=0  \tag{6.11}\\
\partial_{t} v+(\delta+\gamma) \partial_{x} \zeta_{2}+\frac{\varepsilon}{2} \partial_{x}\left(\frac{h_{1}^{2}-\gamma h_{2}^{2}}{\left(h_{1}+\gamma h_{2}\right)^{2}} v^{2}\right)=0
\end{array}\right.
$$

Physical variables Using physical variables (recall Section 3.4) yields

$$
\left\{\begin{array}{l}
\partial_{t} h_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=0  \tag{6.12}\\
\partial_{t} h_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\rho_{1} \partial_{t} \boldsymbol{u}_{1}+g \rho_{1} \nabla\left(h_{2}+b\right)+\rho_{1}\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=-\nabla p_{\mathrm{int}} \\
\rho_{2} \partial_{t} \boldsymbol{u}_{2}+g \rho_{2} \nabla\left(h_{2}+b\right)+\rho_{2}\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}=-\nabla p_{\mathrm{int}}
\end{array}\right.
$$

with $h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d_{1}-\zeta_{2}(t, \boldsymbol{x})$ and $h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d_{2}+\zeta_{2}(t, \boldsymbol{x})-b(\boldsymbol{x})$ and

$$
\left\{\begin{array}{l}
\partial_{t} h_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0  \tag{6.13}\\
\rho_{2} \partial_{t} \boldsymbol{v}+g\left(\rho_{2}-\rho_{1}\right) \nabla\left(h_{2}+b\right)+\rho_{2}\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}-\rho_{1}\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ are uniquely determined from $\boldsymbol{v}$ by solving

$$
\nabla \cdot\left(\left(\rho_{2} h_{1}+\rho_{1} h_{2}\right) \boldsymbol{u}_{1}\right)=-\rho_{2} \nabla \cdot\left(h_{2} \boldsymbol{v}\right), \quad \nabla \cdot\left(\left(\rho_{2} h_{1}+\rho_{1} h_{2}\right) \boldsymbol{u}_{2}\right)=\rho_{2} \nabla \cdot\left(h_{1} \boldsymbol{v}\right)
$$

in the space of gradient vector fields.

### 6.2.1 The Boussinesq approximation

As mentioned in Section 3.1.2, a standard approximation in oceanography is the so-called Boussinesq approximation, which consists in neglecting the density difference in all but buoyancy terms. This yields the following systems corresponding to eq. (6.7)-(6.13).

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)  \tag{6.7'}\\
\partial_{t} \varphi_{1}+\gamma \frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \varphi_{1}\right|^{2}=-p_{\mathrm{int}} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \psi_{2}\right|^{2}=-p_{\mathrm{int}}
\end{array}\right.
$$

and, equivalently,

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=0, \\
\partial_{t}\left(\psi_{2}-\varphi_{1}\right)+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\nabla \psi_{2}\right|^{2}-\left|\nabla \varphi_{1}\right|^{2}\right)=0
\end{array}\right.
$$

where $\varphi_{1}$ is determined (up to a harmless constant) from $\left(\psi_{2}, \zeta_{2}, b\right)$ after solving the elliptic equation

$$
\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)
$$

Using velocity variables,

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{6.9'}\\
\partial_{t} \boldsymbol{u}_{1}+\gamma \frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=-\nabla p_{\mathrm{int}} \\
\partial_{t} \boldsymbol{u}_{2}+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}=-\nabla p_{\mathrm{int}}
\end{array}\right.
$$

and, denoting $\boldsymbol{v} \stackrel{\text { def }}{=} \boldsymbol{u}_{2}-\boldsymbol{u}_{1}$,

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\partial_{t} \boldsymbol{v}+(\delta+\gamma) \nabla \zeta_{2}+\frac{\varepsilon}{2} \nabla\left(\left|\boldsymbol{u}_{2}\right|^{2}-\left|\boldsymbol{u}_{1}\right|^{2}\right)=0
\end{array}\right.
$$

where $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ are uniquely determined from $\boldsymbol{v}$ by solving

$$
\nabla \cdot\left(\left(h_{1}+h_{2}\right) \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{v}\right), \quad \nabla \cdot\left(\left(h_{1}+h_{2}\right) \boldsymbol{u}_{2}\right)=\nabla \cdot\left(h_{1} \boldsymbol{v}\right)
$$

in the space of gradient vector fields. When $d=1$, the above reduces to

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}+\partial_{x}\left(\frac{h_{1} h_{2}}{h_{1}+h_{2}} v\right)=0 \\
\partial_{t} v+(\delta+\gamma) \partial_{x} \zeta_{2}+\frac{\varepsilon}{2} \partial_{x}\left(\frac{h_{1}^{2}-h_{2}^{2}}{\left(h_{1}+h_{2}\right)^{2}} v^{2}\right)=0
\end{array}\right.
$$

Physical variables Using physical variables, we obtain

$$
\left\{\begin{array}{l}
\partial_{t} h_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{6.12’}\\
\partial_{t} \boldsymbol{u}_{1}+g \frac{\rho_{1}}{\rho_{0}} \nabla\left(h_{2}+b\right)+\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=-\frac{1}{\rho_{0}} \nabla p_{\mathrm{int}} \\
\partial_{t} \boldsymbol{u}_{2}+g\left(\frac{\rho_{2}-\rho_{1}}{\rho_{2}}+\frac{\rho_{1}}{\rho_{0}}\right) \nabla\left(h_{2}+b\right)+\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}=-\frac{1}{\rho_{0}} \nabla p_{\mathrm{int}}
\end{array}\right.
$$

where $\rho_{0}$ is a reference density (which plays a role uniquely for the definition of $p_{\text {int }}$ ) and

$$
\left\{\begin{array}{l}
\partial_{t} h_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0  \tag{6.13'}\\
\rho_{2} \partial_{t} \boldsymbol{v}+g\left(\rho_{2}-\rho_{1}\right) \nabla\left(h_{2}+b\right)+\rho_{2}\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}-\rho_{2}\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ are uniquely determined from $\boldsymbol{v}$ by solving

$$
\nabla \cdot\left(\left(h_{1}+h_{2}\right) \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{v}\right), \quad \nabla \cdot\left(\left(h_{1}+h_{2}\right) \boldsymbol{u}_{2}\right)=\nabla \cdot\left(h_{1} \boldsymbol{v}\right)
$$

in the space of gradient vector fields.
Riemann invariants A nice outcome of the Boussinesq approximation for the bilayer hydrostatic system with rigid lid in dimension $d=1$, eq. ( $6.11^{\prime}$ ), is that one can obtain explicit formula for Riemann invariants, similar to the ones presented for the Saint-Venant system in Section iii, as functions of $h=h_{2}-h_{1}$ and $v=u_{2}-u_{1}$. Even more striking is the fact that, after appropriate scaling, the corresponding equations for the Riemann invariants is exactly eq. (iv). As a consequence, there is a one-to-one correspondence between solutions to the Saint-Venant system (in dimension $d=1$ ) satisfying the non-cavitation assumption and solutions to eq. (6.11') satisfying
i. the non-cavitation assumptions $h_{1}>0$ and $h_{2}>0$;
ii. the hyperbolicity condition $\varepsilon^{2}|v|^{2}<\left(h_{1}+h_{2}\right)(\delta+\gamma)$.

In particular, one deduces that solutions to eq. (6.11') cannot leave the hyperbolicity domain defined by i. and ii. as long as they remain regular. Coupled with the standard blowup criterion for quasilinear systems [129, Theorem 7.8.1], the finite-time breakdown of classical solutions may only occur as a gradient catastrophe, i.e. $\left|\partial_{x} \zeta(t, \cdot)\right|_{L^{\infty}}+\left|\partial_{x} v(t, \cdot)\right|_{L^{\infty}} \rightarrow \infty$ as $t \nearrow T_{\star}<\infty$.

Without the Boussinesq approximation, the system still possesses Riemann invariants (as any hyperbolic system of two conservation laws). Yet explicit formulae appear out of reach, and the hyperbolicity domain is no longer flow-invariant, although it is possible to exhibit a subdomain which enjoys this property; see $[311,100,55]$ for more details.

### 6.2.2 Hamiltonian structure

The bilayer hydrostatic system, eq. (6.8), enjoys a canonical formulation which is directly inherited from the corresponding one of the interfacial waves system described in Section 3.2. Introducing

$$
\mathscr{H}_{\text {hydro }} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}}(\delta+\gamma) \zeta_{2}^{2}+\gamma h_{1}\left|\nabla \varphi_{1}\right|^{2}+h_{2}\left|\nabla \psi_{2}\right|^{2} \mathrm{~d} \boldsymbol{x}
$$

with $h_{1}=1-\varepsilon \zeta_{2}$ and $h_{2}=\delta^{-1}+\varepsilon \zeta_{2}$ and viewing $\mathscr{H}_{\text {hydro }}$ as a functional for $\left(\zeta_{2}, \xi_{2} \stackrel{\text { def }}{=} \psi_{2}-\gamma \varphi_{1}\right)$ and using the constraint

$$
\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=-\nabla \cdot\left(h_{2} \nabla \psi_{2}\right),
$$

one can check that eq. (6.8) reads

$$
\partial_{t}\binom{\zeta_{2}}{\xi_{2}}=\binom{\delta_{\xi_{2}} \mathscr{H}_{\text {hydro }}}{-\delta_{\zeta_{2}} \mathscr{H}_{\text {hydro }}} .
$$

Associated with the Hamiltonian formulation and natural symmetry groups of the system are preserved quantities (invariants). Related to the variation of base level for the velocity potentials are the obvious conservation of the excess of mass:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \mathrm{~d} \boldsymbol{x} .
$$

From horizontal translation invariance (in the flat bottom case) we obtain the conservation of the horizontal impulse

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \nabla\left(\psi_{2}-\gamma \varphi_{1}\right) \mathrm{d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0)
$$

and hence the horizontal momentum (using $h_{1}+h_{2} \equiv 1+\delta^{-1}$ ) which under the hydrostatic assumption reads

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}_{\text {hydro }}=0, \quad \mathscr{M}_{\text {hydro }} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \gamma h_{1} \nabla \varphi_{1}+h_{2} \nabla \psi_{2} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

From time translation invariance we obtain the conservation of the energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\text {hydro }}=0 .
$$

### 6.2.3 Hyperbolicity

In contrast with the free-surface setting, the bilayer hydrostatic system in the rigid-lid case cannot be written as a quasilinear system of first-order evolution equations, as nonlocal effects arise from either the presence of a Lagrange multiplier or the projection onto gradient vector fields, except in the case of horizontal dimension $d=1$ or very specific cases (for instance, if $\gamma=0$, we recover the original Saint-Venant system, that is the one-layer free-surface case). Consistently, the hyperbolicity analysis of this section is restricted to eq. (6.11) which can be written (in the flat bottom situation) as

$$
\partial_{t} \boldsymbol{U}+\mathcal{A}(\boldsymbol{U}) \partial_{x} \boldsymbol{U}=0, \quad \boldsymbol{U} \stackrel{\text { def }}{=}\binom{\zeta_{2}}{v}, \quad \mathcal{A}(\boldsymbol{U})=\left(\begin{array}{cc}
\varepsilon \frac{h_{1}^{2}-\gamma h_{2}^{2}}{\left(h_{1}+\gamma h_{2}\right)^{2}} v & \frac{h_{1} h_{2}}{h_{1}+\gamma h_{2}} \\
(\delta+\gamma)-\gamma \varepsilon^{2} \frac{\left(h_{1}+h_{2}\right)^{2}}{\left(h_{1}+\gamma h_{2}\right)^{3}} v^{2} & \varepsilon \frac{h_{1}^{2}-\gamma h_{2}^{2}}{\left(h_{1}+\gamma h_{2}\right)^{2}} v
\end{array}\right) .
$$

One sees immediately that $\mathcal{A}(\boldsymbol{U})$ has two distinct real eigenvalues,

$$
\lambda_{ \pm} \stackrel{\text { def }}{=} \varepsilon \frac{h_{1}^{2}-\gamma h_{2}^{2}}{\left(h_{1}+\gamma h_{2}\right)^{2}} v \pm \sqrt{\frac{h_{1} h_{2}}{h_{1}+\gamma h_{2}}\left((\delta+\gamma)-\gamma \varepsilon^{2} \frac{\left(h_{1}+h_{2}\right)^{2}}{\left(h_{1}+\gamma h_{2}\right)^{3}} v^{2}\right)}
$$

if and only if, in addition to the non-cavitation assumption $h_{1}>0, h_{2}>0$, the following hyperbolicity condition holds:

$$
(\delta+\gamma)-\gamma \varepsilon^{2} \frac{\left(h_{1}+h_{2}\right)^{2}}{\left(h_{1}+\gamma h_{2}\right)^{3}} v^{2}>0
$$

which in view of the identities $u_{1}=\frac{-h_{2} v}{h_{1}+\gamma h_{2}}$ and $u_{2}=\frac{h_{1} v}{h_{1}+\gamma h_{2}}$, reads simply

$$
(\delta+\gamma)-\varepsilon^{2} \frac{\gamma}{h_{1}+\gamma h_{2}}\left(u_{2}-u_{1}\right)^{2}>0
$$

This should be compared with the analysis of Section 6.1.2. In the rigid-lid framework we obtain that hyperbolicity holds only for sufficiently small shear velocities, with an explicit criterion. Notice everything agrees in the limit of weak density contrast: setting $\gamma=1$ above-which corresponds to using the Boussinesq approximation - we recover the free-surface criterion in the limit $\gamma \nearrow 1$. This is an agreement to the analysis in Section 6.2 .5 below which suggests that the Boussinesq approximation and the rigid-lid assumption are two sides of the same coin.

Incidentally, setting $\gamma=0$, we obtain as in the one-layer Saint-Venant system that strict hyperbolicity holds as soon as the non-cavitation assumption holds.

### 6.2.4 Rigorous justification

In this section we rigorously justify the bilayer hydrostatic equations, eq. (6.12), as an asymptotic model for the interfacial waves system with the rigid-lid assumption, eq. (3.8), in direct analogy with the results obtained in the free-surface framework in Section 6.1.3.

In this section we denote, given $\mu^{\star}>0, \delta_{\star}>0$ and $\delta^{\star}>0$ :

$$
\mathfrak{p}_{\frac{\mathrm{SW}}{\mathrm{SW}}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} .
$$

Theorem 6.10 (Consistency). Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}, s_{\star}>d / 2, \mu^{\star}>0, \delta_{\star}>0, \delta^{\star}>0, h_{\star}>0$ and $M^{\star} \geq 0$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{sW}}{\mathrm{sw}}}$, any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any $\left(\zeta, \varphi_{1}, \psi_{2}\right) \in L^{\infty}\left(0, T ; H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ solution to the interfacial waves equations, eq. (3.15), satisfying

$$
\forall t \in[0, T], \quad \forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad\left\{\begin{array}{l}
h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} 1-\varepsilon \zeta(t, \boldsymbol{x}) \geq h_{\star}>0 \\
h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0
\end{array}\right.
$$

and

$$
\underset{t \in(0, T)}{\operatorname{ess} \sup }\left(|\varepsilon \zeta(t, \cdot)|_{H^{2+s_{\star}}}+\left|\varepsilon \nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\varepsilon \nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}\right)+|\beta b|_{W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}} \leq M^{\star},
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\nabla \cdot\left(h_{1} \nabla \varphi_{1}\right)=r_{1} \\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \nabla \psi_{2}\right)=r_{2} \\
\partial_{t} \varphi_{1}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \varphi_{1}\right|^{2}=-\gamma^{-1} p_{\mathrm{int}}+r_{3} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\nabla \psi_{2}\right|^{2}=-p_{\mathrm{int}}+r_{4}
\end{array}\right.
$$

and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|\left(r_{1}(t, \cdot), r_{2}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2}} & \leq C \mu\left(|\zeta(t, \cdot)|_{H^{s+4}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right), \\
\left|\left(r_{3}(t, \cdot), r_{4}(t, \cdot)\right)\right|_{\left(H^{s+1}\right)^{2}} & \leq C \mu \varepsilon M\left(|\zeta(t, \cdot)|_{H^{s+4}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right),
\end{aligned}
$$

with $M \stackrel{\text { def }}{=}\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}$.
Proof. The proof is exactly the same as the one of Theorem 5.1-that is a direct consequence of Proposition 4.10 and estimates in Sobolev spaces - once we remark the identities

$$
\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=-\frac{1}{\mu} \mathcal{G}^{\mu}\left[-\varepsilon \zeta_{2}, 0\right] \varphi_{1}, \quad \frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=\frac{\delta}{\mu} \mathcal{G}^{\mu / \delta^{2}}[\varepsilon \delta \zeta, \beta \delta b] \psi_{2} .
$$

Notice that the functional spaces for $p_{\text {int }}$ and time derivatives have not been described but are immaterial at this stage.

Remark 6.11. Our consistency result is lazy as we allow to satisfy the mass conservation equations up to a small remainder term. It is possible but more complicated to justify the equations eq. (6.9) with $\boldsymbol{u}_{\ell}=\overline{\boldsymbol{u}}_{\ell}(\ell \in\{1,2\})$ the layer-averaged velocities, in which case the mass conservation identities hold exactly; see Remark 5.2 and [159] for the rigorous analysis.

The well-posedness of the initial-value problem for the bilayer hydrostatic system with the rigid-lid assumption, eq. (6.12), has been studied ${ }^{32}$ in [205] and then improved in [61] (it is also a particular case of the result of [155], stated in Theorem 15.9). The work [205] is restricted to irrotational velocity fields - which is not problematic in our context since the equations do stem from potential flows - and the criterion on the initial data to secure the well-posedness of the initial-value problem is sharper in [61]. Both works are restricted to the flat bottom situation, although variable bottoms could be handled by their method (and [155] does allow variable bottoms). We reproduce below their result.

Theorem 6.12 (Local well-posedness). Let $d \in\{1,2\}, s>1+d / 2, \delta_{\star}>0, \delta^{\star}>0, h_{\star}>0$, $a_{\star}>0$ and $M^{\star}>0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta, \alpha, \delta, \gamma) \in \frac{\mathfrak{p}_{\frac{\mathrm{sw}}{}}^{\mathrm{sw}}}{}$ and any $\left(\zeta_{0,2}, \boldsymbol{u}_{0,1}, \boldsymbol{u}_{0,2}\right) \in H^{s}\left(\mathbb{R}^{d}\right)^{1+2 d}$ satisfying the non-cavitation assumptions

$$
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad\left\{\begin{array}{l}
h_{1,0}(\boldsymbol{x}) \stackrel{\text { def }}{=} 1-\varepsilon \zeta_{2,0}(\boldsymbol{x}) \geq h_{\star}>0  \tag{6.14}\\
h_{2,0}(\boldsymbol{x}) \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2,0}(\boldsymbol{x}) \geq h_{\star}>0
\end{array}\right.
$$

the additional hyperbolicity assumption

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad(\delta+\gamma)-\gamma \varepsilon^{2} \frac{1}{h_{1,0}(\boldsymbol{x})+\gamma h_{2,0}(\boldsymbol{x})}\left|\boldsymbol{u}_{2,0}(\boldsymbol{x})-\boldsymbol{u}_{1,0}(\boldsymbol{x})\right|^{2} \geq a_{\star}>0 \tag{6.15}
\end{equation*}
$$

[^25]the rigid-lid constraint
\[

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad \nabla \cdot\left(h_{1,0} \boldsymbol{u}_{1,0}+h_{2,0} \boldsymbol{u}_{2,0}\right)(\boldsymbol{x})=0 \tag{6.16}
\end{equation*}
$$

\]

and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0,2}\right|_{H^{s}}+\left|\varepsilon \boldsymbol{u}_{0,1}\right|_{H^{s}}+\left|\varepsilon \boldsymbol{u}_{0,2}\right|_{H^{s}} \leq M^{\star}
$$

there exists a unique $\left(\zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)^{1+2 d}\right)$ (and a corresponding pressure, $p_{\text {int }}$ ) solution to eq. (6.9) with $\beta b \equiv 0$ and initial data $\left.\left(\zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)\right|_{t=0}=\left(\zeta_{2,0}, \boldsymbol{u}_{1,0}, \boldsymbol{u}_{2,0}\right)$; and one has for any $t \in\left[0, T / M_{0}\right]$

$$
\left|\zeta_{2}(t, \cdot)\right|_{H^{s}}+\left|\boldsymbol{u}_{1}(t, \cdot)\right|_{H^{s}}+\left|\boldsymbol{u}_{2}(t, \cdot)\right|_{H^{s}} \leq C \times\left(\left|\zeta_{0,2}\right|_{H^{s}}+\left|\boldsymbol{u}_{0,1}\right|_{H^{s}}+\left|\boldsymbol{u}_{0,2}\right|_{H^{s}}\right)
$$

and eq. (6.14) (resp. (6.15)) holds with constant $h_{\star} / 2$ (resp. $a_{\star} / 2$ ).
Remark 6.13. The result holds-setting $\gamma=1$ in the left-hand side of eq. (6.15) -for the system with Boussinesq approximation, eq. (6.9'), with straightforward adjustments of the proof.

Neither in [205] - whose proof is based on the energy method - or in [61]-whose proof is based on an abstract result of [213] relying on the semigroup theory of evolution equations - can be found a stability result from which a convergence result analogous to Theorem 6.8 would be deduced. While there is no doubt that such result indeed holds, we conclude here this section, and provide in the next one a justification of eq. (6.12) (or rather eq. (6.12') since the Boussinesq approximation arise) from the free-surface hydrostatic equations, eq. (6.3), in the limit of weak density contrast.

### 6.2.5 The weak density contrast limit

In this section we motivate the use of the rigid-lid assumption - at least in the hydrostatic settingby showing that solutions to the system in the physically relevant free-surface framework can indeed be approximated by solutions in rigid-lid framework (and using the Boussinesq approximation), in the weak density contrast situation where $1-\gamma \ll 1$. Shortly put, we draw the lower arrow in Figure 6.2. The results in this section are taken from [152, 153]. They are analogous to standard results in the theory of singular limits, and in particular weakly incompressible flows. The reader can refer to $[370,188,293,9]$ for an introduction to the standard and not-so-standard results in this field.


Figure 6.2 - The limits of shallow water and weak density contrast.

Theorem 6.14 (Weak convergence). Under the assumptions of Theorem 6.4 with $\alpha=\beta=\sqrt{1-\gamma}$, denote $\boldsymbol{U}^{\gamma}=\left(\zeta_{1}^{\gamma}, \zeta_{2}^{\gamma}, \boldsymbol{u}_{1}^{\gamma}, \boldsymbol{u}_{2}^{\gamma}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)^{2+2 d}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)^{2+2 d}\right)$ the classical solutions to eq. (6.2) indexed by $\gamma \in(0,1)$. Then for any sequence $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ with $\gamma_{n} \nearrow 1$, the sequence $\boldsymbol{U}^{\gamma_{n}}$ converges weakly (in the sense of distributions and up to a subsequence) towards $\boldsymbol{U}^{\mathrm{RL}}=\left(\zeta_{1}^{\mathrm{RL}}, \zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{\mathrm{RL}}\right) \in L^{\infty}\left(0, T / M_{0} ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{2+2 d}$ satisfying

$$
\left\{\begin{array}{l}
\nabla \cdot\left(h_{1}^{\mathrm{RL}} \boldsymbol{u}_{1}^{\mathrm{RL}}\right)+\nabla \cdot\left(h_{2}^{\mathrm{RL}} \boldsymbol{u}_{2}^{\mathrm{RL}}\right)=0,  \tag{6.9"}\\
\partial_{t} \zeta_{2}^{\mathrm{RL}}+\nabla \cdot\left(h_{2}^{\mathrm{RL}} \boldsymbol{u}_{2}^{\mathrm{RL}}\right)=0, \\
\partial_{t} \boldsymbol{u}_{1}^{\mathrm{RL}}+\varepsilon\left(\boldsymbol{u}_{1}^{\mathrm{RL}} \cdot \nabla\right) \boldsymbol{u}_{1}^{\mathrm{RL}}=-\nabla p^{\mathrm{RL}}, \\
\partial_{t} \boldsymbol{u}_{2}^{\mathrm{RL}}+(\delta+1) \nabla \zeta_{2}^{\mathrm{RL}}+\varepsilon\left(\boldsymbol{u}_{2}^{\mathrm{RL}} \cdot \nabla\right) \boldsymbol{u}_{2}^{\mathrm{RL}}=-\nabla p^{\mathrm{RL}},
\end{array}\right.
$$

where $h_{1}^{\mathrm{RL}}=1-\varepsilon \zeta_{2}^{\mathrm{RL}}$ and $h_{2}^{\mathrm{RL}}=\delta^{-1}+\varepsilon \zeta_{2}^{\mathrm{RL}}$.
Proof. The strategy is fairly standard; see e.g. [364, §2.2]. The existence of a weakly converging subsequence (still denoted $\left.\boldsymbol{U}^{\gamma_{n}}\right), \boldsymbol{U}^{\gamma_{n}} \rightharpoonup \boldsymbol{U}^{\mathrm{RL}}$, with $\boldsymbol{U}^{\mathrm{RL}} \in L^{\infty}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{2+2 d}$ is a consequence of the uniform control on the solutions provided by Theorem 6.4, and Banach-Alaoglu theorem.

Then notice that, by eq. $(6.2),\left(\partial_{t} \zeta_{2}^{\gamma}, \partial_{t}\left(\boldsymbol{u}_{2}^{\gamma}-\boldsymbol{u}_{1}^{\gamma}\right)\right) \in L^{\infty}\left(0, T / M_{0} ; H^{s-1}\left(\mathbb{R}^{d}\right)\right)^{1+d}$ is uniformly bounded with respect to $\gamma \in(0,1)$. This, using the Aubin-Lions Lemma and the fact that the embedding $H^{s}\left(\mathbb{R}^{d}\right) \subset H^{s^{\prime}}\left(\mathbb{R}^{d}\right)$ is locally compact, implies strong convergence for a subsequence $\left(\zeta_{2}^{\gamma_{n}}, \boldsymbol{u}_{2}^{\gamma_{n}}-\boldsymbol{u}_{1}^{\gamma_{n}}\right) \rightarrow\left(\zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{R L}-\boldsymbol{u}_{1}^{R L}\right)$ in $\mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H_{\mathrm{loc}}^{s^{\prime}}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ for any $s-1<s^{\prime}<s$. Furthermore we have, for $\ell \in\{1,2\}$, the same result on $\left(\operatorname{Id}-\nabla \Delta^{-1} \nabla \cdot\right)\left(\boldsymbol{u}_{\ell}^{\gamma}\right)$ and, after some manipulations, we may infer that a subsequence $\boldsymbol{u}_{\ell}^{\gamma_{n}}-\nabla \Delta^{-1} \nabla \cdot \frac{h_{1}^{\gamma_{n}} \boldsymbol{u}_{1}^{\gamma_{n}}+h_{2}^{\gamma_{n}} \boldsymbol{u}_{2}^{\gamma_{n}}}{1+\delta^{-1}} \rightarrow \boldsymbol{u}_{\ell}^{\mathrm{RL}}$ in $\mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H_{\text {loc }}^{s^{\prime}}\left(\mathbb{R}^{d}\right)^{d}\right)$.

By the standard Sobolev embedding, choosing $1+\frac{d}{2}<s^{\prime}<s$ and using a Cantor diagonal process, convergence in $\mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H_{\mathrm{loc}}^{s^{\prime}}\left(\mathbb{R}^{d}\right)\right)$ yields pointwise convergence (of a subsequence) for the functions and their derivatives in $\left[0, T / M_{0}\right] \times \mathbb{R}^{d}$, which allows to pass to the limit on every nonlinear contributions to eq. (6.2) and eventually infer that the limit $\boldsymbol{U}$ does satisfy eq. (6.9"), where $-\nabla p^{\mathrm{RL}}$ therein is defined by the left-hand side, which is proved to be potential and equal for both equations.

Remark 6.15. Notice that eq. (6.9") coincides with the rigid-lid system with Boussinesq approximation, (6.9'), up to setting $\nabla p_{\text {int }}+\gamma \frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}^{\mathrm{RL}}=\nabla p^{\mathrm{RL}}$ and harmlessly scaling the time variable and velocities to replace $\delta+1$ with $\delta+\gamma$. In particular, we can use Theorem 6.12 (see also Remark 6.13) and time reversibility of the equations and infer that $\left(\zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{\mathrm{RL}}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{1+2 d}$. In particular, the trace at time $t=0$ is well-defined and satisfies $\left.\nabla \cdot\left(h_{1}^{\mathrm{RL}} \boldsymbol{u}_{1}^{\mathrm{RL}}+h_{2}^{\mathrm{RL}} \boldsymbol{u}_{2}^{\mathrm{RL}}\right)\right|_{t=0}=0$.

It is important to stress out that the convergence in the above theorem is weak. Such results are not fully satisfactory as they allow undetectable wild behavior, such as asymptotically rapid oscillations (in time) as $\gamma \nearrow 1$. In particular, the initial data for the limit does not, in general, coincide with the original initial data. This phenomenon of boundary layer in time is already apparent in the proof and in the above remark, and made even clearer in the following theorem.

Theorem 6.16 (Strong convergence). Under the assumptions of Theorem 6.4 with $\alpha=\beta=$ $\sqrt{1-\gamma}$, denote $\boldsymbol{U}^{\gamma} \stackrel{\text { def }}{=}\left(\zeta_{1}^{\gamma}, \zeta_{2}^{\gamma}, \boldsymbol{u}_{1}^{\gamma}, \boldsymbol{u}_{2}^{\gamma}\right) \stackrel{\text { def }}{=}\left(\zeta_{1}^{\gamma}, \tilde{\boldsymbol{U}}^{\gamma}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)^{2+2 d}\right)$ the solution to eq. (6.2), indexed by $\gamma \in(0,1)$, and $h_{1}^{\gamma} \stackrel{\text { def }}{=} 1-\varepsilon \zeta_{2}^{\gamma}$, $h_{2}^{\gamma} \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2}^{\gamma}$.
i. If one has

$$
\begin{equation*}
\left.\zeta_{1}^{\gamma}\right|_{t=0} \quad \text { and }\left.\quad \nabla \cdot\left(h_{1}^{\gamma} \boldsymbol{u}_{1}^{\gamma}+h_{2}^{\gamma} \boldsymbol{u}_{2}^{\gamma}\right)\right|_{t=0} \tag{6.17}
\end{equation*}
$$

then, denoting $\boldsymbol{U}^{\mathrm{RL}} \stackrel{\text { def }}{=}\left(\zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{\mathrm{RL}}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)^{1+2 d}\right)$ the solution to eq. (6.9") with corresponding initial data $\left.\boldsymbol{U}^{\mathrm{RL}}\right|_{t=0}=\left.\tilde{\boldsymbol{U}}^{\gamma}\right|_{t=0}$ and $p^{\mathrm{RL}} \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ the cor-
responding pressure, we have for any $t \in\left[0, T / M_{0}\right]$,

$$
\begin{aligned}
\frac{1}{\sqrt{1-\gamma}}\left|\alpha \zeta_{1}^{\gamma}-\frac{1-\gamma}{\delta+\gamma} p^{\mathrm{RL}}\right|_{H^{s-1}}+\mid\left(\widetilde{\boldsymbol{U}}^{\gamma}\right. & \left.-\boldsymbol{U}^{\mathrm{RL}}\right)\left.(t, \cdot)\right|_{H^{s-1}} \\
& \leq C(1+t) \sqrt{1-\gamma}\left(\left|\zeta_{0,2}\right|_{H^{s}}+\left|\boldsymbol{u}_{0,1}\right|_{H^{s}}+\left|\boldsymbol{u}_{0,2}\right|_{H^{s}}\right)
\end{aligned}
$$

where $C$ depends uniquely on $s_{\star}>d / 2, s \geq 1+s_{\star}, \delta_{\star}>0, \delta^{\star}>0, h_{\star}>0, M^{\star}>0$.
ii. If $d=2$ then, denoting $\boldsymbol{U}^{\mathrm{RL}} \stackrel{\text { def }}{=}\left(\zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{\mathrm{RL}}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)^{1+2 d}\right)$ the classical solution to eq. (6.9") with initial data

$$
\left.\zeta_{2}^{\mathrm{RL}}\right|_{t=0}=\left.\zeta_{2}^{\gamma}\right|_{t=0},\left.\quad \boldsymbol{u}_{\ell}^{\mathrm{RL}}\right|_{t=0}=\left.\boldsymbol{u}_{\ell}^{\gamma}\right|_{t=0}-\nabla \Delta^{-1} \nabla \cdot \boldsymbol{w}_{0}, \quad(\ell \in\{1,2\})
$$

where $\boldsymbol{w}_{0}=\frac{\left.\left(h_{1}^{\gamma} \boldsymbol{u}_{1}^{\gamma}+h_{2}^{\gamma} \boldsymbol{u}_{2}^{\gamma}\right)\right|_{t=0}}{1+\delta^{-1}}$ and $p^{\mathrm{RL}} \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ the corresponding pressure; and $\left(\zeta_{1}^{\mathrm{ac}}, \boldsymbol{w}^{\mathrm{ac}}\right) \in \mathcal{C}^{0}\left(\mathbb{R} ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{1+d}$ the solution to the acoustic wave equations

$$
\begin{equation*}
\partial_{t} \zeta_{1}^{\mathrm{ac}}+\nabla \cdot \boldsymbol{w}^{\mathrm{ac}}=0, \quad \partial_{t} \boldsymbol{w}^{\mathrm{ac}}+\frac{1}{1-\gamma} \nabla \zeta^{\mathrm{ac}}=0 \tag{6.18}
\end{equation*}
$$

with initial data $\left.\left(\zeta_{1}^{\mathrm{ac}}, \boldsymbol{w}^{\mathrm{ac}}\right)\right|_{t=0}=\left(\left.\zeta_{1}^{\gamma}\right|_{t=0}, \nabla \Delta^{-1} \nabla \cdot \boldsymbol{w}_{0}\right)$. Then for any $0 \leq s^{\prime}<s$, one has

$$
\begin{aligned}
& \sup _{t \in\left[0, T / M_{0}\right]}\left(\frac{1}{\sqrt{1-\gamma}}\left|\left(\zeta_{1}^{\gamma}-\frac{1-\gamma}{\delta+\gamma} p^{\mathrm{RL}}-\zeta_{1}^{\mathrm{ac}}\right)(t, \cdot)\right|_{H^{s^{\prime}}}+\left|\left(\zeta_{2}^{\gamma}-\zeta_{2}^{\mathrm{RL}}\right)(t, \cdot)\right|_{H^{s^{\prime}}}\right. \\
& \left.\quad+\left|\left(\boldsymbol{u}_{1}^{\gamma}-\boldsymbol{u}_{1}^{\mathrm{RL}}-\boldsymbol{w}^{\mathrm{ac}}\right)(t, \cdot)\right|_{H^{s^{\prime}}}+\left|\left(\boldsymbol{u}_{2}^{\gamma}-\boldsymbol{u}_{2}^{\mathrm{RL}}-\boldsymbol{w}^{\mathrm{ac}}\right)(t, \cdot)\right|_{H^{s^{\prime}}}\right) \rightarrow 0 \quad(\text { as } \gamma \nearrow 1)
\end{aligned}
$$

Proof. First we remark that for $T^{\prime}$ sufficiently small, $\boldsymbol{U}^{\mathrm{RL}} \in \mathcal{C}^{1}\left(\left[0, T^{\prime}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)^{1+2 d}\right)$ is welldefined by Theorem 6.12 (see also Remark 6.13), and the fact that $p^{R L} \in \mathcal{C}^{1}\left(\left[0, T^{\prime}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)\right.$ ) is defined from $\left(\zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{\mathrm{RL}}\right)$ through the Poisson equation stemming from the rigid-lid constraint, $\nabla \cdot\left(h_{1}^{\mathrm{RL}} \boldsymbol{u}_{1}^{\mathrm{RL}}+h_{2}^{\mathrm{RL}} \boldsymbol{u}_{2}^{\mathrm{RL}}\right)=0$, that is ${ }^{33}$

$$
\begin{equation*}
\nabla \cdot\left(\left(h_{1}^{\mathrm{RL}}+h_{2}^{\mathrm{RL}}\right) \nabla p^{\mathrm{RL}}\right)=-\nabla \cdot\left((\delta+1) h_{2}^{\mathrm{RL}} \nabla \zeta_{2}^{\mathrm{RL}}+\varepsilon \nabla \cdot\left(h_{1}^{\mathrm{RL}} \boldsymbol{u}_{1}^{\mathrm{RL}} \otimes \boldsymbol{u}_{1}^{\mathrm{RL}}+h_{2}^{\mathrm{RL}} \boldsymbol{u}_{2}^{\mathrm{RL}} \otimes \boldsymbol{u}_{2}^{\mathrm{RL}}\right)\right. \tag{6.19}
\end{equation*}
$$

Because -see the proof of Theorem 6.14-there exists a sequence $\left\{\boldsymbol{U}^{\gamma_{n}}\right\}_{n \in \mathbb{N}}$ such that $\tilde{\boldsymbol{U}}^{\gamma_{n}}$ converges (strongly) in $\mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H_{\text {loc }}^{s^{\prime}}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ to $\boldsymbol{U}^{\mathrm{RL}}$ a solution to eq. (6.9") satisfying $\tilde{\boldsymbol{U}}^{\gamma}=\left.\boldsymbol{U}^{\mathrm{RL}}\right|_{t=0}$, we find that $\left(\zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}, \boldsymbol{u}_{2}^{\mathrm{RL}}\right)$ can be extended at least to the time $T^{\prime}=T / M_{0}$. It is then an easy task to show that $\widetilde{\boldsymbol{U}}^{\mathrm{RL}} \stackrel{\text { def }}{=}\left(\frac{1-\gamma}{\delta+\gamma} p^{\mathrm{RL}}, \boldsymbol{U}^{\mathrm{RL}}\right)$ satisfies eq. (6.2) up to an additive remainder term scaling as $\sqrt{1-\gamma}$ as $\gamma \nearrow 1$ (in the anisotropic energy functional, that is applying a $\frac{1}{\sqrt{1-\gamma}}$ prefactor to the first component). Then applying the uniform energy estimates from the proof of Theorem 6.4 to the equation satisfied by the difference $\boldsymbol{U}^{\gamma}-\widetilde{\boldsymbol{U}}^{\mathrm{RL}}$, the claimed estimate follows.

In the second part of the statement, the construction and estimates on the rigid-lid contribution, still denoted $\boldsymbol{U}^{\mathrm{RL}}$, is obtained exactly as above since $\boldsymbol{U}^{\mathrm{RL}}$ satisfies the desired initial conditions. The solutions to the acoustic wave equations are well-known; see [32] for instance. We have in particular $\left(\zeta_{1}^{\mathrm{ac}}, \boldsymbol{w}^{\mathrm{ac}}\right) \in \mathcal{C}^{0}\left(\mathbb{R} ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{1+d},\left(\operatorname{Id}-\nabla \Delta^{-1} \nabla \cdot\right) \boldsymbol{w}^{\mathrm{ac}}=\left(\operatorname{Id}-\nabla \Delta^{-1} \nabla \cdot\right) \boldsymbol{w}_{0}=\mathbf{0}$,

$$
\frac{1}{1-\gamma}\left|\zeta_{1}^{\mathrm{ac}}(t, \cdot)\right|_{H^{s}}^{2}+\left(1+\delta^{-1}\right)|\boldsymbol{w}(t, \cdot)|_{H^{s}}^{2}=\left.\frac{1}{1-\gamma}\left|\zeta_{1}^{\gamma}\right|_{t=0}\right|_{H^{s}} ^{2}+\left(1+\delta^{-1}\right)\left|\boldsymbol{w}_{0}\right|_{H^{s}}^{2}
$$

[^26]for any $t \in \mathbb{R}$; and, since $d=2$ and using time rescaling, the Strichartz estimates
\[

$$
\begin{aligned}
&\left\|\frac{1}{\sqrt{1-\gamma}} \zeta_{1}^{\mathrm{ac}}\right\|_{L^{p}\left(\mathbb{R} ; L^{q}\left(\mathbb{R}^{d}\right)\right)}+\left\|\sqrt{1+\delta^{-1}} \boldsymbol{w}^{\mathrm{ac}}\right\|_{L^{p}\left(\mathbb{R} ; L^{q}\left(\mathbb{R}^{d}\right)\right)} \\
& \lesssim\left(\sqrt{\frac{1-\gamma}{1+\delta^{-1}}}\right)^{1 / p}\left(\left.\left|\frac{1}{\sqrt{1-\gamma}} \zeta_{1}^{\gamma}\right|_{t=0}\right|_{H^{\sigma}} ^{2}+\left|\sqrt{1+\delta^{-1}} \boldsymbol{w}_{0}\right|_{H^{\sigma}}\right)
\end{aligned}
$$
\]

where $p, q$ satisfy $2<p, q<\infty$ and $\frac{1}{p}+\frac{d}{q}=\frac{d}{2}-\sigma$ and $\frac{2}{p}+\frac{d-1}{q}=\frac{d-1}{2}$; say $p=q=6$ and $\sigma=\frac{1}{2}$. These estimates allow to control quadratic contributions as follows: let $f \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ with $s>\frac{1}{6}$ and $g \in L^{6}\left(0, T ; L^{6}\left(\mathbb{R}^{d}\right)\right)$. Then by Hölder inequality (Lemma II.1) and continuous Sobolev embedding (Lemma II.4), we have

$$
\|f g\|_{L^{1}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \lesssim\|f\|_{L^{6}\left(0, T ; L^{6}\left(\mathbb{R}^{d}\right)\right)}\|g\|_{L^{6}\left(0, T ; L^{6}\left(\mathbb{R}^{d}\right)\right)} \lesssim T^{1 / 6}\|f\|_{L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right)\right)}\|g\|_{L^{6}\left(0, T ; L^{6}\left(\mathbb{R}^{d}\right)\right)}
$$

Such estimates allow to infer that

$$
\boldsymbol{U}^{\text {app }} \stackrel{\text { def }}{=}\left(\frac{1-\gamma}{\delta+\gamma} p^{\mathrm{RL}}+\zeta_{1}^{\mathrm{ac}}, \zeta_{2}^{\mathrm{RL}}, \boldsymbol{u}_{1}^{\mathrm{RL}}+\boldsymbol{w}^{\mathrm{ac}}, \boldsymbol{u}_{2}^{\mathrm{RL}}+\boldsymbol{w}^{\mathrm{ac}}\right)
$$

satisfies the free-surface equations, eq. (6.2), up to an additional term $\boldsymbol{R}$ such that

$$
\|\boldsymbol{R}\|_{L^{1}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)} \rightarrow 0 \quad(\text { as } \gamma \nearrow 1)
$$

(in the anisotropic energy functional, that is applying a $\frac{1}{\sqrt{1-\gamma}}$ prefactor to the first component) with plenty of room to spare. Using the uniform energy estimates from the proof of Theorem 6.4 to the equation satisfied by the difference $\boldsymbol{U}^{\gamma}-\boldsymbol{U}^{\text {app }}$, we obtain the claimed limit when $s^{\prime}=0$. The case $0 \leq s^{\prime}<s$ follows from the logarithmic convexity of Sobolev norms; Lemma II.3.

Remark 6.17. In the first scenario of Theorem 6.16, eq. (6.17) is an assumption of well-prepared initial data. It allows to suppress (at first order) the contribution of the "fast mode"34 appearing in the second scenario, and which is responsible for the aforementioned boundary layer in time. It could easily be relaxed to $\left.\left|\alpha \zeta_{1}^{\gamma}\right|_{t=0}\right|_{H^{s}}=\mathcal{O}(1-\gamma)$ and $\left.\left|\nabla \cdot\left(h_{1}^{\gamma} \boldsymbol{u}_{1}^{\gamma}+h_{2}^{\gamma} \boldsymbol{u}_{2}^{\gamma}\right)\right|_{t=0}\right|_{H^{s}}=\mathcal{O}(\sqrt{1-\gamma})$.

In the second scenario we construct an approximate solution as the superposition of the "fast mode" and the "slow mode". ${ }^{35}$ The condition $d=2$ is essential to ensure, thanks to the (asymptotically rapid) decreasing of the amplitude of the fast mode which follows from dispersive estimates, that the interaction between the fast and slow modes, as well as the nonlinear self-interactions of the fast mode, vanish in the limit $\gamma \nearrow 1$. One could provide an explicit rate of convergence, yet much weaker than the one for well-prepared initial data.

When $d=2$, an assumption of spatial localization can replace the dispersive estimates to prove that the fast and slow modes do not interact; see [152, Proposition 4.4] and [153, Remark 1.6].

### 6.3 The multilayer case

The bilayer hydrostatic systems presented in Section 6.1 and Section 6.2 can naturally be extended to a framework with an arbitrary number (denoted $N$ ) of homogeneous layers; see Figure 6.3. Let us write the multilayer hydrostatic equations with a free surface, using physical variables (see, for instance, [33]).

$$
\begin{cases}\partial_{t} h_{\ell}+\nabla \cdot\left(h_{\ell} \boldsymbol{u}_{\ell}\right)=0 & (\ell \in\{1, \ldots, N\})  \tag{6.20}\\ \rho_{\ell} \partial_{t} \boldsymbol{u}_{\ell}+g \sum_{1 \leq \ell^{\prime}<\ell} \rho_{\ell^{\prime}} \nabla h_{\ell^{\prime}}+g \rho_{\ell} \nabla \zeta_{\ell}+\rho_{\ell}\left(\boldsymbol{u}_{\ell} \cdot \nabla\right) \boldsymbol{u}_{\ell}=\mathbf{0} & (\ell \in\{1, \ldots, N\}),\end{cases}
$$

[^27]

Figure 6.3 - Sketch of the domain and notations in the multilayer framework.
where $\zeta_{\ell}$ denotes the deformation of the $\ell^{\text {th }}$ interface (with $\zeta_{1}$ the free surface and, by convention, $\zeta_{N+1}=b$ the fixed bottom), $h \stackrel{\text { def }}{=} d_{\ell}+\zeta_{\ell}-\zeta_{\ell+1}$ the depth of the $\ell^{\text {th }}$ layer and $\boldsymbol{u}_{\ell}$ a horizontal velocity (say, layer-averaged) associated with the layer $\ell^{\text {th }}$ layer. Notice $\nabla \zeta_{\ell}=\sum_{\ell \leq \ell^{\prime} \leq N} \nabla h_{\ell}+\nabla b$ so the above system is a closed set of equations. Of course, $\rho_{\ell}$ is the constant density of the $\ell^{\text {th }}$ layer and $d_{\ell}$ its depth at rest, while as always $g$ represents the constant vertical gravity acceleration.

Rigid lid In the rigid-lid framework these equations reduce to

$$
\begin{cases}\partial_{t} h_{\ell}+\nabla \cdot\left(h_{\ell} \boldsymbol{u}_{\ell}\right)=0 & (\ell \in\{1, \ldots, N\})  \tag{6.21}\\ \rho_{\ell} \partial_{t} \boldsymbol{u}_{\ell}+g \sum_{1 \leq \ell^{\prime}<\ell} \rho_{\ell^{\prime}} \nabla h_{\ell^{\prime}}+g \rho_{\ell} \nabla \zeta_{\ell}+\rho_{\ell}\left(\boldsymbol{u}_{\ell} \cdot \nabla\right) \boldsymbol{u}_{\ell}=-\nabla p_{\mathrm{lid}} & (\ell \in\{1, \ldots, N\})\end{cases}
$$

where we set $\zeta_{1} \stackrel{\text { def }}{=} \sum_{\ell=1}^{N}\left(h_{\ell}-d_{\ell}\right)+b=0$, and $p_{\text {lid }}$ represents the pressure at the rigid lid and is the Lagrange multiplier associated with the constraint

$$
\sum_{\ell=1}^{N} \nabla \cdot\left(h_{\ell} \boldsymbol{u}_{\ell}\right)=0
$$

Applying the Boussinesq approximation yields

$$
\begin{cases}\partial_{t} h_{\ell}+\nabla \cdot\left(h_{\ell} \boldsymbol{u}_{\ell}\right)=0 & (\ell \in\{1, \ldots, N\}) \\ \rho_{0} \partial_{t} \boldsymbol{u}_{\ell}+g \sum_{1 \leq \ell^{\prime}<\ell} \rho_{\ell^{\prime}} \nabla h_{\ell^{\prime}}+g \rho_{\ell} \nabla \zeta_{\ell}+\rho_{0}\left(\boldsymbol{u}_{\ell} \cdot \nabla\right) \boldsymbol{u}_{\ell}=-\nabla p_{\mathrm{lid}} & (\ell \in\{1, \ldots, N\})\end{cases}
$$

where $\rho_{0}$ is a reference density, say $\rho_{0}=\rho_{1}$.
Remark 6.18. The convention for Boussinesq approximation here is different from the one used in Section 6.2.1, and in particular eq. (6.12'), unless we choose above $\rho_{0}=\rho_{2}$ as a reference density (and, of course, $N=2$ ). The convention in the bilayer setting is convenient because the resulting system does not depend on the choice of the reference density, except for the harmless physical interpretation of the Lagrange multiplier. However, when $N \geq 3$ layers are involved, our choice of Boussinesq approximation provides stronger simplifications (see e.g. [99]). Moreover, in the limit of continuous stratification presented in Section 6.3.3, we recover the hydrostatic equations with rigid-lid and Boussinesq approximation in Eulerian coordinates, that is eq. (7.4)-(7.4b') (following the computations in Section 7.2).

### 6.3.1 Hyperbolicity

Systems (6.20) as well as eq. (6.21) -and eq. (6.21') if $d=1$ are first-order quasilinear system. Yet starting with three layers, it becomes impossible to gather precise information on the domain of hyperbolicity of these systems, except in very specific situations (see [100, 186, 382]). Thanks to a perturbative analysis, we are however able to state the important fact that, for any number of layer, $N$, eq. (6.20) is hyperbolic provided that

- the non-cavitation assumption holds: $\inf _{h_{\ell}}>0$ for any $\ell \in\{1, \ldots, N\}$,
- the density stratification is stable: $\rho_{1}<\rho_{2}<\cdots<\rho_{N}$,
- the shear velocities, $\left|\boldsymbol{u}_{\ell+1}-\boldsymbol{u}_{\ell}\right|$ for $\ell \in\{1, \ldots, N-1\}$, are sufficiently small.

This follows from a perturbative analysis. Indeed, if we set $\boldsymbol{u}_{1}=\cdots=\boldsymbol{u}_{N} \stackrel{\text { def }}{=} \boldsymbol{u}$ and restrict to the dimension $d=1$ and the flat bottom situation, then writing eq. (6.20) in compact form as

$$
\partial_{t} \boldsymbol{U}+\mathcal{A}(\boldsymbol{U}) \partial_{x} \boldsymbol{U}=0, \quad \boldsymbol{U} \stackrel{\text { def }}{=}\left(h_{1}, h_{2} \ldots, h_{N}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{N}\right)^{\top}
$$

then the $(2 N) \times(2 N)$ square matrix $\mathcal{A}(\boldsymbol{U})$ has $2 N$ distinct real eigenvalues:

$$
\lambda_{ \pm \ell}=\boldsymbol{u} \pm \mu_{\ell} \quad(\ell \in\{1, \ldots, N\}), \quad 0<\mu_{N}<\cdots<\mu_{2}<\mu_{1}
$$

This comes from the fact that the eigenvalue problem for $\mathcal{A}$ can be rewritten as the eigenvalue problem for a real, symmetric tridiagonal matrix with non-zero (positive) off-diagonals entries, that is a discrete Sturm-Liouville problem; see e.g. [46, 33, 150]. The hyperbolicity of the full problem, that is with bottom topography, dimension $d=2$ and including (sufficiently small) shear velocities follows from the fact that bottom contributions are order-zero, the rotational invariance property described in the proof of Theorem 6.4, and a perturbative analysis, respectively; see [153, Appendix B].


Figure 6.4 - Sketch of eigenvalues and eigenvectors with $N=4$.
A nice outcome of the Sturm-Liouville theory [379] is the fact that the eigenvalues are ordered following the number of sign changes of the eigenvectors; see Figure 6.4. This allows to characterize the modes of propagation in a multilayer system. The fastest mode is the barotropic mode, and surface and interface deformations are either all elevation, or all depression. Then polarity changes increase by one in baroclinic modes with decreasing velocities. See for instance [410] for observations in the South China Sea, and references therein for theoretical investigations, laboratory experiments, numerical analyses and field observations.

### 6.3.2 The weak density contrast limit

As in the bilayer case, we observe a strong separation between the barotropic mode and the baroclinic modes in the limit of weak density contrast, that is

$$
\frac{\rho_{\ell+1}-\rho_{\ell}}{\rho_{N}} \ll 1, \quad(\ell \in\{1,2, \ldots, N-1\})
$$

In fact the analysis presented in Section 6.2 .5 can be extended mutatis mutandis, and in [153] it is shown that we can rigorously approximate solutions to the free-surface system, eq. (6.20) with solutions to the rigid-lid system with Boussinesq approximation, eq. (6.21'), and superposing the solution of an acoustic wave equation, eq. (6.18), in the foregoing limit and for sufficiently small initial surface perturbations. The main-and important-difference with the bilayer framework is that the condition of "sufficiently small shear velocities", that is eq. (6.6) when $N=2$, is no longer explicit. In particular, there is no reason to believe that it should be uniform with respect to the number of layers, $N$; see discussions in [153] and in [322]. Indeed, as $N$ grows, the eigenvalues of the problem without shear velocities described above accumulate around the given value of the horizontal velocity, and the aforementioned perturbative analysis depends extensively on (the inverse of) the shrinking spectral gaps.

### 6.3.3 The continuous stratification limit

The main interest in considering multilayer systems is that we hope it describes accurately, if the number of layers $N$ is large, the situation of continuous stratification. ${ }^{36}$ Simply put, we approximate the continuous density by a step function (in addition to the hydrostatic assumption, here). Despite the fact that we have no explicit or uniform-in- $N$ criterion for hyperbolicity (or "nonlinear stability", or well-posedness) for the multilayer hydrostatic systems (see [1, 211, 357, 99] and the discussion above), we shall formally investigate this continuous stratification limit in this section. To this aim we consider eq. (6.20) with $N$ arbitrary and $d_{\ell}^{(N)}, \rho_{\ell}^{(N)}(\ell \in\{1, \ldots, N\})$ satisfying

$$
d_{\ell}^{(N)} / N=\underline{h}(\ell / N), \quad \rho_{\ell}^{(N)}=\underline{\rho}(\ell / N), \quad \ell \in\{1, \ldots, N\},
$$

with $\underline{h}, \underline{\rho}:[0,1] \rightarrow \mathbb{R}$ two continuous functions. Denoting (assuming the limits exist)

$$
\eta(t, x, r)=\lim _{\ell=\lfloor r N\rfloor} \frac{\zeta_{\ell+1}^{(N)}(t, x)-\zeta_{\ell}^{(N)}(t, \boldsymbol{x})}{N}, \quad \boldsymbol{u}(t, x, r)=\lim _{\ell=\lfloor r N\rfloor} \boldsymbol{u}_{\ell}^{(N)}(t, x), \quad r \in(0,1)
$$

we find, formally passing to the limit in eq. (6.20),

$$
\left\{\begin{array}{l}
\partial_{t} \eta+\nabla_{x} \cdot((\underline{h}+\eta) \boldsymbol{u})=0  \tag{6.22}\\
\underline{\rho} \partial_{t} \boldsymbol{u}+g \int_{0}^{r} \underline{\rho} \nabla_{x} \eta \mathrm{~d} r^{\prime}+g \underline{\rho}\left(\nabla_{x} b+\int_{r}^{1} \nabla_{x} \eta \mathrm{~d} r^{\prime}\right)+\underline{\rho}\left(\boldsymbol{u} \cdot \nabla_{x}\right) \boldsymbol{u}=\mathbf{0}
\end{array}\right.
$$

Here the variable $r \in(0,1)$ is the isopycnal coordinate. At any time $t$, we can identify a location in physical space $(x, z) \in \Omega^{t}$ to $(x, r) \in \mathbb{R}^{d} \times(0,1)$ through the identity

$$
\rho(t, x, z)=\underline{\rho}(r)
$$

provided that $\rho$ (which we can choose without loss of generality) is strictly monotonic and continuous, and $\rho(t, \boldsymbol{x}, \cdot):(-d+b(\boldsymbol{x}), \zeta(t, \boldsymbol{x})) \rightarrow(\rho(0), \rho(1))$ is one-to-one and onto. In the following, we always consider $\underline{\rho}$ increasing and $\rho(t, \boldsymbol{x}, \cdot)$ decreasing. Then $\boldsymbol{u}(t, \boldsymbol{x}, r)$ represents the horizontal velocity at $(t, \boldsymbol{x}, z)$ and $\int_{0}^{r} \underline{h}\left(r^{\prime}\right)+\eta\left(t, \boldsymbol{x}, r^{\prime}\right) \mathrm{d} r^{\prime}=\zeta(t, \boldsymbol{x})-z$ (from which we infer the necessary conditions $\int_{0}^{r} \underline{h}\left(r^{\prime}\right) \mathrm{d} r^{\prime}=d$ and $\underline{h}+\eta>0$ ). We give more precisions on the relationship between Eulerian and isopycnal coordinates, starting directly from the continuous framework, in Section 7.2.

[^28]Rigid lid The rigid-lid counterpart can of eq. (6.22) can be derived in the same way from eq. (6.21), and we infer

$$
\left\{\begin{array}{l}
\partial_{t} \eta+\nabla_{x} \cdot((\underline{h}+\eta) \boldsymbol{u})=0  \tag{6.23}\\
b+\int_{0}^{1} \eta \mathrm{~d} r=d \\
\underline{\rho}_{t} \boldsymbol{u}+g \int_{0}^{r} \underline{\rho} \nabla_{x} \eta \mathrm{~d} r^{\prime}+g \underline{\rho}\left(\nabla_{x} b+\int_{r}^{1} \nabla_{x} \eta \mathrm{~d} r^{\prime}\right)+\underline{\rho}\left(\boldsymbol{u} \cdot \nabla_{x}\right) \boldsymbol{u}=-\nabla_{x} p_{\mathrm{lid}}
\end{array}\right.
$$

where $p_{\text {lid }}$ represents the pressure at the rigid lid and is the Lagrange multiplier associated with the constraint of the second equation. Using the Boussinesq approximation yields

$$
\left\{\begin{array}{l}
\partial_{t} \eta+\nabla_{x} \cdot((\underline{h}+\eta) \boldsymbol{u})=0  \tag{6.23'}\\
b+\int_{0}^{1} \eta \mathrm{~d} r=d \\
\underline{\rho} \partial_{t} \boldsymbol{u}+g \int_{0}^{r} \underline{\rho} \nabla_{x} \eta \mathrm{~d} r^{\prime}+g \underline{\rho}\left(\nabla_{x} b+\int_{r}^{1} \nabla_{x} \eta \mathrm{~d} r^{\prime}\right)+\underline{\rho}\left(\boldsymbol{u} \cdot \nabla_{x}\right) \boldsymbol{u}=-\frac{\underline{\rho}}{\rho_{0}} \nabla_{x} p_{\mathrm{lid}}
\end{array}\right.
$$

where $\rho_{0}$ is a reference density, say $\rho_{0}=\rho_{1}$.
Hyperbolicity It is informative to try to extend the discussion on the hyperbolicity and mode decomposition of the bilayer system (Section 6.3.1) to the continuous density framework. For simplicity, let us restrict to the case of dimension $d=1$ and flat bottom. Then eq. (6.22) can be written as

$$
\partial_{t}\binom{\eta}{u}+\mathcal{A}(\eta, u) \partial_{x}\binom{\eta}{u}=\mathbf{0}, \quad \mathcal{A}(\eta, u) \stackrel{\text { def }}{=}\left(\begin{array}{cc}
u & \underline{h}+\eta \\
g \mathcal{M} & u
\end{array}\right)
$$

with $\mathcal{M}: L^{1}(0,1) \rightarrow \mathcal{C}^{1}(0,1)$ is the operator defined by

$$
\begin{aligned}
(\mathcal{M} \zeta)(r) & \stackrel{\text { def }}{=} \int_{0}^{r} \underline{\rho}\left(r^{\prime}\right) \zeta\left(r^{\prime}\right) \mathrm{d} r^{\prime}+\underline{\rho}(r) \int_{r}^{1} \zeta\left(r^{\prime}\right) \mathrm{d} r^{\prime} \\
& =\int_{0}^{r} \underline{\rho}^{\prime}\left(r^{\prime}\right) \int_{r}^{1} \zeta\left(r^{\prime \prime}\right) \mathrm{d} r^{\prime \prime} \mathrm{d} r^{\prime}+\underline{\rho}(0) \int_{0}^{1} \zeta\left(r^{\prime}\right) \mathrm{d} r^{\prime}
\end{aligned}
$$

and is related to the Montgomery potential; see Section 7.2. If we neglect shear velocities and consider $u \equiv u_{\star}$, then

$$
\mathcal{A}\left(\eta, u_{\star}\right)\binom{s}{f}=\lambda\binom{s}{f} \Longleftrightarrow\left\{\begin{array}{l}
\left(\lambda-u_{\star}\right)^{2} s=g(\underline{h}+\eta) \mathcal{M} s \\
(\underline{h}+\eta) f=\left(\lambda-u_{\star}\right) s
\end{array}\right.
$$

The first line of the right-hand side is a Sturm-Liouville problem [386]. Indeed, defining

$$
S(r) \stackrel{\text { def }}{=} \int_{r}^{1} s\left(r^{\prime}\right) \mathrm{d} r^{\prime}
$$

we obtain

$$
\left(\lambda-u_{\star}\right)^{2} s=g(\underline{h}+\eta) \mathcal{M} s \Longleftrightarrow-\frac{\mathrm{d}}{\mathrm{~d} r}\left(\frac{1}{g(\underline{h}+\eta)} \frac{\mathrm{d}}{\mathrm{~d} r} S\right)=\frac{\underline{\rho}^{\prime}}{\left(\lambda-u_{\star}\right)^{2}} S
$$

From this we infer that provided that $\inf _{r} \underline{h}+\eta>0$ and $\inf _{r} \underline{\rho}^{\prime}>0$ (we recognize here the noncavitation and stable density stratification assumptions introduced in the multilayer system), there exists an countable infinite number of real eigenvalues

$$
\lambda_{ \pm \ell}=\boldsymbol{u}_{\star} \pm \mu_{\ell} \quad(\ell \in \mathbb{N}), \quad 0<\cdots<\mu_{\ell}<\cdots<\mu_{2}<\mu_{1}
$$

and the aforementioned oscillation (or polarity change) property holds for $S$ which represents the deformation from rest of the isopycnals, i.e. sheets of fluid particles with given density.

Hence the discussion of hyperbolicity and mode separation of Section 6.3.1 does extend to the setting of continuous density stratification in the absence of shear velocities. However one cannot use perturbative arguments to extend the analysis to non-zero shear velocities, due to the fact that eigenvalues accumulate at $\boldsymbol{u}_{\star}$. This certainly explains why even second baroclinic modes (that is with two polarity changes) are rarely observed [410]. Yet the celebrated result of Miles [309] and Howard [212] applies in the hydrostatic framework in particular and shows that, in dimension $d=1$ (see [189, Remark 1.3] when $d=2$ ), no eigenvalue with non-trivial imaginary part may arise as soon as shear velocities are sufficiently small, more precisely

$$
\forall r \in(0,1), \quad\left|\boldsymbol{u}^{\prime}\right|^{2} \leq \frac{1}{4} g(\underline{h}+\eta) \frac{\rho_{\underline{\rho}}^{\prime}}{\underline{\rho}}
$$

This shows the spectral stability but this does not imply-by far!-other stability results, such as a continuous semigroup property on the linearized operator, let alone well-posedness of the nonlinear initial-value problem. Let me lazily refer to [190] for a detailed discussion on a related problem, and more generally to [189] for a very nice exposition to hydrodynamic stability theory.

### 6.4 Discussion and open questions

We have already expressed that Theorem 6.4-and therefore results relying on it-suffers from two serious shortcomings. The first one is that the conditions on the initial data therein does not meet the conditions for hyperbolicity described in Section 6.1.2. The second one is that it involves a stringent smallness condition on the bottom topography as $\gamma \nearrow 1$. These shortcomings may be only technical, and require only a closer look at the structure of the system. Recall that in the one-layer (Saint-Venant) situation, the related questions of large-time existence in weakly nonlinear situations with strong bottom variations was answered in [60]; see Remark 5.4.

For quasilinear systems such as the bilayer or multilayer hydrostatic systems presented in this section, one of the main focus is the domain of hyperbolicity. It is quite frustrating that so little is known despite quite a lot of works in this direction. Summarizing what has been discussed above (see also [399] for a review and more references), and restricting the discussion to dimension $d=1$ :

- we know explicitly the hyperbolicity domain and Riemann invariants for the system with $N=2$ layers, rigid lid and Boussinesq approximation;
- we know explicitly the hyperbolicity domain for the system with $N=2$ layers and rigid lid;
- we can characterize the hyperbolicity domain for the system with $N=2$ layers and free surface;
- we know that the system with $N \geq 2$ layers is strictly hyperbolic for sufficiently small shear velocities.

Hence outside of the situation of $N=2$ (or very specific situations if $N=3$, see e.g. [398]), our knowledge is very limited. In particular the domain of hyperbolicity is expected to be larger than the domain of strict hyperbolicity and possible scenarios for eigenvalue crossings [101] remain to be understood.

As a consequence, we have - again, by far-not enough material to study the limit of continuous stratification described above, despite the fact that it is one of the main motivation behind multilayer models. It should be noted however that the strategy of crudely approximating a continuous density by a step function may be too rough, and some works have been dedicated to loosen this premise; see e.g. [186] and references therein. Also, we assume potential flows in each layer, so that the vorticity
in the continuous model is approximated by "Dirac" vortex sheets located at interfaces. This again may be too rough, and the authors in [91] have exhibited the regularizing effect of incorporating vorticity in multilayer models. Shortly put, the multilayer hydrostatic systems discussed in this manuscript might not be the best ones to consider for practical purposes. However, for any model of multilayer type, in order to hope that good stability results hold uniformly with respect to the number of layers, these should also hold for the (limit) continuously stratified model introduced in Section 6.3.3 and discussed in more details in Section 7. For this continuous model again results are sparse despite important efforts and in particular deciding the well-posedness of the initial-value problem for the latter (in spaces of finite regularity) is, to the author's opinion, an important open mathematical challenge.

## 7 The continuously stratified hydrostatic systems

Here we introduce hydrostatic equations for continuously stratified incompressible flows. These equations are often called primitive equations in studies of geophysical flows, although the equations typically include Coriolis force, more complicated equations of state (including the role of "tracers"such as temperature and salinity) as well as diffusion and/or viscosity effects (and some authors use the term primitive equations for non-hydrostatic equations). We will therefore refrain from using this otherwise engaging terminology. The interested reader may refer to [350] among many inspiring textbooks on geophysical flows for a mathematically oriented introduction.

### 7.1 Formal derivation

In this section we formally derive the hydrostatic counterparts of the full Euler equations, eq. (1.1), with fixed bottom, constant atmospheric pressure, and neglecting surface tension. We first introduce a scaling based on ${ }^{37}$ Section 2.4. We set

$$
\boldsymbol{x}=\frac{x}{\lambda} \quad ; \quad z=\frac{z}{d} \quad ; \quad t=\frac{\sqrt{g d}}{\lambda} t
$$

and (notice the different scaling for the horizontal and vertical velocities)

$$
\zeta=\frac{\zeta}{a_{\mathrm{top}}} \quad ; \quad b=\frac{b}{a_{\mathrm{bit}}} \quad ; \quad \rho=\frac{\rho}{\rho_{0}} \quad ; \quad U=\frac{1}{\sqrt{g d}} U \quad ; \quad w=\frac{\lambda}{d \sqrt{g d}} w \quad ; \quad P=\frac{1}{\rho_{0} g d} P .
$$

In addition to the typical horizontal wavelength denoted $\lambda$, the depth of the layer at rest $d$, the typical amplitude of surface waves $a_{\text {top }}$, the typical amplitude of bottom deformations $a_{\text {bot }}$, we introduced $\rho_{0}$ the typical mass density. With this scaling and recalling the dimensionless parameters

$$
\varepsilon=\frac{a_{\mathrm{top}}}{d} \quad ; \quad \beta=\frac{a_{\mathrm{bot}}}{d} \quad ; \quad \mu=\frac{d^{2}}{\lambda^{2}}
$$

we have

$$
\begin{array}{ll}
\partial_{t} \rho+\nabla_{\boldsymbol{x}} \cdot(\rho U)+\partial_{z}(\rho w)=0 & \text { in } \Omega^{t}, \\
\rho \partial_{t} U+\rho\left(U \cdot \nabla_{\boldsymbol{x}}+w \partial_{z}\right) U=-\nabla_{\boldsymbol{x}} P & \text { in } \Omega^{t}, \\
\mu\left(\rho \partial_{t} w+\rho\left(U \cdot \nabla_{\boldsymbol{x}}+w \partial_{z}\right) w\right)=-\partial_{z} P-\rho & \text { in } \Omega^{t}, \\
\nabla_{\boldsymbol{x}} \cdot U+\partial_{z} w=0 & \text { in } \Omega^{t}, \\
\varepsilon \partial_{t} \zeta=w-(\varepsilon \nabla \zeta) \cdot U & \text { on } \Gamma_{\text {top }}, \\
w=(\beta \nabla b) \cdot U & \text { on } \Gamma_{\text {bot }}, \\
P=p_{\text {atm }} & \text { on } \Gamma_{\text {top }} . \tag{7.1~g}
\end{array}
$$

where $\Omega^{t} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1+\beta b(\boldsymbol{x})<z<\varepsilon \zeta(t, \boldsymbol{x})\right\}, \Gamma_{\text {top }} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=\varepsilon \zeta(t, \boldsymbol{x})\right\}$, and $\Gamma_{\mathrm{bot}} \stackrel{\text { def }}{=}\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-1+\beta b(\boldsymbol{x})\right\}$. The hydrostatic equations now stem from setting $\mu=0$ in eq. (7.1c), so that we infer

$$
P(t, \boldsymbol{x}, z) \approx P(t, \boldsymbol{x}, \varepsilon \zeta(t, \boldsymbol{x}))+\int_{z}^{\varepsilon \zeta} \rho\left(t, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime}
$$

[^29]and plugging this approximation in eq. (7.1b). While we lost the evolution equation for $w,{ }^{38}$ we can use the incompressibility condition, eq. (7.1e), and the boundary condition, eq. (7.1f), to infer
$$
w(t, \boldsymbol{x}, z)=(\beta \nabla b(\boldsymbol{x})) \cdot U(t, \boldsymbol{x},-1+\beta b(\boldsymbol{x}))-\int_{-1+\beta b(\boldsymbol{x})}^{z}\left(\nabla_{\boldsymbol{x}} \cdot U\right)\left(t, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime}
$$

After an obvious algebra on eq. (7.1f), the system of equations eq. (7.1) then becomes

$$
\begin{array}{ll}
\partial_{t} \rho+U \cdot \nabla_{\boldsymbol{x}} \rho+w \partial_{z} \rho=0 & \text { in } \Omega^{t}, \\
\rho \partial_{t} U+\rho\left(U \cdot \nabla_{\boldsymbol{x}}+w \partial_{z}\right) U=-\nabla_{\boldsymbol{x}} P & \text { in } \Omega^{t}, \\
\varepsilon \partial_{t} \zeta+\nabla \cdot\left(\int_{-1+\beta b}^{\varepsilon \zeta} U(\cdot, z) \mathrm{d} z\right)=0 & \text { on } \mathbb{R}^{d}, \\
P(\cdot, \boldsymbol{x}, z)=p_{\mathrm{atm}}+\int_{z}^{\varepsilon \zeta} \rho\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \Omega^{t}, \\
w(\cdot, \boldsymbol{x}, z)=(\beta \nabla b(\boldsymbol{x})) \cdot U(\cdot, \boldsymbol{x},-1+\beta b(\boldsymbol{x}))-\int_{-1+\beta b(\boldsymbol{x})}^{z}\left(\nabla_{\boldsymbol{x}} \cdot U\right)\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \Omega^{t} . \tag{7.2e}
\end{array}
$$

Physical variables Scaling back to physical variables we get the hydrostatic Euler equations

$$
\begin{array}{ll}
\partial_{t} \rho+U \cdot \nabla_{x} \rho+w \partial_{z} \rho=0 & \text { in } \Omega^{t}, \\
\rho \partial_{t} U+\rho\left(U \cdot \nabla_{x}+w \partial_{z}\right) U=-\nabla_{x} P & \text { in } \Omega^{t}, \\
\partial_{t} \zeta+\nabla \cdot\left(\int_{-d+b}^{\zeta} U(\cdot, z) \mathrm{d} z\right)=0 & \text { on } \mathbb{R}^{d}, \\
P(\cdot, \boldsymbol{x}, z)=p_{\mathrm{atm}}+g \int_{z}^{\zeta} \rho\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \Omega^{t}, \\
w(\cdot, \boldsymbol{x}, z)=\nabla b(\boldsymbol{x}) \cdot U(\cdot, \boldsymbol{x},-d+b(\boldsymbol{x}))-\int_{-d+b(x)}^{z}\left(\nabla_{x} \cdot U\right)\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \Omega^{t} . \tag{7.3e}
\end{array}
$$

Remark 7.1 (Homogeneous setting). As in the full Euler equations, if we assume that the density is constant at a given time, then this property propagates in time, by the conservation of mass, eq. (7.3a). In this case, we obtain the so-called Benney system [45], ${ }^{39}$ which consists in replacing $-\frac{\nabla_{x} P}{\rho}$ with $-g \nabla \zeta$ in eq. (7.3b), coupled with eq. (7.3c) and eq. (7.3e). Notice this is not the Saint-Venant system introduced in Section 5. However, if we assume additionally that $\partial_{z} U \equiv 0$ (i.e. columnar motion) at a given time, this property propagates in time and the system reduces to the Saint-Venant system, eq. (5.4). Hence we have the diagram in Figure 7.1.

[^30]

Figure 7.1 - Some hydrostatic models.

Rigid-lid As we did in Section 6, we can introduce a version of the above systems in the rigid-lid framework. The rigid-lid counterpart to eq. (7.2) is

$$
\begin{array}{ll}
\partial_{t} \rho+U \cdot \nabla_{\boldsymbol{x}} \rho+w \partial_{z} \rho=0 & \text { in } \mathbb{R}^{d} \times(-1,0),(7.4 \mathrm{a}) \\
\rho \partial_{t} U+\rho\left(U \cdot \nabla_{\boldsymbol{x}}+w \partial_{z}\right) U=-\nabla_{\boldsymbol{x}} P & \text { in } \mathbb{R}^{d} \times(-1,0),(7.4 \mathrm{~b}) \\
\left.w\right|_{z=0}=0 & \text { on } \mathbb{R}^{d}, \\
P(\cdot, \boldsymbol{x}, z)=p_{\text {lid }}(\cdot, \boldsymbol{x})+\int_{z}^{0} \rho\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \mathbb{R}^{d} \times(-1,0),(7.4 \mathrm{~d}) \\
w(\cdot, \boldsymbol{x}, z)=\beta \nabla b(\boldsymbol{x}) \cdot U(\cdot, \boldsymbol{x},-1+\beta b(\boldsymbol{x}))-\int_{-1+\beta b(\boldsymbol{x})}^{z}\left(\nabla_{\boldsymbol{x}} \cdot U\right)\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \mathbb{R}^{d} \times(-1,0) .
\end{array}
$$

where $p_{\text {lid }}$ represents the pressure at the rigid lid and is the Lagrange multiplier associated with the constraint $\left.w\right|_{z=0}=0$. Scaling back to physical variables, we get

$$
\begin{array}{ll}
\partial_{t} \rho+U \cdot \nabla_{x} \rho+w \partial_{z} \rho=0 & \text { in } \mathbb{R}^{d} \times(-d, 0), \\
\rho \partial_{t} U+\rho\left(U \cdot \nabla_{x}+w \partial_{z}\right) U=-\nabla_{x} P & \text { in } \mathbb{R}^{d} \times(-d, 0), \\
\left.w\right|_{z=0}=0 & \text { on } \mathbb{R}^{d}, \\
P(\cdot, \boldsymbol{x}, z)=g p_{\operatorname{lid}}(\cdot, \boldsymbol{x})+g \int_{z}^{0} \rho\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \mathbb{R}^{d} \times(-d, 0), \\
w(\cdot, \boldsymbol{x}, z)=(\nabla b(\boldsymbol{x})) \cdot U(\cdot, \boldsymbol{x},-d+b(\boldsymbol{x}))-\int_{-d+b(x)}^{z}\left(\nabla_{x} \cdot U\right)\left(\cdot, \boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime} & \text { in } \mathbb{R}^{d} \times(-d, 0) .
\end{array}
$$

Applying the Boussinesq approximation consists in replacing eq. (7.4b) with

$$
\begin{equation*}
\partial_{t} U+\left(U \cdot \nabla_{\boldsymbol{x}}+w \partial_{z}\right) U=-\nabla_{\boldsymbol{x}} P \quad \text { in } \mathbb{R}^{d} \times(-1,0) \tag{7.4b’}
\end{equation*}
$$

or eq. (7.5b) with

$$
\begin{equation*}
\partial_{t} U+\left(U \cdot \nabla_{x}+w \partial_{z}\right) U=-\frac{1}{\rho_{0}} \nabla_{x} P \quad \text { in } \mathbb{R}^{d} \times(-d, 0) \tag{7.5b’}
\end{equation*}
$$

where $\rho_{0}$ is a constant reference density.


Figure 7.2 - Hydrostatic limits.

### 7.2 Isopycnal coordinates

In this section we (formally) show that eq. (6.22), obtained as the limit of multilayer hydrostatic systems, is nothing but our hydrostatic system (7.3) written in isopycnal coordinates. This completes the diagram in Figure 7.2.

We follow closely the exposition in [211]. First we assume that at any $(t, x)$, the density distribution $\rho(t, x, \cdot)$ is invertible, and that the density varies (continuously) between prescribed values at the bottom and at the surface. We denote $H(t, x, \cdot)$ its inverse, representing the vertical height of the particle densities with prescribed density (given by the last variable) at time $t$ and horizontal position $\boldsymbol{x}$. By chain rule and (7.3d), one has

$$
\partial_{\varrho}(P(t, x, H(t, x, \varrho)))=\left(\partial_{z} P\right)(t, x, H(t, x, \varrho)) \times \partial_{\varrho} H(t, x, \varrho)=-g \varrho \partial_{\varrho} H(t, x, \varrho) .
$$

Thus defining the Montgomery potential

$$
\psi(t, \boldsymbol{x}, \varrho) \stackrel{\text { def }}{=} P(t, \boldsymbol{x}, H(t, \boldsymbol{x}, \varrho))+g \varrho H(t, \boldsymbol{x}, \varrho),
$$

one has

$$
\begin{equation*}
\partial_{\varrho} \psi(t, x, \varrho)=g H(t, x, \varrho) . \tag{7.6}
\end{equation*}
$$

In the same way, we infer from chain rule

$$
\begin{aligned}
\nabla_{x} P(t, \boldsymbol{x}, z)+g z \nabla_{x} \rho(t, \boldsymbol{x}, z) & =\nabla_{x}(\psi(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z))) \\
& =\left(\nabla_{x} \psi\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z))+g H(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z)) \nabla_{x} \rho(t, \boldsymbol{x}, z)
\end{aligned}
$$

and hence

$$
\nabla_{x} P(t, x, z)=\left(\nabla_{x} \psi\right)(t, x, \rho(t, x, z)) .
$$

Next, we define

$$
\boldsymbol{u}(t, \boldsymbol{x}, \varrho) \stackrel{\text { def }}{=} U(t, \boldsymbol{x}, H(t, \boldsymbol{x}, \varrho))
$$

and we infer from the identity $U(t, \boldsymbol{x}, z)=\boldsymbol{u}(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z))$ and chain rule

$$
\begin{aligned}
\partial_{t} U(t, \boldsymbol{x}, z) & =\left(\partial_{t} \boldsymbol{u}\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z))+\left(\partial_{t} \rho(t, \boldsymbol{x}, z)\right)\left(\partial_{\varrho} \boldsymbol{u}\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z)) \\
\left(\left(U \cdot \nabla_{x}\right) U\right)(t, \boldsymbol{x}, z) & =\left(\left(\boldsymbol{u} \cdot \nabla_{x}\right) \boldsymbol{u}\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z))+\left(\left(\partial_{\varrho} \boldsymbol{u}\right) \boldsymbol{u}\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z)) \cdot \nabla_{x} \rho(t, \boldsymbol{x}, z) \\
\left(w \partial_{z} U\right)(t, \boldsymbol{x}, z) & =\left(w \partial_{z} \rho\right)(t, \boldsymbol{x}, z)\left(\partial_{\varrho} \boldsymbol{u}\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z))
\end{aligned}
$$

Plugging these expression in eq. (7.3b) and using eq. (7.3a) yields

$$
\begin{equation*}
\varrho\left(\partial_{t} \boldsymbol{u}+\left(\boldsymbol{u} \cdot \nabla_{x}\right) \boldsymbol{u}\right)+\nabla_{x} \psi=0 \tag{7.7}
\end{equation*}
$$

Next we concentrate on the mass conservation equation. From the identity $\rho(t, \boldsymbol{x}, H(t, \boldsymbol{x}, \varrho))=\varrho$ we gather

$$
\begin{aligned}
\partial_{t} \rho(t, \boldsymbol{x}, z)+\partial_{z} \rho(t, \boldsymbol{x}, z)\left(\partial_{t} H\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z)) & =0, \\
\nabla_{x} \rho(t, \boldsymbol{x}, z)+\partial_{z} \rho(t, \boldsymbol{x}, z)\left(\nabla_{x} H\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z)) & =0, \\
\partial_{z} \rho(t, \boldsymbol{x}, z)\left(\partial_{\varrho} H\right)(t, \boldsymbol{x}, \rho(t, \boldsymbol{x}, z)) & =1 .
\end{aligned}
$$

Plugging into eq. (7.3a) yields

$$
\partial_{t} H(\cdot, \varrho)+\left(\boldsymbol{u} \cdot \nabla_{x} H\right)(\cdot, \varrho)-w(\cdot, H(\cdot, \varrho))=0 .
$$

Differentiating the above with respect to $\varrho$ and denoting

$$
\begin{equation*}
h(t, \boldsymbol{x}, \varrho) \stackrel{\text { def }}{=}-\partial_{\varrho} H(t, \boldsymbol{x}, \varrho) \tag{7.8}
\end{equation*}
$$

yields

$$
\partial_{t} h(\cdot, \varrho)+\left(\boldsymbol{u} \cdot \nabla_{x} h\right)(\cdot, \varrho)-\left(\left(\partial_{\varrho} \boldsymbol{u}\right) \cdot \nabla_{x} H\right)(\cdot, \varrho)+\left(\partial_{\varrho} H\right)(\cdot, \varrho)\left(\partial_{z} w\right)(\cdot, H(\cdot, \varrho))=0 .
$$

Finally, using the incompressibility constraint, $\partial_{z} w=-\nabla \cdot U$ and chain rule, we infer

$$
\begin{equation*}
\partial_{t} h+\nabla_{x} \cdot(h \boldsymbol{u})=0 . \tag{7.9}
\end{equation*}
$$

Collecting eq. (7.6),(7.7), (7.8),(7.9), we find

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla_{x} \cdot(h \boldsymbol{u})=0  \tag{7.10}\\
\varrho\left(\partial_{t} \boldsymbol{u}+\left(\boldsymbol{u} \cdot \nabla_{x}\right) \boldsymbol{u}\right)+\nabla_{x} \psi=0 \\
\partial_{\varrho} \psi=g H(t, \boldsymbol{x}, \varrho), \quad h=-\partial_{\varrho} H
\end{array}\right.
$$

In the situation where the density is equal to $\rho_{0}$ at the surface and $\rho_{1}$ at the bottom, we have by definition $H\left(t, \boldsymbol{x}, \rho_{1}\right)=-d+b(\boldsymbol{x})$ and $\psi\left(t, \boldsymbol{x}, \rho_{0}\right)=p_{\text {atm }}+g \rho_{0} H\left(t, \boldsymbol{x}, \rho_{0}\right)$ so that for any $\varrho \in\left(\rho_{0}, \rho_{1}\right)$,

$$
\begin{aligned}
\nabla_{x} \psi(t, x, \varrho) & =g \rho_{0} \nabla_{x} H\left(t, x, \rho_{0}\right)+g \int_{\rho_{0}}^{\varrho} \nabla_{x} H\left(t, x, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime} \\
& =g \varrho \nabla b(\boldsymbol{x})+g \rho_{0} \int_{\rho_{0}}^{\rho_{1}} \nabla_{x} h\left(t, x, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}+g \int_{\rho_{0}}^{\varrho} \int_{\varrho^{\prime}}^{\rho_{1}} \nabla_{x} h\left(t, x, \varrho^{\prime \prime}\right) \mathrm{d} \varrho^{\prime \prime} \mathrm{d} \varrho^{\prime} \\
& =g \varrho \nabla b(\boldsymbol{x})+g \int_{\rho_{0}}^{\varrho} \varrho^{\prime} \nabla_{x} h\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}+g \varrho \int_{\varrho}^{\rho_{1}} \nabla_{x} h\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime} .
\end{aligned}
$$

Plugging this formula in eq. (7.10), the first two equations provide a closed system of evolution equations for the variables $(h, \boldsymbol{u})$, which are the continuously stratified hydrostatic Euler equations in isopycnal coordinates.

Remark 7.2. Applying the change of coordinate $\varrho=\rho_{0}+r\left(\rho_{1}-\rho_{0}\right)$ in eq. (7.10), we recognize eq. (6.22) with $\underline{\rho}(r)=\rho_{0}+r\left(\rho_{1}-\rho_{0}\right)$ and $(\underline{h}+\eta)(\cdot, r)=\left(\rho_{1}-\rho_{0}\right) h\left(\cdot, \rho_{0}+r\left(\rho_{1}-\rho_{0}\right)\right)$.

In the rigid-lid framework, we have the same equations, eq. (7.10), yet with boundary conditions $H\left(t, \boldsymbol{x}, \rho_{1}\right)=-d+b(\boldsymbol{x}), H\left(t, \boldsymbol{x}, \rho_{0}\right)=0$ and $\psi\left(t, \boldsymbol{x}, \rho_{0}\right)=p_{\text {lid }}$, where $p_{\text {lid }}$ can be seen as a Lagrange multiplier associated with the constraint stemming from the rigid-lid assumption:

$$
\begin{equation*}
\int_{\rho_{0}}^{\rho_{1}}(\nabla \cdot(h \boldsymbol{u}))(\cdot, \varrho) \mathrm{d} \varrho=-\partial_{t} \int_{\rho_{0}}^{\rho_{1}} h(\cdot, \varrho) \mathrm{d} \varrho=\partial_{t}\left(H\left(t, \boldsymbol{x}, \rho_{1}\right)-H\left(t, \boldsymbol{x}, \rho_{0}\right)\right)=0 \tag{7.11}
\end{equation*}
$$

and thus we have for any $\varrho \in\left(\rho_{0}, \rho_{1}\right)$,

$$
\begin{aligned}
\nabla_{x} \psi(t, \boldsymbol{x}, \varrho) & =\nabla p_{\text {lid }}+g \int_{\rho_{0}}^{\varrho} \nabla_{x} H\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime} \\
& =\nabla p_{\mathrm{lid}}+g \varrho \nabla b(\boldsymbol{x})+g \rho_{0} \int_{\rho_{0}}^{\rho_{1}} \nabla_{x} h\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}+g \int_{\rho_{0}}^{\varrho} \int_{\varrho^{\prime}}^{\rho_{1}} \nabla_{x} h\left(t, \boldsymbol{x}, \varrho^{\prime \prime}\right) \mathrm{d} \varrho^{\prime \prime} \mathrm{d} \varrho^{\prime} \\
& =\nabla p_{\text {lid }}+g \varrho \nabla b(\boldsymbol{x})+g \int_{\rho_{0}}^{\varrho} \varrho^{\prime} \nabla_{x} h\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}+g \varrho \int_{\varrho}^{\rho_{1}} \nabla_{x} h\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}
\end{aligned}
$$

Plugging this formula in eq. (7.10), and adding the constraint eq. (7.11), provides a closed system of evolution equations for the variables $(h, \boldsymbol{u})$.

### 7.3 Discussion and open questions

As we mentioned in Section 6.3.3 and Section 6.4, our knowledge on the hydrostatic equations, eq. (7.3) or eq. (7.10), is very limited. In particular, the well-posedness of the initial-value problem in functional spaces of finite regularity (see [259] in for analytic data) and in the inhomogeneous case (say with stable stratification, $\partial_{z} \rho<0$ ) is completely open. In order to understand the structure of the equations it is interesting to try out the standard energy method on the equations and see where it fails. As a second step this will motivate us to consider physically-grounded additional terms with regularizing effects.

Demise of the energy method in Eulerian coordinates Let us first consider the equations in Eulerian coordinates, using the rigid-lid assumption and flat bottom case for simplicity (we could also consider the free-surface case and general topography with simple modifications of the argument), that is eq. (7.5). A natural functional space for this system is

$$
\rho(t, x, z) \stackrel{\text { def }}{=} \underline{\rho}(z)+\widetilde{\rho}(t, x, z), \quad U(t, x, z) \stackrel{\text { def }}{=} \underline{U}(z)+\widetilde{U}(t, x, z)
$$

with $(\underline{\rho}, \underline{U}) \in W^{s, \infty}((-d, 0))^{1+d}$ given and unknowns $(\widetilde{\rho}(t, \cdot), \widetilde{U}(t, \cdot)) \in H^{s}\left(\mathbb{R}^{d} \times(-d, 0)\right)^{1+d}$ with $s \in \mathbb{N}$ sufficiently large. If we consider the equations for $\widetilde{\rho}(t, \cdot), \widetilde{U}(t, \cdot)$ and apply the differential operator $\partial^{\boldsymbol{k}}$ for a multi-index $\boldsymbol{k}=\left(\boldsymbol{k}_{x}, \boldsymbol{k}_{z}\right) \in \mathbb{N}^{d+1}$ with $0 \leq|\boldsymbol{k}| \leq s$ we find that smooth solutions to eq. (7.5) must satisfy

$$
\left\{\begin{array}{l}
\partial_{t} \partial^{\boldsymbol{k}} \widetilde{\rho}+\left((\underline{U}+\widetilde{U}) \cdot \nabla_{x}+w \partial_{z}\right) \partial^{\boldsymbol{k}} \rho-\left(\underline{\rho}^{\prime}+\partial_{z} \widetilde{\rho}\right) \int_{-d}^{z}\left(\nabla_{x} \cdot \partial^{\boldsymbol{k}} \widetilde{U}\right)\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}=r_{\boldsymbol{k}}, \\
\partial_{t} \partial^{\boldsymbol{k}} \widetilde{U}+\left((\underline{U}+\widetilde{U}) \cdot \nabla_{x}+w \partial_{z}\right) \partial^{\boldsymbol{k}} \widetilde{U}-\left(\underline{U}^{\prime}+\partial_{z} \widetilde{U}\right) \int_{-d}^{z}\left(\nabla_{x} \cdot \partial^{\boldsymbol{k}} \widetilde{U}\right)\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime} \\
\quad+\frac{1}{\underline{\rho}+\widetilde{\rho}} \nabla \partial^{\boldsymbol{k}} p_{\mathrm{lid}}+\frac{g}{\underline{\rho}+\widetilde{\rho}} \int_{z}^{0} \partial^{\boldsymbol{k}} \nabla_{x} \widetilde{\rho}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}=R_{\boldsymbol{k}}, \\
\int_{-d}^{0}\left(\nabla_{x} \cdot \partial^{\boldsymbol{k}} \widetilde{U}\right)(\cdot, z) \mathrm{d} z=0
\end{array}\right.
$$

where $w=-\int_{-d}^{z}\left(\nabla_{x} \cdot \widetilde{U}\right)(\cdot, z)^{\prime} \mathrm{d} z^{\prime}$ and $\left(r_{\boldsymbol{k}}, R_{\boldsymbol{k}}\right) \in L^{2}\left(\left(\mathbb{R}^{d} \times(-d, 0)\right)^{1+d}\right.$. In the first two terms of the first two equations we recognize the advection along the flow, and these will typically be harmless contributions. Then we observe the unbounded contributions from the pressure terms, as well as the key contributions stemming from the fact that $w$ is a diagnostic variable, so that $w \notin$ $H^{s}\left(\mathbb{R}^{d} \times(-d, 0)\right)^{1+d}$. It turns out that when testing the first equation with respect to $\frac{-g}{\rho^{\prime}+\partial_{z} \rho} \partial^{\boldsymbol{k}} \widetilde{\rho}$ and the second one with respect to $(\rho+\widetilde{\rho}) \partial^{\boldsymbol{k}} \widetilde{U}$, we observe a compensation (after integrating by parts) between the contributions from two among the three terms. Since the contribution of the rigid-lid pressure vanishes identically thanks to the rigid-lid constraint ${ }^{40}$ the remaining term on the second

[^31]equation can be singled out as sole responsible for the failure of energy estimates. More precisely we have, after integration by parts and using the boundary conditions $\left.w\right|_{z=-d}=\left.w\right|_{z=0}=0$,
$$
\mathcal{E}^{\prime}(t) \leq C \mathcal{E}(t)+\iint_{\mathbb{R}^{d} \times(-d, 0)}(\underline{\rho}+\widetilde{\rho})\left(\underline{U}^{\prime}+\partial_{z} \widetilde{U}\right) \cdot\left(\partial^{\boldsymbol{k}} \widetilde{U}\right)\left(\int_{-d}^{z}\left(\nabla_{x} \cdot \partial^{\boldsymbol{k}} \widetilde{U}\right)\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$
where $C$ depends on $d, s, d, g, \underline{M}, \widetilde{M}$ and $m_{\star}$ with
\[

$$
\begin{gathered}
|\underline{\rho}|_{W^{s, \infty}((-d, 0))}+|\underline{U}|_{W^{s, \infty}((-d, 0))} \leq \underline{M}, \quad|\widetilde{\rho}|_{H^{s}\left(\mathbb{R}^{d} \times(-d, 0)\right)}+|\widetilde{U}|_{H^{s}\left(\mathbb{R}^{d} \times(-d, 0)\right)} \leq \tilde{M}, \\
\inf _{(0, t) \times \mathbb{R}^{d} \times(-d, 0)}\left(\left\{\underline{\rho}+\widetilde{\rho},-\underline{\rho}^{\prime}-\partial_{z} \widetilde{\rho}\right\}\right) \geq m_{\star}>0,
\end{gathered}
$$
\]

and we define

$$
\mathcal{E}(t) \stackrel{\text { def }}{=} \frac{1}{2} \sum_{|\boldsymbol{k}|=0}^{s} \iint_{\mathbb{R}^{d} \times(-d, 0)} \frac{-g\left(\partial^{\boldsymbol{k}} \widetilde{\rho}\right)^{2}}{\underline{\rho}^{\prime}+\partial_{z} \widetilde{\rho}}+(\underline{\rho}+\widetilde{\rho})\left|\partial^{\boldsymbol{k}} \widetilde{U}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z \approx\|\widetilde{\rho}(t, \cdot)\|_{H^{s}}^{2}+\|\widetilde{U}(t, \cdot)\|_{H^{s}}^{2} .
$$

Because the operator (which incidentally also plays an essential role in the inviscid Prandtl equations as the equations are the same but only boundary conditions differ; see e.g. [293])

$$
L: U \mapsto \int_{-d}^{z} \nabla_{x} \cdot U
$$

is neither bounded nor skew-symmetric in $L^{2}\left(\mathbb{R}^{d} \times(-d, 0)\right)$ ), we cannot infer a control of the last term in the above differential inequality, and the energy methods fails at this point.

A few comments are in order. Obviously the fact that we did not succeed to make the energy method work does not mean that it cannot work (modifying the functional space, choice of unknowns, symmetrizer, or looking for clever nonlinear cancellations). In particular, Masmoudi and Wong exhibit in [294] a key cancellation for the homogeneous hydrostatic equations (in dimension $d=1$ ) from which they deduce a local well-posedness result for the initial-value problem in Sobolev space $H^{s}\left(\mathbb{R}^{d} \times(-d, 0)\right)$. Their result holds under the local Rayleigh condition

$$
\partial_{z}^{2}(\underline{U}+\widetilde{U}) \geq m_{\star}>0
$$

which in turns coincide (with non-strict inequality) with the stability criteria for the linearized equations about shear flows; see in particular [356] for an ill-posedness result when this criteria is violated. For comparison, let us recall that the celebrated result of Miles [309] and Howard [212] shows that, in dimension $d=1$ (see [189, Remark 1.3] when $d=2$ ), no unstable mode of the linearized system about a shear velocity may arise as soon as the local Richardson number is greater than $1 / 4$ everywhere, that is

$$
\forall z \in(-d, 0), \quad\left|\underline{U}^{\prime}(z)\right|^{2} \leq \frac{1}{4} g \frac{-\underline{\rho}^{\prime}(z)}{\underline{\rho}(z)} .
$$

This gives hope for a well-posedness of the initial value problem of the (linearized or nonlinear) equations under such assumption, but again no result is known in that respect. Finally, as mentioned above, the failure of the energy estimate can be tracked back to the fact that $w$ is a diagnostic variable rather than a prognostic variable. In the non-hydrostatic equations, one obtains by standard methods a control of the unknowns $(\widetilde{\rho}, \widetilde{U}, w) \in H^{s}\left(\mathbb{R}^{d} \times(-1,0)\right)^{1+d+1}$, using integration by parts to deal with advection terms and elliptic estimates on the Poisson equation satisfied by the pressure; see [135]. Of course, the latter estimates are not uniform with respect to the shallow water parameter, $\mu$, and hence solutions to the (non-hydrostatic) inhomogeneous Euler equations provide no result on the hydrostatic problem.

Demise of the energy method in isopycnal coordinates It is interesting to compare the result of the energy method on the formulation using Eulerian coordinates, and the one using isopycnal coordinates. Let us consider eq. (7.10) in the flat bottom situation, and set

$$
H(t, \boldsymbol{x}, \varrho)=\int_{\varrho}^{\rho_{1}} h\left(t, \boldsymbol{x}, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime} \stackrel{\operatorname{def}}{=} \int_{\varrho}^{\rho_{1}} \underline{h}\left(\varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}+\underline{H}(t, \boldsymbol{x}, \varrho), \quad \boldsymbol{u}(t, \boldsymbol{x}, \varrho) \stackrel{\text { def }}{=} \underline{\boldsymbol{u}}(\varrho)+\widetilde{\boldsymbol{u}}(t, \boldsymbol{x}, \varrho),
$$

with given $(\underline{h}, \underline{\boldsymbol{u}}) \in W^{s, \infty}\left(\left(\rho_{0}, \rho_{1}\right)\right)^{1+d}$ and unknowns $(\widetilde{H}(t, \cdot), \widetilde{\boldsymbol{u}}(t, \cdot)) \in H^{s}\left(\mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)\right)^{1+d}$ with $s \in \mathbb{N}$ sufficiently large. If we consider the equations for $\widetilde{H}(t, \cdot), \widetilde{U}(t, \cdot)$ (hence integrating the first equation) and apply the operator $\partial^{\boldsymbol{k}}$ for a multi-index $\boldsymbol{k}=\left(\boldsymbol{k}_{x}, \boldsymbol{k}_{z}\right) \in \mathbb{N}^{d+1}$ with $0 \leq|\boldsymbol{k}| \leq s$ we find that smooth solutions to eq. (7.10) must satisfy

$$
\left\{\begin{array}{l}
\partial_{t} \partial^{\boldsymbol{k}} \widetilde{H}+\int_{\varrho}^{\rho_{1}}\left((\underline{\boldsymbol{u}}+\widetilde{\boldsymbol{u}}) \cdot \nabla_{x} \partial^{\boldsymbol{k}} h\right)\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}+\int_{\varrho}^{\rho_{1}}\left(h\left(\nabla_{x} \cdot \partial^{\boldsymbol{k}} \widetilde{\boldsymbol{u}}\right)\right)\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}=r_{\boldsymbol{k}}, \\
\partial_{t} \partial^{\boldsymbol{k}} \widetilde{\boldsymbol{u}}+\left((\underline{\boldsymbol{u}}+\widetilde{\boldsymbol{u}}) \cdot \nabla_{x}\right) \partial^{\boldsymbol{k}} \widetilde{\boldsymbol{u}}+\frac{1}{\varrho} \nabla \partial^{\boldsymbol{k}} p_{\mathrm{lid}}+\frac{g}{\varrho} \int_{\rho_{0}}^{\varrho} \partial^{\boldsymbol{k}} \nabla_{x} \widetilde{H}\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}=R_{\boldsymbol{k}},
\end{array}\right.
$$

where $h=-\partial_{\varrho} H=\underline{h}-\partial_{\varrho} \widetilde{H}$ and $\left(r_{\boldsymbol{k}}, R_{\boldsymbol{k}}\right) \in L^{2}\left(\mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)\right)^{1+d}$. Once again we recognize a compensation between the last two terms of the right-hand side provided that we test the first equation with respect to $g \partial^{k} \widetilde{H}$ and the second one with $\varrho h \partial^{\boldsymbol{k}} \widetilde{\boldsymbol{u}}$. Using integration by parts to deal with the aforementioned and advection terms and the identity

$$
\int_{\varrho}^{\rho_{1}}\left((\underline{\boldsymbol{u}}+\widetilde{\boldsymbol{u}}) \cdot \nabla_{x} \partial^{\boldsymbol{k}} h\right)\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}=(\underline{\boldsymbol{u}}+\widetilde{\boldsymbol{u}}) \cdot \nabla_{x} \partial^{\boldsymbol{k}} H+\int_{\varrho}^{\rho_{1}}\left(\left(\underline{\boldsymbol{u}}^{\prime}+\partial_{\varrho} \widetilde{\boldsymbol{u}}\right) \cdot \nabla_{x} \partial^{\boldsymbol{k}} H\right)\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime},
$$

as well as the control of $p_{\text {lid }} \in \dot{H}^{s}\left(\mathbb{R}^{d}\right)^{41}$ we infer

$$
\begin{aligned}
\mathcal{E}^{\prime}(t) \leq C \mathcal{E}(t)-\iint_{\mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)} g\left(\partial^{\boldsymbol{k}} \widetilde{H}\right) & \left(\int_{\varrho}^{\rho_{1}}\left(\left(\underline{\boldsymbol{u}}^{\prime}+\partial_{\varrho} \widetilde{\boldsymbol{u}}\right) \cdot \nabla_{x} \partial^{\boldsymbol{k}} H\right)\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \varrho \\
& -\int_{\mathbb{R}^{d}} g\left(\partial^{\boldsymbol{k}} p_{\mathrm{lid}}\right)\left(\int_{\rho_{0}}^{\rho_{1}}\left(\left(\underline{\boldsymbol{u}}^{\prime}+\partial_{\varrho} \widetilde{\boldsymbol{u}}\right) \cdot \nabla_{x} \partial^{\boldsymbol{k}} H\right)(\cdot, \varrho) \mathrm{d} \varrho\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

where $C$ depends on $d, s, \rho_{0}, \rho_{1}, g, \underline{M}, \widetilde{M}$ and $m_{\star}$ with

$$
\begin{gathered}
|\underline{h}|_{W^{s, \infty}\left(\left(\rho_{0}, \rho_{1}\right)\right)}+|\underline{\boldsymbol{u}}|_{W^{s, \infty}\left(\left(\rho_{0}, \rho_{1}\right)\right)} \leq \underline{M}, \quad|\widetilde{H}|_{H^{s}\left(\mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)\right)}+|\widetilde{\boldsymbol{u}}|_{H^{s}\left(\mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)\right)} \leq \widetilde{M}, \\
\inf _{(0, t) \times \mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)}\left(\underline{h}-\partial_{\varrho} \underline{H}\right) \geq m_{\star}>0,
\end{gathered}
$$

(the latter "non-cavitation" assumption accounting for the stable stratification, $-\partial_{z} \varrho>0$ ) and

$$
\mathcal{E}(t) \stackrel{\text { def }}{=} \frac{1}{2} \sum_{|\boldsymbol{k}|=0}^{s} \iint_{\mathbb{R}^{d} \times\left(\rho_{0}, \rho_{1}\right)} g\left(\partial^{\boldsymbol{k}} \widetilde{H}\right)^{2}+\left(\underline{h}-\partial_{\varrho} \widetilde{H}\right)\left|\partial^{\boldsymbol{k}} \widetilde{\boldsymbol{u}}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} \varrho \approx\|\widetilde{H}(t, \cdot)\|_{H^{s}}^{2}+\|\widetilde{\boldsymbol{u}}(t, \cdot)\|_{H^{s}}^{2}
$$

Again we see that some contributions cannot be bounded by $\mathcal{E}(t)$, and the energy method fails. It is however interesting to notice that, as with Eulerian coordinates, the additional terms stem from the contribution of shear velocities ${ }^{42}$, but in contrast with Eulerian coordinates the loss of derivative applies to $H$ (and hence $\varrho$ ) rather than $U$. This motivates the following discussion.

[^32][^33] discussion in Section 6.3.3. In particular, recall the above Miles-Howard criterion reads in isopycnal coordinates
$$
\forall \varrho \in\left(\rho_{0}, \rho_{1}\right), \quad\left|\underline{\boldsymbol{u}}^{\prime}(\varrho)\right|^{2} \leq \frac{1}{4} \frac{g \underline{h}(\varrho)}{\varrho} .
$$

Some natural regularizations Arguably the most natural way ${ }^{43}$ to regularize the hydrostatic system is the parabolic approach which we use for instance in the proof of Theorem 8.3 in Section 8.6. By looking at the above analysis on the system in Eulerian coordinates, one realizes that it is sufficient to add the parabolic regularization on the momentum conservation equation of eq. (7.3), and that this regularization may occur only on the horizontal space variable. Specifically, one may replace eq. ( 7.3 b ) with

$$
\rho \partial_{t} U+\rho\left(U \cdot \nabla_{x}+w \partial_{z}\right) U+\nabla_{x} P=\nu \rho \Delta_{x} U
$$

with $\nu>0$ a positive constant. For this system with partial viscosity (in the rigid-lid framework with Boussinesq approximation), Cao, Li and Titi [73, 74] proved local-in-time existence and uniqueness of strong solutions for initial data in $H^{1}\left(\mathbb{T}^{d} \times(-d, 0)\right)$ (with extra boundary conditions) and global existence assuming slightly more regularity. This is part of a line of research of the authors where many other situations were studied; see the review [275] for discussion and many important references.

It should be noticed that considering partial (horizontal) viscosity bares physical significance. Obviously we cannot relate the viscosity to molecular viscosity, considering Navier-Stokes equations rather than Euler equations as master equations: firstly because the parameter measuring the effect of molecular viscosity (basically the inverse of the Reynolds number) is ridiculously small in oceanographic scales, and secondly because in the hydrostatic limit ( $\mu \searrow 0$ ) originally isotropic viscosity become predominant in the vertical rather than horizontal direction. Yet anisotropic horizontal viscosity is often considered as a good design for eddy viscosity modeling the large-scale dissipative effects from small-scale turbulence. This is due to the observation that (quoting Gent and McWilliams [196] when describing the conclusions of Iselin [225] and Montgomery [325]) "mixing of material properties by eddies in the stably stratified parts of the oceans occurs mostly along surfaces of constant density or isopycnal coordinates", and hence horizontal viscosity approximates isopycnal dissipation effects.

In their seminal work, Gent and McWilliams [196] (see also [197, 248]) proposed a parameterization of eddies through isopycnal diffusivity. In the Eulerian coordinates, this consists in replacing eq. (7.3a)-(7.3b)

$$
\begin{array}{ll}
\partial_{t} \rho+\left(U+U^{\star}\right) \cdot \nabla_{x} \rho+\left(w+w^{\star}\right) \partial_{z} \rho=0 & \text { in } \Omega^{t}, \\
\rho \partial_{t} U+\rho\left(\left(U+U^{\star}\right) \cdot \nabla_{x}+\left(w+w^{\star}\right) \partial_{z}\right) U=-\nabla_{x} P & \text { in } \Omega^{t},
\end{array}
$$

where (in the simplest situation where the diffusivity coefficient, $\kappa$, is assumed constant)

$$
U^{\star} \stackrel{\text { def }}{=} \kappa \partial_{z}\left(\frac{\nabla_{x} \rho}{\partial_{z} \rho}\right) \quad \text { and } \quad w^{\star} \stackrel{\text { def }}{=}-\kappa \nabla_{x} \cdot\left(\frac{\nabla_{x} \rho}{\partial_{z} \rho}\right) .
$$

Yet the effect of such diffusivity is-unsurprisingly - clearer in isopycnal coordinates: one replaces eq. (7.10) with

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla_{x} \cdot\left(h\left(\boldsymbol{u}+\boldsymbol{u}^{\star}\right)\right)=0 \\
\varrho\left(\partial_{t} \boldsymbol{u}+\left(\left(\boldsymbol{u}+\boldsymbol{u}^{\star}\right) \cdot \nabla_{x}\right) \boldsymbol{u}\right)+\nabla_{x} \psi=0 \\
\partial_{\varrho} \psi=g H(t, \boldsymbol{x}, \varrho), \quad h=-\partial_{\varrho} H
\end{array}\right.
$$

where

$$
\boldsymbol{u}^{\star} \stackrel{\text { def }}{=}-\kappa \frac{\nabla_{x} h}{h}
$$

Hence we see that diffusivity appears as a parabolic contribution on the first equation, whose regularizing effects act on the variable $H$, as demanded by the above analysis of the energy method on the formulation with isopycnal coordinates.

[^34]
## Weakly dispersive models

parce que, [les Anciens] s'étant élevés jusqu'à un certain degré où ils nous ont portés, le moindre effort nous fait monter plus haut, et avec moins de peine et moins de gloire nous nous trouvons au-dessus d'eux. C'est de là que nous pouvons découvrir des choses qu'il leur était impossible d'apercevoir.
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Figure C - Models in Chapter C (in green) and some filiations.

## Foreword

This chapter is devoted to the derivation and analysis of weakly dispersive models. These models refine the hydrostatic equations studied in Chapter B (in fact, more precisely, the Saint-Venant equations since here we restrict the analysis to the water waves framework; see Chapter E for an extension to the bilayer framework) by introducing dispersive effects at first order. More refined models are presented in Chapter D.

Section 8 has been meant as a showcase for a thorough study of water waves models. Here we introduce and analyze in much details the so-called (Serre-)Green-Naghdi model. Firstly the model is quickly derived as an asymptotic model from the expansion of the Dirichlet-to-Neumann operator obtained in Section 4-and more precisely Proposition 4.10. Yet the result which follows (namely the consistency of the model) is far from being sufficient to validate the Green-Naghdi equations as a good model for water waves. Firstly, its rigorous justification must be completed by well-posedness, stability and convergence results, which are expressed in Section 8.5. They follow from careful energy estimates in suitable functional spaces carried on in Section 8.6. In a looser way, we also expect "good" models to retain important properties of the master equations (here the water waves system). Here we focus mostly on the variational structure of the equations: we observe in Section 8.1 that the Green-Naghdi equations not only preserve Zakharov's canonical Hamiltonian structure of the water waves system, but it also enjoys a deeper Lagrangian formalism which includes the system inside a natural family of conservation laws, which can be interpreted as equations for compressible fluids with inertia effects. Hence the structure of the equations becomes richer as we simplify the equations from the water waves system to the Green-Naghdi equationsand then from the Green-Naghdi equations to the Saint-Venant system. This explains in my opinion why the Green-Naghdi equations, among many other loosely equivalent models, has attracted so much attention from diverse communities. We review some basic properties of the Green-Naghdi equations: preserved quantities (Section 8.2), modal analysis and dispersion relation (Section 8.3), solitary wave solutions (Section 8.4). Finally, some open questions are discussed in Section 8.7.

Of course I do not claim that the Green-Naghdi model is perfect! One of its main drawback is certainly that numerically approximating the equations turns out to be quite costly. In Section 9 we explore some equations which have been proposed by Favrie and Gavrilyuk [179] to circumvent this issue. The equations are constructed using the aforementioned Lagrangian formalism, using a strategy akin to relaxation limits. Hence the system contains additional unknowns as well as a (large) parameter which is expected to measure the precision of solutions to the augmented equations with respect to solutions to the original Green-Naghdi equations, at least when initial data are well-prepared. The rigorous study of this singular limit is described in Section 9.5 and Section 9.6, based on [154]. Again, the Section is concluded by perspectives and open questions.

In Section 10 we introduce a fully dispersive analogue of the Green-Naghdi system, which we name Whitham-Green-Naghdi. When linearized about trivial equilibrium solutions, fully dispersive models coincide with the corresponding (Airy) linearized water waves equations, as introduced in Section ii and Section 2.3. Interest in such fully dispersive models in the context of long water waves started with the work of Whitham, which proposed eq. (x) and eq. (ix) as suitable modifications of the standard Korteweg-de Vries equation, eq. (viii), with the view of reproducing at least qualitatively important features of water waves such as wavebreaking and peaked traveling waves. Much more recently, the interest was renewed as Whitham's predictions were proved to be valid $[215,171,393,365]$. Yet the question of validating fully dispersive models as asymptotic models with improved accuracy with respect to their standard counterparts was mostly left aside. The precision of the Whitham-Green-Naghdi model (respectively Whitham-Boussinesq) we introduce in Section 10 (respectively Section 10.6) significantly improves the precision of the Green-Naghdi (respectively Boussinesq) model for weak nonlinearities and mild bottom variations (see Appendix I. 4 for numerical illustrations) with the important price to pay that nonlocal operators (Fourier multipliers) are involved. These models also allow to rigorously justify the Whitham equations and observe a similar improvement with respect to the Korteweg-de Vries equation [176].

## 8 The Green-Naghdi system

We introduce a weakly dispersive fully nonlinear shallow water model, known in the literature as the (Serre-)Green-Naghdi system. To this aim we use the second-order approximation stemming from Proposition 4.10: ${ }^{44}$

$$
\begin{equation*}
\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot\left(h(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b])^{-1} \nabla \psi\right)+\mathcal{O}\left(\mu^{2}\right) \tag{8.1}
\end{equation*}
$$

where we recall the notations $h=1+\varepsilon \zeta-\beta b$ and

$$
\mathcal{T}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \nabla \cdot \boldsymbol{u}\right)+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b)
$$

Plugging this expansion into eq. (2.7) and withdrawing $\mathcal{O}\left(\mu^{2}\right)$ terms yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{8.2}\\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\boldsymbol{u}|^{2}=\mu \varepsilon \mathcal{R}[h, \beta \nabla b, \boldsymbol{u}]
\end{array}\right.
$$

where

$$
\begin{aligned}
\mathcal{R}[h, \beta \nabla b, \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{\boldsymbol{u}}{3 h} \cdot \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+ & \frac{1}{2} h^{2}(\nabla \cdot \boldsymbol{u})^{2} \\
& -\frac{1}{2}\left(\frac{\boldsymbol{u}}{h} \cdot \nabla\left(h^{2}(\beta \nabla b \cdot \boldsymbol{u})\right)+h(\beta \nabla b \cdot \boldsymbol{u}) \nabla \cdot \boldsymbol{u}+(\beta \nabla b \cdot \boldsymbol{u})^{2}\right)
\end{aligned}
$$

and $\boldsymbol{u}$ is deduced from $(\zeta, \psi)$ after solving the equation ${ }^{45}$

$$
\begin{equation*}
h \nabla \psi=h \boldsymbol{u}+\mu h \mathcal{T}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u} \tag{8.5}
\end{equation*}
$$

$$
\begin{aligned}
& { }^{44} \text { It would be tempting to rather use directly the approximation } \\
& \qquad \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot(h \nabla \psi)+\mu \nabla \cdot(h \mathcal{T}[h, \beta \nabla b] \nabla \psi)+\mathcal{O}\left(\mu^{2}\right) .
\end{aligned}
$$

However, due to the fact that the operator $\boldsymbol{u} \mapsto h \boldsymbol{u}-\mu h \mathcal{T}[h, \beta \nabla b] \boldsymbol{u}$ is not positive definite, the resulting system suffers from strong instabilities at high frequencies in the sense that the linearized system about the trivial solution $(\zeta=0, \psi=0)$, explicitly solvable in Fourier space in the flat-bottom setting, exhibits unstable modes whose amplitude grows exponentially and arbitrarily rapidly for large wavenumbers. We shall not write down this system, but the interested reader may find it in $[403,(10)-(11)]$ and $[116,(14)-(15)]$ (in the one-dimensional and flat bottom situation). As pointed out in [308, (1.8a),(1.8b)], this system reduces to the original (also ill-posed) Boussinesq (or Kaup) system when the amplitude is small, that is withdrawing $\mathcal{O}(\mu(\varepsilon+\beta))$ terms.
${ }^{45}$ Notice that by Proposition 4.9, we have

$$
\begin{equation*}
\boldsymbol{u}=\overline{\boldsymbol{u}}+\mathcal{O}\left(\mu^{2}\right), \quad \overline{\boldsymbol{u}}=\frac{1}{h} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi(\cdot, z) \mathrm{d} z \tag{8.3}
\end{equation*}
$$

where $\Phi$ is the unique solution to eq. (4.1). This allows to recognize the first equation as the conservation of mass. As for the second equation, we notice that denoting

$$
w \stackrel{\text { def }}{=}(\beta \nabla b) \cdot \boldsymbol{u}-h \nabla \cdot \boldsymbol{u}
$$

eq. (8.2) can be written as

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{8.4}\\
\partial_{t} \psi+\zeta+\varepsilon \boldsymbol{u} \cdot \nabla \psi-\frac{\varepsilon}{2} \boldsymbol{u} \cdot \boldsymbol{u}-\frac{\varepsilon \mu}{2} w^{2}=0
\end{array}\right.
$$

This formulation echoes the formulation of the water waves equations displayed in eq. (2.7'). Indeed, using Lemma 4.6 and chain rule, one has

$$
\left.\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=1+\varepsilon \zeta}=\nabla \psi-\left.(\varepsilon \nabla \zeta)\left(\partial_{z} \Phi\right)\right|_{z=1+\varepsilon \zeta} \quad \text { and }\left.\quad \mu^{-1}\left(\partial_{z} \Phi\right)\right|_{z=1+\varepsilon \zeta}=\left.(\varepsilon \nabla \zeta) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=1+\varepsilon \zeta}-\nabla \cdot(h \overline{\boldsymbol{u}})
$$

and we deduce from Proposition 4.9

$$
\boldsymbol{u}=\nabla \psi+\mathcal{O}(\mu)=\left.\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=1+\varepsilon \zeta}+\mathcal{O}(\mu) \quad \text { and } \quad w=\left.\mu^{-1}\left(\partial_{z} \Phi\right)\right|_{z=1+\varepsilon \zeta}+\mathcal{O}(\mu)
$$

from which the consistency of eq. (8.4) with eq. (2.7') (after non-dimensionalizing) is easily checked.

Taking the gradient of the second equation, one can check (see [158] for details) that the system can be written with only differential operators in terms of the unknowns $\zeta$ and $\boldsymbol{u}$, namely

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{8.6}\\
(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial_{t} \boldsymbol{u}+\nabla \zeta+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mu \varepsilon \mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}]=\mathbf{0}
\end{array}\right.
$$

where

$$
\begin{aligned}
\mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}] & \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3}\left((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})-(\nabla \cdot \boldsymbol{u})^{2}\right)\right) \\
& +\frac{\beta}{2 h}\left(\nabla\left(h^{2}(\boldsymbol{u} \cdot \nabla)^{2} b\right)-h^{2}\left((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})-(\nabla \cdot \boldsymbol{u})^{2}\right) \nabla b\right)+\beta\left((\boldsymbol{u} \cdot \nabla)^{2} b\right)(\beta \nabla b)
\end{aligned}
$$

An even more compact formulation, if one removes the constraint of considering first order (in time) evolution equations, is the following:

$$
\left\{\begin{array}{l}
\partial_{t} h+\varepsilon \nabla \cdot(h \boldsymbol{u})=0  \tag{8.7}\\
\varepsilon \partial_{t} \boldsymbol{u}+\nabla(h+\beta b)+\varepsilon^{2}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mu \mathcal{P}[h, \beta b, \varepsilon \boldsymbol{u}]=\mathbf{0}
\end{array}\right.
$$

where

$$
\mathcal{P}[h, \beta b, \varepsilon \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{1}{h} \nabla\left(h^{2}\left(\frac{\ddot{h}}{3}+\frac{\beta \ddot{b}}{2}\right)\right)+\left(\frac{\ddot{h}}{2}+\beta \ddot{b}\right)(\beta \nabla b)
$$

and where we denote $\dot{h}=\partial_{t} h+\varepsilon \boldsymbol{u} \cdot \nabla h, \ddot{h}=\partial_{t} \dot{h}+\varepsilon \boldsymbol{u} \cdot \nabla \dot{h}$, and similarly $\dot{b}, \ddot{b}$. The above formulation remains valid when the bottom has a prescribed but non-trivial time-dependent evolution; see [180, 187]. It may equivalently be written equivalently as follows [63, 182, 8] (see also [202, Lemma 3.1] for a similar-looking yet different reformulation):

$$
\left\{\begin{array}{l}
\partial_{t} h+\varepsilon \nabla \cdot(h \boldsymbol{u})=0  \tag{8.8}\\
\varepsilon \partial_{t} \boldsymbol{u}+\nabla(h+\beta b)+\varepsilon^{2}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\frac{\mu}{h} \nabla(h q)+\frac{\mu}{h}(\beta \nabla b) q_{\mathrm{b}}=\mathbf{0} \\
\partial_{t} v+\varepsilon \boldsymbol{u} \cdot \nabla v=\frac{q}{h}, \quad \partial_{t} v_{\mathrm{b}}+\varepsilon \boldsymbol{u} \cdot \nabla v_{\mathrm{b}}=\frac{q_{\mathrm{b}}}{h}, \\
v=\frac{\dot{h}}{3}+\frac{\beta \dot{b}}{2}, \quad v_{\mathrm{b}}=\frac{\dot{h}}{2}+\beta \dot{b}
\end{array}\right.
$$

Here, $q$ and $q_{\mathrm{b}}$ are not unknowns but may be thought as the Lagrange multipliers associated with the constraints $v=\frac{\dot{h}}{3}+\frac{\beta \dot{b}}{2}$ and $v_{\mathrm{b}}=\frac{\dot{h}}{2}+\beta \dot{b}$. Physically speaking, they respectively represent the first order non-hydrostatic correction to layer-averaged pressure and the pressure at the bottom; see e.g. [182]. See also eq. (8.13), below, for a generalization of eq. (8.2) -or rather eq. (8.10) - to time-dependent topographies.

Using physical variables (recall Section 2.4), (8.7) yields the (Serre-)Green-Naghdi system

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0,  \tag{8.9}\\
\partial_{t} \boldsymbol{u}+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mathcal{P}[h, b, \boldsymbol{u}]=\mathbf{0} .
\end{array}\right.
$$

with $h=d+\zeta-b$.
The Green-Naghdi system with its many formulations has been derived and studied numerous times, including in $[374,387,200,308,40,373,363,401,71,249,38,265,104,224,180,193]$. Its rigorous justification as an asymptotic model in the shallow water limit in the sense provided in Section 8.5 has been obtained in $[290,279,228,15,187,158]$. We provide a self-contained proof in Section 8.5 and Section 8.6, based on [187].

### 8.1 Variational structure

### 8.1.1 Hamiltonian structure

As the Saint-Venant system, eq. (8.2) inherits a canonical Hamiltonian structure from the water waves equations: Hamilton's principle on

$$
\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{d}} \zeta \partial_{t} \psi \mathrm{~d} \boldsymbol{x}+\mathscr{H}_{\mathrm{GN}} \mathrm{~d} t
$$

where $\mathscr{H}_{\mathrm{GN}}$ is the approximate Hamiltonian obtained when plugging the approximation eq. (8.1) into the Hamiltonian functional of the water waves equations (see Section 2.2), that is

$$
\mathscr{H}_{\mathrm{GN}}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(h \nabla \psi) \cdot \mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi) \mathrm{d} \boldsymbol{x}
$$

yields

$$
\partial_{t}\binom{\zeta}{\psi}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta} \mathscr{H}_{\mathrm{GN}}}{\delta_{\psi} \mathscr{H}_{\mathrm{GN}}}
$$

which corresponds to eq. (8.2). We may hence follow the discussion of Section 2.2.
We can check that, written with the velocity variable $\boldsymbol{v}=\nabla \psi$, eq. (8.2) still enjoys a (noncanonical) symplectic form. Indeed, the system is easily seen to be equivalent to

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{8.10}\\
\left(\partial_{t}+\varepsilon \boldsymbol{u}^{\perp} \operatorname{curl}\right) \boldsymbol{v}+\nabla \zeta+\frac{\varepsilon}{2} \nabla\left(|\boldsymbol{u}|^{2}\right)=\mu \varepsilon \nabla \mathcal{R}[h, \beta \nabla b, \boldsymbol{u}]
\end{array}\right.
$$

where we recall $h \boldsymbol{v}=\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}, \operatorname{curl} \boldsymbol{v} \stackrel{\text { def }}{=} \partial_{x} v_{y}-\partial_{y} v_{x}$ and $\boldsymbol{u}^{\perp} \stackrel{\text { def }}{=}\left(-u_{y}, u_{x}\right)$. Notice that the term $\varepsilon \boldsymbol{u}^{\perp} \operatorname{curl} \boldsymbol{v}$ is artificial (in dimension $d=1$, this term should be dropped) since $\boldsymbol{v}=\nabla \psi$, and contrarily to the Saint-Venant case, we do not expect that the system is still relevant outside of the irrotational setting. Yet it allows to obtain the exact same symplectic form as the Saint-Venant system, and the conclusions still apply. In dimension $d=2$, one has

$$
\partial_{t}\left(\begin{array}{c}
\zeta \\
v_{x} \\
v_{y}
\end{array}\right)=-\left(\begin{array}{ccc}
0 & \partial_{x} & \partial_{y} \\
\partial_{x} & 0 & -q \\
\partial_{y} & q & 0
\end{array}\right)\left(\begin{array}{c}
\delta_{\zeta} \mathscr{H} \\
\delta_{v_{x}} \mathscr{H} \\
\delta_{v_{y}} \mathscr{H}
\end{array}\right)
$$

where $q=\varepsilon \frac{\operatorname{curl} \boldsymbol{v}}{h}=\varepsilon \frac{\partial_{x} v_{y}-\partial_{y} v_{x}}{1+\varepsilon \zeta-\beta b}$ and (misusing notations)

$$
\mathscr{H}_{\mathrm{GN}}(\zeta, \boldsymbol{v}) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(h \boldsymbol{v}) \cdot \mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \boldsymbol{v}) \mathrm{d} \boldsymbol{x}
$$

Within this formalism, one can check that the space and time invariance of the Hamiltonian yield the conservation of horizontal impulse (in the flat bottom case) and of total energy,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{v} \mathrm{~d} \boldsymbol{x}=\mathbf{0} \quad \text { if } \beta b \equiv 0, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{GN}}=0
$$

while Casimir invariants are, for any function $C$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{d}} h C(q) \mathrm{d} \boldsymbol{x}
$$

which yields the conservation of mass-with $C(q)=1$-and circulation-with $C(q)=q$-as special cases.

This variational structure is equivalent to the one pointed out in [210, 278] expressed with different variables.

### 8.1.2 A Lagrangian structure

In [106] (see also [104]), Clamond, Dutykh and Mitsotakis derive the Green-Naghdi in a formal but very efficient way, based on the Lagrangian structure of the water waves equations. This derivation is very close in spirit to the one of the preceding section, and we reproduce it here for the sake of completeness. Recall the Lagrangian of the water waves equations (see Section 2.2) is

$$
\mathscr{L}=\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \frac{1}{2 \mu} \psi \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi-\frac{1}{2} \zeta^{2}+\varphi\left(\partial_{t} \zeta-\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t .
$$

Using above the eq. (8.1), eq. (8.5) and withdrawing $\mathcal{O}\left(\mu^{2}\right)$ terms yields

$$
\begin{aligned}
\mathscr{L}_{\mathrm{GN}}= & \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \frac{1}{2} \boldsymbol{u} \cdot \mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}-\frac{1}{2} \zeta^{2}+\varphi\left(\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
= & \frac{1}{2} \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} h|\boldsymbol{u}|^{2}+\frac{\mu}{3} h(h \nabla \cdot \boldsymbol{u})^{2}-\mu h^{2}(\beta \nabla b \cdot \boldsymbol{u}) \nabla \cdot \boldsymbol{u}+\mu h(\beta \nabla b \cdot \boldsymbol{u})^{2}-\zeta^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& +\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \varphi\left(\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
\end{aligned}
$$

Following Hamilton's principle, we obtain

$$
0=\delta_{\varphi} \mathscr{L}_{\mathrm{GN}}=\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})
$$

which is the equation of conservation of mass;

$$
0=\delta_{\boldsymbol{u}} \mathscr{L}_{\mathrm{GN}}=\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}-h \nabla \varphi,
$$

from which we deduce $\nabla \varphi=\boldsymbol{u}-\frac{1}{3 h} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)$; and

$$
0=\delta_{\zeta} \mathscr{L}_{\mathrm{GN}}=\frac{\varepsilon}{2}|\boldsymbol{u}|^{2}+\frac{\mu \varepsilon}{2} h^{2}(\nabla \cdot \boldsymbol{u})^{2}-\mu \varepsilon h(\beta \nabla b \cdot \boldsymbol{u}) \nabla \cdot \boldsymbol{u}+\frac{\mu \varepsilon}{2}(\beta \nabla b \cdot \boldsymbol{u})^{2}-\zeta-\partial_{t} \varphi-\varepsilon \boldsymbol{u} \cdot \nabla \varphi .
$$

We indeed recognize eq. (8.2), or more precisely eq. (8.4).

### 8.1.3 Another Lagrangian structure

Interestingly, the Green-Naghdi system falls into another Lagrangian formalism which is not directly related to a corresponding one on the water waves equations, but rather includes the Green-Naghdi system inside a family of equations for compressible fluids with inertia effects. Indeed, define a Lagrangian action

$$
\mathscr{L}=\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \mathcal{L}(h, \boldsymbol{u}, \dot{h}, \dot{b}, b) \mathrm{d} \boldsymbol{x} \mathrm{~d} t
$$

where $h, \boldsymbol{u}$ are unknowns $b$ is given (and $\dot{h} \stackrel{\text { def }}{=} \partial_{t} h+\boldsymbol{u} \cdot \nabla h, \dot{b} \stackrel{\text { def }}{=} \partial_{t} b+\boldsymbol{u} \cdot \nabla b$ ).
Then one can infer (by Hamilton's principle along virtual displacements, see [192, 195, 191]) that the critical points of the above Lagrangian submitted to the constraint of mass conservation

$$
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0
$$

satisfies the following equation:

$$
\partial_{t}\left(\delta_{u} \mathscr{L}\right)+\nabla \cdot\left(\boldsymbol{u} \otimes \delta_{u} \mathscr{L}\right)+\left(\frac{\partial \boldsymbol{u}}{\partial \boldsymbol{x}}\right)^{\top} \delta_{u} \mathscr{L}-h \nabla \delta_{h} \mathscr{L}=0 .
$$

Denoting $\delta_{\boldsymbol{u}} \mathscr{L} \stackrel{\text { def }}{=} h \boldsymbol{K}$, using the conservation of mass and some algebra, we infer in dimension $d=2$

$$
\begin{equation*}
\partial_{t} \boldsymbol{K}+\boldsymbol{u}^{\perp} \operatorname{curl} \boldsymbol{K}+\nabla\left(\boldsymbol{K} \cdot \boldsymbol{u}-\delta_{h} \mathscr{L}\right)=0 \tag{8.11}
\end{equation*}
$$

(in dimension $d=1$, we simply have $\partial_{t} \boldsymbol{K}+\partial_{x}\left(\boldsymbol{K} \boldsymbol{u}-\delta_{h} \mathscr{L}\right)=0$ ).
Using the specific choice

$$
\mathcal{L}(h, \boldsymbol{u})=h\left(\frac{1}{2}|\boldsymbol{u}|^{2}-e(h)\right)
$$

in eq. (8.11) yields the isentropic compressible Euler equations, where $h$ denotes the density and $e(h)$ is the internal energy, and the pressure $p(h)=h^{2} e^{\prime}(h)$. In particular, if $e(h)=\frac{1}{2} h$, we recover the Saint-Venant system with flat bottom; see eq. (5.4).

The Green-Naghdi system is obtained using the specific choice (using dimensional variables, the corresponding dimensionless Lagrangian is easily deduced)

$$
\begin{equation*}
\mathcal{L}(h, \boldsymbol{u}, \dot{h}, \dot{b}, b)=\frac{h}{2}\left(|\boldsymbol{u}|^{2}+\frac{1}{3}\left(\dot{h}+\frac{3}{2} \dot{b}\right)^{2}+\frac{1}{4} \dot{b}^{2}\right)-\frac{g}{2}(h+b)^{2} . \tag{8.12}
\end{equation*}
$$

Indeed, we have

$$
\begin{aligned}
\delta_{h} \mathscr{L} & =\partial_{h} \mathcal{L}-\partial_{t}\left(\partial_{\dot{h}} \mathcal{L}\right)-\nabla \cdot\left(\left(\partial_{\dot{h}} \mathcal{L}\right) \boldsymbol{u}\right) \\
& =\frac{1}{2}\left(|\boldsymbol{u}|^{2}+\frac{1}{3}\left(\dot{h}+\frac{3}{2} \dot{b}\right)^{2}+\frac{1}{4} \dot{b}^{2}\right)-g(h+b)-\partial_{t}\left(h\left(\frac{\dot{h}}{3}+\frac{\dot{b}}{2}\right)\right)-\nabla \cdot\left(h\left(\frac{\dot{h}}{3}+\frac{\dot{b}}{2}\right) \boldsymbol{u}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
h \boldsymbol{K} & =\delta_{\boldsymbol{u}} \mathscr{L}=\partial_{\boldsymbol{u}} \mathcal{L}+\left(\partial_{\dot{h}} \mathcal{L}\right) \nabla h+\left(\partial_{\dot{b}} \mathcal{L}\right) \nabla b \\
& =h \boldsymbol{u}+h\left(\frac{\dot{h}}{3}+\frac{\dot{b}}{2}\right) \nabla h+h\left(\frac{\dot{h}}{2}+\dot{b}\right) \nabla b .
\end{aligned}
$$

Introducing

$$
\boldsymbol{v}=\boldsymbol{K}+\nabla\left(h\left(\frac{\dot{h}}{3}+\frac{\dot{b}}{2}\right)\right)=\boldsymbol{u}+\frac{1}{h} \nabla\left(h^{2}\left(\frac{1}{3} \dot{h}+\frac{1}{2} \dot{b}\right)\right)+\left(\frac{1}{2} \dot{h}+\dot{b}\right) \nabla b
$$

and using the above identities, eq. (8.11) reads

$$
\begin{equation*}
\partial_{t} \boldsymbol{v}+\boldsymbol{u}^{\perp} \operatorname{curl} \boldsymbol{v}+\nabla\left(\boldsymbol{v} \cdot \boldsymbol{u}-\frac{1}{2}|\boldsymbol{u}|^{2}-\frac{1}{2}(\dot{h}+\dot{b})^{2}+g(h+b)\right)=0 . \tag{8.13}
\end{equation*}
$$

When $\partial_{t} b=0$, and using that $\dot{h}=-h \nabla \cdot \boldsymbol{u}$ by the mass conservation, we recognize immediately eq. (8.10) (up to the non-dimensionalization scaling), with $\boldsymbol{v}=\nabla \psi$. In the general setting, one can recover eq. (8.9) after tedious algebra.

### 8.2 Group symmetries and preserved quantities

Thanks to the Hamiltonian structure of the Green-Naghdi system, and following the study concerning the water waves system in Section 2.2, Noether's theorem relate group symmetries and conserved quantities of the system. The physically relevant ones are listed below (see for instance [145, 240] for more detailed accounts).

Group symmetries If $(\zeta, \psi)$ is a solution to eq. (8.2), then for any $\theta \in \mathbb{R},\left(\zeta^{\theta}, \psi^{\theta}\right)$ also satisfies eq. (8.2), where

- Variation of base level for the velocity potential:

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi+\theta)(t, \boldsymbol{x})
$$

- Horizontal translation along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi)(t, \boldsymbol{x}-\theta \boldsymbol{e})
$$

- Time translation

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi)(t-\theta, \boldsymbol{x})
$$

- Galilean boost along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi+\theta \boldsymbol{e} \cdot \boldsymbol{x})(t, \boldsymbol{x}-\theta \boldsymbol{e} t)
$$

- Horizontal rotation (in dimension $d=2$ and for a rotation-invariant bottom, $\boldsymbol{x}^{\perp} \cdot \nabla b=0$ )

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi)\left(t, R_{\theta} \boldsymbol{x}\right)
$$

where $R_{\theta}$ is the rotation matrix of angle $\theta$.
Preserved quantities We have the following corresponding preserved quantities.

- Excess of mass

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}
$$

- Horizontal impulse (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

- Total energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{GN}}=0, \quad \mathscr{H}_{\mathrm{GN}} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(h \nabla \psi) \cdot \boldsymbol{u} \mathrm{d} \boldsymbol{x}
$$

- Horizontal coordinate of mass centroid times mass (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{C}=\int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x}, \quad \mathscr{C} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{x} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

- Angular impulse (in dimension $d=2$ and for a rotation-invariant bottom, $\boldsymbol{x}^{\perp} \cdot \nabla b=0$ )

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{A}=0, \quad \quad \mathscr{A} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{x}^{\perp} \cdot \nabla \psi \mathrm{d} \boldsymbol{x} .
$$

where $(x, y) \stackrel{\text { def }}{=}(-y, x)$.
Notice also the following conserved quantity which is seemingly trivial in the formulation (8.2) but not in the formulation (8.6):

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{V}=0, \quad \mathscr{V} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \nabla \psi \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \boldsymbol{u}+\mu \mathcal{T}[h, \beta \nabla b] \boldsymbol{u} \mathrm{d} \boldsymbol{x} .
$$

See [193] for a detailed discussion. Moreover, in the flat bottom case, we deduce from the above the conservation of a quantity corresponding to the horizontal momentum (recall eq. (8.3))

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}_{\mathrm{GN}}=0, \quad \mathscr{M}_{\mathrm{GN}} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} h \boldsymbol{u} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} h \nabla \psi \mathrm{~d} \boldsymbol{x}+\frac{\mu}{3} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right) \mathrm{d} \boldsymbol{x}=\mathscr{V}+\mathscr{I}+0 .
$$

The quantities presented here are preserved in a stronger sense: their integrand satisfies a conservation law, which we do not write out explicitly. We let the reader refer to [193, 145] for a more thorough account.

### 8.3 Modal analysis

The dispersion relation associated with eq. (8.9) (in the flat bottom case, $b \equiv 0$ ) when linearized about the trivial rest solution is

$$
\omega(\boldsymbol{\xi})\left(\omega(\boldsymbol{\xi})^{2}-\frac{g d|\boldsymbol{\xi}|^{2}}{1+\frac{1}{3} d^{2}|\boldsymbol{\xi}|^{2}}\right)=0
$$

The solution $\omega(\boldsymbol{\xi})=0$ corresponds to the propagation of the "vorticity", $\operatorname{curl}(\boldsymbol{u}+\mathcal{T}[h, \nabla b] \boldsymbol{u})$, and is irrelevant to potential flows as the vorticity vanishes. The remaining modes approximate the ones of the water waves equations when $d|\boldsymbol{\xi}| \ll 1$ (see Figure 8.1), although the small-wavelength behavior $(d|\boldsymbol{\xi}| \gg 1)$ is different. Notice the large-time behavior discussion of Section ii and dispersive estimates of Section 2.3 apply, mutatis mutandis.

Using dimensionless variables such as in eq. (8.6), the above becomes

$$
\omega_{\mathrm{GN}}(\boldsymbol{\xi})\left(\omega_{\mathrm{GN}}(\boldsymbol{\xi})^{2}-\frac{|\boldsymbol{\xi}|^{2}}{1+\frac{\mu}{3}|\boldsymbol{\xi}|^{2}}\right)=0
$$

which should be compared with the corresponding dispersion relation of the dimensionless water waves system, eq. (2.7), linearized about the rest solution, that is

$$
\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}=\frac{1}{\sqrt{\mu}}|\boldsymbol{\xi}| \tanh (\sqrt{\mu}|\boldsymbol{\xi}|)
$$



Figure 8.1 - Non-trivial wave frequencies, $|\omega|(|\boldsymbol{\xi}|)$, solutions to the dispersion relation corresponding to the (linearized about rest) water waves and Green-Naghdi systems.

### 8.4 Solitary waves

In the unidimensional $(d=1)$ and flat bottom $(b \equiv 0)$ framework, the Green-Naghdi system, eq. (8.2), enjoys an explicit family of solitary wave solutions, ${ }^{46}$ that is satisfying

$$
(\zeta, \psi)(t, x)=\left(\zeta_{c}, \psi_{c}\right)(x-c t), \quad \lim _{|x| \rightarrow \infty}\left|\left(\zeta_{c}, \psi_{c}^{\prime}\right)\right|(x)=0 .
$$

Denoting $h_{c}=1+\varepsilon \zeta_{c}$ and $\psi_{c}^{\prime}=u_{c}-\frac{\mu}{3 h_{c}}\left(h_{c}^{3} u_{c}^{\prime}\right)^{\prime}$ and plugging the above Ansatz into eq. (8.2) yields

$$
\left\{\begin{array}{l}
-c \zeta_{c}^{\prime}+\left(h_{c} u_{c}\right)^{\prime}=0 \\
-c\left(u_{c}-\frac{\mu}{3 h_{c}}\left(h_{c}^{3} u_{c}^{\prime}\right)^{\prime}\right)^{\prime}+\zeta_{c}^{\prime}+\frac{\varepsilon}{2}\left(u_{c}^{2}\right)^{\prime}=\mu \varepsilon\left(\frac{u_{c}}{3 h_{c}}\left(h_{c}^{3} u_{c}^{\prime}\right)^{\prime}+\frac{1}{2}\left(h_{c}^{2} u_{c}^{\prime}\right)^{2}\right)^{\prime}
\end{array}\right.
$$

We may now integrate and, using the vanishing condition at infinity to set the integration constant, we deduce from the first equation

$$
-c \zeta_{c}+h_{c} u_{c}=0
$$

and using this identity into the second equation yields

$$
h_{c}-1-\frac{c^{2}}{2} \frac{h_{c}^{2}-1}{h_{c}^{2}}=\mu c^{2}\left(\frac{-1}{3 h_{c}^{2}}\left(h_{c} h_{c}^{\prime}\right)^{\prime}+\frac{1}{2 h_{c}^{2}}\left(h_{c}^{\prime}\right)^{2}\right) .
$$

Multiplying with $h_{c}^{\prime}$ and once again integrating yields

$$
\left(h_{c}-1\right)^{2}\left(c^{2}-h_{c}\right)=\frac{\mu c^{2}}{3}\left(h_{c}^{\prime}\right)^{2}
$$

Since $h_{c} \rightarrow 1$ as $|x| \rightarrow \infty$, the differential equation has a real solution only if $c>1$, in which case there exists a unique (up to translations) solution given by

$$
\begin{equation*}
h_{c}(x)=1+\left(c^{2}-1\right) \operatorname{sech}^{2}\left(\sqrt{\frac{3\left(c^{2}-1\right)}{4 c^{2}}} \frac{x-x_{\star}}{\sqrt{\mu}}\right), \quad \varepsilon \zeta_{c}=h_{c}-1, \varepsilon u_{c}=\frac{c\left(h_{c}-1\right)}{h} \tag{8.14}
\end{equation*}
$$

This explicit solution was provided as early as in [374]. It should be compared with the infamous solitary wave solutions to the (right-going) Korteweg-de Vries equation

$$
\partial_{t} \zeta_{\mathrm{KdV}}+\partial_{x} \zeta_{\mathrm{KdV}}+\frac{3 \varepsilon}{4} \partial_{x}\left(\zeta_{\mathrm{KdV}}^{2}\right)+\frac{\mu}{6} \partial_{x}^{3} \zeta_{\mathrm{KdV}}
$$

namely $\zeta_{\mathrm{KdV}}(t, x)=\zeta_{c, \mathrm{KdV}}(x-c t)$ with

$$
\varepsilon \zeta_{c, \mathrm{KdV}}(x)=2(c-1) \operatorname{sech}^{2}\left(\sqrt{\frac{6(c-1)}{4}} \frac{x-x_{\star}}{\sqrt{\mu}}\right)
$$

By Theorem 8.7 the above solutions provide good approximations of the traveling waves of the exact water waves equations, eq. (2.7), when $c-1 \approx \varepsilon \approx \mu \ll 1$, that is in the long wave regime (see Definition III.3). See Figure 8.2 for a comparison of the solitary waves at a given velocity.

### 8.5 Rigorous justification

In this section we provide a complete rigorous justification of the Green-Naghdi system, eq. (8.2) and hence equivalently eq. (8.6), as an asymptotic model for the water waves system, eq. (2.7), in the shallow water regime (Definition III.2) that is for parameters in the set

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

[^36]

Figure 8.2 - Comparison of the solutions of the KdV and Green-Naghdi models and the water waves system (the latter is numerically computed), taken from [162]. The waves are rescaled so that the Korteweg-de Vries solution does not depend on $c$. Consistently, we set $\varepsilon=\mu=1$. The "improved" Green-Naghdi system is the Whitham-Green-Naghdi system presented in Section 10 and cannot be distinguished from the water waves solution.

The complete justification follows from several results: (i) a consistency result stating that exact solutions to the water waves system satisfy approximately the Green-Naghdi equations; (ii) a (local) well-posedness result on the initial-value problem for the Green-Naghdi equations which should be uniform in the shallow water regime; and (iii) a stability result controlling the difference between an approximate and an exact solution to the Green-Naghdi equations. Altogether, this yields the target convergence result which estimates the difference between solutions to the water waves system - which exist on the relevant timescale and satisfy the required bounds by Theorem 2.9-and the corresponding solutions to the Green-Naghdi model.

In order for eq. (8.2) to make sense as evolution equations, one needs first to ensure that $\mathfrak{T}^{\mu}$ is invertible. As a matter of fact, robust and quantitative information on the operator, $\mathfrak{T}^{\mu}$, and its inverse, will be crucial in our proofs. To this aim, we first introduce some relevant functional spaces. For $s \in \mathbb{N}$ we denote

$$
\begin{aligned}
& X_{\mu}^{s} \stackrel{\text { def }}{=}\left\{\boldsymbol{u} \in L^{2}\left(\mathbb{R}^{d}\right)^{d}:|\boldsymbol{u}|_{X_{\mu}^{s}}^{2} \stackrel{\text { def }}{=} \sum_{|\boldsymbol{k}|=0}^{s}\left|\partial^{\boldsymbol{k}} \boldsymbol{u}\right|_{L^{2}}^{2}+\mu\left|\partial^{\boldsymbol{k}} \nabla \cdot \boldsymbol{u}\right|_{L^{2}}^{2}<\infty\right\}, \\
& Y_{\mu}^{s} \stackrel{\text { def }}{=}\left\{\boldsymbol{v} \in\left(X_{\mu}^{0}\right)^{\prime}:|\boldsymbol{v}|_{Y_{\mu}^{s}}^{2} \stackrel{\text { def }}{=} \sum_{|\boldsymbol{k}|=0}^{s}\left|\partial^{\boldsymbol{k}} \boldsymbol{v}\right|_{\left(X_{\mu}^{0}\right)^{\prime}}^{2}<\infty\right\} .
\end{aligned}
$$

It turns out-see Lemma 8.9 and Lemma 8.10 - that the operator $\mathfrak{T}^{\mu}[h, \beta \nabla b]: X_{\mu}^{s} \rightarrow Y_{\mu}^{s}$ is welldefined, one-to-one and onto provided that $\zeta, b$ are sufficiently regular and the non-cavitation assumption holds:

Assumption 8.1. We have $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ and satisfy

$$
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(\boldsymbol{x}) \stackrel{\text { def }}{=} 1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 .
$$

Theorem 8.2 (Consistency). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$. Let $s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\text {SW }}$, any $b \in W^{\max \left\{s+6,2+s_{*}\right\}}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any
$(\zeta, \psi) \in L^{\infty}\left(0, T ; H^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times \dot{H}^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)\right)$ classical solution to the water waves equations, eq. (2.7), satisfying Assumption 8.1 uniformly for $t \in(0, T)$ and

$$
\operatorname{ess}_{t \in(0, T)}^{\sup }\left(|\varepsilon \zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\right)+|\beta b|_{W_{\max \left\{s+6,2+s_{\star}\right\}, \infty}} \leq M^{\star},
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=r_{1}, \\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\boldsymbol{u}|^{2}-\mu \varepsilon \mathcal{R}[h, \beta \nabla b, \boldsymbol{u}]=r_{2},
\end{array}\right.
$$

where we denote $h=1+\varepsilon \zeta-\beta b$, $\boldsymbol{u}=\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi)$, and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|r_{1}(t, \cdot)\right|_{H^{s}} & \leq C \mu^{2}\left(|\zeta(t, \cdot)|_{H^{s+6}}+|\nabla \psi(t, \cdot)|_{H^{s+5}}\right), \\
\left|r_{2}(t, \cdot)\right|_{H^{s+1}} & \leq C \mu^{2} \varepsilon|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\left(|\zeta(t, \cdot)|_{H^{s+6}}+|\nabla \psi(t, \cdot)|_{H^{s+5}}\right) .
\end{aligned}
$$

Proof. The control of $r_{1}$ is a obtained noticing that

$$
\begin{aligned}
&\left|\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla \cdot\left(h \mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi)\right)\right|_{H^{s}} \\
& \leq \left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi\right.+\left.\nabla \cdot(h(\operatorname{Id}-\mu \mathcal{T}[h, \beta \nabla b]) \nabla \psi)\right|_{H^{s}} \\
&+\mu^{2}\left|\nabla \cdot\left(h \mathcal{T}[h, \beta \nabla b] \mathcal{T}[h, \beta \nabla b] \mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi)\right)\right|_{H^{s}} .
\end{aligned}
$$

The first term is estimated by Proposition 4.10 (with $n=2$ and $k=s+1$ ), and we can use Lemma 8.10 to estimate the second term. The control of $r_{2}$ is obtained in the same way, using Proposition 4.10 with $n=1$ and $k=s+2$ as well as $k=1+s_{\star}$, together with Lemma 8.10 and the product and composition estimates in Appendix II.

The local well-posedness of system (8.2) (or, equivalently, system (8.6)) has been proved in [279] (dimension $d=1$, flat bottom), [228] (dimension $d=1$ ), [15] (existence and uniqueness of a solution "with loss of derivatives" through a Nash-Moser scheme), and [187, 158] (general case). We provide a detailed proof based on [187] in Section 8.6.
Theorem 8.3 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2$ and $s \in \mathbb{N}, s \geq 1+s_{\star}, h_{\star}>0$, $\mu^{\star}>0$, and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that the for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0}, \boldsymbol{u}_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}$ satisfying Assumption 8.1 and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \boldsymbol{u}_{0}\right|_{X_{\mu}^{1+s_{\star}}}+|\beta b|_{W^{s+1, \infty}} \leq M^{\star},
$$

there exists a unique $(\zeta, \boldsymbol{u}) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s-1}\right)$ classical solution to the Green-Naghdi system, eq. (8.6), with initial data $\left.(\zeta, \boldsymbol{u})\right|_{t=0}=\left(\zeta_{0}, \boldsymbol{u}_{0}\right)$; and we have for any $t \in\left[0, T / M_{0}\right]$

$$
|\zeta(t, \cdot)|_{H^{s}}+|\boldsymbol{u}(t, \cdot)|_{X_{\mu}^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\boldsymbol{u}_{0}\right|_{X_{\mu}^{s}}\right)
$$

and $\inf _{\boldsymbol{x} \in \mathbb{R}^{d}} 1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star} / 2$.
Moreover, denoting $\boldsymbol{v}=h^{-1} \mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}$ with $h=1+\varepsilon \zeta-\beta b$ and $\mathfrak{T}^{\mu}$ defined in eq. (8.5), we have that $(\zeta, \boldsymbol{v}) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times Y_{\mu}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times Y_{\mu}^{s-1}\right)$ is a classical solution to eq. (8.2) (applying the gradient to the second equation).

Remark 8.4. Uniqueness in Theorem 8.3 allows to define $T_{\max }$ the supremum of $T>0$ such that the Cauchy problem has a solution $(\zeta, \boldsymbol{u}) \in \mathcal{C}^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right) \cap \mathcal{C}^{1}\left([0, T] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s-1}\right)$. We also have the blowup criterion

$$
T_{\max }<\infty \quad \Longrightarrow \quad \lim _{t \nearrow T_{\max }}\left(\|\zeta\|_{L^{\infty}\left(0, t ; H^{1+s_{\star}}\right)}+\|\boldsymbol{u}\|_{L^{\infty}\left(0, t ; X_{\mu}^{\left.1+s_{\star}\right)}\right)}\right) \rightarrow \infty
$$

since the hyperbolicity criterion remains satisfied as a consequence of the conservation of mass; see footnote 12 page vii. In particular, for given initial data, $T_{\max }$ and the maximal solution do not depend on the choice of the regularity index, $s>1+d / 2$.

Remark 8.5. The continuity of the flow map (and hence well-posedness in the sense of Hadamard)

$$
\varphi^{t}:\left(\zeta_{0}, \boldsymbol{u}_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s} \mapsto(\zeta(t, \cdot), \boldsymbol{u}(t, \cdot)) \in H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}
$$

does hold, and can be obtained using the so-called Bona-Smith technique [53]. As stated earlier, it is not significant for our purposes, where we are happy to ask an extra derivative on the initial data to ensure that the flow map is Lipschitz. This result is a particular case of the stability property, Theorem 8.6, below.

Theorem 8.6 (Stability). Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$, and $M^{\star} \geq 0$, and denote $n_{0} \stackrel{\text { def }}{=} \max \left\{s, 1+s_{\star}\right\}, n \stackrel{\text { def }}{=} \max \left\{s+1,1+s_{\star}\right\}$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{n, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and $\left(\zeta^{0}, \boldsymbol{u}^{0}\right) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{n_{0}}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{n_{0}}\right)$ satisfying the GreenNaghdi system, eq. (8.6), and any $(\zeta, \boldsymbol{u}) \in L^{\infty}\left(0, T^{\star} ; H^{n}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{n}\right)$ satisfying

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=r  \tag{8.15}\\
\quad(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial_{t} \boldsymbol{u}+\nabla \zeta+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mu \varepsilon \mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}]=\boldsymbol{r}
\end{array}\right.
$$

with $(r, \boldsymbol{r}) \in L^{1}\left(0, T^{\star} ; H^{s}\left(\mathbb{R}^{d}\right) \times Y_{\mu}^{s}\right)$, and assuming that $h=1+\varepsilon \zeta-\beta b$ and $h^{0}=1+\varepsilon \zeta^{0}-\beta b$ satisfy Assumption 8.1 uniformly for $t \in\left[0, T^{\star}\right]$ and

$$
M \stackrel{\text { def }}{=} \underset{t \in\left[0, T^{\star}\right]}{\operatorname{ess} \sup }\left(|(\varepsilon \zeta, \varepsilon \boldsymbol{u})(t, \cdot)|_{H^{n} \times X_{\mu}^{n}}+\left|\left(\varepsilon \zeta^{0}, \varepsilon \boldsymbol{u}^{0}\right)(t, \cdot)\right|_{H^{n_{0} \times X_{\mu}}{ }_{\mu}}\right)+|\beta b|_{W^{n, \infty}} \leq M^{\star}
$$

then one has for any $t \in\left[0, T^{\star}\right]$,

$$
\begin{aligned}
\left|\left(\zeta-\zeta^{0}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\boldsymbol{u}-\boldsymbol{u}^{0}\right)(t, \cdot)\right|_{X_{\mu}^{s}} \leq C e^{C M t} & \left(\left|\left(\zeta-\zeta^{0}\right)(t=0, \cdot)\right|_{H^{s}}+\left|\left(\boldsymbol{u}-\boldsymbol{u}^{0}\right)(t=0, \cdot)\right|_{X_{\mu}^{s}}\right) \\
& +C \int_{0}^{t} e^{C M(t-\tau)}\left(|r(\tau, \cdot)|_{H^{s}}+|\boldsymbol{r}(\tau, \cdot)|_{Y_{\mu}^{s}}\right) \mathrm{d} \tau
\end{aligned}
$$

The following result is a direct consequence of Theorem 8.2, Theorem 8.3 and Theorem 8.6.
Theorem 8.7 (Convergence). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and any $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{\max \left\{s+6,2+s_{\star}\right\}} \times \dot{H}^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)\right)$ solution to the water waves equations (2.7) and such that $h=1+\varepsilon \zeta-\beta b$ satisfies Assumption 8.1 uniformly for $t \in\left[0, T^{\star}\right]$ and

$$
M \stackrel{\text { def }}{=} \sup _{t \in\left[0, T^{\star}\right]}\left(|\varepsilon \zeta(t, \cdot)|_{H^{\max \left\{s+1,2+s_{\star}\right\}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{\max \left\{s+1,1+s_{\star}\right\}}}\right)+|\beta b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}} \leq M^{\star}
$$

there exists a unique $\left(\zeta_{\mathrm{GN}}, \boldsymbol{u}_{\mathrm{GN}}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{\max \left\{s, 1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{\max \left\{s, 1+s_{\star}\right\}}\right)$ strong solution to the Green-Naghdi system (8.6) with initial data $\left.\left(\zeta_{\mathrm{GN}}, \boldsymbol{u}_{\mathrm{GN}}\right)\right|_{t=0}=\left.\left(\zeta, \mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi)\right)\right|_{t=0}$ (see eq. (8.5)); and one has for any $t \in\left(0, \min \left\{T^{\star}, T / M\right\}\right]$,

$$
\left|\left(\zeta-\zeta_{\mathrm{GN}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\nabla \psi-\boldsymbol{v}_{\mathrm{GN}}\right)(t, \cdot)\right|_{Y_{\mu}^{s}} \leq C \mu^{2} t\left(\|\zeta\|_{L^{\infty}\left(0, t ; H^{s+6}\right)}+\|\nabla \psi\|_{L^{\infty}\left(0, t ; H^{s+5}\right)}\right),
$$

where we denote $\boldsymbol{v}_{\mathrm{GN}}=h_{\mathrm{GN}}^{-1} \mathfrak{T}^{\mu}\left[h_{\mathrm{GN}}, \beta \nabla b\right] \boldsymbol{u}_{\mathrm{GN}}$ and $h_{\mathrm{GN}}=1+\varepsilon \zeta_{\mathrm{GN}}-\beta b$.

### 8.6 Well-posedness

In this section we provide a proof of Theorem 8.3, and hence complete the analysis of Section 8.5. The strategy mimics the standard "energy method" for hyperbolic first-order quasilinear systems [13, 47, 304], with specific adjustments due to the presence of high order differential operators. In particular, we shall not use dispersive techniques such as Strichartz estimates (see for instance [388]), because we aim at results uniform with respect to $\mu \in\left(0, \mu^{\star}\right)$. This strategy is typical in the study of shallow water or long wave models for the water waves system, and even the study of the water waves system in the shallow water regime, Definition III.2; see [220, 263].

Let us very roughly sketch a typical strategy concerning hyperbolic symmetrizable first-order quasilinear systems (such as the Saint-Venant system; see Section 5). Consider a system of the form

$$
\mathcal{S}(\boldsymbol{U}) \partial_{t} \boldsymbol{U}+\mathcal{S}_{x}(\boldsymbol{U}) \partial_{x} \boldsymbol{U}+\mathcal{S}_{y}(\boldsymbol{U}) \partial_{y} \boldsymbol{U}=0
$$

where $\boldsymbol{U}(t, x, y) \in \mathbb{R}^{n}$ and $\mathcal{S}, \mathcal{S}_{x}, \mathcal{S}_{y}$ are smooth functions with values into $n \times n$ symmetric matrices. The Picard iteration scheme consists in proving that we can define a sequence $\boldsymbol{U}_{n}$ by solving inductively the linearized system:

$$
\mathcal{S}\left(\boldsymbol{U}_{n}\right) \partial_{t} \boldsymbol{U}_{n+1}+\mathcal{S}_{x}\left(\boldsymbol{U}_{n}\right) \partial_{x} \boldsymbol{U}_{n+1}+\mathcal{S}_{y}\left(\boldsymbol{U}_{n}\right) \partial_{y} \boldsymbol{U}_{n+1}=0
$$

and that the sequence converges (up to taking a subsequence) towards the desired solution of the nonlinear equation. Both the well-posedness of the Cauchy problem associated with the linearized system and the convergence result rely on robust a priori estimates, which can be derived as follows. Consider sufficiently smooth and decaying solutions of the system

$$
\mathcal{S}(\underline{\boldsymbol{U}}) \partial_{t} \boldsymbol{U}+\mathcal{S}_{x}(\underline{\boldsymbol{U}}) \partial_{x} \boldsymbol{U}+\mathcal{S}_{y}(\underline{\boldsymbol{U}}) \partial_{y} \boldsymbol{U}=0 .
$$

Testing the equation against $\boldsymbol{U}$, integrating by parts and using the symmetry properties, we find

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}(\mathcal{S}(\underline{\boldsymbol{U}}) \boldsymbol{U}, \boldsymbol{U})_{L^{2}} \leq C\left(|\underline{\boldsymbol{U}}|_{W^{1, \infty}},\left|\partial_{t} \underline{\boldsymbol{U}}\right|_{L^{\infty}}\right)|\boldsymbol{U}|_{L^{2}}^{2}
$$

In order to control higher order derivatives, we may differentiate the system $\boldsymbol{k}$ times (where $\boldsymbol{k} \in \mathbb{N}^{d}$ is a multiindex) and test against $\partial^{\boldsymbol{k}} \boldsymbol{U}$. Using the gain of one derivative from commutator estimates (see Proposition II.9), we deduce

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathcal{S}(\underline{\boldsymbol{U}}) \partial^{\boldsymbol{k}} \boldsymbol{U}, \partial^{\boldsymbol{k}} \boldsymbol{U}\right)_{L^{2}} \leq C\left(|\underline{\boldsymbol{U}}|_{H^{\max \left\{|\boldsymbol{k}|, 1+s_{\star}\right\}}},\left|\partial_{t} \underline{\boldsymbol{U}}\right|_{H^{\max \left\{|\boldsymbol{k}|-1, s_{\star}\right\}}}\right)|\boldsymbol{U}|_{H^{|\boldsymbol{k}|}}^{2}
$$

where $s_{\star}>d / 2$. By considering the above with any $\boldsymbol{k} \in \mathbb{N}^{d}$ such that $|\boldsymbol{k}| \in\{0, \ldots, s\}$ where $s \in \mathbb{N}$, $s \geq 1+s_{\star}>1+d / 2$, and provided that $\mathcal{S}(\underline{\boldsymbol{U}})$ is uniformly positive definite, we deduce a control of $\boldsymbol{U} \in L^{\infty}\left(0, T ; H^{s}\right)$ (by Gronwall's estimate) and hence $\partial_{t} \boldsymbol{U} \in L^{\infty}\left(0, T ; H^{s-1}\right)$ (using the system of equations). This is our desired a priori energy estimate which, thanks to a regularization and a limiting procedure, eventually yield the well-posedness of the Cauchy problem for the linearized system. Because the control asked on the reference state $\underline{\boldsymbol{U}}$ is the same as the control we provide on the solution, $\boldsymbol{U}$, we may expect that the Picard iteration scheme converges, towards a solution of the nonlinear system.

When trying to adapt the strategy to the Green-Naghdi system, eq. (8.6), the main objection to robust energy estimates stem from the presence of nonlinear high order differential operators, as the gain of one derivative due to commutator estimates is in principle insufficient to treat commutators as order-zero remainder terms. This problem is however only apparent, and a careful study of these high order operators reveal that they are in fact of order one when considering the correct functional spaces, $X_{\mu}^{n}$ and $Y_{\mu}^{n}$.

In Proposition 8.11, we extract the quasilinear structure of the Green-Naghdi system, which in this case is nothing but the linearized system about constant states, just as with hyperbolic systems. We then provide in Proposition 8.12 the key a priori energy estimates of the linearized system. Finally, we detail in Section 8.6.4 the proof, via a parabolic regularization of the equations, of the (local-in-time) existence and uniqueness of a solution to the Cauchy problem.

### 8.6.1 Some technical tools

Let us first introduce some technical tools on the functional spaces $X_{\mu}^{n}, Y_{\mu}^{n}$, and the operator $\mathfrak{T}^{\mu}$.
Lemma 8.8. Let $s \in \mathbb{N}$. We have the continuous embeddings $H^{s+1}\left(\mathbb{R}^{d}\right)^{d} \subset X_{\mu}^{s} \subset H^{s}\left(\mathbb{R}^{d}\right)^{d}$ and $H^{s}\left(\mathbb{R}^{d}\right)^{d} \subset Y_{\mu}^{s} \subset H^{s-1}\left(\mathbb{R}^{d}\right)^{d}$. There exists $C_{s}$, independent of $\mu>0$, such that the following inequalities hold as soon as the right-hand side is finite:

$$
\begin{array}{ll}
|\boldsymbol{u}|_{H^{s}} \leq|\boldsymbol{u}|_{X_{\mu}^{s}}, & |\boldsymbol{u}|_{X_{\mu}^{s}} \leq C_{s}|\boldsymbol{u}|_{H^{s+1}}, \\
|\boldsymbol{v}|_{H^{s-1}} \leq C_{s}|\boldsymbol{v}|_{Y_{\mu}^{s}}, & |\boldsymbol{v}|_{Y_{\mu}^{s}} \leq|\boldsymbol{v}|_{H^{s}}
\end{array}
$$

We also have the non-uniform continuous embedding

$$
\begin{equation*}
|\nabla f|_{Y_{\mu}^{s}} \leq C_{s} \frac{1}{\sqrt{\mu}}|f|_{H^{s}}, \quad \quad|\nabla \cdot \boldsymbol{u}|_{H^{s}} \leq C_{s} \frac{1}{\sqrt{\mu}}|\boldsymbol{u}|_{X_{\mu}^{s}} \tag{8.18}
\end{equation*}
$$

Proof. The continuous embeddings $H^{1}\left(\mathbb{R}^{d}\right)^{d} \subset X_{\mu}^{0} \subset L^{2}\left(\mathbb{R}^{d}\right)^{d}$ are straightforward, and the corresponding $L^{2}\left(\mathbb{R}^{d}\right)^{d} \subset Y_{\mu}^{0} \subset H^{-1}\left(\mathbb{R}^{d}\right)^{d}$ follow by duality. The estimate (8.18) with $n=0$ is easily checked, as for any $\boldsymbol{u} \in X_{\mu}^{0}$,

$$
\left|\langle\nabla f, \boldsymbol{u}\rangle_{\left(X_{\mu}^{0}\right)^{\prime}-X_{\mu}^{0}}\right|=\left|(f, \nabla \cdot \boldsymbol{u})_{L^{2}}\right| \leq \frac{1}{\sqrt{\mu}}|f|_{L^{2}}|\boldsymbol{u}|_{X_{\mu}^{0}}
$$

The case $s \in \mathbb{N}^{\star}$ is reduced to the case $s=0$ by considering $\partial^{\boldsymbol{k}} \boldsymbol{u}, \partial^{\boldsymbol{k}} \boldsymbol{v}, \partial^{\boldsymbol{k}} f$ with $0 \leq|\boldsymbol{k}| \leq s$.
Lemma 8.9. Let $h_{\star}>0, \mu^{\star}>0$ and $M>0$. Then there exists $C>0$ such that for any $(\varepsilon, \beta, \mu) \in \mathcal{P}_{\text {SW }}$, any $b \in W^{1, \infty}$ and $h \in L^{\infty}$ satisfying Assumption 4.1 and

$$
|h|_{L^{\infty}}+|\beta \nabla b|_{L^{\infty}} \leq M
$$

$\mathfrak{T}^{\mu}[h, \beta \nabla b]: X_{\mu}^{0} \rightarrow\left(X_{\mu}^{0}\right)^{\prime}$ is a well-defined topological isomorphism, and one has

$$
\begin{array}{lr}
\forall \boldsymbol{u}_{1}, \boldsymbol{u}_{2} \in X_{\mu}^{0}, & \left\langle\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right\rangle_{\left(X_{\mu}^{0}\right)^{\prime}-X_{\mu}^{0}}=\left\langle\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}_{2}, \boldsymbol{u}_{1}\right\rangle_{\left(X_{\mu}^{0}\right)^{\prime}}, \\
\forall \boldsymbol{u} \in X_{\mu}^{0}, & \left|\mathfrak{T}^{\mu}[h, \beta \nabla b]\right|_{\left(X_{\mu}^{0}\right)^{\prime}} \leq C|\boldsymbol{u}|_{X_{\mu}^{0}} \\
\forall \boldsymbol{v} \in\left(X_{\mu}^{0}\right)^{\prime}, & \left|\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1} \boldsymbol{v}\right|_{X_{\mu}^{0}} \leq C|\boldsymbol{v}|_{\left(X_{\mu}^{0}\right)^{\prime}}
\end{array}
$$

Proof. We establish the estimates for $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{u}, \boldsymbol{v} \in \mathcal{S}\left(\mathbb{R}^{d}\right)^{d}$ so that all the terms are well-defined, and the $\left(\left(X_{\mu}^{0}\right)^{\prime}-X_{\mu}^{0}\right)$ duality product coincides with the $L^{2}$ inner product. The result for less regular functions is obtained by density of $\mathcal{S}\left(\mathbb{R}^{d}\right)^{d}$ in $X_{\mu}^{0}$ and continuous linear extension.

By definition of $\mathfrak{T}^{\mu}$ in (8.5) and after integration by parts, one has

$$
\begin{aligned}
\left(\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)_{L^{2}} & =\int_{\mathbb{R}^{d}} h \boldsymbol{u}_{1} \cdot \boldsymbol{u}_{2}+\frac{\mu}{3} h^{3}\left(\nabla \cdot \boldsymbol{u}_{1}\right)\left(\nabla \cdot \boldsymbol{u}_{2}\right) \\
& -\frac{\mu}{2} h^{2}\left(\left(\nabla \cdot \boldsymbol{u}_{2}\right)\left(\beta \nabla b \cdot \boldsymbol{u}_{1}\right)+\left(\beta \nabla b \cdot \boldsymbol{u}_{2}\right)\left(\nabla \cdot \boldsymbol{u}_{1}\right)\right)+\mu h\left(\beta \nabla b \cdot \boldsymbol{u}_{1}\right)\left(\beta \nabla b \cdot \boldsymbol{u}_{2}\right),
\end{aligned}
$$

from which the symmetry is evident. Applying Cauchy-Schwarz inequality, we have

$$
\forall \boldsymbol{u}_{1}, \boldsymbol{u}_{2} \in X_{\mu}^{0}, \quad\left|\left\langle\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right\rangle_{\left(X_{\mu}^{0}\right)^{\prime}-X_{\mu}^{0}}\right| \leq C\left(|h|_{L^{\infty}},|\beta \nabla b|_{L^{\infty}}\right)\left|\boldsymbol{u}_{1}\right|_{X_{\mu}^{0}}\left|\boldsymbol{u}_{2}\right|_{X_{\mu}^{0}},
$$

and the first estimate follows by duality. The second one is obtained when rewriting

$$
\left(\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}, \boldsymbol{u}\right)_{L^{2}}=\int_{\mathbb{R}^{d}} h|\boldsymbol{u}|^{2}+\frac{\mu}{12} h^{3}|\nabla \cdot \boldsymbol{u}|^{2}+\frac{\mu}{4} h|h \nabla \cdot \boldsymbol{u}-2 \beta \nabla b \cdot \boldsymbol{u}|^{2}
$$

This shows that $\mathfrak{T}^{\mu}[h, \beta \nabla b]: X_{\mu}^{0} \rightarrow\left(X_{\mu}^{0}\right)^{\prime}$ is continuous and coercive, so that the operator version of Lax-Milgram theorem ensures that $\mathfrak{T}^{\mu}[h, \beta \nabla b]$ is an isomorphism. The continuity of the inverse is a consequence of the coercivity of $\mathfrak{T}^{\mu}[h, \beta \nabla b]$ :

$$
|\boldsymbol{u}|_{X_{\mu}^{0}}^{2} \leq C\left(h_{\star}^{-1}\right)\left|\left\langle\mathfrak{T}^{\mu}[h, \beta b] \boldsymbol{u}, \boldsymbol{u}\right\rangle_{\left(X_{\mu}^{0}\right)^{\prime}}\right| \leq\left|\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}\right|_{\left(X_{\mu}^{0}\right)^{\prime}}|\boldsymbol{u}|_{X_{\mu}^{0}},
$$

and setting $\boldsymbol{u}=\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1} \boldsymbol{v}$ above.
Lemma 8.10. Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}^{\star}, s_{\star}>d / 2$, and $h_{\star}>0, M>0, \mu^{\star}>0$. There exists $C>0$ such that for any $(\varepsilon, \beta, \mu) \in \mathcal{P}_{\mathrm{SW}}$, for any $b \in W^{\max \left\{s+1,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)^{47}$ and $\zeta \in H^{\max \left\{s, 1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ satisfying Assumption 4.1 and

$$
|\varepsilon \zeta|_{H^{1+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

the following holds.

- For any $\boldsymbol{u} \in X_{\mu}^{s}, \mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u} \in Y_{\mu}^{s}$ and

$$
\left.\left|\mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}\right|_{Y_{\mu}^{s}} \leq C \times\left(|\boldsymbol{u}|_{X_{\mu}^{s}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right| \boldsymbol{u}\right|_{X_{\mu^{\star}}^{s}}\right\rangle_{s>s_{\star}}\right) .
$$

- For any $\boldsymbol{v} \in Y_{\mu}^{s}$. Then $\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1} \boldsymbol{v} \in X_{\mu}^{s}$ and

$$
\left.\left|\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1} \boldsymbol{v}\right|_{X_{\mu}^{s}} \leq C \times\left(|\boldsymbol{v}|_{Y_{\mu}^{s}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right| \boldsymbol{v}\right|_{Y_{\mu^{*}}^{s}}\right\rangle_{s>1+s_{\star}}\right) .
$$

Proof. Let us denote for simplicity $\mathfrak{T}^{\mu} \stackrel{\text { def }}{=} \mathfrak{T}^{\mu}[h, \beta \nabla b]$. We also introduce $\boldsymbol{k} \in \mathbb{N}^{d}$ such that $|\boldsymbol{k}|=s$. We have for any $\boldsymbol{u}, \boldsymbol{w} \in \mathcal{S}\left(\mathbb{R}^{d}\right)^{d}$,

$$
\begin{aligned}
&\left|\left(\partial^{\boldsymbol{k}}\left(\mathfrak{T}^{\mu} \boldsymbol{u}\right), \boldsymbol{w}\right)_{L^{2}}\right|=\left(\partial^{\boldsymbol{k}}(h \boldsymbol{u}), \boldsymbol{w}\right)_{L^{2}}+\frac{\mu}{3}\left(\partial^{\boldsymbol{k}}\left(h^{3} \nabla \cdot \boldsymbol{u}\right), \nabla \cdot \boldsymbol{w}\right)_{L^{2}} \\
&-\frac{\mu}{2}\left(\partial^{\boldsymbol{k}}\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right), \nabla \cdot \boldsymbol{w}\right)_{L^{2}}-\frac{\mu}{2}\left(\partial^{\boldsymbol{k}}\left(h^{2}(\beta \nabla b) \nabla \cdot \boldsymbol{u}\right), \boldsymbol{w}\right)_{L^{2}} \\
&+\mu\left(\partial^{\boldsymbol{k}}(h(\beta \nabla b)(\beta \nabla b) \cdot \boldsymbol{u}), \boldsymbol{w}\right)_{L^{2}} .
\end{aligned}
$$

Hence, by product estimates, i.e. Proposition II. 7 and Proposition II.14, we have

$$
\left.\left|\left(\partial^{\boldsymbol{k}}\left(\mathfrak{T}^{\mu} \boldsymbol{u}\right), \boldsymbol{w}\right)_{L^{2}}\right| \leq C(M)\left(|\boldsymbol{u}|_{X_{\mu}^{s}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right| \boldsymbol{u}\right|_{X_{\mu^{*}}^{s \star}}\right\rangle_{s>s_{\star}}\right)|\boldsymbol{w}|_{X_{\mu}^{0}} .
$$

The first result is deduced by density and continuity arguments. Now, notice

$$
\begin{aligned}
& \left|\left(\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right] \boldsymbol{u}, \boldsymbol{w}\right)_{L^{2}}\right|=\left(\left[\partial^{\boldsymbol{k}}, h\right] \boldsymbol{u}, \boldsymbol{w}\right)_{L^{2}}+\frac{\mu}{3}\left(\left[\partial^{\boldsymbol{k}}, h^{3}\right] \nabla \cdot \boldsymbol{u}, \nabla \cdot \boldsymbol{w}\right)_{L^{2}} \\
& -\frac{\mu}{2}\left(\left[\partial^{\boldsymbol{k}}, h^{2}(\beta \nabla b) \cdot\right] \boldsymbol{u}, \nabla \cdot \boldsymbol{w}\right)_{L^{2}}-\frac{\mu}{2}\left(\left[\partial^{\boldsymbol{k}}, h^{2}(\beta \nabla b)\right] \nabla \cdot \boldsymbol{u}, \boldsymbol{w}\right)_{L^{2}} \\
& \quad+\mu\left(\left[\partial^{\boldsymbol{k}}, h(\beta \nabla b)(\beta \nabla b) \cdot\right] \boldsymbol{u}, \boldsymbol{w}\right)_{L^{2}} .
\end{aligned}
$$

Using commutator estimates, Proposition II. 9 and Proposition II.15, we deduce

$$
\left.\left|\left(\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right] \boldsymbol{u}, \boldsymbol{w}\right)_{L^{2}}\right| \leq C(M)\left(|\boldsymbol{u}|_{X_{\mu}^{s-1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right| \boldsymbol{u}\right|_{X_{\mu^{*}}^{s \star}}\right\rangle_{s>1+s_{\star}}\right)|\boldsymbol{w}|_{X_{\mu}^{0}} .
$$

[^37]By density and continuity arguments, we infer that for any $\boldsymbol{u} \in X_{\mu}^{s-1},\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right] \boldsymbol{u} \in\left(X_{\mu}^{0}\right)^{\prime}$ and

$$
\left.\left|\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right] \boldsymbol{u}\right|_{\left(X_{\mu}^{0}\right)^{\prime}} \leq C(M)\left(|\boldsymbol{u}|_{X_{\mu}^{s-1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right| \boldsymbol{u}\right|_{X_{\mu^{\star}}^{s_{\star}}}\right\rangle_{s>1+s_{\star}}\right) .
$$

Now, we make use of the identity

$$
\left[\partial^{\boldsymbol{k}},\left(\mathfrak{T}^{\mu}\right)^{-1}\right] \boldsymbol{v}=-\left(\mathfrak{T}^{\mu}\right)^{-1}\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right]\left(\mathfrak{T}^{\mu}\right)^{-1} \boldsymbol{v}
$$

Combining the above and by Lemma 8.9, we find

$$
\begin{aligned}
\left|\partial^{\boldsymbol{k}}\left(\left(\mathfrak{T}^{\mu}\right)^{-1} \boldsymbol{v}\right)\right|_{X_{\mu}^{0}} & =\left|\left(\mathfrak{T}^{\mu}\right)^{-1} \partial^{\boldsymbol{k}} \boldsymbol{v}-\left(\mathfrak{T}^{\mu}\right)^{-1}\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right]\left(\mathfrak{T}^{\mu}\right)^{-1} \boldsymbol{v}\right|_{X_{\mu}^{0}} \\
& \leq C_{0}\left|\partial^{\boldsymbol{k}} \boldsymbol{v}-\left[\partial^{\boldsymbol{k}}, \mathfrak{T}^{\mu}\right]\left(\mathfrak{T}^{\mu}\right)^{-1} \boldsymbol{v}\right|_{\left(X_{\mu}^{0}\right)^{\prime}} \\
& \left.\leq C(M)\left(|\boldsymbol{v}|_{Y_{\mu}^{s}}+\left|\left(\mathfrak{T}^{\mu}\right)^{-1} \boldsymbol{v}\right|_{X_{\mu}^{s-1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right|\left(\mathfrak{T}^{\mu}\right)^{-1} \boldsymbol{v}\right|_{X_{\mu^{*}}^{s^{\star}}}\right\rangle_{s>1+s_{\star}}\right) .
\end{aligned}
$$

The result follows by induction on $s$, and by density of $\mathcal{S}\left(\mathbb{R}^{d}\right)^{d}$ in $Y_{\mu}^{s}$.

### 8.6.2 The quasilinear structure

Proposition 8.11. Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, \boldsymbol{k} \in \mathbb{N}^{d} \backslash\{\mathbf{0}\}$ multi-index and denote $n=\max \left\{|\boldsymbol{k}|, 1+s_{\star}\right\}$. Let $\mu^{\star}>0, T>0$ and $M^{\star} \geq 0$. Then there exists $C, \tilde{C}>0$ such that the following holds for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in \mathcal{C}^{0}\left([0, T] ; H^{n}\left(\mathbb{R}^{d}\right)\right) \cap \mathcal{C}^{1}\left([0, T] ; H^{n-1}\left(\mathbb{R}^{d}\right)\right)$, b $\in W^{n+1, \infty}\left(\mathbb{R}^{d}\right)$ such that Assumption 8.1 holds uniformly on $[0, T]$ and any $\boldsymbol{u} \in \mathcal{C}^{0}\left([0, T] ; X_{\mu}^{n}\right) \cap \mathcal{C}^{1}\left([0, T] ; X_{\mu}^{n-1}\right)$ such that system eq. (8.6) holds and

$$
M \stackrel{\text { def }}{=}\|\varepsilon \zeta\|_{L^{\infty}\left(0, T ; H^{1+s_{\star}}\right)}+\|\varepsilon \boldsymbol{u}\|_{L^{\infty}\left(0, T ; X_{\mu}^{1+s_{\star}}\right)}+|\beta b|_{W^{n+1, \infty}} \leq M^{\star} .
$$

Then $\zeta^{(\boldsymbol{k})} \stackrel{\text { def }}{=} \partial^{\boldsymbol{k}} \zeta$ and $\boldsymbol{u}^{(\boldsymbol{k})} \stackrel{\text { def }}{=} \partial^{\boldsymbol{k}} \boldsymbol{u}$ satisfy

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{(\boldsymbol{k})}+\varepsilon \boldsymbol{u} \cdot \nabla \zeta^{(\boldsymbol{k})}+h \nabla \cdot \boldsymbol{u}^{(\boldsymbol{k})}=r_{(\boldsymbol{k})},  \tag{8.19}\\
(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial_{t} \boldsymbol{u}^{(\boldsymbol{k})}+\nabla \zeta^{(\boldsymbol{k})}+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}^{(\boldsymbol{k})}+\mu \varepsilon \mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}] \boldsymbol{u}^{(\boldsymbol{k})}=\boldsymbol{r}_{(\boldsymbol{k})},
\end{array}\right.
$$

with $h=1+\varepsilon \zeta-\beta b$ and (abusing notations)

$$
\begin{aligned}
& \mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}] \boldsymbol{u}^{(\boldsymbol{k})} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3}\left((\boldsymbol{u} \cdot \nabla)\left(\nabla \cdot \boldsymbol{u}^{(\boldsymbol{k})}\right)\right)\right) \\
& \quad+\frac{\beta}{2 h}\left(\nabla\left(h^{2}(\boldsymbol{u} \cdot \nabla)\left(\boldsymbol{u}^{(\boldsymbol{k})} \cdot \nabla b\right)\right)-h^{2}\left((\boldsymbol{u} \cdot \nabla)\left(\nabla \cdot \boldsymbol{u}^{(\boldsymbol{k})}\right)\right) \nabla b\right)+\beta\left((\boldsymbol{u} \cdot \nabla)\left(\boldsymbol{u}^{(\boldsymbol{k})} \cdot \nabla b\right)\right)(\beta \nabla b)
\end{aligned}
$$

and where $r_{(\boldsymbol{k})}, \boldsymbol{r}_{(\boldsymbol{k})}$ enjoy the estimate (discarding the reference to $t \in[0, T]$ )

$$
\begin{equation*}
\left|r_{(\boldsymbol{k})}\right|_{L^{2}}+\left|\boldsymbol{r}_{(\boldsymbol{k})}\right|_{Y_{\mu}^{0}} \leq C M\left(|\zeta|_{H^{|\boldsymbol{k}|}}+|\boldsymbol{u}|_{X_{\mu}^{|\boldsymbol{k}|}}\right) \tag{8.20}
\end{equation*}
$$

Moreover, for any $\tilde{\zeta}, \tilde{\boldsymbol{u}}$ satisfying the same assumptions and denoting $\tilde{r}_{(\boldsymbol{k})}, \tilde{\boldsymbol{r}}_{(\boldsymbol{k})}$ the corresponding residuals, one has

$$
\begin{align*}
\left|r_{(\boldsymbol{k})}-\tilde{r}_{(\boldsymbol{k})}\right|_{L^{2}}+\left|\boldsymbol{r}_{(\boldsymbol{k})}-\tilde{\boldsymbol{r}}_{(\boldsymbol{k})}\right|_{Y_{\mu}^{0}} \leq \tilde{C} M & \left(|\zeta-\tilde{\zeta}|_{H^{|\boldsymbol{k}|}}+|\boldsymbol{u}-\tilde{\boldsymbol{u}}|_{X_{\mu}^{|\boldsymbol{k}|}}\right) \\
& +\left\langle\tilde{C} M_{\boldsymbol{k}}\left(|\zeta-\tilde{\zeta}|_{H^{s_{\star}}}+|\boldsymbol{u}-\tilde{\boldsymbol{u}}|_{X_{\mu^{\star}}^{s_{\star}}}\right)\right\rangle_{|\boldsymbol{k}|>1+s_{\star}} \tag{8.21}
\end{align*}
$$

with $M_{\boldsymbol{k}} \stackrel{\text { def }}{=}|\varepsilon \zeta|_{H^{|\boldsymbol{k}|}}+|\varepsilon \tilde{\zeta}|_{H^{|\boldsymbol{k}|}}+|\varepsilon \boldsymbol{u}|_{X_{\mu}^{|\boldsymbol{k}|}}+|\varepsilon \tilde{\boldsymbol{u}}|_{X_{\mu}^{|\boldsymbol{k}|}}+\beta|\nabla b|_{W^{n, \infty}}$.

Proof. Within this proof, we use the following convenient notation. We denote

$$
\begin{aligned}
a \sim_{L^{2}} b & \Longleftrightarrow a-b=r, \\
\boldsymbol{a} \sim_{Y_{\mu}^{0}} \boldsymbol{b} & \Longleftrightarrow \boldsymbol{a}-\boldsymbol{b}=\boldsymbol{r}
\end{aligned}
$$

with $|r|_{L^{2}}$ and $|\boldsymbol{r}|_{Y_{\mu}^{0}}$ satisfying (8.20) with $C=C\left(|\boldsymbol{k}|, \mu^{\star}, h_{\star}^{-1}, M^{\star}\right)$.
First equation. We start by applying the operator $\partial^{\boldsymbol{k}}$ to the first equation of eq. (8.6):

$$
\partial_{t} \zeta^{(\boldsymbol{k})}+\partial^{\boldsymbol{k}}(h \nabla \cdot \boldsymbol{u}+\boldsymbol{u} \cdot \nabla h)=0
$$

By Proposition II.9, Proposition II. 15 and using the obvious continuous embedding $X_{\mu}^{0} \subset L^{2}\left(\mathbb{R}^{d}\right)^{d}$, one finds

$$
\partial^{\boldsymbol{k}} \nabla \cdot(h \boldsymbol{u}) \sim_{L^{2}} h \nabla \cdot \partial^{\boldsymbol{k}} \boldsymbol{u}+\varepsilon \boldsymbol{u} \cdot \nabla \partial^{\boldsymbol{k}} \zeta
$$

as desired.
Second equation. Here we multiply eq. (8.6) $)_{2}$ with $h$ before applying the operator $\partial^{\boldsymbol{k}}$. Proceeding a above and using the dual continuous embedding $L^{2}\left(\mathbb{R}^{d}\right)^{d} \subset Y_{\mu}^{0}$, we have

$$
\partial^{\boldsymbol{k}}(\varepsilon h(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}) \sim_{Y_{\mu}^{0}} \varepsilon h(\boldsymbol{u} \cdot \nabla) \partial^{\boldsymbol{k}} \boldsymbol{u} .
$$

Now we consider the contribution of

$$
\mu \varepsilon h \mathcal{Q}[h, \mathbf{0}, \boldsymbol{u}]=\frac{-\mu \varepsilon}{3} \nabla\left(h^{3}\left((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})-(\nabla \cdot \boldsymbol{u})^{2}\right)\right),
$$

Thanks to the $\mu$ prefactor and using the non-uniform embeddings of Lemma 8.8, the second term gives no contribution, and the first one satisfies

$$
\frac{-\mu \varepsilon}{3} \partial^{\boldsymbol{k}} \nabla\left(h^{3}((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})) \sim_{Y_{\mu}^{0}} \frac{-\mu \varepsilon}{3} \nabla\left(h^{3}\left((\boldsymbol{u} \cdot \nabla)\left(\partial^{\boldsymbol{k}} \nabla \cdot \boldsymbol{u}\right)\right)\right) .\right.
$$

We proceed similarly with the contribution of
$\mu \varepsilon h \mathcal{Q}_{\mathbf{b}}[h, \beta \nabla b, \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{\mu \varepsilon \beta}{2}\left(\nabla\left(h^{2}(\boldsymbol{u} \cdot \nabla)^{2} b\right)-h^{2}\left((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})-(\nabla \cdot \boldsymbol{u})^{2}\right) \nabla b\right)+\mu \varepsilon \beta h\left((\boldsymbol{u} \cdot \nabla)^{2} b\right)(\beta \nabla b)$ and deduce

$$
\begin{aligned}
\mu \varepsilon \partial^{\boldsymbol{k}}\left(h \mathcal{Q}_{\mathbf{b}}[h, \beta \nabla b, \boldsymbol{u}]\right) \sim_{Y_{\mu}^{0}} \frac{\mu \varepsilon \beta}{2}\left(\nabla\left(h^{2}(\boldsymbol{u} \cdot \nabla)\left(\partial^{\boldsymbol{k}} u \cdot \nabla b\right)\right)-\right. & \left.h^{2}\left((\boldsymbol{u} \cdot \nabla)\left(\partial^{\boldsymbol{k}} \nabla \cdot \boldsymbol{u}\right)\right) \nabla b\right) \\
& +\mu \varepsilon \beta h\left((\boldsymbol{u} \cdot \nabla)\left(\partial^{\boldsymbol{k}} \boldsymbol{u} \cdot \nabla b\right)\right)(\beta \nabla b) .
\end{aligned}
$$

There remains the contribution of

$$
\begin{array}{r}
h(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial_{t} \boldsymbol{u}=h \partial_{t} \boldsymbol{u}-\frac{\mu}{3} \nabla\left(h^{3} \nabla \cdot \partial_{t} \boldsymbol{u}\right)+\frac{\mu}{2}\left(\nabla\left(h^{2}(\beta \nabla b) \cdot \partial_{t} \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \nabla \cdot \partial_{t} \boldsymbol{u}\right) \\
+\mu h \beta\left(\nabla b \cdot \partial_{t} \boldsymbol{u}\right)(\beta \nabla b) .
\end{array}
$$

Let us first notice that we have $\partial_{t} \boldsymbol{u} \in X_{\mu}^{j}$ for any $j \in\left\{0, \ldots, \max \left\{s_{\star}, k-1\right\}\right\}$ by using eq. (8.6) $)_{2}$ Indeed, applying the operator $\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}=(h(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]))^{-1}$, we have, by Lemma 8.10,

$$
\left|\partial_{t} \boldsymbol{u}\right|_{X_{\mu}^{j}} \leq C\left(|\boldsymbol{k}|, \mu^{\star}, h_{\star}^{-1}, M^{\star}\right)\left(|\zeta|_{H^{j+1}}+|\boldsymbol{u}|_{X_{\mu}^{j+1}}\right) .
$$

We may then proceed as above to prove that

$$
\partial^{\boldsymbol{k}}\left(h(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial_{t} \boldsymbol{u}\right) \sim_{Y_{\mu}^{0}} h(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial^{\boldsymbol{k}} \partial_{t} \boldsymbol{u} .
$$

This concludes the proof of eq. (8.20). The proof of eq. (8.21) is obtained in the exact same way.

### 8.6.3 A priori energy estimates

Proposition 8.12. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0, T>0$ and $M>0$. Then there exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $(\underline{\zeta}, \underline{\boldsymbol{u}}) \in L^{\infty}\left(0, T ; W^{1, \infty}\left(\mathbb{R}^{d}\right)^{1+d}\right) \cap W^{1, \infty}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ and $b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ such that $\underline{h}=1+\varepsilon \underline{\zeta}-\beta b$, satisfies Assumption 8.1 uniformly for $t \in(0, T)$ and

$$
\|\varepsilon \underline{\zeta}\|_{L^{\infty}\left(0, T ; W^{1, \infty}\right)}+\left\|\varepsilon \partial_{t} \underline{\zeta}\right\|_{L^{\infty}\left(0, T ; L^{\infty}\right)}+\|\varepsilon \underline{\boldsymbol{u}}\|_{L^{\infty}\left(0, T ; W^{1, \infty}\right)}+|\beta b|_{W^{1, \infty}} \leq M
$$

as well as any $(\zeta, \boldsymbol{u}) \in L^{\infty}\left(0, T ; H^{1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{1}\right) \cap W^{1, \infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{0}\right)$ satisfying

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\varepsilon \underline{\boldsymbol{u}} \cdot \nabla \zeta+\underline{h} \nabla \cdot \boldsymbol{u}=r  \tag{8.22}\\
(\operatorname{Id}+\mu \mathcal{T}[\underline{h}, \beta \nabla b]) \partial_{t} \boldsymbol{u}+\nabla \zeta+\varepsilon(\underline{\boldsymbol{u}} \cdot \nabla) \boldsymbol{u}+\mu \varepsilon \mathcal{Q}[\underline{h}, \beta \nabla b, \underline{\boldsymbol{u}}] \boldsymbol{u}=\boldsymbol{r}
\end{array}\right.
$$

with

$$
\begin{array}{r}
\mathcal{Q}[\underline{h}, \beta \nabla b, \underline{\boldsymbol{u}}] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 \underline{h}} \nabla\left(h^{3}((\underline{\boldsymbol{u}} \cdot \nabla)(\nabla \cdot \boldsymbol{u}))\right)+\frac{\beta}{2 \underline{h}}\left(\nabla\left(\underline{h}^{2}(\underline{\boldsymbol{u}} \cdot \nabla)(\boldsymbol{u} \cdot \nabla b)\right)-\underline{h}^{2}((\underline{\boldsymbol{u}} \cdot \nabla)(\nabla \cdot \boldsymbol{u})) \nabla b\right) \\
+\beta((\underline{\boldsymbol{u}} \cdot \nabla)(\boldsymbol{u} \cdot \nabla b))(\beta \nabla b)
\end{array}
$$

and $(r, \boldsymbol{r}) \in L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right) \times Y_{\mu}^{0}\right)$, the following holds. Denoting

$$
\mathcal{E}(t) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}}|\zeta|^{2}+\underline{h}|\boldsymbol{u}|^{2}+\mu \underline{h} \mathcal{T}[\underline{h}, \beta \nabla b] \boldsymbol{u} \cdot \boldsymbol{u} \mathrm{d} \boldsymbol{x}
$$

we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E} \leq C M \mathcal{E}+C\left(|r|_{L^{2}}+|\boldsymbol{r}|_{Y_{\mu}^{0}}\right) \mathcal{E}^{1 / 2}
$$

and as a consequence

$$
\mathcal{E}^{1 / 2}(t)=\mathcal{E}^{1 / 2}(0) e^{C M t / 2}+C \int_{0}^{t} e^{C M(t-\tau) / 2}\left(|r(\tau, \cdot)|_{L^{2}}+|\boldsymbol{r}(\tau, \cdot)|_{Y_{\mu}^{0}}\right) \mathrm{d} \tau
$$

Proof. We test the first equation of eq. (8.22) against $\zeta$ and the second against $\underline{h} \boldsymbol{u}$. It follows, after some algebra,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}=\mathcal{I}_{1}+\mu \mathcal{I}_{2}+\mu \mathcal{I}_{\mathrm{b}}+\mathcal{I}_{\mathrm{r}}
$$

with

$$
\begin{aligned}
& \mathcal{I}_{1}=\frac{1}{2} \int_{\mathbb{R}^{d}} \varepsilon(\nabla \cdot \underline{\boldsymbol{u}})|\zeta|^{2}+2(\varepsilon \nabla \underline{\zeta}-\beta \nabla b) \cdot \boldsymbol{u} \zeta+\varepsilon\left(\partial_{t} \underline{\zeta}+\nabla \cdot(\underline{h} \underline{\boldsymbol{u}})\right)|\boldsymbol{u}|^{2} \mathrm{~d} \boldsymbol{x}, \\
& \mathcal{I}_{2}=\frac{\varepsilon}{6} \int_{\mathbb{R}^{d}}\left(3 \underline{h}^{2} \partial_{t} \underline{\zeta}+\nabla \cdot\left(\underline{h}^{3} \underline{\boldsymbol{u}}\right)\right)(\nabla \cdot \boldsymbol{u})^{2} \mathrm{~d} \boldsymbol{x} \\
& \mathcal{I}_{\mathrm{b}}=\frac{\varepsilon}{2} \int_{\mathbb{R}^{d}}-\left(2 \underline{h} \partial_{t} \underline{\zeta}+\nabla \cdot\left(\underline{h}^{2} \underline{\boldsymbol{u}}\right)\right)(\beta \nabla b \cdot \boldsymbol{u}) \nabla \cdot \boldsymbol{u}+\left(\partial_{t} \underline{\zeta}+\nabla \cdot(\underline{h} \underline{\boldsymbol{u}})\right)(\beta \nabla b \cdot \underline{\boldsymbol{u}})^{2} \mathrm{~d} \boldsymbol{x}, \\
& \mathcal{I}_{\mathrm{r}}=\int_{\mathbb{R}^{d}} r \zeta+\underline{h} \boldsymbol{r} \cdot \boldsymbol{u} \mathrm{~d} \boldsymbol{x} .
\end{aligned}
$$

We deduce immediately, by Cauchy-Schwarz inequality,

$$
\varepsilon\left|\mathcal{I}_{1}\right|+\varepsilon\left|\mathcal{I}_{2}\right|+\varepsilon\left|\mathcal{I}_{\mathrm{b}}\right| \leq C M\left(|\zeta|_{L^{2}}^{2}+|\boldsymbol{u}|_{X_{\mu}^{0}}^{2}\right)
$$

where $C=C\left(\mu^{\star},\left|\varepsilon \partial_{t} \underline{\zeta}\right|,|\underline{h}|_{W^{1, \infty}},|\varepsilon \underline{\boldsymbol{u}}|_{W^{1, \infty}},|\beta \nabla b|_{L^{\infty}}\right)$. In the same way, one has immediately

$$
\left|\mathcal{I}_{\mathrm{r}}\right| \leq|r|_{L^{2}}|\zeta|_{L^{2}}+|\boldsymbol{r}|_{Y_{\mu}^{0}}|\underline{h} \boldsymbol{u}|_{X_{\mu}^{0}} \leq|r|_{L^{2}}|\zeta|_{L^{2}}+C\left(\mu^{\star},|\underline{h}|_{W^{1, \infty}}\right)|\boldsymbol{r}|_{Y_{\mu}^{0}}|\boldsymbol{u}|_{X_{\mu}^{0}}
$$

There only remains to use Lemma 8.9 to deduce

$$
|\zeta|_{L^{2}}^{2}+|\boldsymbol{u}|_{X_{\mu}^{0}}^{2} \leq C\left(h_{\star}^{-1}\right) \mathcal{E}
$$

and the result follows.

### 8.6.4 Completion of the proof

The well-posedness result of Theorem 8.3 may be deduced, exploiting energy estimates similar to the ones derived above. Several strategies are known, including the use of regularizing operators as in [305] or a duality method as in [13, 47]. However both these methods rely on pseudo-differential tools which we have not introduced in these notes. ${ }^{48}$ Hence we will follow here the a parabolic regularization approach as advocated in [187]. The strategy is standard, and similar to that applied for instance to the Navier-Stokes and Euler equations in [241], as described e.g. in [389].
8.6.4.1 Step 1: local existence for the regularized system. We introduce the regularized system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{\nu}-\nu \Delta \zeta_{\nu}+\nabla \cdot\left(h_{\nu} \boldsymbol{u}_{\nu}\right)=0 \\
h_{\nu}\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{\nu}, \beta \nabla b\right]\right)\left(\partial_{t} \boldsymbol{u}_{\nu}-\nu \Delta \boldsymbol{u}_{\nu}\right)+h_{\nu} \nabla \zeta_{\nu}+h_{\nu} \varepsilon\left(\boldsymbol{u}_{\nu} \cdot \nabla\right) \boldsymbol{u}_{\nu}+\mu \varepsilon \underline{h}_{\nu} \mathcal{Q}\left[h_{\nu}, \beta \nabla b, \boldsymbol{u}_{\nu}\right]=\mathbf{0}
\end{array}\right.
$$

where $h_{\nu} \stackrel{\text { def }}{=} 1+\varepsilon \zeta_{\nu}-\beta b$ and $\nu>0$ is a parameter which will eventually go to zero. By Lemma 8.9, we may invert the operator $\mathfrak{T}^{\mu}[h, \beta \nabla b]=h_{\nu}\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{\nu}, \beta \nabla b\right]\right)$ (for sufficiently regular data) and write the system under the abstract form

$$
\begin{equation*}
\partial_{t}\binom{\zeta_{\nu}}{\boldsymbol{u}_{\nu}}-\nu \Delta\binom{\zeta_{\nu}}{\boldsymbol{u}_{\nu}}=\boldsymbol{F}\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) . \tag{8.23}
\end{equation*}
$$

By Duhamel's formula, solutions $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in \mathcal{C}^{0}\left(\left[0, T_{\nu}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T_{\nu}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s-1}\right)$ to eq. (8.23) satisfy

$$
\begin{equation*}
\binom{\zeta_{\nu}}{\boldsymbol{u}_{\nu}}(t)=e^{\nu t \Delta}\binom{\zeta_{\nu}}{\boldsymbol{u}_{\nu}}(0)+\int_{0}^{t} e^{\nu(t-\tau) \Delta} \boldsymbol{F}\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)(\tau) \mathrm{d} \tau \tag{8.24}
\end{equation*}
$$

Here, $e^{\nu t \Delta}$ is the heat flow, defined as the Fourier multiplier (see Definition III.1)

$$
\widehat{e^{\nu t \Delta} f}(\boldsymbol{\xi})=e^{-\nu t|\boldsymbol{\xi}|^{2}} \widehat{f}(\boldsymbol{\xi})
$$

(applied to all components). We have, by Plancherel's formula for any $s \in \mathbb{R}$ and $t \geq 0$

$$
\left\|e^{\nu t \Delta}\right\|_{H^{s} \rightarrow H^{s}} \leq 1
$$

and for any $s^{\prime} \geq s$ there exists $C_{s^{\prime}-s}$ such that for any $t>0$

$$
\left\|e^{\nu t \Delta}\right\|_{H^{s} \rightarrow H^{s^{\prime}}} \leq C_{s^{\prime}-s}\left(1+(\nu t)^{-\frac{s^{\prime}-s}{2}}\right)
$$

Here we exhibited the regularizing effect of the heat operator. The estimate above indicates that we can gain regularity in space by using integrability in time: by Hölder's inequality, we have

$$
\left\|e^{\nu t \Delta}\right\|_{L^{p}\left(0, T ; H^{s}\right) \rightarrow L^{p^{\prime}}\left(0, T ; H^{s^{\prime}}\right)} \leq C_{s, s^{\prime}, p, q}
$$

for any $1 \leq p^{\prime}<p \leq \infty$ if $0 \leq \frac{s^{\prime}-s}{2}<\frac{1}{p^{\prime}}-\frac{1}{p}$.
Proposition 8.13. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0$ and $\nu>0$. Let $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}, s \in \mathbb{N}, s>d / 2+1$ and $\zeta_{0} \in H^{s}\left(\mathbb{R}^{d}\right)$ and $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$ be such that Assumption 8.1 holds, and $\boldsymbol{u}_{0} \in X_{\mu}^{s}$. Then there exists $T_{\nu}>0$ and $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in \mathcal{C}^{0}\left(\left[0, T_{\nu}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right) \cap L^{2}\left(0, T_{\nu} ; H^{s+1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s+1}\right)$ solution to (8.24). Moreover, this solution is unique.

[^38]Proof. Here we only need to use the standard Banach fixed point argument on

$$
\boldsymbol{\Phi}:\binom{\zeta_{0}}{\boldsymbol{u}_{\nu}} \mapsto e^{\nu t \Delta}\binom{\zeta_{0}}{\boldsymbol{u}_{0}}+\int_{0}^{t} e^{\nu(t-\tau) \Delta} \boldsymbol{F}\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)(\tau) \mathrm{d} \tau
$$

Consider $Z_{T_{\nu}}^{s}=\mathcal{C}^{0}\left(\left[0, T_{\nu}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right) \cap L^{2}\left(0, T_{\nu} ; H^{s+1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s+1}\right)$, endowed with the norm

$$
\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{T_{\nu}}^{s}} \stackrel{\text { def }}{=}\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{L^{\infty}\left(0, T_{\nu} ; H^{s} \times X_{\mu}^{s}\right)}+\nu^{1 / 2}\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{L^{2}\left(0, T_{\nu} ; H^{s+1} \times X_{\mu}^{s+1}\right)} .
$$

Given $R>0$ and $h_{\star}>0$, we denote

$$
B_{R, h_{\star}}=\left\{\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in Z_{T_{\nu}}^{s}:\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{T_{\nu}}^{s}} \leq R, \inf _{t \in\left(0, T_{\nu}\right)} 1+\varepsilon \zeta_{\nu}-\beta b \geq h_{\star}\right\}
$$

By product estimates, Proposition II.7, and Lemma 8.10, we have for any $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in B_{R, h_{\star}}$,

$$
\left\|\boldsymbol{F}\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{T_{\nu}}^{s-1}} \leq C\left(R, h_{\star}^{-1}\right)
$$

Thanks to the regularizing properties of the heat operator (using the energy method or by Plancherel's formula), there exists $C\left(T_{\nu}\right)$ such that

$$
\left\|\left(e^{\nu t \Delta} \zeta_{0}, e^{\nu t \Delta} \boldsymbol{u}_{0}\right)\right\|_{Z_{T_{\nu}}^{s}} \leq C\left(T_{\nu}\right)\left(\left|\zeta_{\nu}(0)\right|_{H^{s}}+\left|\boldsymbol{u}_{\nu}(0)\right|_{X_{\mu}^{s}}\right)
$$

and $c_{\nu}=C\left(\nu, T_{\nu}\right)$ with $c_{\nu} \rightarrow 0$ as $T_{\nu} \rightarrow 0$ such that

$$
\left\|\int_{0}^{t} e^{\nu(t-\tau) \Delta} \boldsymbol{F}\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)(\tau) \mathrm{d} \tau\right\|_{Z_{T_{\nu}}^{s}} \leq c_{\nu}\left\|\boldsymbol{F}\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{T_{\nu}}^{s-1}} .
$$

Moreover, we have

$$
\left\|\partial_{t} e^{\nu t \Delta} \zeta_{0}\right\|_{L^{2}\left(0, T ; L^{\infty}\right)}=\left\|\Delta e^{\nu t \Delta} \zeta_{0}\right\|_{L^{2}\left(0, T ; L^{\infty}\right)} \lesssim\left\|e^{\nu t \Delta} \zeta_{0}\right\|_{L^{2}\left(0, T ; H^{s+1}\right)}
$$

Hence we can choose $R$ sufficiently large and then $T_{\nu}$ sufficiently small so that $\mathbf{\Phi}$ maps $B_{R, h_{\star} / 2}$ into itself. Using again product estimates, Proposition II.7, and Lemma 8.10, we infer that for any $\left(\zeta_{\nu}^{\ell}, \boldsymbol{u}_{\nu}^{\ell}\right) \in B_{R, h_{\star} / 2}$ (with $\ell \in\{1,2\}$ ),

$$
\left\|\boldsymbol{F}\left(\zeta_{\nu}^{1}, \boldsymbol{u}_{\nu}^{1}\right)-\boldsymbol{F}\left(\zeta_{\nu}^{2}, \boldsymbol{u}_{\nu}^{2}\right)\right\|_{Z_{T_{\nu}}^{s-1}} \leq C\left(R, h_{\star}^{-1}\right)\left\|\left(\zeta_{\nu}^{1}-\zeta_{\nu}^{2}, \boldsymbol{u}_{\nu}^{1}-\boldsymbol{u}_{\nu}^{2}\right)\right\|_{Z_{T_{\nu}}^{s}}
$$

and in turn that, lowering $T_{\nu}$ if necessary, $\boldsymbol{\Phi}$ is a contraction mapping. The result follows from Banach fixed-point theorem.

Proposition 8.14. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0$ and $\nu>0, s_{\star}>d / 2$. Let $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$. Let $\zeta_{0} \in H^{\infty}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\infty, \infty}\left(\mathbb{R}^{d}\right)$ be such that Assumption 8.1 holds, and $\boldsymbol{u}_{0} \in H^{\infty}\left(\mathbb{R}^{d}\right)^{d}$. Then there exists a unique $T_{\max }>0$ and a unique $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in \mathcal{C}^{\infty}\left(\left[0, T_{\max }\right) ; H^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ maximal solution to (8.23). Moreover, if $T_{\max }<\infty$, then

$$
\left\|\zeta_{\nu}\right\|_{L^{\infty}\left(0, T^{\star} ; H^{\left.1+s_{\star}\right)}\right.}+\left\|\boldsymbol{u}_{\nu}\right\|_{L^{\infty}\left(0, T^{\star} ; X_{\mu}^{1+s_{\star}}\right)} \rightarrow \infty \quad \text { or } \quad \inf _{\mathbb{R}^{d}} 1+\varepsilon \zeta_{\nu}-\beta b \rightarrow 0
$$

Proof. By iterating Proposition 8.13, we have for any given $s \geq s_{\star}$, the existence and uniqueness of a maximal Cauchy development, i.e. $T^{\star}>0$ and a mild solution $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right) ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right)$ such that if $T_{\star}<\infty$,

$$
\left\|\zeta_{\nu}\right\|_{L^{\infty}\left(0, T^{\star} ; H^{s}\right)}+\left\|\boldsymbol{u}_{\nu}\right\|_{L^{\infty}\left(0, T^{\star} ; X_{\mu}^{s}\right)} \rightarrow \infty \quad \text { or } \quad \inf _{\mathbb{R}^{d}} 1+\varepsilon \zeta_{\nu}-\beta b \rightarrow 0
$$

By the uniqueness of the mild solution, the solutions do not depend on the regularity index, $s$, as long as their domain of existence coincide. In principle, the maximal time of existence, $T_{\star}$, may depend on the regularity index, $s$, we consider. Such is not the case thanks to the independent blowup criterion: if $T_{\star}<\infty$, then

$$
\left\|\zeta_{\nu}\right\|_{L^{\infty}\left(0, T^{\star} ; H^{1+s_{\star}}\right)}+\left\|\boldsymbol{u}_{\nu}\right\|_{L^{\infty}\left(0, T^{\star} ; X_{\mu}^{1+s_{\star}}\right)} \rightarrow \infty \quad \text { or } \quad \inf _{\mathbb{R}^{d}} 1+\varepsilon \zeta_{\nu}-\beta b \rightarrow 0
$$

This blowup criterion is obtained by contradiction and using tame product estimates of Proposition II.7, and Lemma 8.10. Indeed, assuming that the above quantities are bounded (respectively from above and below), we find, following the steps of Proposition 8.13 that

$$
\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{\left[\tau_{1}, \tau_{2}\right]}^{s}} \leq C_{1}\left|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\left(\tau_{1}\right)\right|_{H^{s} \times X_{\mu}^{s}}+C_{2} \nu^{-1 / 2}\left(\tau_{2}-\tau_{1}\right)^{1 / 2}\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{L^{\infty}\left(\tau_{1}, \tau_{2} ; H^{s} \times X_{\mu}^{s}\right)},
$$

for any $0<\tau_{1}<\tau_{2}<T^{\star}$ and denoting

$$
\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{\left[\tau_{1}, \tau_{2}\right]}^{s}}=\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{L^{\infty}\left(\tau_{1}, \tau_{2} ; H^{s} \times X_{\mu}^{s}\right)}+\nu^{1 / 2}\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{L^{2}\left(\tau_{1}, \tau_{2} ; H^{s+1} \times X_{\mu}^{s+1}\right)^{.}}
$$

We can then choose $\tau_{1}$ sufficiently large to absorb the second term of the right-hand side, and deduce an estimate on $\left\|\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)\right\|_{Z_{\left[\tau_{1}, \tau_{2}\right]}^{s}}$, uniform with respect to $\tau_{2} \in\left(\tau_{1}, T^{\star}\right)$, from which the contradiction follows.

There only remains to prove that the solution has the desired regularity (in time). Differentiating the Duhamel formula with respect to time, we have that $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right)$ satisfies eq. (8.23) in the sense of spacetime distributions, and hence $\left(\zeta_{\nu}, \boldsymbol{u}_{\nu}\right) \in \mathcal{C}^{1}\left(\left[0, T^{\star}\right) ; H^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}\right)$. We may then iterate eq. (8.23) to obtain the desired regularity.
8.6.4.2 Step 2: local existence for smooth solutions. In order to be able to construct (smooth) solutions to eq. (8.6) from (smooth) solutions to the parabolic regularization, eq. (8.23), we need to obtain uniform energy estimates.

Proposition 8.15. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0, s_{\star}>d / 2, s \in \mathbb{N}$ and $M^{\star} \geq 0$. Then there exists $T>0$ and $C>0$ such that for any $\nu \in(0,1]$, any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta_{0} \in H^{\infty}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\infty, \infty}\left(\mathbb{R}^{d}\right)$ be such that Assumption 8.1 holds, and $\boldsymbol{u}_{0} \in H^{\infty}\left(\mathbb{R}^{d}\right)^{d}$ such that

$$
M \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \boldsymbol{u}_{0}\right|_{X_{\mu}^{1+s_{\star}}}+|\beta b|_{W^{\max \left\{s+1,2+s_{\star}+1\right\} \cdot \infty}} \leq M^{\star},
$$

the unique maximal solution to eq. (8.6) provided by Proposition 8.14 satisfies $T^{\star} \geq T / M$ and for any $t \in[0, T / M], \inf _{\boldsymbol{x} \in \mathbb{R}^{d}}(1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x})) \geq h_{\star} / 2$ and

$$
\left|\zeta_{\nu}(t, \cdot)\right|_{H^{s}}+\left|\boldsymbol{u}_{\nu}(t, \cdot)\right|_{X_{\mu}^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\boldsymbol{u}_{0}\right|_{X_{\mu}^{s}}\right) .
$$

Proof. The estimate (and hence the lower bound on the maximal time of existence by the blowup criterion) follow from a priori energy estimates similar to Proposition 8.11 and Proposition 8.12. There are however additional terms to be taken care of. Let us just consider a handful of them. After testing the contribution

$$
h_{\nu}\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{\nu}, \beta \nabla b\right]\right)\left(\partial_{t} \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}-\nu \Delta \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right)
$$

against $\partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}$, we have to estimate the additional contributions

$$
\left(h_{\nu}\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{\nu}, \beta \nabla b\right]\right)\left(\partial_{t} \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}-\nu \Delta \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right), \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right)_{L^{2}}
$$

Let us discard the terms stemming from the variable topography and concentrate on

$$
-\nu\left(h_{\nu} \Delta \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}, \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right)_{L^{2}}-\frac{\nu \mu}{3}\left(h_{\nu}^{3} \nabla \cdot \Delta \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}, \nabla \cdot \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right)_{L^{2}}
$$

Now we have, assuming $d=2$ and denoting $\boldsymbol{u}_{\nu}=\left(\boldsymbol{u}_{\nu, x}, \boldsymbol{u}_{\nu, y}\right)$,

$$
\begin{aligned}
-\nu\left(h_{\nu} \Delta \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}, \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right)_{L^{2}}=\nu \int_{\mathbb{R}^{d}} & h_{\nu}\left(\left|\nabla \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, x}\right|^{2}+\left|\nabla \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, y}\right|^{2}\right) \mathrm{d} \boldsymbol{x} \\
& +\nu\left(\nabla h_{\nu} \cdot \nabla \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, x}, \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, x}\right)_{L^{2}}+\nu\left(\nabla h_{\nu} \cdot \nabla \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, y}, \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, y}\right)_{L^{2}}
\end{aligned}
$$

and hence

$$
\begin{aligned}
-\nu\left(h_{\nu} \Delta \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}, \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}\right)_{L^{2}}-\frac{\nu}{2} \int_{\mathbb{R}^{d}} h\left(\left|\nabla \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, x}\right|^{2}\right. & \left.+\left|\nabla \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, y}\right|^{2}\right) \mathrm{d} \boldsymbol{x} \\
\leq & \frac{\nu}{2} \int_{\mathbb{R}^{d}} h^{-1}\left(\left|\nabla h \cdot \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, x}\right|^{2}+\left|\nabla h \cdot \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu, y}\right|^{2}\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

The second term is estimated similarly, using that

$$
\nabla \cdot \Delta \operatorname{Id} \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}=\Delta \nabla \cdot \partial^{\boldsymbol{k}} \boldsymbol{u}_{\nu}
$$

Using the boundedness of $\nu$, we may then conclude as in Proposition 8.12. We obtain in fact the improved differential inequality

$$
\mathcal{E}_{s}^{\prime}(t)+\nu \mathcal{E}_{s+1}(t) \leq C M \mathcal{E}_{s}(t)
$$

where

$$
\mathcal{E}_{s}(t) \stackrel{\text { def }}{=} \frac{1}{2} \sum_{|\boldsymbol{k}| \leq s} \int_{\mathbb{R}^{d}}\left|\partial^{\boldsymbol{k}} \zeta\right|^{2}+h\left|\partial^{\boldsymbol{k}} \boldsymbol{u}\right|^{2}+\mu h \mathcal{T}[h, \beta \nabla b] \partial^{\boldsymbol{k}} \boldsymbol{u} \cdot \partial^{\boldsymbol{k}} \boldsymbol{u} \mathrm{d} \boldsymbol{x} \approx\left|\zeta_{\nu}\right|_{H^{s}}^{2}+\left|\boldsymbol{u}_{\nu}\right|_{X_{\mu}^{s}}^{2}
$$

However we need to ensure that $\inf _{\boldsymbol{x} \in \mathbb{R}^{d}}(1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x})) \geq h_{\star} / 2$ for any $t \in[0, T / M]$. This is obtained using the positivity of the heat kernel, so that

$$
|\zeta(t, \boldsymbol{x})-\zeta(0, \boldsymbol{x})| \leq\left|\partial_{t} \zeta-\nu \Delta \zeta\right|_{L^{1}\left(0, T ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)} \lesssim|h \boldsymbol{u}|_{L^{1}\left(0, T ; H^{\left.1+s_{\star}\left(\mathbb{R}^{d}\right)\right)}\right.}
$$

This concludes the proof.
Proposition 8.16. Let $d \in \mathbb{N}^{\star}, h_{\star}>0, \mu^{\star}>0, s_{\star} \in \mathbb{N}, s_{\star}>d / 2, s \in \mathbb{N}$ and $M^{\star} \geq 0$. Then there exists $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta_{0} \in H^{\infty}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\infty, \infty}\left(\mathbb{R}^{d}\right)$ be such that Assumption 8.1 holds, and $\boldsymbol{u}_{0} \in H^{\infty}\left(\mathbb{R}^{d}\right)$ such that

$$
\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+|\beta b|_{W^{\max \left\{1+s, 2+s_{\star}\right\}, \infty}}+|\beta b|_{L^{\infty}}+\left|\varepsilon \boldsymbol{u}_{0}\right|_{X_{\mu}^{1+s_{\star}}} \leq M,
$$

there exists $(\zeta, \boldsymbol{u}) \in \mathcal{C}^{\infty}\left([0, T / M] ; H^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ solution to (8.6) and satisfying for any $t \in[0, T / M]$,

$$
|\zeta(t, \cdot)|_{H^{s}}+|\boldsymbol{u}(t, \cdot)|_{X_{\mu}^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\boldsymbol{u}_{0}\right|_{X_{\mu}^{s}}\right)
$$

and $\inf _{\boldsymbol{x} \in \mathbb{R}^{d}}(1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x})) \geq h_{\star} / 2$.
Sketch of the proof. We introduce $\left(\nu_{n}\right)$ a sequence such that $\nu_{n} \searrow 0$. By Proposition 8.15, there exists $C, T$, independent of $n$ and a sequence $\left(\zeta_{\nu_{n}}, \boldsymbol{u}_{\nu_{n}}\right) \in \mathcal{C}^{\infty}\left([0, T / M] ; H^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}\right)$, uniformly bounded and equicontinuous (by Sobolev embedding) and satisfying (as well as an arbitrary number of derivatives) the desired estimate. By weak compactness, there exists a converging subsequence. From Arzelá-Ascoli theorem, the convergence holds locally uniformly. Hence we can take limits and deduce that the limit satisfies (8.6). The desired bound is a direct consequence of the identical (uniform in $n$ ) estimate on $\left(\zeta_{\nu_{n}}, \boldsymbol{u}_{\nu_{n}}\right)$.
8.6.4.3 Step 3: Existence and uniqueness of classical solutions We are now in position to prove Theorem 8.3.

Proof of Theorem 8.3. We start with the uniqueness. Let us consider two classical solution to eq. (8.15), $\left(\zeta_{1}, \boldsymbol{u}_{1}\right)$ and $\left(\tilde{\zeta}_{2}, \tilde{\boldsymbol{u}}_{2}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s-1}\right)$, with same initial data $\left.\left(\zeta_{i}, \boldsymbol{u}_{i}\right)\right|_{t=0}=\left(\zeta_{0}, \boldsymbol{u}_{0}\right)$. By Proposition 8.11 (with $\boldsymbol{k}=\mathbf{0}$ ), we have that the difference $(\zeta, \boldsymbol{u}) \stackrel{\text { def }}{=}\left(\zeta_{2}-\zeta_{1}, \boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right)$ satisfies

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\varepsilon \boldsymbol{u}_{2} \cdot \nabla \zeta+h_{2} \nabla \cdot \boldsymbol{u}=r \\
\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{2}, \beta \nabla b\right]\right) \partial_{t} \boldsymbol{u}+\nabla \zeta+\varepsilon\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}+\mu \varepsilon \mathcal{Q}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right] \boldsymbol{u}=\boldsymbol{r}
\end{array}\right.
$$

where the right-hand side satisfies, using in particular eq. (8.21),

$$
\forall t \in\left(0, T / M_{0}\right], \quad|r(t, \cdot)|_{L^{2}}+|\boldsymbol{r}(t, \cdot)|_{Y_{\mu}^{0}} \leq C(M) M\left(|\zeta(t, \cdot)|_{L^{2}}+|\boldsymbol{u}(t, \cdot)|_{X_{\mu}^{0}}\right),
$$

where

$$
M=\left\|\varepsilon \zeta_{1}\right\|_{L^{\infty}\left(0, t ; H^{\left.s_{\star}\right)}\right.}+\left\|\varepsilon \boldsymbol{u}_{1}\right\|_{L^{\infty}\left(0, t ; X_{\mu^{\star}}^{s_{\star}}\right)}+\left\|\varepsilon \zeta_{2}\right\|_{L^{\infty}\left(0, t ; H^{\left.s_{\star}\right)}\right.}+\left\|\varepsilon \boldsymbol{u}_{2}\right\|_{L^{\infty}\left(0, t ; X_{\mu^{*}}^{s \star}\right)}+|\beta \nabla b|_{H^{1+s_{\star}}} .
$$

We can now use Proposition 8.12 to deduce that

$$
\mathcal{E}(t) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}}|\zeta|^{2}+h_{2}|\boldsymbol{u}|^{2}+\mu h_{2} \mathcal{T}\left[h_{2}, \beta \nabla b\right] \boldsymbol{u} \cdot \boldsymbol{u} \mathrm{d} \boldsymbol{x}
$$

where $h_{2}=1+\varepsilon \zeta_{2}-\beta b$, satisfies ${ }^{49}$

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E} \leq C(M) M \mathcal{E}
$$

and hence, since $\mathcal{E}(0)=0, \mathcal{E} \equiv 0$. By Lemma 8.9, we deduce the uniqueness.
Now for the existence, we shall construct a solution as the limit of a Cauchy sequence of smooth solutions. The argument is classical and often referred to as the Bona-Smith technique [53] although it appeared already in the work of Kato [241]. We introduce the one-parameter family of mollifiers: for any $\iota>0$,

$$
\mathrm{J}^{\iota} \stackrel{\text { def }}{=} \chi(\nu|D|), \quad \chi(\xi)=\mathbf{1}_{|\xi| \leq 1}
$$

We shall use the following limits which follow by Plancherel's theorem and dominated convergence: for any $\zeta \in H^{s}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left|\zeta-J^{\iota} \zeta\right|_{H^{s}}+\iota^{-1}\left|\zeta-J^{\iota} \zeta\right|_{H^{s-1}}+\iota\left|J^{\iota} \zeta\right|_{H^{s+1}} \rightarrow 0 \tag{8.25a}
\end{equation*}
$$

and for any $\boldsymbol{u} \in X_{\mu}^{s}$,

$$
\begin{equation*}
\left|\boldsymbol{u}-J^{\iota} \boldsymbol{u}\right|_{X_{\mu}^{s}}+\iota^{-1}\left|\boldsymbol{u}-J^{\iota} \boldsymbol{u}\right|_{X_{\mu}^{s-1}}+\iota\left|J^{\iota} \boldsymbol{u}\right|_{X_{\mu}^{s+1}} \rightarrow 0 \tag{8.25b}
\end{equation*}
$$

By Proposition 8.16 with initial data $\left(\zeta_{0}^{\iota}, \boldsymbol{u}_{0}^{\iota}\right) \stackrel{\text { def }}{=}\left(J^{\iota} \zeta_{0}, J^{\iota} \boldsymbol{u}_{0}\right) \in H^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}$ (and assuming at first that the bottom topography is smooth ${ }^{50}$ ), for any $s^{\prime} \in \mathbb{N}$ there exists $C_{0}, T>0$, independent of $\iota$, and $\left(\zeta_{\iota}, \boldsymbol{u}_{\iota}\right) \in \mathcal{C}^{\infty}\left(\left[0, T / M_{0}\right] ; H^{\infty}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ solution to (8.6) and satisfying for any $t \in\left[0, T / M_{0}\right]$

$$
\begin{equation*}
\left|\zeta_{\iota}(t, \cdot)\right|_{H^{s^{\prime}}}+\left|\boldsymbol{u}_{\iota}(t, \cdot)\right|_{X_{\mu}^{s^{\prime}}} \leq C_{0}\left(\left|J^{\iota} \zeta_{0}\right|_{H^{s^{\prime}}}+\left|J^{\iota} \boldsymbol{u}_{0}\right|_{X_{\mu}^{s^{\prime}}}\right) \tag{8.26}
\end{equation*}
$$

[^39]and $\inf _{\boldsymbol{x} \in \mathbb{R}^{d}}\left(1+\varepsilon \zeta_{\iota}(t, \boldsymbol{x})-\beta b(\boldsymbol{x})\right) \geq h_{\star} / 2$.
We wish to prove that, given a decreasing sequence $\iota_{n} \rightarrow 0$, the constructed $\left(\zeta_{\iota_{n}}, \boldsymbol{u}_{\iota_{n}}\right)$ is a Cauchy sequence. Proceeding as above, we may estimate the difference between two solution
$$
\left(\zeta_{m, n}, \boldsymbol{u}_{m, n}\right) \stackrel{\text { def }}{=}\left(\zeta_{\iota_{n}}-\zeta_{\iota_{m}}, \boldsymbol{u}_{\iota_{n}}-\boldsymbol{u}_{\iota_{m}}\right)
$$
by Proposition 8.11 and Proposition 8.12. One gets, for any $\boldsymbol{k} \in \mathbb{N}^{d}, 0 \leq|\boldsymbol{k}| \leq s$, and any $n>m$,
$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{\boldsymbol{k}} \leq C_{\boldsymbol{k}}(M) M \mathcal{E}_{\boldsymbol{k}}+C_{\boldsymbol{k}}(M) \mathcal{E}_{\boldsymbol{k}}^{1 / 2}\left(\left|\zeta_{\iota_{m}}\right|_{H^{|\boldsymbol{k}|+1}}+\left|\boldsymbol{u}_{\iota_{m}}\right|_{X_{\mu}^{|\boldsymbol{k}|+1}}\right)\left(\left|\zeta_{m, n}\right|_{H^{s_{\star}}}+\left|\boldsymbol{u}_{m, n}\right|_{X_{\mu^{\star}}^{s_{\star}}}\right)
$$
where we denote
$M \stackrel{\text { def }}{=}\left\|\varepsilon \zeta_{\iota_{n}}\right\|_{L^{\infty}\left(0, t ; H^{s_{\star}}\right)}+\left\|\varepsilon \boldsymbol{u}_{\iota_{n}}\right\|_{L^{\infty}\left(0, t ; X_{\mu^{\star}}^{s^{\star}}\right)}+\left\|\varepsilon \zeta_{\iota_{m}}\right\|_{L^{\infty}\left(0, t ; H^{s_{\star}}\right)}+\left\|\varepsilon \boldsymbol{u}_{\iota_{m}}\right\|_{L^{\infty}\left(0, t ; X_{\mu^{\star}}^{s}\right)}+|\beta \nabla b|_{W^{s, \infty}}$
and
$$
\mathcal{E}_{\boldsymbol{k}}(t) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}}\left|\partial^{\boldsymbol{k}} \zeta_{m, n}\right|^{2}+h_{n}\left|\partial^{\boldsymbol{k}} \boldsymbol{u}_{m, n}\right|^{2}+\mu h_{n}\left(\mathcal{T}\left[h_{m}, \beta \nabla b\right] \partial^{\boldsymbol{k}} \boldsymbol{u}_{m, n}\right) \cdot\left(\partial^{\boldsymbol{k}} \boldsymbol{u}_{m, n}\right) \mathrm{d} \boldsymbol{x}
$$
where $h_{n} \stackrel{\text { def }}{=} 1+\varepsilon \zeta_{\iota_{n}}-\beta b_{\iota_{n}} \geq h_{\star} / 2$. As a consequence, using eq. (8.26) with $s^{\prime}=s$ and eq. (8.25), there exists $C^{\prime}>0$ such that for any $m, n$,
$$
\left|\zeta_{m, n}\right|_{H^{s-1}}+\left|\boldsymbol{u}_{m, n}\right|_{X_{\mu}^{s-1}}=C^{\prime}\left(\left|\zeta_{m, n}\right|_{H^{s-1}}+\left|\boldsymbol{u}_{m, n}\right|_{X_{\mu}^{s-1}}\right)(t=0)
$$
and in turn
\[

$$
\begin{aligned}
&\left|\zeta_{m, n}\right|_{H^{s}}+\left|\boldsymbol{u}_{m, n}\right|_{X_{\mu}^{s}}=C^{\prime}\left(\left|\zeta_{m, n}\right|_{H^{s}}+\left|\boldsymbol{u}_{m, n}\right|_{X_{\mu}^{s}}\right)(t=0) \\
&+C^{\prime} t\left(\left|\zeta_{\iota_{m}}\right|_{H^{s+1}}+\left|\boldsymbol{u}_{\iota_{m}}\right|_{X_{\mu}^{s+1}}\right)\left(\left|\zeta_{m, n}\right|_{H^{s-1}}+\left|\boldsymbol{u}_{m, n}\right|_{X_{\mu}^{s-1}}\right)(t=0)
\end{aligned}
$$
\]

Using eq. (8.26) with $s^{\prime}=s+1$ and applying eq. (8.25), we deduce that

$$
\limsup _{m, n \rightarrow \infty}\left(\left\|\zeta_{m, n}\right\|_{L^{\infty}\left(0, T / M ; H^{s}\right)}+\left\|\boldsymbol{u}_{m, n}\right\|_{L^{\infty}\left(0, T / M ; X_{\mu}^{s}\right)}\right)=0
$$

and hence the sequence strongly converges in $\mathcal{C}^{0}\left([0, T / M] ; H^{s} \times X_{\mu}^{s}\right)$ towards $(\zeta, \boldsymbol{u})$, satisfying the desired initial condition. We have that $\left(\partial_{t} \zeta_{\iota_{n}}, \partial_{t} \boldsymbol{u}_{\iota_{n}}\right) \rightharpoonup\left(\partial_{t} \zeta, \partial_{t} \boldsymbol{u}\right)$ in the sense of distributions, and hence $(\zeta, \boldsymbol{u})$ is a solution to eq. (8.6) in the sense of distributions. It follows from Lemma 8.10 that $\left(\partial_{t} \zeta, \partial_{t} \boldsymbol{u}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{s-1} \times X_{\mu}^{s-1}\right)$ and hence we have constructed a classical solution. It satisfies the desired estimate by eq. (8.26).

In order to be fully complete, we need to check the second assertion, that is that $(\zeta, \boldsymbol{v}) \in$ $\mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times Y_{\mu}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times Y_{\mu}^{s-1}\right)$ is a classical solution to eq. (8.2) (applying the gradient to the second equation), where $\boldsymbol{v}=h^{-1} \mathfrak{T}^{\mu}[h, \beta \nabla b] \boldsymbol{u}$ with $h=1+\varepsilon \zeta-\beta b$. The desired regularity is a direct consequence of Lemma 8.10, and the fact that $(\zeta, \boldsymbol{v})$ satisfies the desired equations follows from tedious algebra, which are detailed in $[158, \S 6]$.

### 8.7 Discussion and open questions

It should acknowledged that, despite numerous works on the Green-Naghdi system, very little is known concerning the behavior of solutions, except in very particular cases (such as traveling waves). I give below a list of natural questions which in my opinion would deserve additional investigations.

## Singularity formation, shock-like solutions

The first very natural follow-up interrogation after Theorem 8.3 is whether the time of existence of solutions stated therein is optimal. In particular, we do not know whether the Green-Naghdi equations are globally well-posed, even for small initial data. We however have no result on finitetime (or infinite-time) singularity formations. Numerical investigations have been for now fairly inconclusive:

- In [161] the authors' efforts to numerically exhibit singularity formations have been vain;
- In [194] the exhibited "shock-like" structures appear to be smooth.

This question is particularly interesting because the natural Boussinesq (that is, weakly-nonlinear) system correspond to the Green-Naghdi system (8.6), that is in dimension $d=1$ and with flat bottom

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\partial_{x}(h u)=0  \tag{8.27}\\
\left(1-\frac{\mu}{3} \partial_{x}^{2}\right) \partial_{t} u+\partial_{x} \zeta+\varepsilon u \partial_{x} u=0
\end{array}\right.
$$

is one of the few Boussinesq systems which are known to be globally well-posed, provided that the non-cavitation assumption $\inf _{\mathbb{R}}(1+\varepsilon \zeta)>0$ is initially satisfied, by [371, 20]; see also [321]. This does not prevent the existence of shock-like structures as exhibited for eq. (8.27) in the work of El, Hoefer and Shearer [173] but only their formation from smooth initial data. Moreover, the non-cavitation assumption is essential: Bae and Granero-Belinchón showed in [31] that if the noncavitation assumption initially fails to hold at one single point and some symmetry assumptions are enforced, then solutions to eq. (8.6) (or rather an equivalent reformulation when the non-cavitation assumption holds) preserve these assumptions for positive time and cannot remain smooth globally in time.

## Stability of traveling waves

In this section we restrict the discussion to the flat bottom situation, and dimension $d=1$. We have seen in Section 8.4 the existence - and in fact explicit formula - of solitary wave solutions to eq. (8.6), and cnoidal (i.e. periodic) traveling wave solutions could be derived in a similar way. For these structures to be observable in practice (disregarding all the approximations that have been made to derive the equations), one should ensure that they satisfy a notion of stability. Roughly speaking, we ask that for an initial data in the vicinity of traveling wave profile, the solution remains in the vicinity of the corresponding traveling wave solution. As usual, since the system enjoys a continuous family of solutions with any supercritical velocity, the notion of stability can only be orbital, that is up to horizontal translation. In other words we are looking at the stability of profiles.

Based on the Hamiltonian structure of the Green-Naghdi system, we may interpret traveling waves solutions to (8.6) as critical points to the functional $\mathscr{H}_{\mathrm{GN}}(\zeta, v)-c \mathscr{I}_{\mathrm{GN}}(\zeta, v)$, i.e.

$$
c \zeta=\delta_{v} \mathscr{H}_{\mathrm{GN}}(\zeta, v) \quad \text { and } \quad c v=\delta_{\zeta} \mathscr{H}_{\mathrm{GN}}(\zeta, v)
$$

where $\mathscr{I}_{\mathrm{GN}}(\zeta, v) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta v$ and $v=h^{-1} \mathfrak{T}^{\mu}[h, 0] u$. However these critical points are neither minimizers nor maximizers of the functional, and hence give no direct information to the stability of the solutions. In [162], a constrained minimization problem is introduced which allows to prove the existence - together with a weak notion of stability - of solitary waves for a larger class of equations, including (8.6), yet the functionals at stake are not preserved quantities of the system, and hence even the standard weak "conditional" notion of stability fails to hold by this method.

In [277, 278], Li shows that solitary wave solutions of the eq. (8.6) equations with sufficiently small supercritical velocity $0<c-1 \ll 1$ are (orbitally) linearly stable (see details therein) for infinitely small and exponentially decaying perturbations. Later on Carter and Cienfuegos numerically studied in [77] the linear stability of cnoidal waves and found that sufficiently large or steep
cnoidal waves exhibit linear instability, with relatively small growth rate. The results do not pass to the limit of infinitely long waves, that is solitary waves; see the discussion in [77]. Finally, the modulational stability of small-amplitude bore solutions is proved in [172]. To my knowledge, no nonlinear stability result is yet available. The numerical investigation in [161] pleads for the stability of solitary waves, even with large velocities, although the latter exhibit a strong sensitivity to perturbations.

## Small-amplitude, large-time dynamics

A very natural question in the oceanographic context concerns the large time asymptotic behavior of solutions to the Green-Naghdi system for small data. After a straightforward rescaling of (8.6), the problem is naturally formulated in terms of solutions to the system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\frac{1}{\varepsilon} \nabla \cdot(h \boldsymbol{u})=0, \quad h \stackrel{\text { def }}{=} 1+\varepsilon \zeta-\beta b,  \tag{8.28}\\
(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b]) \partial_{t} \boldsymbol{u}+\frac{1}{\varepsilon} \nabla \zeta+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mu \mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}]=0
\end{array}\right.
$$

Is the Cauchy problem for (8.28) locally well-posed, uniformly with respect to $\varepsilon \in(0,1]$ ? Is it globally well-posed for $\varepsilon$ small enough? Can we exhibit "averaged" equations asymptotically describing a slow coherent evolution of the solution?

This type of singular limit has been widely studied in particular in the context of the low Mach number limit; see e.g. [188, 9, 370, 293] and references therein (it appears also in the study of the weak density contrast limit in Section 6.2 .5 and in the study of the Favrie-Gavrilyuk approximation in the subsequent Section 9). As a matter of fact, when $\beta=\mu=0$ and horizontal dimension $d=2$, one recognizes the incompressible limit for the isentropic two-dimensional Euler equations, and it is tempting to elaborate on the analogy. One would then expect the solutions to (8.28) to be asymptotically described (as $\varepsilon \searrow 0$ ) as the superposition of two components, described thereafter.
i. The "incompressible" component, being defined as the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot((1-\beta b) \boldsymbol{u})=0  \tag{8.29}\\
(\operatorname{Id}+\mu \mathcal{T}[1-\beta b, \beta \nabla b]) \partial_{t} \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \\
\quad+\mu \mathcal{Q}[1-\beta b, \beta \nabla b, \boldsymbol{u}]=-\nabla p
\end{array}\right.
$$

where the "pressure" $p$ in $(8.29)_{2}$ is the Lagrange multiplier associated to the "incompressibility" constraint (8.29) ${ }_{1}$.
ii. The "acoustic" component, being defined as the solution to

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\frac{1}{\varepsilon} \nabla \cdot((1-\beta b) \boldsymbol{u})=0,  \tag{8.30}\\
(\operatorname{Id}+\mu \mathcal{T}[1-\beta b, \beta \nabla b]) \partial_{t} \boldsymbol{u}+\frac{1}{\varepsilon} \nabla \zeta=0,
\end{array}\right.
$$

with initial data satisfying $\left.\operatorname{curl}(\boldsymbol{u}+\mu \mathcal{T}[1-\beta b, \beta \nabla b] \boldsymbol{u})\right|_{t=0}=0$.
System (8.29) was derived in [71, 72], and is usually referred to as the great-lake equations. Its well-posedness, extending the theory concerning the two-dimensional incompressible Euler equations, was subsequently provided in [273, 339]. However, we should emphasize that due to the irrotationality assumption that was used when deriving the Green-Naghdi system, it is natural to consider initial data satisfying

$$
\left.(\boldsymbol{u}+\mu \mathcal{T}[1-\beta b, \beta \nabla b] \boldsymbol{u})\right|_{t=0}=\nabla \psi
$$

and hence $\left.\operatorname{curl}(\boldsymbol{u}+\mu \mathcal{T}[1-\beta b, \beta \nabla b] \boldsymbol{u})\right|_{t=0}=0$. However, adding this constraint to the additional constraint (8.29) ${ }_{1}$ leaves only the trivial solution. In other words, in the irrotational framework
that is the only one - at least so far-for which the Green-Naghdi system is rigorously justified, the incompressible (or rigid-lid) component vanishes; see also [301] for a similar discussion on the water waves system. One thus expects that the flow is asymptotically described by (8.30) only, in the limit $\varepsilon \rightarrow 0$ and in the irrotational setting.

However, when trying to adapt the usual strategy for rigorously proving such behavior, one immediately encounters a serious difficulty in the physically relevant situation of non-trivial topography, which transpires in the the fact that our lower bound for the existence time in Theorem 8.3 depends on the size of the bottom variations in addition to the size of the initial data. When transcribed to system (8.28), this means that we are not able to obtain a lower bound on the existence time of its solutions which is uniform with respect to $\varepsilon$, unless $\beta=\mathcal{O}(\varepsilon)$.

For the Saint-Venant system, that is setting $\mu=0$, Bresch and Métivier [60] have obtained such a uniform lower bound without any restriction on the amplitude bathymetry. The strategy consists in estimating first the time derivatives of the solution, and then using the system to deduce estimates on space derivatives. A related strategy (in the sense that we look for operators commuting with the singular component of the system) amounts to remark that for any $n \in \mathbb{N}$, one can control the $L^{2}$-norm of

$$
\zeta_{n} \stackrel{\text { def }}{=}(\nabla \cdot(1-b) \nabla)^{n} \zeta, \quad \boldsymbol{u}_{n} \stackrel{\text { def }}{=}(\nabla(1-b) \nabla \cdot)^{n} \boldsymbol{u}
$$

by exhibiting the quasilinear system satisfied by $\left(\zeta_{n}, \boldsymbol{u}_{n}\right)$ and applying simple energy estimates. This allows to control the $H^{2 n}$-norm of $\zeta, \boldsymbol{u}$, provided that the initial data and bottom topography are sufficiently regular. One expects a similar strategy to work for the water waves system (partial results have been obtained by the method of time derivatives in [300]), that is to control

$$
\zeta_{n} \stackrel{\text { def }}{=}\left(\frac{1}{\mu} \mathcal{G}^{\mu}[0, \beta b]\right)^{n} \zeta, \quad \psi_{n} \stackrel{\text { def }}{=}\left(\frac{1}{\mu} \mathcal{G}^{\mu}[0, \beta b]\right)^{n} \psi
$$

Since $\mathcal{G}^{\mu}$ is an order-one operator, controlling $\zeta_{n}, \psi_{n}$ indeed allows to control higher regularities on $\zeta, \psi$. The strategy however fails for the Green-Naghdi system, as the corresponding operator, namely (see eq. (8.1))

$$
\frac{1}{\mu} G^{\mu}[0, \beta b] \bullet \approx-\nabla \cdot\left((1-\beta b) \mathfrak{T}^{\mu}[1-\beta b, \beta \nabla b]^{-1}\{(1-\beta b) \nabla \bullet\}\right)
$$

is of order zero. One could easily propose different systems that do not suffer from such a shortcoming, by adding the effect of surface tension as in [300]-but then the result would depend on the size of the surface tension parameter - or modifying the system without hurting its consistency as in [302]-but then the model would presumably lose the variational structure.

In the flat bottom case $(\beta \equiv 0)$ and in dimension $d=2$, the rigorous justification of eq. (8.30) as a valid approximation (that is the fact that we can neglect quadratic nonlinearities) should follow from Strichartz estimates (see [32, § 8.3]) as in the work of Ukai [394] and Asano [25] (see also Theorem 6.16) for the weakly compressible Euler equation (that is when $\mu=0$ ), although our setting is simpler since we do not have to consider the interaction with the "incompressible" component, which is trivial by the foregoing discussion. Notice finally that a by-product of this analysis (see the discussion in [188]) would prevent the possibility of a singularity formation in a time interval uniform with respect to $\varepsilon$ for solutions to eq. (8.28) and hence in a time interval of size $\mathcal{O}(1 / \varepsilon)$ in the original equations, eq. (8.6).

## 9 The Favrie-Gavrilyuk approximation

A difficulty arises when one tries to solve numerically the initial-value problem associated with the Green-Naghdi system, say eq. (8.6), as it is found necessary to invert the elliptic operator

$$
\mathfrak{T}[h, \beta \nabla b]: \boldsymbol{u} \mapsto h \boldsymbol{u}-\frac{1}{3} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2}\left(\nabla\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \nabla \cdot \boldsymbol{u}\right)+h(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b) .
$$

This is only a technical difficulty in the proof of the local well-posedness of the Cauchy problem (see Section 8.6, and in particular Lemma 8.9), but remains a severe issue for practical numerical simulations, as the cost of inverting this operator at each time step can be prohibitive, especially in dimension $d=2$. We refer to $[102,270,165,276,317,315,351,8,145,161]$ for several numerical schemes adapted to the Green-Naghdi system. The aforementioned issue is addressed in particular in $[136,266,163]$, where the authors introduce a new class of models which enjoy the same precision as the original Green-Naghdi system - as an asymptotic model for the water waves equationsbut for which the elliptic operator playing the role of $\mathfrak{T}[h]$ is independent of time. However this new model does not enjoy the nice properties of the Green-Naghdi system, and in particular the conservation of energy. A different direction of investigation is proposed by Favrie and Gavrilyuk in [179]. They relax the Lagrangian associated with the variational formulation of the Green-Naghdi system (see Section 8.1.3) by introducing new variables: instead of the one displayed in eq. (8.12), they consider (here we extend their framework to non-trivial topographies) the Lagrangian density

$$
\begin{equation*}
\mathcal{L}^{\lambda}(h, \boldsymbol{u}, \dot{h}, \dot{b}, b)=\frac{h}{2}\left(|\boldsymbol{u}|^{2}+\frac{1}{3}\left(\dot{\eta}+\frac{3}{2} \dot{b}\right)^{2}+\frac{1}{4} \dot{b}^{2}\right)-\frac{g}{2}(h+b)^{2}-\frac{\lambda}{6 h}(\eta-h)^{2} . \tag{9.1}
\end{equation*}
$$

From this they derive the system which we refer to as the Favrie-Gavrilyuk system:

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0  \tag{9.2}\\
\partial_{t} \boldsymbol{u}+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mathcal{P}^{\lambda}[\eta, h, b, \boldsymbol{u}]=\mathbf{0} \\
\partial_{t} \eta+\boldsymbol{u} \cdot \nabla \eta=w-\frac{3}{2} \dot{b}, \\
\partial_{t} w+\boldsymbol{u} \cdot \nabla w=-\frac{\lambda}{h^{2}}(\eta-h)
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathcal{P}^{\lambda}[\eta, h, b, \boldsymbol{u}] \stackrel{\text { def }}{=}-\frac{\lambda}{3 h} \nabla\left(\frac{\eta}{h}(\eta-h)\right)-\frac{\lambda}{2 h^{2}}(\eta-h) \nabla b+\frac{1}{4} \ddot{b} \nabla b . \tag{9.3}
\end{equation*}
$$

System (9.2) is a quasilinear system of balance laws with two additional unknowns and a free parameter, $\lambda$, which should be chosen large in order to hope for valuable approximations. Hence the system has some similarity with the widely studied-both from a theoretical (see references in Section 9.6) and numerical (see e.g. [254, 368, 298, 326, 327, 132, 230] and references therein) point of view-Euler system in the low Mach number or weakly compressible limit, and its is hoped that this purely quasilinear structure can be useful to devise efficient numerical schemes with good properties; see in particular [243] where Perfectly Matched Layer (PML) boundary conditions are proposed.

The hope is that in the limit $\lambda \rightarrow \infty$, solutions to eq. (9.2) approach solutions to eq. (8.9). Indeed we expect, using the fourth and third equations of eq. (9.2):

$$
\eta=h+\mathcal{O}\left(\lambda^{-1}\right) \quad \text { and } \quad \lambda(\eta-h)=-h^{2} \ddot{\eta}=-h^{2} \ddot{h}+\mathcal{O}\left(\lambda^{-1}\right)
$$

and we recover eq. (8.9) when plugging the truncated approximations in the second equation. A rigorous proof to the above formal reasoning is given (in the flat bottom situation) in [154], however with the important assumption that the initial data should be sufficiently well-prepared. This work also provides some insights to how large $\lambda$ should be chosen so that solutions to eq. (9.2) are approximate solutions to the water waves system which are "as good"-or at least "not much worse"-than
the ones supplied by the Green-Naghdi system. We give precise statements in Section 9.5 and sketch the proofs in Section 9.6.

In order to provide valuable descriptions of the precision of the solutions to the Favrie-Gavrilyuk equation as approximate solutions to the Green-Naghdi system, we first need to non-dimensionalize eq. (9.2). Considering $w$ as a vertical velocity, $\eta$ as a vertical length and $\lambda$ as a vertical acceleration times a vertical length (or the square of a vertical velocity), we obtain

$$
\left\{\begin{array}{l}
\partial_{t} h+\varepsilon \nabla \cdot(h \boldsymbol{u})=0  \tag{9.4}\\
\varepsilon \partial_{t} \boldsymbol{u}+\nabla(h+\beta b)+\varepsilon^{2}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mu \mathcal{P}^{\lambda}[\eta, h, \beta b, \varepsilon \boldsymbol{u}]=\mathbf{0} \\
\partial_{t} \eta+\varepsilon \boldsymbol{u} \cdot \nabla \eta=\varepsilon w-\frac{3}{2} \beta \dot{b}, \\
\varepsilon \partial_{t} w+\varepsilon^{2} \boldsymbol{u} \cdot \nabla w=-\frac{\lambda}{h^{2}}(\eta-h)
\end{array}\right.
$$

where $\mathcal{P}^{\lambda}$ is defined in eq. (9.3). We shall consider the interplay of $\lambda$ being large and $\mu$ being small.
Remark 9.1. A somewhat more standard approach of artificial relaxation ${ }^{51}$ based on the formulation eq. (8.8) consists in relaxing the constraint ${ }^{52}$

$$
v=\frac{\dot{h}}{3}+\frac{\dot{b}}{2}
$$

with the following

$$
\partial_{t}(h q)+\nabla \cdot(h q \mathbf{u})=-\lambda\left(v-\frac{\dot{h}}{3}-\frac{\dot{b}}{2}\right)
$$

This yields the system

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0 \\
\partial_{t} \boldsymbol{u}+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\frac{1}{h} \nabla(h q)+(\nabla b)\left(\frac{3}{2 h} q+\frac{1}{4} \ddot{b}\right)=\mathbf{0} \\
\partial_{t} v+\boldsymbol{u} \cdot \nabla v=\frac{q}{h} \\
\partial_{t}(h q)+\nabla \cdot(h q u)=-\lambda\left(v-\frac{\dot{h}}{3}-\frac{\dot{b}}{2}\right)
\end{array}\right.
$$

Denoting $\eta=h-\frac{3}{\lambda} h q$ and $w=3 v$, we obtain

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0  \tag{9.5}\\
\partial_{t} \boldsymbol{u}+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-\frac{\lambda}{3 h} \nabla(\eta-h)+(\nabla b)\left(-\frac{\lambda}{2 h^{2}}(\eta-h)+\frac{1}{4} \ddot{b}\right)=\mathbf{0}, \\
\partial_{t} \eta+\nabla \cdot(\eta \boldsymbol{u})=w-\dot{h}-\frac{3}{2} \dot{b}, \\
\partial_{t} w+\boldsymbol{u} \cdot \nabla w=-\frac{\lambda}{h^{2}}(\eta-h) .
\end{array}\right.
$$

It turns out that eq. (9.5) is not exactly the Favrie-Gavrilyuk system, eq. (9.2) (despite having the same conserved energy), but only up to negligible terms in the limit $\lambda \rightarrow \infty$, since we expect (and prove in Section 9.5) $\eta-h=\mathcal{O}\left(\lambda^{-1}\right)$. All the results in Section 9.5 are easily adapted to eq. (9.5).

For the sake of completeness, let us introduce yet another relaxation approach, which was kindly brought up to my attention by D. Bresch. Relaxing differently the constraints in eq. (8.8), we arrive

[^40]at
\[

\left\{$$
\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0,  \tag{9.6}\\
\partial_{t} \boldsymbol{u}+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-\frac{\lambda}{h} \nabla\left(h\left(v+\frac{h \nabla \cdot u}{3}-\frac{\dot{b}}{2}\right)\right)-\frac{\lambda}{h}(\nabla b)\left(v_{\mathrm{b}}+\frac{h \nabla \cdot u}{2}-\dot{b}\right)=\mathbf{0}, \\
\partial_{t}(h v)+\nabla \cdot(h v \boldsymbol{u})=-\lambda\left(v+\frac{h \nabla \cdot u}{3}-\frac{\dot{b}}{2}\right), \\
\partial_{t}\left(h v_{\mathrm{b}}\right)+\nabla \cdot\left(h v_{\mathrm{b}} \boldsymbol{u}\right)=-\lambda\left(v_{\mathrm{b}}+\frac{h \nabla \cdot u}{2}-\dot{b}\right) .
\end{array}
$$\right.
\]

This approach is quite different from the aforementioned ones: the resulting system is of parabolic type as second-order operators acting on $\boldsymbol{u}$ appear in the second equation. Depending on the point of view, this feature can be seen as problematic as the approach introduces spurious energy dissipation, or desirable as the resulting system may damp undesirable high frequency oscillations.

### 9.1 Variational structure

By construction, the Favrie-Gavrilyuk system, eq. (9.4), enjoys a Lagrangian structure related to the one of the Green-Naghdi system discussed in Section 8.1.3. One can wonder whether the system also enjoys variational structures related to the other ones discussed in Section 8.1 and which are more directly comparable to the ones of the water waves equations; see Section 2.2. The positive answer is provided below.

### 9.1.1 Another Lagrangian structure

In the spirit of Section 8.1.2, we can obtain the Favrie-Gavrilyuk system, eq. (9.4), through Hamilton's principle on the following Lagrangian action function:

$$
\begin{aligned}
& \mathscr{L}_{\mathrm{FG}}=\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \frac{1}{2} h|\varepsilon \boldsymbol{u}|^{2}+\frac{\mu}{6} h(\varepsilon w)^{2}+\frac{\mu}{8} h(\beta \dot{b})^{2}-\frac{1}{2}\left((h+\beta b)^{2}-1\right)-\frac{\lambda \mu}{6 h}(\eta-h)^{2} \\
&+\varepsilon \varphi\left(\partial_{t} h+\varepsilon \nabla \cdot(h \boldsymbol{u})\right)+\varepsilon \vartheta\left(\partial_{t} \eta+\varepsilon \boldsymbol{u} \cdot \nabla \eta-\varepsilon w+\frac{3}{2} \beta \dot{b}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t .
\end{aligned}
$$

Indeed, one recovers obviously the first and third equation from

$$
0=\delta_{\varphi} \mathscr{L}_{\mathrm{FG}}=\partial_{t} h+\varepsilon \nabla \cdot(h \boldsymbol{u}) \quad ; \quad 0=\delta_{\vartheta} \mathscr{L}_{\mathrm{FG}}=\partial_{t} \eta+\varepsilon \boldsymbol{u} \cdot \nabla \eta-\varepsilon w+\frac{3}{2} \beta \dot{b} .
$$

Now, we have

$$
\delta_{w} \mathscr{L}_{\mathrm{FG}}=\frac{\mu}{3} h \varepsilon^{2} w-\varepsilon^{2} \vartheta \quad ; \quad \delta_{\eta} \mathscr{L}_{\mathrm{FG}}=-\frac{\lambda \mu}{3 h}(\eta-h)-\varepsilon \partial_{t} \vartheta-\varepsilon^{2} \nabla \cdot(\boldsymbol{u} \vartheta)
$$

and hence $\delta_{w} \mathscr{L}_{\mathrm{FG}}=\delta_{\eta} \mathscr{L}_{\mathrm{FG}}=0$ yields the fourth equation. Finally,

$$
\begin{aligned}
\delta_{\boldsymbol{u}} \mathscr{L}_{\mathrm{FG}} & =h \varepsilon^{2} \boldsymbol{u}+\frac{\mu}{4} \varepsilon \beta h \nabla b(\beta \dot{b})-\varepsilon^{2} h \nabla \varphi+\varepsilon \vartheta\left(\varepsilon \nabla \eta+\frac{3}{2} \beta \nabla b\right) \\
\delta_{h} \mathscr{L}_{\mathrm{FG}} & =\frac{1}{2}|\varepsilon \boldsymbol{u}|^{2}+\frac{\mu}{6}(\varepsilon w)^{2}+\frac{\mu}{8}(\beta \dot{b})^{2}-(h+\beta b)+\frac{\lambda \mu}{6}\left(\frac{\eta^{2}}{h^{2}}-1\right)-\varepsilon \partial_{t} \varphi-\varepsilon^{2} \boldsymbol{u} \cdot \nabla \varphi
\end{aligned}
$$

Hence we define

$$
\begin{equation*}
\vartheta=\frac{\mu}{3} h w \quad ; \quad \varepsilon \nabla \varphi=\varepsilon \boldsymbol{u}+\frac{\mu}{4} \beta \nabla b(\beta \dot{b})+\frac{\mu}{3} \varepsilon w\left(\nabla \eta+\frac{3}{2} \beta \nabla b\right) \tag{9.7}
\end{equation*}
$$

and $\delta_{\boldsymbol{u}} \mathscr{L}_{\mathrm{FG}}=\mathbf{0}, \delta_{h} \mathscr{L}_{\mathrm{FG}}=0$ yields
$\left(\partial_{t}+\varepsilon \boldsymbol{u}^{\perp} \operatorname{curl}\right)(\varepsilon \nabla \varphi)+\varepsilon^{2} \nabla(\boldsymbol{u} \cdot \nabla \varphi)=\nabla\left(\frac{1}{2}|\varepsilon \boldsymbol{u}|^{2}+\frac{\mu}{6}(\varepsilon w)^{2}+\frac{\mu}{8}(\beta \dot{b})^{2}-(h+\beta b)+\frac{\lambda \mu}{6}\left(\frac{\eta^{2}}{h^{2}}-1\right)\right)$.

This equation can be found to be equivalent to the second equation in eq. (9.4). Notice an irrotationality condition needs to be satisfied in order to define $\nabla \varphi$, which echoes the physical irrotationality condition $\boldsymbol{v}=\nabla \psi$ that already appeared on the Green-Naghdi system. The above equations provide a conservative form of the Favrie-Gavrilyuk system, provided this irrotationality condition is (initially) satisfied.

### 9.1.2 Hamiltonian structure

Let us now restrict to the time-independent framework, $\partial_{t} b=0$. Notice that plugging the identities (9.7) into the Lagrangian $\mathscr{L}_{\text {FG }}$, and after integrating by parts, we find

$$
\mathscr{L}_{\mathrm{FG}}=\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \varepsilon \varphi \partial_{t} h+\varepsilon \vartheta \partial_{t} \eta \mathrm{~d} \mathbf{x}-\mathscr{H}_{\mathrm{FG}} \mathrm{~d} t
$$

where we define
$\mathscr{H}_{\mathrm{FG}}(h, \eta, \varepsilon \varphi, \varepsilon \vartheta) \stackrel{\text { def }}{=} \int_{\mathbb{R}} \frac{1}{2} h \varepsilon^{2} \boldsymbol{u} \cdot\left(\boldsymbol{u}+\frac{\mu \beta}{4}(\boldsymbol{u} \cdot \nabla b)(\beta \nabla b)\right)+\frac{3 \mu^{-1}}{2 h}(\varepsilon \vartheta)^{2}+\frac{1}{2}\left((h+\beta b)^{2}-1\right)+\frac{\lambda \mu}{6 h}(\eta-h)^{2}$,
and, therein, we denote $\boldsymbol{u}[h, \eta, \varepsilon \varphi, \varepsilon \vartheta, b]$ the solution to

$$
\boldsymbol{u}+\frac{\mu \beta}{4}(\boldsymbol{u} \cdot \nabla b)(\beta \nabla b)=\nabla \varphi-\frac{\vartheta}{h}\left(\nabla \eta+\frac{3}{2} \beta \nabla b\right) .
$$

Hence from Hamilton's principle we infer the Hamiltonian structure of eq. (9.4):

$$
\partial_{t}\left(\begin{array}{c}
h  \tag{9.8}\\
\varepsilon \varphi \\
\eta \\
\varepsilon \vartheta
\end{array}\right)+\left(\begin{array}{c}
-\delta_{\varepsilon \varphi} \mathscr{H}_{\mathrm{FG}} \\
+\delta_{h} \mathscr{H}_{\mathrm{FG}} \\
-\delta_{\varepsilon \vartheta} \mathscr{H}_{\mathrm{FG}} \\
+\delta_{\eta} \mathscr{H}_{\mathrm{FG}}
\end{array}\right)=\mathbf{0} .
$$

This formulation is in some sense the counterpart of the formulation of the Green-Naghdi system using Zakharov's canonical variables, that is eq. (8.2).

### 9.2 Group symmetries and preserved quantities

Recall that thanks to its Hamiltonian structure, by Noether's theorem, symmetry groups of the Favrie-Gavrilyuk system relate to conserved quantities of the system. We have in particular the following group symmetries: using the above notations, if $(h, \varphi, \eta, \vartheta)$ is a solution to eq. (9.8), then for any $\theta \in \mathbb{R},\left(h^{\theta}, \varphi^{\theta}, \eta^{\theta}, \vartheta^{\theta}\right)$ also satisfies eq. (9.8), where

- Variation of base level for the velocity potential

$$
\left(h^{\theta}, \varphi^{\theta}, \eta^{\theta}, \vartheta^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(h, \varphi+\theta, \eta, \vartheta)(t, \boldsymbol{x}) .
$$

- Horizontal translation along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(h^{\theta}, \varphi^{\theta}, \eta^{\theta}, \vartheta^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(h, \varphi, \eta, \vartheta)(t, \boldsymbol{x}-\theta \boldsymbol{e}) .
$$

- Time translation (in the fixed-bottom case)

$$
\left(h^{\theta}, \varphi^{\theta}, \eta^{\theta}, \vartheta^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(h, \varphi, \eta, \vartheta)(t-\theta, \boldsymbol{x}) .
$$

We have the following corresponding preserved quantities of eq. (9.8) (or, equivalently, eq. (9.4))

- Excess of mass

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x} \quad(\text { where } h \stackrel{\text { def }}{=} 1+\varepsilon \zeta-\beta b) .
$$

- Horizontal impulse (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}_{\mathrm{FG}}=0, \quad \mathscr{I}_{\mathrm{FG}} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} h \nabla \varphi+\eta \nabla \vartheta \mathrm{d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0),
$$

and we note that using eq. (9.7) we have (in the flat bottom case) the following identity:

$$
\mathscr{I}_{\mathrm{FG}}=\varepsilon h \boldsymbol{u}+\frac{\mu \varepsilon}{3} \nabla(h \eta w),
$$

hence we see a direct correspondence with respect to the conservation of the horizontal momentum (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}=0, \quad \mathscr{M} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} h \boldsymbol{u} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0)
$$

- Total energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{FG}}=0
$$

where we recall that

$$
\mathscr{H}_{\mathrm{FG}}=\int_{\mathbb{R}} \frac{1}{2} h \varepsilon^{2} \boldsymbol{u} \cdot\left(\boldsymbol{u}+\frac{\mu \beta}{4}(\boldsymbol{u} \cdot \nabla b)(\beta \nabla b)\right)+\frac{\mu}{6 h}(\varepsilon h w)^{2}+\frac{1}{2}\left((h+\beta b)^{2}-1\right)+\frac{\lambda \mu}{6 h}(\eta-h)^{2} .
$$

The quantities are preserved in a stronger sense: their integrand satisfies a conservation law, which are written out explicitly in [66, Appendix A] up to $\mathcal{O}\left(\beta^{2}\right)$ terms since the contributions of $\frac{1}{4} \dot{b}^{2}$ in the definition of Lagrangian, eq. (9.1), are neglected therein.

### 9.3 Modal analysis

Linearizing eq. (9.2) around the rest state (in the flat bottom situation) yields

$$
\left\{\begin{array}{l}
\partial_{t} h+d \nabla \cdot \boldsymbol{u}=0 \\
\partial_{t} \boldsymbol{u}+g \nabla h-\frac{\lambda}{3 d} \nabla(\eta-h)=\mathbf{0}, \\
\partial_{t} \eta=w \\
\partial_{t} w=-\frac{\lambda}{d^{2}}(\eta-h),
\end{array}\right.
$$

where $d$ is the layer depth at infinity. From this we infer the dispersion relation

$$
\left(\omega(|\boldsymbol{\xi}|)^{2}-g d|\boldsymbol{\xi}|^{2}\right)\left(1-\frac{\omega(|\boldsymbol{\xi}|)^{2} d^{2}}{\lambda}\right)+\frac{1}{3} d^{2}|\boldsymbol{\xi}|^{2} \omega(|\boldsymbol{\xi}|)^{2}=0
$$

provided $\lambda \neq \omega(|\boldsymbol{\xi}|)^{2} d^{2}$. From this we infer, denoting $\tilde{\lambda}=\frac{\lambda}{g d}$,

$$
\frac{\omega_{ \pm}(|\boldsymbol{\xi}|)^{2}}{g / d}=\frac{1}{2}(d|\boldsymbol{\xi}|)^{2}+\frac{\tilde{\lambda}}{2}\left(1+\frac{1}{3}(d|\boldsymbol{\xi}|)^{2}\right) \pm \frac{1}{6} \sqrt{(3+\tilde{\lambda})^{2}(d|\boldsymbol{\xi}|)^{4}+\left(6 \tilde{\lambda}^{2}-18 \tilde{\lambda}\right)(d|\boldsymbol{\xi}|)^{2}+9 \tilde{\lambda}^{2}}
$$

Hence there are two modes of propagation, corresponding to either $\omega_{+}$and $\omega_{-}$. Denoting $\omega_{\mathrm{GN}}(\boldsymbol{\xi})$ the wave angular frequency at wave vector $\boldsymbol{\xi}$ associated with the linearized Green-Naghdi system, that is (see Section 8.3):

$$
\omega_{\mathrm{GN}}(\boldsymbol{\xi})^{2}=\frac{g d|\boldsymbol{\xi}|^{2}}{1+\frac{1}{3} d^{2}|\boldsymbol{\xi}|^{2}}
$$

we have for any $\boldsymbol{\xi} \neq \mathbf{0}$ and any $\tilde{\lambda}>0$ (see Figure 9.1)

$$
\left|\omega_{-}\right|(\boldsymbol{\xi})<\left|\omega_{\mathrm{GN}}\right|(\boldsymbol{\xi})<\left|\omega_{+}\right|(\boldsymbol{\xi}) \quad ; \quad\left|\omega_{-}\right|(\boldsymbol{\xi}) \rightarrow\left|\omega_{\mathrm{GN}}\right|(\boldsymbol{\xi})(\lambda \rightarrow \infty) \quad ; \quad \omega_{+}^{2}(\boldsymbol{\xi})>\omega_{+}^{2}(\mathbf{0})=\lambda / d^{2}
$$

Hence the mode of propagation associated with $\omega_{-}$represents the "physical" wave which approach the solution to the Green-Naghdi system. The mode of propagation associated with $\omega_{+}$represents spurious waves. Notice that while they oscillate rapidly, their group velocity vanishes at small wavenumbers, and hence we may expect a resonant interaction between the two modes at the nonlinear level. This is an indication that we need to ensure that the spurious mode is small through appropriate initial conditions so as to ensure good properties at the nonlinear level.


Figure 9.1 - Wave frequencies, $\left|\omega_{ \pm}\right|(|\boldsymbol{\xi}|)$, corresponding to the Favrie-Gavrilyuk system, and comparison with the water waves and the Green-Naghdi systems.

### 9.4 Traveling waves

The analysis of the existence of solitary waves to the Favrie-Gavrilyuk system (in the flat bottom situation) was provided in [243, Annex A], and a numerical comparison with respect to the explicit ones of the Green-Naghdi system (see Section 8.4) is carried out in [179, 66]. Yet a quantitative comparison of their profiles and the thorough analysis of the interplay between the parameter $\lambda$ and the Froude number (that is the normalized velocity $c$ of the traveling wave; after rescaling, we can relate the limit $c \searrow 1$ with the long wave limit, $\varepsilon \approx \mu \searrow 0$ ) remains to be accomplished.

### 9.5 Rigorous justification

In this section we provide a rigorous justification of the Favrie-Gavrilyuk system eq. (9.4), as an approximate system for the Green-Naghdi model (and hence the water waves equations). The detailed proof of the results stated below can be found in [154] in the flat bottom framework, the extension to small but non-flat bottom being straightforward. A sketch of the proofs is presented in Section 9.6.

Because system (9.4) is a symmetrizable hyperbolic quasilinear system, the well-posedness of the corresponding initial-value problem is provided by standard theory; see e.g. [47].

Theorem 9.2 (Small-time existence). Let $s \in \mathbb{R}$ with $s>1+d / 2$. Then for any $\lambda, \mu, \varepsilon, \beta \in(0, \infty)$, for any $b \in L^{\infty}\left(\mathbb{R}^{+} ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ and any $\boldsymbol{U}_{0}=\left(\zeta_{0}, \boldsymbol{u}_{0}, \varsigma_{0}, w_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right)^{d+3}$ satisfying the hyperbolicity condition

$$
\begin{equation*}
h_{0} \stackrel{\text { def }}{=} 1+\varepsilon \zeta_{0}-\left.\beta b\right|_{t=0} \geq h_{\star}>0 \tag{9.9}
\end{equation*}
$$

there exists a unique maximal strong solution $\boldsymbol{U}=(\zeta, \boldsymbol{u}, \varsigma, w) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right) ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{d+3}$ to (9.4) (denoting $h=1+\varepsilon \zeta-\beta b$ and $\eta=1+\varepsilon \varsigma-\beta b$ ) with $\left.\boldsymbol{U}\right|_{t=0}=\boldsymbol{U}_{0}$, where $T^{\star}>0$ is the maximal time of existence.

Solutions to the Favrie-Gavrilyuk system are valuable approximations to the Green-Naghdi system (in the sense of consistency) as long as several space and time derivatives of the solutions are uniformly bounded, as stated below.

Theorem 9.3 (Consistency). Let $s \geq 2$ and $h_{\star}, M^{\star}>0$. There exists $C>0$ such that for any $\lambda, \mu, \varepsilon, \beta \in(0, \infty), T>0$ and $\boldsymbol{U}=(\zeta, \boldsymbol{u}, \varsigma, w) \in \bigcap_{j=0}^{2} \mathcal{C}^{j}\left([0, T] ; H^{s-j}\left(\mathbb{R}^{d}\right)\right)^{d+3}$ strong solution to (9.4) satisfying $h \stackrel{\text { def }}{=} 1+\varepsilon \zeta-\beta b \geq h_{\star}>0$ and

$$
\sup _{t \in[0, T]}\left(|\varepsilon \boldsymbol{U}|_{H^{s}}+\left|\varepsilon \partial_{t} \boldsymbol{U}\right|_{H^{s-1}}+\left|\varepsilon \partial_{t}^{2} \boldsymbol{U}\right|_{H^{s-2}}+|\beta b|_{H^{s}}+\left|\beta \partial_{t} b\right|_{H^{s-1}}+\left|\beta \partial_{t}^{2} b\right|_{H^{s-2}}\right) \leq M^{\star}
$$

the component $(\zeta, \boldsymbol{u})$ satisfies the Green-Naghdi system, eq. (8.7), up to a small remainder, i.e.

$$
\left\{\begin{array}{l}
\partial_{t} h+\varepsilon \nabla \cdot(h \boldsymbol{u})=0,  \tag{9.10}\\
\varepsilon \partial_{t} \boldsymbol{u}+\nabla(h+\beta b)+\varepsilon^{2}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\mu \mathcal{P}[h, \beta b, \varepsilon \boldsymbol{u}]=\varepsilon r,
\end{array}\right.
$$

with

$$
\varepsilon \lambda^{-1} r=\frac{\mu}{3 h} \nabla\left(h\left(\ddot{\eta}+\frac{3}{2} \beta \ddot{b}\right)(h-\eta)-h^{2}(\ddot{h}-\ddot{\eta})\right)+\frac{\mu}{2}(\beta \nabla b)(\ddot{h}-\ddot{\eta}) \in \mathcal{C}^{0}\left([0, T] ; H^{s-3}\left(\mathbb{R}^{d}\right)\right)
$$

and if one has additionally $\partial_{t}^{j} w \in L^{1}\left(0, T ; H^{s+1-j}\left(\mathbb{R}^{d}\right)\right)$ for any $j \in\{0, \ldots, 3\}$, then

$$
|r|_{H^{s-3}} \leq C \mu \lambda^{-1} \sum_{j=0}^{3}\left|\partial_{t}^{j} w\right|_{H^{s+1-j}}
$$

Proof. The formula for $r$ comes from straightforward manipulations on eq. (9.2). By Proposition II. 7 and Proposition II. 11 we infer $r \in \mathcal{C}^{0}\left([0, T] ; H^{s-3}\left(\mathbb{R}^{d}\right)\right)$ and

$$
\forall t \in[0, T], \quad|\varepsilon r(t, \cdot)|_{H^{s-3}} \leq C\left(M^{\star}\right) \mu \sum_{j=0}^{2}\left|\partial_{t}^{j}(\eta-h)(t, \cdot)\right|_{H^{s-j}}
$$

The desired estimate is deduced, applying Proposition II. 7 to the last equation of eq. (9.2).
With this result, we may apply Theorem 8.6 (see [187] for time-dependent topographies) to prove that the solutions to the Favrie-Gavrilyuk system produce approximate solutions (i.e. at a distance $\mathcal{O}\left(\mu \lambda^{-1}\right)$ to the exact solution of the Green-Naghdi system with corresponding initial data) as long as the assumptions of Theorem 9.3 remain valid. Of course, there is no reason to hope a priori that the maximal solutions to eq. (9.2) with initial data in a given ball of $H^{s}\left(\mathbb{R}^{d}\right)^{d+3}$-or continuously embedded normed spaces - satisfy the assumption of Theorem 9.3 on a relevant time interval uniformly with respect to the parameters $\lambda$ (large) and $\mu$ (small). Our main result is to prove that, under a very strong restriction on the bottom topography, it is possible to prepare the initial data (for $\eta$ and $w$ ) so that such property holds.

All our results from now on are restricted to the following set of parameters
Definition (Favrie-Gavrilyuk asymptotic regime). Given $\nu^{\star}>0$, we let

$$
\mathfrak{p}_{\mathrm{FG}}=\left\{(\lambda, \mu, \varepsilon, \beta) \in[0, \infty)^{2} \times[0,1]^{2}: \mu+\lambda^{-1}+(\lambda \mu)^{-1} \leq \nu^{\star}\right\} .
$$

Above $\nu^{\star}$ should be thought as a prescribed constant of order of magnitude one. The results are valid for any choice of $\nu^{\star}>0$, but of course not uniformly as $\nu^{\star} \rightarrow \infty$. The first two restrictions in $\mathfrak{p}_{\mathrm{FG}}$ on $\mu$ and $\lambda^{-1}$ are harmless in the shallow water regime (Definition III.2) and since we canand want to -choose $\lambda$ large. The assumption on $\lambda \mu$ hints at a possibly non-uniform behavior with respect to small values of $\mu$. Our statements include however another very restrictive assumption which is essentially an upper bound on $\lambda^{1 / 2} \beta$, and basically amounts in restricting our framework to the flat bottom situation for $\lambda$ large. For simplicity and consistently with our assumptions so far, we also restrict ourselves later on to the time-independent situation.

In order to state the main result, we further prepare the Favrie-Gavrilyuk system through a change of variables which allows to balance singular terms. Recalling $h=1+\varepsilon \zeta-\beta b$ and $\eta=1+\varepsilon \varsigma-\beta b$ and denoting

$$
\begin{equation*}
\iota \stackrel{\text { def }}{=} \varepsilon^{-1}(\mu \lambda)^{1 / 2}(\eta-h) \quad ; \quad \kappa \stackrel{\text { def }}{=} \mu^{1 / 2} h^{-1} w \tag{9.11}
\end{equation*}
$$

we see that (9.4) is equivalent to

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=-\varepsilon^{-1} \beta \partial_{t} b,  \tag{9.12}\\
\partial_{t} \boldsymbol{u}+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla \zeta-\frac{1}{3 h} \nabla\left((\mu \lambda)^{1 / 2} \iota+\varepsilon \frac{\iota^{2}}{h}\right)=\left(\frac{1}{2 h^{2}}(\mu \lambda)^{1 / 2} \iota-\frac{\beta \mu}{4 \varepsilon} \ddot{b}\right)(\beta \nabla b), \\
\partial_{t} \iota+\varepsilon \boldsymbol{u} \cdot \nabla \iota-\lambda^{1 / 2}\left(h \kappa+\mu^{1 / 2} h \nabla \cdot \boldsymbol{u}\right)=-\frac{3}{2}(\lambda \mu)^{1 / 2} \varepsilon^{-1} \beta \dot{b}, \\
\partial_{t}(h \kappa)+\varepsilon \boldsymbol{u} \cdot \nabla(h \kappa)+\lambda^{1 / 2} h^{-2} \iota=0 .
\end{array}\right.
$$

The following result shows that one can control solutions to eq. (9.12) on a time interval uniform with respect to $\lambda$ (sufficiently large) and $\mu$ provided that the initial data is well-prepared, and the bottom topography sufficiently small.

Theorem 9.4 (Large-time existence). Let $m, s \in \mathbb{N}$ with $s>1+d / 2,1 \leq m \leq s$, and $h_{\star}, M_{0}^{\star}, \nu^{\star}>0$. Set also $\delta_{\star} \in(\underset{\sim}{0}, 1)$ if $m=s$. There exist $\nu_{\star}, T, C_{0}>0$ such that for any $(\lambda, \mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{FG}}$ satisfying $\lambda \mu \geq \nu_{\star}$, any $\tilde{\lambda} \in[1, \lambda \mu]$, for any (time independent) $b \in H^{s+1}\left(\mathbb{R}^{d}\right)$, then any maximal strong solution (provided by Theorem 9.2) $\boldsymbol{V}=(\zeta, \boldsymbol{u}, \iota, \kappa) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right) ; H^{s}\left(\mathbb{R}^{d}\right)\right)^{d+3}$ to eq. (9.12) with initial data satisfying $\left.h\right|_{t=0}=1+\varepsilon \zeta-\left.\beta b\right|_{t=0} \geq h_{\star}$ and, additionally,
$M_{0} \stackrel{\text { def }}{=} \varepsilon \sum_{j=0}^{m}\left|\partial_{t}^{j} \boldsymbol{V}(0, \cdot)\right|_{H^{s-j}}+\varepsilon \sum_{j=m+1}^{s} \tilde{\lambda}^{\frac{m-j}{2}}\left|\partial_{t}^{j} \boldsymbol{V}(0, \cdot)\right|_{H^{s-j}}+\lambda^{1 / 2} \beta|b|_{H^{s}}+(\lambda \mu)^{1 / 2} \beta|b|_{H^{s+1}} \leq M_{0}^{\star}$,
one has $T^{\star}>\left(M_{0} T\right)^{-1}$ and for any $t \in\left[0,\left(M_{0} T\right)^{-1}\right]$,

$$
\varepsilon \sum_{j=0}^{m}\left|\partial_{t}^{j} \boldsymbol{V}(t, \cdot)\right|_{H^{s-j}}+\varepsilon \sum_{j=m+1}^{s} \tilde{\lambda}^{\frac{m-j}{2}}\left|\partial_{t}^{j} \boldsymbol{V}(t, \cdot)\right|_{H^{s-j}} \leq C_{0} M_{0}
$$

If $m=s$, we can withdraw the condition $\lambda \mu \geq \nu_{\star}$ and replace it with the sharper

$$
\left(1-\delta_{\star}\right)(\lambda \mu)^{1 / 2} \geq \max \left\{\left.\left.|(\varepsilon \kappa h)|_{t=0}\left|, \frac{1}{2}\right|\left(\varepsilon \iota h^{-1}\right)\right|_{t=0} \right\rvert\,\right\} .
$$

It is important to notice that the above result holds with any $\tilde{\lambda} \in[1, \lambda \mu]$ but not with $\tilde{\lambda}=\lambda$ uniformly with respect to $\mu$ small. If it were the case, then the initial assumption on the high order time derivatives of the unknown ( $j \geq m+1$ in eq. (9.13)) would be irrelevant as, using the system of equations eq. (9.12) and product estimates (see Proposition II.7), we can estimate high order time derivatives of $\boldsymbol{V}$ from lower-order time derivatives, with a cost of powers of $\lambda^{1 / 2}$ :

$$
\sum_{j=m+1}^{s} \lambda^{\frac{m-j}{2}}\left|\partial_{t}^{j} \boldsymbol{V}\right|_{H^{s-j}} \leq C\left(h_{\star}^{-1}, \nu^{\star}, \varepsilon \sum_{j=0}^{m}\left|\partial_{t}^{j} \boldsymbol{V}\right|_{H^{s-j}}, \lambda^{1 / 2} \beta|b|_{H^{s}},(\lambda \mu)^{1 / 2} \beta|b|_{H^{s+1}}\right) \times \sum_{j=0}^{m}\left|\partial_{t}^{j} \boldsymbol{V}\right|_{H^{s-j}}
$$

In particular, in the strong dispersion regime ( $\mu \approx 1$ ), the explicit condition
$\left.\varepsilon|\boldsymbol{V}|_{t=0}\right|_{H^{s}}+\left.\varepsilon \lambda^{1 / 2}|\iota|_{t=0}\right|_{H^{s-1}}+\varepsilon \lambda^{1 / 2}|\kappa|_{t=0}+\left.\left.\mu^{1 / 2} \nabla \cdot \boldsymbol{u}\right|_{t=0}\right|_{H^{s-1}}+\lambda^{1 / 2} \beta|b|_{H^{s}}+(\lambda \mu)^{1 / 2} \beta|b|_{H^{s+1}} \leq M_{0}^{\star}$
is sufficient (applying Theorem 9.4 with $\tilde{\lambda}=\lambda \mu \approx \lambda$ and $m=1$ ) to guarantee the existence and uniform control of the corresponding solution-but not its time derivatives-on a time interval uniform with respect to $\lambda$ sufficiently large. In the weak dispersion regime ( $\mu \ll 1$ ), the assumption eq. (9.13) is a strong constraint on the initial behavior of the solution, and it is natural to ask whether it is possible, for a given initial physical state defined by $\left.\zeta\right|_{t=0},\left.\boldsymbol{u}\right|_{t=0}$ and $(\varepsilon, \beta, \mu) \in \mathfrak{p}_{\mathrm{SW}}$ (see Definition III.2), to provide initial data for the additional components $\left.\eta\right|_{t=0}$ and $\left.w\right|_{t=0}$ such that the corresponding solution to eq. (9.4) satisfies eq. (9.13) uniformly with respect to large $\lambda$ and small $\mu$. We answer positively below.

Theorem 9.5 (Preparation of the initial data). Let $s, m \in \mathbb{N}, s>d / 2+1, s \geq m+1$ and $h_{\star}, M_{0}^{\star}, \nu^{\star}>0$. There exists $C_{m}, C_{m}^{\prime}>0$ such that for any $(\lambda, \mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{FG}}$, for any $\bar{b} \in H^{s+1}\left(\mathbb{R}^{d}\right)$ (time independent), and for any $\left(\zeta_{0}, \boldsymbol{u}_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right)^{1+d}$ such that $h_{0}=1+\varepsilon \zeta_{0}-\beta b \geq h_{\star}>0$ and

$$
M_{0} \stackrel{\text { def }}{=} \varepsilon\left|\zeta_{0}\right|_{H^{s}}+\varepsilon\left|\boldsymbol{u}_{0}\right|_{H^{s}}+\lambda^{1 / 2} \beta|b|_{H^{s}}+(\lambda \mu)^{1 / 2} \beta|b|_{H^{s+1}} \leq M_{0}^{\star},
$$

the following holds. There exists $c^{(j)} \in H^{s}\left(\mathbb{R}^{d}\right)$ for $j \in\{1, \cdots, m\}$ such that the strong solution to eq. (9.4) with initial data $\left.\boldsymbol{U}^{(m)}\right|_{t=0}=\left(\zeta_{0}, \boldsymbol{u}_{0}, \eta_{0}^{(m)}, w_{0}^{(m)}\right)$ where

$$
\begin{equation*}
w_{0}^{(m)}=\sum_{\substack{j \text { odd } \\ 1 \leq j \leq m}} \lambda^{-(j-1) / 2} c^{(j)} \quad \text { and } \quad \eta_{0}^{(m)}=h_{0}+\varepsilon \sum_{\substack{j \text { even } \\ 2 \leq j \leq m}} \lambda^{-j / 2} c^{(j)} \tag{9.14}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\sum_{j=0}^{m+1} \varepsilon\left|\partial_{t}^{j} \boldsymbol{U}^{(m)}(0, \cdot)\right|_{H^{s-j}}+\lambda \varepsilon \sum_{j=0}^{m}\left|\partial_{t}^{j}\left(\eta^{(m)}-h^{(m)}\right)(0, \cdot)\right|_{H^{s-j}} \leq C_{m} M_{0} \tag{9.15}
\end{equation*}
$$

Moreover, we have for any $j \in\{1, \cdots, m\}$

$$
\begin{cases}\varepsilon\left|c^{(j)}\right|_{H^{s-j}}+\varepsilon \mu^{j / 2}\left|c^{(j)}\right|_{H^{s}} \leq C_{m}^{\prime} M_{0}, & \text { if } j \text { is even },  \tag{9.16}\\ \varepsilon\left|c^{(j)}\right|_{H^{s-j}}+\varepsilon \mu^{(j-1) / 2}\left|c^{(j)}\right|_{H^{s-1}} \leq C_{m}^{\prime} M_{0}, & \text { if } j \text { is odd. }\end{cases}
$$

We can choose $c^{(1)}=-h_{0} \nabla \cdot \boldsymbol{u}_{0}+\frac{3}{2} \beta \boldsymbol{u}_{0} \cdot \nabla b$ and $c^{(2)}$ the unique solution to

$$
\begin{align*}
\varepsilon \mathfrak{t}\left[h_{0}, \beta \nabla b\right] c^{(2)}=-\nabla \cdot(\mathcal{I}(\beta \nabla b) \boldsymbol{a})+\varepsilon^{2} \boldsymbol{u}_{0} \cdot \nabla & \left(\nabla \cdot \boldsymbol{u}_{0}\right)-\varepsilon^{2}\left(\nabla \cdot \boldsymbol{u}_{0}\right)^{2} \\
& +\frac{3}{2 h_{0}} \beta \nabla b \cdot \mathcal{I}(\beta \nabla b) \boldsymbol{a}-\frac{3}{2 h_{0}}\left(\varepsilon \boldsymbol{u}_{0} \cdot \nabla\right)^{2}(\beta b) \tag{9.17}
\end{align*}
$$

where $\mathcal{I}(\beta \nabla b) \stackrel{\text { def }}{=}\left(\operatorname{Id}+\frac{\mu}{4}(\beta \nabla b)(\beta \nabla b)^{\top}\right)^{-1}, \boldsymbol{a} \stackrel{\text { def }}{=} \nabla(h+\beta b)+\left(\varepsilon \boldsymbol{u}_{0} \cdot \nabla\right)\left(\varepsilon \boldsymbol{u}_{0}\right)+\frac{1}{4}\left(\beta(\varepsilon \boldsymbol{u} \cdot \nabla)^{2} b\right)(\beta \nabla b)$ and

$$
\begin{align*}
& \mathfrak{t}[h, \beta \nabla b] \psi \stackrel{\text { def }}{=} h^{-3} \psi-\frac{\mu}{3} \nabla \cdot\left(h^{-1} \mathcal{I}(\beta \nabla b) \nabla \psi\right)-\frac{\mu}{2} \nabla \cdot\left(h^{-2}(\mathcal{I}(\beta \nabla b)(\beta \nabla b)) \psi\right) \\
&+\frac{\mu}{2} h^{-2}(\beta \nabla b) \cdot(\mathcal{I}(\beta \nabla b) \nabla \psi)+\frac{3 \mu}{4} h^{-3}(\beta \nabla b) \cdot(\mathcal{I}(\beta \nabla b)(\beta \nabla b)) \psi . \tag{9.18}
\end{align*}
$$

Remark 9.6. The expression for $c^{(2)}$ emerges when solving

$$
\left.\left(h^{2} \ddot{h}-h^{2} \ddot{\eta}\right)\right|_{t=0}=\left.\left(\lambda(\eta-h)+h^{2}\left(\ddot{h}+\frac{3}{2} \beta \ddot{b}\right)\right)\right|_{t=0}=\mathcal{O}\left(\lambda^{-1}\right) .
$$

The operator $\mathfrak{t}[h, \beta \nabla b]$ is one-to-one and onto if $\inf h>0$ and is in some sense conjugate to $\mathfrak{T}^{\mu}$ defined in eq. (8.5), as at least in the flat bottom case, we have for any sufficiently regular $(h, \psi, \boldsymbol{u})$

$$
\mathfrak{T}^{\mu}[h, \mathbf{0}]\left(h^{-1} \nabla \psi\right)=\nabla\left(h^{3} \mathfrak{t}[h, \mathbf{0}] \psi\right) \quad \text { and } \quad \nabla \cdot\left(h^{-1} \mathfrak{T}^{\mu}[h, \mathbf{0}] \boldsymbol{u}\right)=\mathfrak{t}[h, \mathbf{0}]\left(h^{3} \nabla \cdot \boldsymbol{u}\right) .
$$

Remark 9.7. A direct application of Theorem 9.4 and Theorem 9.5 shows that-at least in the flat bottom framework-for any regular initial data $\left(\zeta_{0}, \boldsymbol{u}_{0}\right)$ satisfying the non-cavitation assumption, eq. (9.9), one may associate a solution to eq. (9.4) satisfying the estimates of Theorem 9.3 uniformly with respect to $\mu$ possibly small and $\lambda$ sufficiently large, on the quadratic time scale (i.e. inversely proportional to the size of the initial data). Henceforth we produce $(\zeta, \boldsymbol{u})$ satisfying the Green-Naghdi system up to a residual of size $\mathcal{O}\left(\lambda^{-1} \mu\right)$, i.e. approximate solutions in the sense of consistency. By Theorem 8.6, we deduce that the difference between such solution and the exact solution to the Green-Naghdi system, eq. (8.6) with the same initial data is of size $\mathcal{O}\left(\lambda^{-1} \mu t\right)$ on the quadratic time scale. This should be compared with Theorem 8.7 stating that the solution to the Green-Naghdi system is at a distance $\mathcal{O}\left(\mu^{2} t\right)$ to the solution of the full water waves equations with corresponding initial data on the same time scale. Hence the Favrie-Gavrilyuk system produces as precise approximate solutions for long gravity waves as the Green-Naghdi system itself as soon as $\lambda \gtrsim \mu^{-1}$ and the initial data for $(\eta, w)$ is suitably chosen.

### 9.6 Sketch of the proof

### 9.6.1 A three-scale singular limit

The main tool for proving Theorem 9.4 the above results are a priori estimates, which should hold uniformly with respect to the parameters $(\lambda, \mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{FG}}$. In order to obtain these estimates, we make use of a symmetric structure which is fairly easily deduced from the formulation (9.12): the system - when $\partial_{t} b=0$ and $d=2$ - can be written as

$$
\mathcal{S}_{t}(\boldsymbol{V}) \partial_{t} \boldsymbol{V}+\mathcal{S}_{x}(\boldsymbol{V}) \partial_{x} \boldsymbol{V}+\mathcal{S}_{y}(\boldsymbol{V}) \partial_{y} \boldsymbol{V}=\lambda^{1 / 2} \mathrm{~J}^{\mu} \boldsymbol{V}+\boldsymbol{G}(\boldsymbol{V}),
$$

where $\mathcal{S}_{t}, \mathcal{S}_{x}, \mathcal{S}_{y}$ are smooth functions of $\boldsymbol{V}$ with values into symmetric matrices (and uniform with respect to $\lambda, \mu), \mathrm{J}^{\mu}$ is a skew-symmetric constant-coefficient differential operator, and $\boldsymbol{G}$ is a smooth function (uniform with respect to $\lambda, \mu$ ). Moreover $\mathcal{S}_{t}$ is positive definite in a hyperbolicity domain containing a neighborhood of the origin.

We are looking at a singular limit problem. Such problems, and in particular incompressible or low Mach number limits in the context of fluid mechanics, have a very rich history, which we shall not recall but we let the interested reader refer to, e.g., $[370,188,293,9]$ for comprehensive reviews. Due to the non-trivial symmetrizer in front of the time derivative, the linearized system does not appear to be uniformly well-posed in Sobolev spaces as $\lambda \rightarrow \infty$ since small perturbations of the initial data might cause large changes in solutions. This is a noteworthy feature of the incompressible limit of the non-isentropic Euler equations, as studied in particular in [306]. However, our problem is different in nature as we do not wish to deal with large oscillations in time but rather aim at discarding them as spurious products of the approximation procedure. Hence we willingly restrict our study to well-prepared initial data, and as such our work is more directly related to pioneering works of Browning and Kreiss [64], Klainerman and Majda [251], and Schochet [369]. In fact our proof of Theorem 9.4 closely follows the one of [369]; while the proof of Theorem 9.5 is strongly inspired by [64]. However in both cases the proof requires significant adaptations in order to take into account the fact that the singular operator, $\mathrm{J}^{\mu}$, is not homogeneous of order one. More precisely, we have

$$
\mathrm{J}^{\mu}=\left(\begin{array}{cccc}
0 & \mathbf{0}^{\top} & 0 & 0  \tag{9.19}\\
\mathbf{0} & \mathrm{O}_{d} & \mu^{1 / 2} \nabla & \mathbf{0} \\
0 & \mu^{1 / 2} \nabla^{\top} & 0 & 1 \\
0 & \mathbf{0}^{\top} & -1 & 0
\end{array}\right)
$$

The most serious novel difficulty stems from the fact that the contribution from order-zero terms in $\mathrm{J}^{\mu}$ are less well-behaved than order-one contributions, and that the latter are multiplied by a vanishing prefactor as $\mu \rightarrow 0$. This is the reason for the shortcoming described below Theorem 9.4. I would like to explain now this discrepancy with the more standard setting - studied in the previously
mentioned references-where J is homogeneous of order one. A toy model for the latter situation could be the following:

$$
\begin{equation*}
\partial_{t} u=\frac{1}{\epsilon} h \partial_{x} u \quad ; \quad \partial_{t} h=0 . \tag{9.20}
\end{equation*}
$$

Here $u$ is the singular variable while $h$ is a regular variable, given and independent of time. The problem is reduced to a linear problem with variable coefficients, which is readily solvable by the methods of characteristics if we assume for instance that $h, u$ are initially regular and for any $x \in \mathbb{R}$, $0<h_{\star} \leq h(x) \leq h^{\star}<\infty$. We see that variations of size $\delta$ in $h$ produce variations of size 1 on $u$ at time $t=\epsilon / \delta$. However, the solution and its space-derivatives remain controlled for all times, uniformly with respect to $\epsilon$ small. This behavior is not shared for the toy model corresponding to $J$ homogeneous of order zero, namely

$$
\begin{equation*}
\partial_{t} u=i \frac{1}{\epsilon} h u \quad ; \quad \partial_{t} h=0 . \tag{9.21}
\end{equation*}
$$

The problem is now an ordinary differential equation in time where the space variable is a parameter. The solution $u(t, x)=u_{0}(x) \exp (i t h(x) / \epsilon)$ strongly oscillates with a different rate as $h(x)$ takes different values. Hence for positive times, the solution exhibits small scale oscillations, and spacederivatives are not uniformly controlled with respect to the parameter $\epsilon$ small. If variations of $h$ are of size $\delta$, it is necessary to prepare the initial data $\left.u\right|_{t=0}=\mathcal{O}\left(\epsilon^{m}\right)$ in order to control $m$ space derivatives of the solution at time $t=1 / \delta$. Our situation is roughly speaking a combination of the above where the size of $\mu$ measures the relative strength of the two influences. Based on the properties satisfied by $J^{\mu}$ a toy model could be

$$
\partial_{t} u=i \frac{1}{\epsilon} h \sqrt{1-\mu \partial_{x}^{2}} u \quad ; \quad \partial_{t} h=0
$$

Consistently with Theorem 9.4-and following the lines of its proof-preparing the initial data as $\left.u\right|_{t=0}=\mathcal{O}\left(\mu^{m / 2}\right)$ is sufficient to control $m$ space derivatives of the solution at time $t=1 / \delta$, uniformly with respect to $\epsilon$ small. Figure 9.2 illustrates of the above discussion.

(a) Homogeneous of order one, eq. (9.20)

#  <br>  

(b) Homogeneous of order zero, eq. (9.21)

Figure 9.2 - Behavior of solutions to "toy" singular problems.
Here, $\epsilon=0.1,\left.u\right|_{t=0}(x)=\exp \left(-x^{2}\right), h(x)=1+\frac{1}{2} \exp \left(-4 x^{2}\right)$, and final time is $t=5$.

### 9.6.2 A priori energy estimates

Let us explain how we can provide uniform estimates satisfied by well-prepared strong solutions of the Favrie-Gavrilyuk system (9.12), which yield the large time well-posedness result of Theorem 9.4.

In the spirit of [369], we define for $m, s \in \mathbb{N}, 1 \leq m \leq s, \tilde{\lambda} \in(0,+\infty)$ and sufficiently regular functions $\boldsymbol{V}$ : ${ }^{53}$

$$
\begin{align*}
&\|\boldsymbol{V}\|_{s, m, \tilde{\lambda}}^{2} \stackrel{\text { def }}{=} \sum_{j=0}^{m}\left|\partial_{t}^{j} \boldsymbol{V}\right|_{H^{s-j}}^{2}+\sum_{j=m+1}^{s} \tilde{\lambda}^{m-j}\left|\partial_{t}^{j} \boldsymbol{V}\right|_{H^{s-j}}^{2},  \tag{9.22}\\
&\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(1)}^{2} \stackrel{\text { def }}{=} \sum_{j=0}^{m-1} \sum_{|\boldsymbol{k}|=0}^{s-j}\left(\mathcal{S}_{t}(\boldsymbol{V}) \partial_{t}^{j} \partial^{\boldsymbol{k}} \boldsymbol{V}, \partial_{t}^{j} \partial^{\boldsymbol{k}} \boldsymbol{V}\right)_{L^{2}} \\
&+\sum_{j=m}^{s} \tilde{\lambda}^{m-j}\left(\mathcal{S}_{t}(\boldsymbol{V}) \partial_{t}^{j} \boldsymbol{V}, \partial_{t}^{j} \boldsymbol{V}\right)_{L^{2}},  \tag{9.23}\\
&\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(2)}^{2} \stackrel{\text { def }}{=} \sum_{j=m}^{s-1} \sum_{|\boldsymbol{k}|=1}^{s-j} \tilde{\lambda}^{m-j}\left|\partial_{t}^{j} \partial^{\boldsymbol{k}} \boldsymbol{V}\right|_{L^{2}}^{2} . \tag{9.24}
\end{align*}
$$

By convention $\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(2)}=0$ if $m=s$. By Theorem 9.2 we define $\boldsymbol{V} \in \mathcal{C}^{0}\left([0, T] ; H^{s}\left(\mathbb{R}^{d}\right)^{d+3}\right)$ strong solutions to eq. (9.12); and iterating the equation, we have $\boldsymbol{V} \in \bigcap_{j=0}^{s} \mathcal{C}^{j}\left([0, T] ; H^{s-j}\left(\mathbb{R}^{d}\right)^{d+3}\right)$, hence the above is well-defined and finite.

We want to prove that any sufficiently regular solutions to eq. (9.12) satisfying reasonable hyperbolicity-type conditions enjoy, uniformly with respect to $(\lambda, \mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{FG}}$, the following estimates:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(1)}^{2} \leq C\left(\|\boldsymbol{V}\|_{s, m, \tilde{\lambda}}\right)\|\boldsymbol{V}\|_{s, m, \tilde{\lambda}}^{3} \tag{9.25}
\end{equation*}
$$

with

$$
\begin{equation*}
\|\boldsymbol{V}\|_{s, m, \tilde{\lambda}} \approx\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(1)}+\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(2)}, \tag{9.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(2)} \leq C\left(\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(1)}\right)\|\boldsymbol{V}\|_{s, m, \tilde{\lambda},(1)} . \tag{9.27}
\end{equation*}
$$

By Gronwall's Lemma, one immediately deduces an a priori control on $\|\boldsymbol{V}\|_{s, m, \tilde{\lambda}}$ on the quadratic time scale provided that such control is satisfied at initial time. Unfortunately, eq. (9.27) holds only for $\tilde{\lambda} \leq \lambda \mu$ (we also need $\tilde{\lambda} \geq \nu_{\star}$ with $\nu_{\star}=C\left(\|\boldsymbol{V}\|_{s, m, \tilde{\lambda}} \tilde{)}\right.$ ), which is the reason for the corresponding assumption on Theorem 9.4 and as a consequence the need for finely prepared initial data.

The equivalence estimate, eq. (9.26) is obvious to check; let us explain how the other estimates can be derived. Recall that our system takes the form

$$
\begin{equation*}
\mathcal{S}_{t}(\boldsymbol{V}) \partial_{t} \boldsymbol{V}+\mathcal{S}_{x}(\boldsymbol{V}) \partial_{x} \boldsymbol{V}+\mathcal{S}_{y}(\boldsymbol{V}) \partial_{y} \boldsymbol{V}=\lambda^{1 / 2} \mathrm{~J}^{\mu} \boldsymbol{V}+\boldsymbol{G}(\boldsymbol{V}), \tag{9.28}
\end{equation*}
$$

where $\mathcal{S}_{t}, \mathcal{S}_{x}, \mathcal{S}_{y}$ are smooth functions of $\boldsymbol{V}$ with values into symmetric matrices, $\mathrm{J}^{\mu}$ is constantcoefficient and skew-symmetric, and $\boldsymbol{G}$ is a smooth function. The main difference with the framework of [369] is that in our case, $\mathrm{J}^{\mu}$ is not homogeneous of order one, but contains an order-zero additional component, and depends on the second parameter $\mu$.

Following the standard strategy for hyperbolic quasilinear systems (which eventually yields Theorem 9.2), we first seek a differential inequality for the "energy" of the system, which after integration in time yields a control of the energy for positive times. Thanks to the symmetric structure of the equation, it is immediate to obtain such an estimate, uniformly with respect to the parameters $(\lambda, \mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{FG}}$, by testing the system against $\boldsymbol{V}$. However this estimate relies on the a priori control of the solution itself in $L^{\infty}$ norm, as well as one derivative, with respect to space or time. In other words we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathcal{S}_{t}(\boldsymbol{V}) \boldsymbol{V}, \boldsymbol{V}\right)_{L^{2}} \leq C\left(|\boldsymbol{V}|_{L^{\infty}}\right)\left(\left|\partial_{t} \boldsymbol{V}\right|_{L^{\infty}}+\left|\partial_{x} \boldsymbol{V}\right|_{L^{\infty}}+\left|\partial_{y} \boldsymbol{V}\right|_{L^{\infty}}\right)|\boldsymbol{V}|_{L^{2}}^{2}
$$

[^41]In view of obtaining a self-contained energy estimate, the standard strategy consists in differentiating the system with respect to space, and testing against derivatives of the unknown. Thanks to the regularizing properties of commutators, and using the fact that $J^{\mu}$ commutes with space derivatives, one deduces for $s>1+d / 2$ a uniform differential inequality of the form

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\sum_{|\boldsymbol{k}|=0}^{s}\left(\mathcal{S}_{t}(\boldsymbol{V}) \partial^{\boldsymbol{k}} \boldsymbol{V}, \partial^{\boldsymbol{k}} \boldsymbol{V}\right)_{L^{2}}\right) \leq C\left(|\boldsymbol{V}|_{H^{s}}\right)\left(\left|\partial_{t} \boldsymbol{V}\right|_{H^{s-1}}+|\boldsymbol{V}|_{H^{s}}\right)|\boldsymbol{V}|_{H^{s}}^{2}
$$

For standard (non-singular) quasilinear systems, that is setting $\mathrm{J}^{\mu} \equiv 0$ in eq. (9.28), the above estimate is sufficient as we have the control

$$
\begin{equation*}
\left|\partial_{t} \boldsymbol{V}\right|_{H^{s-1}} \leq C\left(|\boldsymbol{V}|_{H^{s}}\right)|\boldsymbol{V}|_{H^{s}} \tag{9.29}
\end{equation*}
$$

stemming from the fact that $\boldsymbol{V}$ satisfies eq. (9.28), and hence the differential inequality, by Gronwall's Lemma and provided that $\mathrm{S}_{t}(\boldsymbol{V})$ is positive definite, provides an a priori control on $|V|_{H^{s}} .$. We express the above argument through the cartoon in Figure 9.3a. However, the argument is not useful in our framework as eq. (9.29) is not uniform with respect to $\lambda \gg 1$ due to the contribution from $J^{\mu}$.

(a) Standard.

(b) Browning and Kreiss [64].

(c) Schochet [369].

Green dots represent space and time derivatives of solutions controlled through energy estimates. Red hexagons represent additional terms whose control is inferred by the system of equations.

Figure 9.3 - Sketch of the different strategies for a priori estimates.

The first strategy that one may have (which is the one developed in [64]) would consist in controlling time derivatives of the unknown through energy estimates as above: differentiating the system with respect to time as well as with space and using that $\mathrm{J}^{\mu}$ commutes with space and time derivatives, we obtain (notice we set $m=s$ )

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\|\boldsymbol{V}\|_{s, s, \tilde{\lambda},(1)}^{2} \leq C\left(\|\boldsymbol{V}\|_{s, s, \tilde{\lambda}}^{2}\right)\|\boldsymbol{V}\|_{s, s, \tilde{\lambda},(1)}^{2} \tag{9.30}
\end{equation*}
$$

Using that $\|\boldsymbol{V}\|_{s, s, \tilde{\lambda},(1)} \approx\|\boldsymbol{V}\|_{s, s, \tilde{\lambda}}$ if $\mathcal{S}_{t}(\boldsymbol{V})$ is positive definite, we have indeed a self-contained energy inequality, which can be integrated in time to offer a valuable uniform a priori estimate for the solution and derivatives. This would correspond to Figure 9.3b. Notice however that the estimate which is propagated for positive times must of course be satisfied initially: the a priori control of $\left\|\left.\boldsymbol{V}\right|_{t=0}\right\|_{s, s, \tilde{\lambda}}$ is a very strong constraint on the initial data since $m=s$.

The strategy in [369] is more subtle. The first step consists in remarking that, by using energy estimates, we may obtain a uniform energy inequality for time derivatives of the unknowns, of the form (notice we have now $m=1$ )

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\|\boldsymbol{V}\|_{s, 1, \tilde{\lambda},(1)}^{2} \leq C\left(\|\boldsymbol{V}\|_{s, 1, \tilde{\lambda}}^{2}\right)\|\boldsymbol{V}\|_{s, 1, \tilde{\lambda}}^{2} \tag{9.31}
\end{equation*}
$$

Here, it suffices to ensure that only one time-derivative of the initial data is uniformly controlled, so that we can take advantage of a gain of a factor $\tilde{\lambda}^{-1 / 2}$ as soon as time derivatives are distributed. However, $\|\boldsymbol{V}\|_{s, 1, \tilde{\lambda},(1)} \approx\|\boldsymbol{V}\|_{s, 1, \tilde{\lambda}}$ does not hold, that is we still need to control the contribution of terms involving time and space derivatives of the unknowns. To this aim we do not use energy estimates (they fail due to the lack of uniform estimate for $\left|\left[\partial_{t}^{j} \partial^{\boldsymbol{k}}, \mathcal{S}_{t}\right] \partial_{t} \boldsymbol{V}\right|_{L^{2}}$ when $j \neq 0$ and $\boldsymbol{k} \neq \mathbf{0}$ ) but rather directly control the remaining components with respect to the former, that is eq. (9.26) and eq. (9.27). This is represented in Figure 9.3c. We cannot infer this control from a simple interpolation uniformly with respect to $\tilde{\lambda} \gg 1$, but rather will make use of eq. (9.28). This is where the precise properties of $\mathrm{J}^{\mu}$ come into play, and this is where the results differ from the ones in [369]. Indeed, when $\mathrm{J}^{\mu}$ is a skew-symmetric differential operator, constant-coefficient and homogeneous of order one, we can decompose the (frequency) space as the direct sum of the kernel and the characteristic space associated with non-trivial eigenvalues of its symbol. Controlling the projection of $\boldsymbol{V}$ onto the kernel (the "regular component") is obtained as in eq. (9.29), applying first the projection to the system onto the kernel, and hence withdrawing the non-uniformly bounded contributions. One controls the other component of $\boldsymbol{V}$ (the "singular component") in the opposite direction, projecting the system onto the singular subspace and using that the restriction of $\mathrm{J}^{\mu}$ to the singular subspace is invertible, and that the inverse is a (regularizing) operator of order -1 in Sobolev spaces. While the above properties are still true in our setting where $\mathrm{J}^{\mu}$ is a nonhomogeneous Fourier multiplier, the inverse on the singular subspace (which is $\frac{-\mathrm{J}^{\mu}}{1-\mu \Delta}$; see eq. (9.19)) is not uniformly bounded with respect to the parameter $\mu \ll 1$. This is easily understood by setting $\mu=0$, in which case $\mathrm{J}^{\mu}$ is an order-zero operator, and hence the inverse cannot be regularizing; and this is the reason why we need to restrict to $\tilde{\lambda} \in\left[\nu_{\star}, \lambda \mu\right]$ in order to ensure that eq. (9.27) holds.

The parameter $m \in\{1, \ldots, s\}$ allows to somehow "interpolate" between the two strategies of [64] and [369], and allows some flexibility on the assumption on the initial data.

### 9.6.3 Preparing the initial data

As already mentioned, Theorem 9.4 applies to solutions satisfying a strong initial constraint, as several time derivatives must be initially controlled. Theorem 9.5 allows to show that for any initial data defined by $\left(\zeta_{0}, \boldsymbol{u}_{0}, \varepsilon, \mu\right)$ in a given ball of $H^{s} \times H^{s} \times \mathbb{R}^{+} \times \mathbb{R}^{+}$, and for arbitrarily large $\lambda$, we may set the initial data for the additional unknowns $\eta, w$ so as to ensure that the desired initial control holds. The strategy consists in iterating the system of eq. (9.4) in order to extract explicit expressions for time derivatives in terms of space derivatives, and to iteratively set corrector terms $c^{(j)}$ so as to cancel out singular (i.e. non-uniformly bounded) terms in these expressions. While it is not difficult to convince oneself, after manipulating the equations and deducing expressions for the first corrector terms, that the induction process may indeed be successfully set up, one quickly realizes that the expressions are very cumbersome. Let us detail the calculations, and how the first order terms, $c^{(1)}$ and $c^{(2)}$, may be obtained.

We first notice that after differentiating eq. (9.4) with respect to time and using Proposition II.7, one has that any solution $\boldsymbol{U}=(\zeta, \boldsymbol{u}, \eta, w)$ satisfies

$$
\begin{equation*}
\left|\partial_{t}^{j+1} \boldsymbol{U}\right|_{H^{s-(j+1)}} \leq C\left(h_{\star}^{-1},\|\boldsymbol{U}\|_{s, j}\right)\left(\|\boldsymbol{U}\|_{s, j}+\lambda\|\eta-h\|_{s, j}\right) \tag{9.32}
\end{equation*}
$$

where we denote

$$
\|\boldsymbol{U}\|_{s, m}^{2} \stackrel{\text { def }}{=} \sum_{j=0}^{m}\left|\partial_{t}^{j} \boldsymbol{U}\right|_{H^{s-j}}^{2} .
$$

Hence we can focus on proving inductively that

$$
\lambda\left\|\left(\eta^{(m)}-h^{(m)}\right)(0, \cdot)\right\|_{s, m} \leq M_{m}
$$

with $M_{m}=C\left(h_{\star}^{-1}, M_{0}^{\star}\right) M_{0}$. Notice that the result for $m=0$ is trivial and the result for $m=1$
follows from setting $c^{(1)}=-h_{0} \nabla \cdot \boldsymbol{u}_{0}+\frac{3}{2} \beta \boldsymbol{u}_{0} \cdot \nabla b$, as well as the identity

$$
\begin{equation*}
\partial_{t}(\eta-h)+\varepsilon \boldsymbol{u} \cdot \nabla(\eta-h)=\varepsilon\left(w-\frac{3}{2} \beta \boldsymbol{u} \cdot \nabla b+h \nabla \cdot \boldsymbol{u}\right) \tag{9.33}
\end{equation*}
$$

Differentiating the above, and applying once again eq. (9.4) on the first-order time derivatives, we find that any solution satisfies

$$
\begin{equation*}
\partial_{t}^{2}(\eta-h)=\mathfrak{r}[\varepsilon \boldsymbol{U}, \beta \nabla b] \boldsymbol{U}+\lambda \mu \mathfrak{s}[\varepsilon \boldsymbol{U}, \beta \nabla b](\eta-h, \eta-h)-\lambda h \mathfrak{t}[h, \beta \nabla b](\eta-h) \tag{9.34}
\end{equation*}
$$

where $\mathfrak{r}, \mathfrak{s}$ and $\mathfrak{t}$ are differential operators (in space) of order two. The large prefactor that $\lambda \mu$ in front of $\mathfrak{s}$ is compensated by the fact that this operator is quadratic in $\eta-h$, and hence we collect truly singular terms in the operator $\mathfrak{t}$, defined in eq. (9.18).

Rooting from (9.33) and (9.34), we now define

$$
\mathfrak{C}_{j}(\boldsymbol{U}) \stackrel{\text { def }}{=} \partial_{t}^{j}(\mathfrak{r}[\varepsilon \boldsymbol{U}, \beta \nabla b] \boldsymbol{U}+\lambda \mu \mathfrak{s}[\varepsilon \boldsymbol{U}, \beta \nabla b](\eta-h, \eta-h))-\lambda\left[\partial_{t}^{j}, h \mathbf{t}[h, \beta \nabla b]\right](\eta-h)
$$

and

$$
\mathfrak{S}_{m}(\boldsymbol{U}) \stackrel{\text { def }}{=} \sum_{k=0}^{\lfloor m / 2\rfloor}(-\lambda h \mathfrak{t}[h, \beta \nabla b])^{k} \mathfrak{C}_{m-2 k}
$$

so that any solution to eq. (9.4) satisfies for any $m \geq 2$

$$
\partial_{t}^{m}(\eta-h)-\mathfrak{S}_{m-2}(\boldsymbol{U})= \begin{cases}(-\lambda h \mathfrak{t}[h, \beta \nabla b])^{m / 2}(\eta-h) & \text { if } m \text { is even }  \tag{9.35}\\ (-\lambda h \mathfrak{t}[h, \beta \nabla b])^{(m-1) / 2} \partial_{t}(\eta-h) & \text { if } m \text { is odd }\end{cases}
$$

We deduce the following expression for $c^{(m)}$ :

$$
\begin{equation*}
\left(-h_{0} \mathfrak{t}\left[h_{0}, \beta \nabla b\right]\right)^{\lfloor m / 2\rfloor} c^{(m)}=-\mathfrak{S}_{m-2}\left(\boldsymbol{U}_{0}^{(m-1)}\right)-\left(-\lambda h_{0} \mathfrak{t}\left[h_{0}, \beta \nabla b\right]\right)^{\lfloor m / 2\rfloor} s^{(m-2)} \tag{9.36}
\end{equation*}
$$

where $\mathfrak{S}_{m-2}\left(\boldsymbol{U}_{0}^{(m-1)}\right)$ is the differential operator of order $m$ obtained when all time derivatives have been replaced by spatial derivatives through eq. (9.4), and

$$
s^{(m)} \stackrel{\text { def }}{=} \begin{cases}\sum_{k=1}^{m / 2} \lambda^{-k} c^{(2 k)} & \text { if } m \text { is even }, \\ \sum_{k=1}^{(m-1) / 2} \lambda^{-k} \varepsilon c^{(2 k+1)}-\sum_{k=1}^{(m+1) / 2} \lambda^{-k} \varepsilon \boldsymbol{u}_{0} \cdot \nabla\left(\varepsilon c^{(2 k)}+\frac{3}{2} \beta b\right) & \text { if } m \text { is odd. }\end{cases}
$$

Notice $c^{(m)}$ is well-defined by (9.36) and induction on $m$. We already expressed $c^{(1)}$ and the expression for $c^{(2)}$ stems from the fact that the contribution from $\mathfrak{s}\left[\varepsilon \boldsymbol{U}_{0}^{(1)}, \beta \nabla b\right]$ vanishes as $\eta_{0}^{(1)}=h_{0}$, and $\mathfrak{r}\left[\varepsilon \boldsymbol{U}_{0}^{(1)}, \beta \nabla b\right] \boldsymbol{U}_{0}^{(1)}$ yields the right-hand side of eq. (9.17).

### 9.7 Discussion and open questions

We have shown in Section 9.5 the relevance of the Favrie-Gavrilyuk system (9.4) for producing approximate solutions to the Green-Naghdi system - and ultimately the water waves equations. To this aim, we have exhibited the impact of the shallowness parameter, which may induce undesirable oscillations in space in the shallow water regime. In order to avoid these oscillations it was necessary in our proofs to suitably set the initial data for the augmented variables $\eta, w$ in a stronger sense than the usual criterion in low Mach number limits (as we have a condition on as many time derivatives as the number of space derivatives we wish to control); and to essentially assume that the bottom topography is flat.

Of course the first question which comes to mind is whether these assumptions are necessary. It is quite possible that some structural properties that we have not unveiled so far could permit to obtain a good control on the solution and the handful time derivatives which ensure a good consistency
property (see Theorem 9.3), assuming only the corresponding initial control on these quantities. Even for completely ill-prepared initial data, it is possible that the solution would converge weakly towards a solution having the desired property, just as in the weak compressible limit for Euler equations; see in particular [306] for the non-isentropic case having properties somewhat similar to the Favrie-Gavrilyuk system.

In the same way, it is not clear whether the strong assumption on the bottom topography is necessary. Notice that the bottom-topography contributions in eq. (9.12) have the necessary skew-symmetric structure (at least when $\partial_{t} b \equiv 0$ ); however the obtained singular operator is now space-dependent. Our strategy described in Section 9.6 fails when we replace J with $J(b(\boldsymbol{x}))$ because space derivative do not commute anymore with the singular operator. This is however not hopeless, and we refer to [60] for a similar problem concerning the large-time behavior of small solutions to the Saint-Venant system with topography.

Valuable information on the above questions should be gained from numerical experiments. To my knowledge, the Favrie-Gavrilyuk system has been numerically implemented in the original work [179] with a particular focus on the incidence of the mesh size, in [243] where Perfectly Matched Layer (PML) boundary conditions are proposed, and in [66]. ${ }^{54}$ The first two works are restricted to the flat bottom case, while the latter extends the analysis to variable bottom topographies (and dimension $d=2$ ). To my opinion, an in-depth numerical investigation on the convergence towards solutions to the Green-Naghdi system as $\lambda \rightarrow \infty$, correlated with the influence of the shallow water parameter, bottom topographies and the preparation of the initial data is yet to be accomplished.

[^42]
## 10 The Whitham-Green-Naghdi system

We now introduce a fully dispersive counterpart of the Green-Naghdi system introduced and studied in Section 8. By fully dispersive, we mean that the linearized system about the trivial equilibrium coincides exactly with the one of the water waves system, namely eq. (2.3). Because of its close relation with the Green-Naghdi system and the fully dispersive property akin to the Whitham equation (see Section v), we refer to the following model as the Whitham-Green-Naghdi system. We will argue that the full dispersion property is in fact just one consequence of a quantitative improvement on the precision of the Whitham-Green-Naghdi system (as an asymptotic model) with respect to the original Green-Naghdi system. To this aim we use the improved approximations obtained in Section 4.4 and specifically the following one stemming from Proposition 4.15: ${ }^{55}$

$$
\begin{equation*}
\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot\left(h\left(\operatorname{Id}+\mu \mathcal{T}^{\mathrm{F}^{\mu}}[h, \beta \nabla b]\right)^{-1} \nabla \psi\right)+\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right) \tag{10.1}
\end{equation*}
$$

where we recall the notations $h=1+\varepsilon \zeta-\beta b$ and
$\mathcal{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla \mathrm{~F}^{\mu}\left(h^{3} \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla \mathrm{~F}^{\mu}\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b)$
and $\mathrm{F}^{\mu}$ is the Fourier multiplier (see Definition III.1) defined by

$$
\mathrm{F}^{\mu}=F(\sqrt{\mu}|D|), \quad F(\xi)=\sqrt{\frac{3}{|\xi|^{2}}\left(\frac{|\xi|}{\tanh (|\xi|)}-1\right)}
$$

Plugging this expansion into eq. (2.7) and withdrawing $\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right)$ terms yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{10.2}\\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\boldsymbol{u}|^{2}=\mu \varepsilon \mathcal{R}^{\mathrm{F}^{\mu}}[h, \beta \nabla b, \boldsymbol{u}]
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathcal{R}^{\mathrm{F}^{\mu}}[h, \beta \nabla b, \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{\boldsymbol{u}}{3 h} \cdot \nabla \mathrm{~F}^{\mu}\left(h^{3} \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2} h^{2}\left(\mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)^{2} \\
&-\frac{1}{2}\left(\frac{\boldsymbol{u}}{h} \cdot \nabla \mathrm{~F}^{\mu}\left(h^{2}(\beta \nabla b \cdot \boldsymbol{u})\right)+h(\beta \nabla b \cdot \boldsymbol{u}) \mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}+(\beta \nabla b \cdot \boldsymbol{u})^{2}\right)
\end{aligned}
$$

and $\boldsymbol{u}$ is deduced from $(\zeta, \psi)$ after solving the equation

$$
h \nabla \psi=h \boldsymbol{u}+\mu h \mathcal{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \mathfrak{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u},
$$

[^43]and represents the vertically averaged horizontal velocity. ${ }^{56}$
Taking the gradient of the second equation one can rewrite the system in terms of the unknowns $\zeta$ and $\boldsymbol{u}$ alone as for the original Green-Naghdi system:
\[

\left\{$$
\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0,  \tag{10.4}\\
\partial_{t}\left(\boldsymbol{u}+\mu \mathcal{T}^{\mathrm{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u}\right)+\nabla \zeta+\varepsilon \nabla\left(\frac{1}{2}|\boldsymbol{u}|^{2}-\mu \mathcal{R}^{\mathrm{F}^{\mu}}[h, \beta \nabla b, \boldsymbol{u}]\right)=\mathbf{0} .
\end{array}
$$\right.
\]

However it is unclear that an analogue to the formulation provided in eq. (8.6) -and even less for eq. (8.7) - can be devised. Hence it appears that some part of the structure of the original GreenNaghdi system has been lost in our fully dispersive system. Yet, as we discuss in Section 10.1, the important canonical Hamiltonian structure corresponding to Zakharov's one on the water waves system remains.

Using physical variables (recall Section 2.4) and taking the gradient of the second equation in eq. (10.2), we obtain the Whitham-Green-Naghdi system

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot(h \boldsymbol{u})=0  \tag{10.5}\\
\partial_{t}\left(\boldsymbol{u}+\mathcal{T}^{\mathrm{F}^{d^{2}}}[h, \nabla b] \boldsymbol{u}\right)+g \nabla(h+b)+\nabla\left(\frac{1}{2}|\boldsymbol{u}|^{2}-\mathcal{R}^{\mathrm{F}^{d^{2}}}[h, \nabla b, \boldsymbol{u}]\right)=\mathbf{0}
\end{array}\right.
$$

with $h=d+\zeta-b$. The above system has been derived first in [160], in the flat bottom situation, horizontal dimension $d=1$, and bilayer framework (see Section 14.5).

### 10.1 Hamiltonian structure

As discussed above, the profound structure of the Green-Naghdi system is not entirely carried over the Whitham-Green-Naghdi system. Yet the main variational structure of the water waves equations is. Indeed, define the Hamiltonian functional

$$
\mathscr{H}_{\mathrm{WGN}}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(h \nabla \psi) \cdot \mathfrak{T}^{\mathrm{F}^{\mu}}[h, \beta \nabla b]^{-1}(h \nabla \psi) \mathrm{d} \boldsymbol{x}
$$

which is obtained from plugging the approximation eq. (10.1) in the Hamiltonian functional of the water waves equations (see Section 2.2). Then Hamilton's principle on

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{d}} \zeta \partial_{t} \psi \mathrm{~d} \boldsymbol{x}+\mathscr{H}_{\mathrm{WGN}} \mathrm{~d} t \tag{10.6}
\end{equation*}
$$

yields

$$
\partial_{t}\binom{\zeta}{\psi}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta} \mathscr{H}_{\mathrm{WGN}}}{\delta_{\psi} \mathscr{H}_{\mathrm{WGN}}},
$$

which corresponds to eq. (10.2). Hence the Whitham-Green-Naghdi system enjoys a canonical Hamiltonian structure, and we may follow the discussion of Section 2.2 with straightforward adjustments. In particular we have the following group symmetries and related preserved quantities by Noether's theorem.
${ }^{56}$ More precisely, by Proposition 4.14, we have

$$
\boldsymbol{u}=\overline{\boldsymbol{u}}+\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right), \quad \overline{\boldsymbol{u}}=\frac{1}{h} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi(\cdot, z) \mathrm{d} z
$$

where $\Phi$ is the unique solution to eq. (4.1). This allows to recognize in the first equation of eq. (10.2) the conservation of mass. As for the second equation, we notice that denoting $w \stackrel{\text { def }}{=}(\beta \nabla b) \cdot \boldsymbol{u}-h \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}$, eq. (10.2) can be written as

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=0  \tag{10.3}\\
\partial_{t} \psi+\zeta+\varepsilon \boldsymbol{u} \cdot \nabla \psi-\frac{\varepsilon}{2} \boldsymbol{u} \cdot \boldsymbol{u}-\frac{\varepsilon \mu}{2} w^{2}=0
\end{array}\right.
$$

which echoes the formulation of the water waves equations displayed in eq. (2.7').

### 10.2 Group symmetries and preserved quantities

Group symmetries If $(\zeta, \psi)$ is a solution to eq. (10.2), then for any $\theta \in \mathbb{R},\left(\zeta^{\theta}, \psi^{\theta}\right)$ also satisfies eq. (10.2), where

- Variation of base level for the velocity potential:

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi+\theta)(t, \boldsymbol{x}) .
$$

- Horizontal translation along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi)(t, \boldsymbol{x}-\theta \boldsymbol{e})
$$

- Time translation

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi)(t-\theta, \boldsymbol{x}) .
$$

- Galilean boost along the direction $\boldsymbol{e} \in \mathbb{R}^{d}$ (in the flat bottom case)

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi+\theta \boldsymbol{e} \cdot \boldsymbol{x})(t, \boldsymbol{x}-\theta \boldsymbol{e} t)
$$

- Horizontal rotation (in dimension $d=2$ and for a rotation-invariant bottom, $\boldsymbol{x}^{\perp} \cdot \nabla b=0$ )

$$
\left(\zeta^{\theta}, \psi^{\theta}\right)(t, \boldsymbol{x}) \stackrel{\text { def }}{=}(\zeta, \psi)\left(t, R_{\theta} \boldsymbol{x}\right)
$$

where $R_{\theta}$ is the rotation matrix of angle $\theta$.
Preserved quantities We have the following related preserved quantities.

- Excess of mass

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}
$$

- Horizontal impulse (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

- Total energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{WGN}}=0, \quad \mathscr{H}_{\mathrm{WGN}} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(h \nabla \psi) \cdot \boldsymbol{u} \mathrm{d} \boldsymbol{x} .
$$

- Horizontal coordinate of mass centroid times mass (in the flat bottom case)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{C}=\int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x}, \quad \mathscr{C} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{x} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

- Angular impulse (in dimension $d=2$ and for a rotation-invariant bottom, $\boldsymbol{x}^{\perp} \cdot \nabla b=0$ )

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{A}=0, \quad \mathscr{A} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{x}^{\perp} \cdot \nabla \psi \mathrm{d} \boldsymbol{x} .
$$

where $(x, y)^{\perp} \stackrel{\text { def }}{=}(-y, x)$.

Notice also the following conserved quantity which is seemingly trivial in the formulation (10.2) but not in the formulation (10.5):

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{V}=0, \quad \mathscr{V} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \nabla \psi \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \boldsymbol{u}+\mathcal{T}^{\mathrm{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u} \mathrm{d} \boldsymbol{x}
$$

Moreover, in the flat bottom case, we deduce from the above the conservation of a quantity corresponding to the horizontal momentum (recall footnote 56)

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}_{\mathrm{WGN}}=0, \quad \mathscr{M}_{\mathrm{WGN}} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} h \boldsymbol{u} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} h \nabla \psi \mathrm{~d} \boldsymbol{x}+\frac{1}{3} \nabla \mathrm{~F}^{\mu}\left(h^{3} \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right) \mathrm{d} \boldsymbol{x}=\mathscr{V}+\mathscr{I}+0 .
$$

The quantities presented here are preserved in a stronger sense: their integrand satisfies a conservation law, which we do not write out explicitly.

### 10.3 Modal analysis

Linearizing eq. (10.5) (in the flat bottom case, $b \equiv 0$ ) about the trivial rest solution, that is setting $h=d+\epsilon \zeta^{0}, \boldsymbol{u}=\epsilon \boldsymbol{u}^{0}$ (we could add a constant horizontal velocity by Galilean invariance) and keeping only first order terms with respect to $\epsilon \ll 1$ yields the system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+d \nabla \cdot \boldsymbol{u}=0 \\
\partial_{t}\left(\boldsymbol{u}^{0}+\left(\frac{d|D|}{\tanh (d|D|)}-\mathrm{Id}\right) \frac{1}{|D|^{2}} \nabla \nabla \cdot \boldsymbol{u}^{0}\right)+g \nabla \zeta^{0}=\mathbf{0}
\end{array}\right.
$$

Specializing to irrotational velocity fields as we should, and denoting $\nabla \psi^{0} \stackrel{\text { def }}{=} \frac{d|D|}{\tanh (d|D|)} \boldsymbol{u}^{0}$, we infer

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}-|D| \tanh (d|D|) \psi^{0}=0 \\
\partial_{t} \psi^{0}+g \zeta^{0}=0
\end{array}\right.
$$

and we recognize the linearized water waves system, eq. (2.3). In particular, the dispersion relation

$$
\omega(\boldsymbol{\xi})^{2}=g d|\boldsymbol{\xi}| \tanh (d|\boldsymbol{\xi}|)
$$

coincides with the one corresponding to the water waves system, hence the "full dispersion" terminology. The reader can refer to Section ii and Section 2.3 for more information (modal analysis, large-time behavior of solutions, dispersive and Strichartz estimates) on the linearized water waves system.

### 10.4 Solitary waves

We cannot expect to find explicit expressions for solitary wave - or cnoidal-solutions to the Whitham-Green-Naghdi system, contrarily to the ones we obtained in Section 8.4 on the Green-Naghdi system. Yet we can prove the existence of such traveling wave solutions by means of a suitable minimization problem.

Indeed, seeking solutions to eq. (10.2) in the unidimensional $(d=1)$ and flat bottom ( $b \equiv 0$ ) framework satisfying

$$
(\zeta, \psi)(t, x)=\left(\zeta_{c}, \psi_{c}\right)(x-c t), \quad \lim _{|x| \rightarrow \infty}\left|\left(\zeta_{c}, \psi_{c}^{\prime}\right)\right|(x)=0
$$

denoting $h_{c}=1+\varepsilon \zeta_{c}$ and $\psi_{c}^{\prime}=u_{c}-\frac{\mu}{3 h_{c}} \partial_{x} \mathrm{~F}^{\mu}\left(h_{c}^{3} \partial_{x} \mathrm{~F}^{\mu} u_{c}\right)$ yields the following set of equations:

$$
\left\{\begin{array}{l}
-c \zeta_{c}+h_{c} u_{c}=0 \\
-c\left(u_{c}-\frac{\mu}{3 h_{c}} \partial_{x} \mathrm{~F}^{\mu}\left(h_{c}^{3} \mathrm{~F}^{\mu} \partial_{x} u_{c}\right)\right)+\zeta_{c}+\frac{\varepsilon}{2}\left(u_{c}^{2}\right)=\mu \varepsilon\left(\frac{u_{c}}{3 h_{c}} \partial_{x} \mathrm{~F}^{\mu}\left(h_{c}^{3} \mathrm{~F}^{\mu} \partial_{x} u_{c}\right)+\frac{1}{2}\left(h_{c}^{2} \mathrm{~F}^{\mu} \partial_{x} u_{c}\right)^{2}\right) .
\end{array}\right.
$$

Substituting the relation $u_{c}=c \frac{\zeta_{c}}{h_{c}}=c \frac{\zeta_{c}}{1+\varepsilon \zeta_{c}}$ stemming from the first equation into the second one yields the scalar problem

$$
\begin{equation*}
-c^{2}\left(\frac{\zeta_{c}}{h_{c}}-\frac{\mu}{3 h_{c}} \partial_{x} \mathrm{~F}^{\mu}\left(h_{c}^{3} \mathrm{~F}^{\mu} \partial_{x} \frac{\zeta_{c}}{h_{c}}\right)\right)+\zeta_{c}+c^{2} \frac{\varepsilon}{2}\left(\frac{\zeta_{c}^{2}}{h_{c}^{2}}\right)=c^{2} \mu \varepsilon\left(\frac{\zeta_{c}}{3 h_{c}^{2}} \partial_{x} \mathrm{~F}^{\mu}\left(h_{c}^{3} \mathrm{~F}^{\mu} \partial_{x} \frac{\zeta_{c}}{h_{c}}\right)+\frac{1}{2}\left(h_{c}^{2} \mathrm{~F}^{\mu} \partial_{x} \frac{\zeta_{c}}{h_{c}}\right)^{2}\right) . \tag{10.7}
\end{equation*}
$$

Now, defining

$$
\mathscr{E}(\zeta)=\int_{\mathbb{R}} \frac{\zeta^{2}}{1+\varepsilon \zeta}+\frac{\mu}{3}(1+\varepsilon \zeta)^{3}\left(\mathrm{~F}^{\mu} \partial_{x} \frac{\zeta_{c}}{1+\varepsilon \zeta}\right)^{2} \mathrm{~d} x
$$

we recognize that the Euler-Lagrange equations associated with the minimization problem

$$
\begin{equation*}
\underset{\zeta \in L_{q}^{2}}{\arg \min } \mathscr{E}(\zeta), \quad L_{q}^{2} \stackrel{\text { def }}{=}\left\{\zeta \in L^{2}(\mathbb{R}):|\zeta|_{L^{2}}^{2}=q\right\} \tag{10.8}
\end{equation*}
$$

namely

$$
\mathrm{d} \mathscr{E}(\zeta)=2 \alpha \zeta
$$

where $\alpha \in \mathbb{R}$ is a Lagrange multiplier, is equivalent to eq. (10.7) with $\alpha=c^{-2}$.
Remark 10.1. The existence of such minimization problem is in fact directly related with the variational structure of the equations given in Section 10.1. Indeed, from Hamilton's principle on the Lagrangian action given in eq. (10.6) we infer that solitary waves $\left(\zeta_{c}, \psi_{c}^{\prime}\right)$ are critical points of the functional $\mathscr{H}_{\mathrm{WGN}}(\zeta, \psi)-c \mathscr{I}(\zeta, \psi)$. However, as noticed (for the Green-Naghdi system) in [278], critical points are neither minimizers nor maximizers. This is why we first reduce the dimension of the problem. Using that for each fixed $c$ and $\zeta$, the functional $\psi \mapsto \mathscr{H}_{\mathrm{WGN}}(\zeta, \psi)-c \mathscr{I}(\zeta, \psi)$ has a unique critical point, $\psi_{c, \zeta}$, and substituting its expression in our functional, we recognize

$$
\mathscr{H}_{\mathrm{WGN}}\left(\zeta, \psi_{c, \zeta}\right)-c \mathscr{I}\left(\zeta, \psi_{c, \zeta}\right)=\|\zeta\|_{L^{2}}^{2}+c^{2} \mathscr{E}(\zeta)
$$

and observe that $\zeta_{c}$ is a critical point of the above functional if an only if $\left(\zeta_{c}, \psi_{c, \zeta_{c}}\right)$ is a critical point of $\mathscr{H}_{\mathrm{WGN}}(\zeta, \psi)-c \mathscr{I}(\zeta, \psi)$. The constrained minimization problem eq. (10.8) is now just one simple step away.

Minimization problems such as eq. (10.8) may be attacked thanks to a powerful tool known as Lions' concentration-compactness principle [281]. Let us very roughly describe the strategy. A natural strategy for proving the existence of minimizers is to consider a minimizing sequence of functions, $\zeta_{n} \in L_{q}^{2}$ such that $\mathscr{E}\left(\zeta_{n}\right) \searrow I_{q} \stackrel{\text { def }}{=} \min _{\zeta \in D_{q}} \mathscr{E}(\zeta)$, and using compactness properties to infer that the sequence converges - at least up to extracting a subsequence - towards a true minimizer, $\zeta_{q}$. The concentration-compactness principle allows to single-down the possible scenarios when considering such limits of sequences of functions with a given "mass" (here, $\zeta_{n}^{2}$ being nonnegative functions with fixed $L^{1}(\mathbb{R})$-norm). Loosely speaking, the possible obstructions to compactness amount to:

- Translation. The elements could shift towards infinity at the left or right sides of the real line so that the sequence converges point-wisely to zero everywhere.
- Dichotomy. The elements could split into two components comprising a non-trivial portion of the mass and moving away one from each other.
- Vanishing. The elements could diffuse, spreading over the real line while the amplitude vanishes everywhere.
- Concentration. In the opposite direction, the elements could concentrate so as for instance to (weakly) converge towards a Dirac distribution.

In all these cases, the sequence do not converge - even weakly and up to the extraction of a subsequence - towards a function without a loss of mass. The first (translation) scenario is not a serious obstruction: as our functionals are invariant with respect to translations, one can always shift the sequence so that the center of mass is located at a given location on the real line. The concentration scenario is immediately ruled out if an upper bound (straightforwardly satisfied by any minimizing sequence) on the energy functional ensures a control in a functional space with sufficient regularity. Hence the scenario of all the mass roughly staying at the same location (up to translations) is the favorable scenario, hence the name concentration-compactness. There remains to prove that the "dichotomy" and "vanishing" scenarios cannot occur.

While there are standard strategies, none are so robust that they can be applied in a systematic fashion. In our specific framework, we encounter a severe difficulty from the fact that the energy functional is not sufficient to guarantee enough regularity on any minimizing sequence. To deal with this, borrowing the strategy from [169], it is proved in [162] that one can construct-using solutions of the much more compact periodic problem - a special minimizing sequence which has the desired property, and eventually converges.

We reproduce below the main results in [162].
Theorem 10.2. Set $\varepsilon=\mu=1$ and let $\nu>1 / 2$ and $M>0$. Define the set of minimizers $D_{q, M}^{\nu}$ as

$$
D_{q, M}^{\nu} \stackrel{\text { def }}{=} \underset{\zeta \in H_{q, M}^{\nu}}{\arg \min } \mathscr{E}(\zeta), \quad H_{q, M}^{\nu} \stackrel{\text { def }}{=}\left\{\zeta \in H^{\nu}(\mathbb{R}):|\zeta|_{L^{2}}^{2}=q,|\zeta|_{H^{\nu}}<M\right\} .
$$

Then there exists $q_{0}>0$ such that for all $q \in\left(0, q_{0}\right)$, the following statements hold:

- The set $D_{q, M}^{\nu}$ is nonempty and each element in $D_{q, M}^{\nu}$ solves the traveling wave equation (10.7), with $c^{2}=\alpha^{-1}>1$. Thus for any $\zeta \in D_{q, M}^{\nu},\left(\zeta(x \pm c t), \psi_{ \pm}^{\prime}= \pm c \frac{\zeta}{1+\zeta}(x \pm c t)\right)$ is a supercritical solitary wave solution to (10.2).
- For any minimizing sequence for $\mathscr{E},\left\{\zeta_{n}\right\}_{n \in \mathbb{N}}$ in $H_{q, M}^{\nu}$ such that $\sup _{n \in \mathbb{N}}\left\|\zeta_{n}\right\|_{H^{\nu}}<M$, there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ of real numbers such that a subsequence of $\left\{\zeta_{n}\left(\cdot+x_{n}\right)\right\}_{n \in \mathbb{N}}$ converges (weakly in $H^{\nu}(\mathbb{R})$ and strongly in $H^{s}(\mathbb{R})$ for $s \in[0, \nu)$ ) to an element in $D_{q, M}^{\nu}$.
- Each $\zeta \in D_{q, M}^{\nu}$ belongs to $H^{s}(\mathbb{R})$ for any $s \geq 0$ and there exist constants $m^{\star}, M^{\star}>0$ such that

$$
\left||c|-1-\frac{3}{8} q^{\frac{2}{3}}\right| \leq m^{\star} q^{\frac{5}{6}}
$$

and, denoting $\xi_{\mathrm{KdV}}(x)=\frac{3}{4} \operatorname{sech}^{2}\left(\frac{3}{4} x\right)$

$$
\sup _{\zeta \in D_{q, M}^{\nu}} \inf _{x_{0} \in \mathbb{R}}\left|q^{-\frac{2}{3}} \zeta\left(q^{-\frac{1}{3}} \cdot\right)-\xi_{\mathrm{KdV}}\left(\cdot-x_{0}\right)\right|_{H^{1}(\mathbb{R})} \leq M^{\star} q^{\frac{1}{6}}
$$

uniformly over $q \in\left(0, q_{0}\right)$ and $\zeta \in D_{q, M}^{\nu}$.
Remark 10.3. We do not claim uniqueness up to spatial translation of the elements of the set $D_{q, M}^{\nu}$, even for $q$ sufficiently small. Moreover, because $\mathcal{E}$ is not a quantity which is preserved by the flow of the Whitham-Green-Naghdi system, our construction offers no result on the dynamical stability of solitary waves, even measuring the distance of solutions to the set $D_{q, M}^{\nu}$.
Remark 10.4. Theorem 10.2 holds replacing $\mathrm{F}^{\mu}=F(\sqrt{\mu}|D|)$ where $F(\xi)=\sqrt{\frac{3}{|\xi|^{2}}\left(\frac{|\xi|}{\tanh (|\xi|)}-1\right)}$ with any element in a wide class of admissible Fourier multipliers (see Definitions in [162]) ; for instance $\mathrm{F}^{\mu}=\mathrm{Id}$ corresponding to the original Green-Naghdi system.

What is not shown in the result, but observed numerically, is that solitary wave solutions to the Whitham-Green-Naghdi system are closer (asymptotically at a distance $\mathcal{O}\left((c-1)^{2}\right)$ as $c \searrow 1$ )
to the corresponding solutions to the water waves system than the solitary wave solutions to the Green-Naghdi system or the Korteweg-de Vries equation (both at a distance $\mathcal{O}(c-1)$ as $c \searrow 1$ ); see Figure 10.1. This is in complete agreement with the analysis provided in Section 10.5.

In the opposite direction, numerical experiments provided in [161] indicate the existence-as for the Green-Naghdi system-of solitary waves with arbitrarily large velocity and amplitude, and these waves appear to be dynamically stable, although in practice they become very sensitive to perturbations as c-1 gets large.

(a) Rescaled solitary waves for $c=1.025,1.01,1.002$.

(b) Close-up.

(c) Convergence rate.

Figure 10.1 - Comparison of the solutions of the KdV and Green-Naghdi models and the water waves system, taken from [162]. The waves are rescaled so that the Korteweg-de Vries solution does not depend on $c$. Consistently, we set $\varepsilon=\mu=1$. The "improved" Green-Naghdi system is the Whitham-Green-Naghdi system and cannot be distinguished from the water waves solution.

Figure 10.1 c is a $\log$-log plot of the normalized $\ell^{2}$-norm of the error as a function of $c-1$.

### 10.5 Rigorous justification

In this section we discuss the complete rigorous justification of the Whitham-Green-Naghdi system, eq. (10.2) as an asymptotic model for the water waves system, eq. (2.7), in the shallow water regime (Definition III.2) that is for parameters in the set

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

As already discussed several times in this manuscript, a complete justification follows from several results: (i) a consistency result stating that exact solutions to the water waves system satisfy approximately the Whitham-Green-Naghdi equations; (ii) a (local) well-posedness result on the initial-value problem for the Whitham-Green-Naghdi equations which should be uniform in the shallow water regime; and (iii) a stability result controlling the difference between an approximate and an exact solution to the Whitham-Green-Naghdi equations. Altogether, this yields the target convergence result which estimates the difference between solutions to the water waves systemwhich exist on the relevant timescale and satisfy the required bounds by Theorem 2.9-and the corresponding solutions to the Whitham-Green-Naghdi model.

It turns out that, because the Whitham-Green-Naghdi system, eq. (10.2), has the same structure as the Green-Naghdi system, eq. (8.2), the results obtained in Section 8.6 extend directly to our system, with straightforward modifications. For instance, the results in Section 8.6.1 extend to the operator $\mathfrak{T}^{\mathfrak{F}^{\mu}}$-and its inverse - provided we replace the definitions of the functional spaces $X_{\mu}^{s}$ and $Y_{\mu}^{s}$ therein with

$$
\begin{aligned}
& X_{\mathrm{F}^{\mu}}^{s} \stackrel{\text { def }}{=}\left\{\boldsymbol{u} \in L^{2}\left(\mathbb{R}^{d}\right)^{d}:|\boldsymbol{u}|_{X_{\mathrm{F} \mu}^{s}}^{2} \stackrel{\text { def }}{=} \sum_{|\boldsymbol{k}|=0}^{s}\left|\partial^{\boldsymbol{k}} \boldsymbol{u}\right|_{L^{2}}^{2}+\mu\left|\partial^{\boldsymbol{k}} \mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}\right|_{L^{2}}^{2}<\infty\right\}, \\
& Y_{\mathrm{F}^{\mu}}^{s} \stackrel{\text { def }}{=}\left\{\boldsymbol{v} \in\left(X_{\mathrm{F}^{\mu}}^{0}\right)^{\prime}:|\boldsymbol{v}|_{Y_{\mathrm{F}^{\mu}}^{s}}^{2} \stackrel{\text { def }}{=} \sum_{|\boldsymbol{k}|=0}^{s}\left|\partial^{\boldsymbol{k}} \boldsymbol{v}\right|_{\left(X_{\mathrm{F}^{\mu}}\right)^{\prime}}^{2}<\infty\right\} .
\end{aligned}
$$

In particular-see Lemma 8.9 and Lemma 8.10 - the operator $\mathfrak{T}^{F^{\mu}}[h, \beta \nabla b]: X_{\mathrm{F}^{\mu}}^{s} \rightarrow Y_{\mathrm{F}}{ }^{\mu}$ is welldefined, one-to-one and onto-and hence eq. (10.2) makes sense - provided that $\zeta, b$ are sufficiently regular and the non-cavitation assumption holds, that is

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(\boldsymbol{x})=1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 . \tag{10.9}
\end{equation*}
$$

This allows to obtain the following consistency result from the expansion of the Dirichlet-toNeumann operator provided in Section 4.4.
Theorem 10.5 (Consistency). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$. Let $s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any $(\zeta, \psi) \in L^{\infty}\left(0, T ; H^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ classical solution to the water waves equations, eq. (2.7), satisfying eq. (10.9) uniformly for $t \in(0, T)$ and

$$
\underset{t \in(0, T)}{\operatorname{ess} \sup }\left(|\varepsilon \zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\right)+|\beta b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}} \leq M^{\star},
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \boldsymbol{u})=r_{1}, \\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\boldsymbol{u}|^{2}-\mu \varepsilon \mathcal{R}^{\mathrm{F}^{\mu}}[h, \beta \nabla b, \boldsymbol{u}]=r_{2}
\end{array}\right.
$$

where we denote $h=1+\varepsilon \zeta-\beta b, \boldsymbol{u}=\mathfrak{T}^{{ }^{\mu}}[h, \beta \nabla b]^{-1}(h \nabla \psi)$, and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|r_{1}(t, \cdot)\right|_{H^{s}} & \leq C \mu^{2}\left(\varepsilon M+\beta M_{\mathrm{b}}\right)\left(|\zeta(t, \cdot)|_{H^{s+6}}+|\nabla \psi(t, \cdot)|_{H^{s+5}}\right) \\
\left|r_{2}(t, \cdot)\right|_{H^{s+1}} & \leq C \mu^{2} \varepsilon|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\left(|\zeta(t, \cdot)|_{H^{s+6}}+|\nabla \psi(t, \cdot)|_{H^{s+5}}\right) .
\end{aligned}
$$

with $M \stackrel{\text { def }}{=}|\zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}$ and $M_{\mathrm{b}} \stackrel{\text { def }}{=}|b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}}$.

Proof. We first decompose

$$
\mathfrak{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u}=h \boldsymbol{u}+\mu \mathcal{T}^{\mathfrak{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u}=h \mathrm{~J}_{0}^{\mu} \boldsymbol{u}+h \widetilde{\mathcal{T}}^{{ }^{\mu}}[h, \beta \nabla b] \boldsymbol{u}
$$

where $J_{0}^{\mu} \stackrel{\text { def }}{=} \frac{\sqrt{\mu}|D|}{\tanh (\sqrt{\mu}|D|)}=\left(I_{0}^{\mu}\right)^{-1}, I_{0}^{\mu} \stackrel{\text { def }}{=} \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}$ and

$$
\begin{aligned}
\widetilde{\mathcal{T}}^{\mathrm{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla \mathrm{~F}^{\mu}\left(\left(h^{3}\right.\right. & \left.-1) \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+\frac{h-1}{3 h} \nabla \mathrm{~F}^{\mu}\left(\mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}\right) \\
& +\frac{1}{2 h}\left(\nabla \mathrm{~F}^{\mu}\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b)
\end{aligned}
$$

The control of $r_{1}$ then follows from

$$
\begin{aligned}
& \left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla \cdot\right.\left.\left(h \mathfrak{T}^{\mathfrak{F}^{\mu}}[h, \beta \nabla b]^{-1}(h \nabla \psi)\right)\right|_{H^{s}} \\
& \leq\left|\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla \cdot\left(h\left(I_{0}^{\mu}-\left.\left.\mu\right|_{0} ^{\mu} \widetilde{\mathcal{T}}^{\mathfrak{F}^{\mu}}[h, \beta \nabla b]\right|_{0} ^{\mu}\right) \nabla \psi\right)\right|_{H^{s}} \\
&+\mu^{2}\left|\nabla \cdot\left(\left.\left.h\right|_{0} ^{\mu} \widetilde{\mathcal{T}}^{\mathrm{F}^{\mu}}[h, \beta \nabla b]\right|_{0} ^{\mu} \widetilde{\mathcal{T}}^{\mathrm{F}^{\mu}}[h, \beta \nabla b] \mathfrak{T}^{\mathfrak{F}^{\mu}}[h, \beta \nabla b]^{-1}(h \nabla \psi)\right)\right|_{H^{s}} .
\end{aligned}
$$

The control of the last term follows from Lemma 8.10 (adapted to our functional framework), the additional estimate (using the same notations as therein)
$\left.\left|\widetilde{\mathcal{T}}^{F^{\mu}}[h, \beta \nabla b] \boldsymbol{u}\right|_{Y_{F^{\mu}}^{s}} \leq C \times\left(\left(|\varepsilon \zeta|_{H^{s_{\star}}}+|\beta \nabla b|_{W^{s_{\star}, \infty}}\right)|\boldsymbol{u}|_{X_{F^{\mu}}^{s}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{s}}+|\beta \nabla b|_{W^{s, \infty}}\right)\right| \boldsymbol{u}\right|_{X_{F \mu}^{s_{\star}}}\right\rangle_{s>s_{\star}}\right)$,
the (uniformly in $\mu$ ) continuous embeddings $H^{s+1}\left(\mathbb{R}^{d}\right)^{d} \subset X_{F^{\mu}}^{s} \subset H^{s}\left(\mathbb{R}^{d}\right)^{d} \subset Y_{\mathrm{F}^{\mu}}^{s} \subset H^{s-1}\left(\mathbb{R}^{d}\right)^{d}$, and the boundedness of $I_{0}^{\mu}$ in Sobolev spaces. As for the first term, we use Proposition 4.15 (with $n=2$ and $k=s+1$ ), and the identity

$$
\begin{aligned}
& \nabla \cdot\left(h \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|} \nabla \psi+\mu h \mathcal{T}[h, \beta \nabla b] \nabla \psi+\frac{\mu}{3} h \nabla \Delta \psi\right)-\nabla \cdot\left(h\left(1_{0}^{\mu}-\left.\mu\right|_{0} ^{\mu} \widetilde{\mathcal{T}}^{\mu}[h, \beta \nabla b] 1_{0}^{\mu}\right) \nabla \psi\right) \\
&=\mu \nabla \cdot\left(h\left(।_{0}^{\mu} \widetilde{\mathcal{T}}^{{ }^{\mu}}[h, \beta \nabla b] ⿺_{0}^{\mu}-\widetilde{\mathcal{T}}^{\mathrm{Id}}[h, \beta \nabla b]\right) \nabla \psi\right)
\end{aligned}
$$

The last term is estimated as above using the fact that $\mu^{-1}\left(I_{0}^{\mu}-\mathrm{Id}\right): H^{s+2}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$ and $\mu^{-1}\left(\mathrm{~F}^{\mu}-\mathrm{Id}\right): H^{s+2}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$ are bounded, uniformly with respect to $\mu \in\left(0, \mu^{\star}\right]$.

As for the control of $r_{2}$, we can use the corresponding estimate Theorem 8.2, triangular inequality and an estimate on $\mu \varepsilon \mathcal{R}^{\mathrm{F}^{\mu}}[h, \beta \nabla b, \boldsymbol{u}]-\mu \varepsilon \mathcal{R}^{\mathrm{Id}}[h, \beta \nabla b, \boldsymbol{u}]$ which follows from the boundedness of $\mu^{-1}\left(\mathrm{~F}^{\mu}-\mathrm{Id}\right): H^{s+2}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$.

Unfortunately, the analysis and energy estimates carried out in Section 8.6-outside of the results in Section 8.6.1-cannot be straightforwardly to our fully dispersive system, since the former applies to the formulation eq. (8.6) which does not have a direct analogous equivalent to eq. (10.4). Yet the analysis in [158] is carried on the formulation of the Green-Naghdi system analogous to eq. (10.4), and the analysis in [160] applies as a specific case to eq. (10.4) in the one-dimensional case $d=1$, flat bottom situation and with surface tension. This gives sufficient grounds to assert the following claims, of which only the level of regularity is questionable.

Conjecture 10.6 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2$ and $s \in \mathbb{N}, s \geq 1+s_{\star}, h_{\star}>0$, $\mu^{\star}>0$, and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that the for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0}, \nabla \psi_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right) \times Y_{\mathrm{F}^{\mu}}^{s}$ satisfying eq. (10.9) and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+\left|\varepsilon \nabla \psi_{0}\right|_{Y_{F \mu}^{1+s_{\star}}}+|\beta b|_{W^{s, \infty}} \leq M^{\star}
$$

there exists a unique $(\zeta, \nabla \psi) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times Y_{\mathrm{F}^{\mu}}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times Y_{\mathrm{F} \mu}^{s-1}\right)$ solution to the Whitham—Green-Naghdi system, eq. (10.2), with initial data $\left.(\zeta, \psi)\right|_{t=0}=\left(\zeta_{0}, \psi_{0}\right)$; and we have for any $t \in\left[0, T / M_{0}\right]$

$$
|\zeta(t, \cdot)|_{H^{s}}+|\nabla \psi(t, \cdot)|_{Y_{\mathrm{F} \mu}^{s}}+|\boldsymbol{u}(t, \cdot)|_{X_{\mathrm{F} \mu}^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\nabla \psi_{0}\right|_{Y_{\mathrm{F}}{ }^{s}}\right),
$$

where we denote $\boldsymbol{u}=\mathfrak{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b]^{-1}(h \nabla \psi)$ with $h=1+\varepsilon \zeta-\beta b$, and eq. (10.9) holds with $h_{\star} / 2$.
Accompanying the well-posedness of the Cauchy problem (and in fact at the center of its proof) is a stability result (or rather conjecture), analogous to Theorem 8.6, which we shall not write down. From this, Theorem 10.5 and Conjecture 10.6 we conclude the rigorous justification of the Whitham-Green-Naghdi model as follows.

Conjecture 10.7 (Convergence). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and any $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{\max \left\{s+6,2+s_{\star}\right\}} \times \stackrel{\circ}{H}^{\max \left\{s+6,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ solution to the water waves equations (2.7) and such that $h=1+\varepsilon \zeta-\beta b$ satisfies Equation (10.9) uniformly for $t \in\left[0, T^{\star}\right]$ and

$$
M \stackrel{\text { def }}{=} \sup _{t \in\left[0, T^{\star}\right]}\left(|\varepsilon \zeta(t, \cdot)|_{H^{\max \left\{s+1,2+s_{\star}\right\}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{\max \left\{s+1,1+s_{\star}\right\}}}\right)+|\beta b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}} \leq M^{\star},
$$

there exists a unique $\left(\zeta_{\mathrm{WGN}}, \nabla \psi_{\mathrm{WGN}}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{\max \left\{s, 1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times Y_{\mathrm{F}^{\mu}}^{\max \left\{s, 1+s_{\star}\right\}}\right)$ strong solution to the Whitham-Green-Naghdi system (10.2) with initial data $\left.\left(\zeta_{\mathrm{WGN}}, \psi_{\mathrm{WGN}}\right)\right|_{t=0}=\left.(\zeta, \psi)\right|_{t=0}$; and one has for any $t \in\left(0, \min \left\{T^{\star}, T / M\right\}\right]$,
$\left|\left(\zeta-\zeta_{\mathrm{WGN}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\nabla \psi-\nabla \psi_{\mathrm{WGN}}\right)(t, \cdot)\right|_{Y_{\mathrm{F}^{s}}} \leq C \mu^{2} M t\left(\|\zeta\|_{L^{\infty}\left(0, t ; H^{s+6}\right)}+\|\nabla \psi\|_{L^{\infty}\left(0, t ; H^{s+5}\right)}\right)$.
Remark 10.8. It should be emphasized that the prefactor $M=\mathcal{O}(\varepsilon+\beta)$ in the last inequality in Conjecture 10.7 provides the quantitative gain with respect to the equivalent result on the GreenNaghdi system, Theorem 8.7. A striking consequence is that the solution to the Whitham-GreenNaghdi model remains close - in shallow water situations - to the corresponding solution to the water waves system over the full time interval $t \in\left[0, \min \left\{T^{\star}, T / M\right\}\right]$, specifically at a distance $\mathcal{O}\left(\mu^{2}\right)$. Comparatively, in the situation where $\varepsilon+\beta \ll 1$, the solution to the original Green-Naghdi-system is a priori useless for times $t \gtrsim \mu^{-2}$, due to second-order dispersive effects which are not captured by the model and arise before nonlinear effects. See Appendix I. 4 for a numerical illustration of this feature.

### 10.6 Boussinesq and Whitham-Boussinesq systems

Starting from the Green-Naghdi-Whitham system, eq. (10.2), and neglecting contributions of order $\mathcal{O}(\mu(\varepsilon+\beta))$, yields the much simpler-looking

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot\left(I_{0}^{\mu} \nabla \psi+(\varepsilon \zeta-\beta b) \nabla \psi\right)=0 \\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}=0
\end{array}\right.
$$

where $I_{0}^{\mu} \stackrel{\text { def }}{=} \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}$. Yet there is little hope that the initial-value problem associated with the above system enjoys good well-posedness properties, and hence we will consider the following class of regularized systems

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot\left(\text { I }_{0}^{\mu} \nabla \psi+\mathrm{I}_{1}^{\mu}\left((\varepsilon \zeta-\beta b) I_{1}^{\mu} \nabla \psi\right)\right)=0  \tag{10.10}\\
\partial_{t} \psi+\zeta+\left.\frac{\varepsilon}{2}| |_{1}^{\mu} \nabla \psi\right|^{2}=0
\end{array}\right.
$$

As soon as-roughly speaking- $\mathrm{I}_{1}^{\mu}=\operatorname{Id}+\mathcal{O}(\mu)$, the validity of eq. (10.10) as an asymptotic model does not suffer from introducing $\left.\right|_{1} ^{\mu}$; see Theorem 10.13 below. When $I_{1}^{\mu}=I_{0}^{\mu}$, the system corresponds to the one introduced in [140] (in the flat bottom situation), and thoroughly studied in [139, 143, $346,138,175]$. Setting $\left.\right|_{1} ^{\mu}=\left(I_{0}^{\mu}\right)^{1 / 2}$ has the arguable advantages that the system maintains the quasilinear nature of the original water waves system (while the system is semilinear when $I_{1}^{\mu}=I_{0}^{\mu}$ ), and that the last two terms in the first equation can be compacted as a single term involving the depth $h=1+\varepsilon \zeta-\beta b$. All these systems belong to a class of so-called Whitham-Boussinesq systems ${ }^{57}$ which can be loosely defined as fully dispersive modifications of standard Boussinesq models. Indeed, setting $I_{0}^{\mu}=I_{1}^{\mu}=\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1}$, and defining $\boldsymbol{u}=I_{0}^{\mu} \nabla \psi$ we infer (using that $\boldsymbol{u}$ is by definition a gradient vector field)

$$
\left\{\begin{array}{l}
\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right) \partial_{t} \zeta+\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right) \nabla \cdot \boldsymbol{u}+\nabla \cdot((\varepsilon \zeta-\beta b) \boldsymbol{u})=0,  \tag{10.11}\\
\partial_{t}\left(\boldsymbol{u}-\frac{\mu}{3} \nabla \nabla \cdot \boldsymbol{u}\right)+\nabla \zeta+\varepsilon(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\mathbf{0},
\end{array}\right.
$$

then we recognize the specific element of the " $a b c d$ " Boussinesq systems with $-a=b=d=\frac{1}{3}$ and $c=0$; see Section iv.

Using physical variables (recall Section 2.4), eq. (10.10) yields a Whitham-Boussinesq system:

$$
\left\{\begin{array}{l}
\partial_{t} h+\nabla \cdot\left(I_{0}^{d^{2}} d \boldsymbol{v}+\mathbf{I}_{1}^{d^{2}}\left(\left.(h-d)\right|_{1} ^{d^{2}} \boldsymbol{v}\right)\right)=0  \tag{10.12}\\
\partial_{t} \boldsymbol{v}+g \nabla(h+b)+\left.\frac{1}{2}| |_{1}^{d^{2}} \boldsymbol{v}\right|^{2}=0
\end{array}\right.
$$

with $h=d+\zeta-b$ and $\boldsymbol{v}=\nabla \psi$; and eq. (10.11) yields a Boussinesq system:

$$
\left\{\begin{array}{l}
\partial_{t}\left(h-\frac{d^{2}}{3} \Delta h\right)+\nabla \cdot\left(h \boldsymbol{u}-\frac{d^{3}}{3} \nabla \nabla \cdot \boldsymbol{u}\right)=0,  \tag{10.13}\\
\partial_{t}\left(\boldsymbol{u}-\frac{d^{2}}{3} \nabla \nabla \cdot \boldsymbol{u}\right)+g \nabla(h+b)+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}=\mathbf{0}
\end{array}\right.
$$

where $\nabla \psi=\boldsymbol{u}-\frac{d^{2}}{3} \nabla \nabla \cdot \boldsymbol{u}$ and $\boldsymbol{u}$ represents the vertically-averaged horizontal velocity.

### 10.6.1 Hamiltonian structure

It is easy to check that no matter the definition of the operators $I_{0}^{\mu}$ and $I_{1}^{\mu}$ (as long as they are independent of the variables, commute with spatial derivatives, and are symmetric with respect to the $L^{2}\left(\mathbb{R}^{d}\right)$ inner-product), eq. (10.10) enjoys a canonical Hamiltonian structure. Defining the Hamiltonian functional

$$
\mathscr{H}_{\mathrm{WB}}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla \psi\right|^{2}+\left.(\varepsilon \zeta+\beta b)| |_{1}^{\mu} \nabla \psi\right|^{2} \mathrm{~d} \boldsymbol{x}
$$

Hamilton's principle on

$$
\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{d}} \zeta \partial_{t} \psi \mathrm{~d} \boldsymbol{x}+\mathscr{H}_{\mathrm{WB}} \mathrm{~d} t .
$$

yields

$$
\partial_{t}\binom{\zeta}{\psi}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta} \mathscr{H}_{\mathrm{WB}}}{\delta_{\psi} \mathscr{H}_{\mathrm{WB}}}
$$

which corresponds to eq. (10.2). From this and Noether's theorem we infer the relationship between the easily checked group symmetries and related preserved quantities listed in Section 2.2 or Section 10.2.

[^44]
### 10.6.2 Modal analysis

As the Whitham-Green-Naghdi system (see Section 10.3), the Boussinesq-Green-Naghdi system, eq. (10.10) is fully dispersive: the linearized system about the rest state coincides with one of the water waves system. The reader can refer to Section ii and Section 2.3 for more information (modal analysis, large-time behavior of solutions, dispersive and Strichartz estimates) on the linearized water waves system.

As for the specific Boussinesq system eq. (10.11), its linearized system coincides with the one of the Green-Naghdi system. Hence the reader can refer to the discussion in Section 8.3, and in particular Figure 8.1.

### 10.6.3 Solitary waves

In [142] the authors study the existence of solitary waves for systems of the form eq. (10.10) with $\mathrm{I}_{1}^{\mu}=\mathrm{I}_{0}^{\mu}$, in the flat bottom case and dimension $d=1$. Their results cover as particular cases the Whitham-Boussinesq equations introduced in [140], that is $I_{1}^{\mu}=I_{0}^{\mu}=\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}$, and the specific Boussinesq system eq. (10.11), obtained by setting $\mathrm{I}_{1}^{\mu}=\mathrm{I}_{0}^{\mu}=\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1}$. Their strategy and results are very similar to the ones presented in Section 10.4.

Let me display the result-or rather a corollary-obtained very recently by Dinvay in [138]. Instead of relying on a concentration-compactness argument applied to a minimization problem, the strategy - initiated by Stefanov and Wright [380] for scalar equations- relies on perturbative methods and the implicit function theorem. Besides simplicity and robustness, a nice feature of the strategy is that it provides the uniqueness of (even) solitary waves with sufficiently small (yet supercritical) velocities. Here the results applies to systems of which eq. (10.10) (in the flat bottom case and dimension $d=1$ ) are particular cases.

Theorem 10.9. Set $\varepsilon=\mu=1, \beta=0$ and $d=1$. Let $\mathrm{I}_{0}^{\mu}=\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}$ and $\mathrm{I}_{1}^{\mu}=I_{1}(\sqrt{\mu}|D|)$ with $I_{1} \in W^{2, \infty}(\mathbb{R})$ such that $I_{1}(0)=I_{1}^{\prime}(0)=0$, and there exists
i. $C_{1}>c_{1}>0$ and $\alpha \in[0,2)$ such that for any $\xi \in \mathbb{R}, c_{1}\langle\xi\rangle^{-2 \alpha_{1}} \leq I_{1}(\xi) \leq C_{1}\langle\xi\rangle^{-\alpha_{1}} ;$
ii. $C_{2}>0$ and $\alpha_{2}<1$ such that for any $\xi \in \mathbb{R},\left|I_{1}^{\prime}(\xi)\right|+\left|\left(\frac{1}{I_{1}}\right)^{\prime}(\xi)\right|<C_{2}\langle\xi\rangle^{-\alpha_{2}}$.

Then there exists $c_{0}>1$ such that for any $c \in\left(1, c_{0}\right)$, there exists a unique $\left(\zeta_{c}, \psi_{c}\right)$ such that $\left(\zeta_{c}, l_{1}^{\mu} \partial_{x} \psi\right) \in H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$ are two even functions and $(\zeta, \psi):(t, x) \in \mathbb{R} \times \mathbb{R} \mapsto\left(\zeta_{c}, \psi_{c}\right)(x-c t)$ satisfy eq. (10.10). Moreover, for any $s \geq 1$, there exists $M^{\star}>0$ such that $\left(\zeta_{c}, \partial_{x} \psi_{c}\right) \in H^{s}(\mathbb{R})^{2}$, and, denoting $c=1+\frac{3}{8} \epsilon$ and $\xi_{\mathrm{KdV}}(x)=\frac{\overline{3}}{4} \operatorname{sech}^{2}\left(\frac{3}{4} x\right)$,

$$
\left|\epsilon^{-1} \partial_{x} \psi\left(\epsilon^{-1 / 2} \cdot\right)-\xi_{\mathrm{KdV}}\right|_{H^{s}(\mathbb{R})}+\left|\epsilon^{-1} \zeta\left(\epsilon^{-1 / 2} \cdot\right)-\xi_{\mathrm{KdV}}\right|_{H^{s}(\mathbb{R})} \leq M^{\star} \epsilon^{\max \left(\left\{2-\alpha_{1}, \frac{3-2 \alpha_{2}}{4-2 \alpha_{2}}\right\}\right)}
$$

uniformly over $c \in\left(1, c_{0}\right)$.
Remark 10.10. The asymptotic when $c \searrow 1$ is consistent with that of Theorem 10.2. The theorem applies in particular when $\mathbf{I}_{1}^{\mu}=\left(I_{0}^{\mu}\right)^{\alpha}$ with $\alpha \in[0,2)$, in which case we can set $\alpha_{1}=\alpha$ and $\alpha_{2}=\alpha-1$. The result in [138] does not apply to the Boussinesq case $\mathrm{I}_{1}^{\mu}=\mathrm{I}_{0}^{\mu}=\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1}$ as a particular case, but to other abcd-Boussinesq systems; see details therein.

Remark 10.11. Contrarily to the result of Stefanov and Wright [380], there is no information concerning the (spectral) stability of the constructed solitary waves in the case of systems.

Remark 10.12. There exist much more results concerning the existence (sometimes with explicit formula) and stability of solitary wave solutions to the general abcd Boussinesq systems introduced in Section iv. The interested reader can use [138, 86] as a starting point.

### 10.6.4 Rigorous justification

Let us now discuss the complete rigorous justification of the Whitham-Boussinesq system, eq. (10.10) as an asymptotic model for the water waves system, eq. (2.7), in the shallow water regime that is (see Definition III.2) for parameters in the set

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

In particular, we will clarify the improvement in accuracy obtained when choosing $I_{0}^{\mu} \stackrel{\text { def }}{=} \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}$ (which yields a model with the full dispersion property) rather than, say, $I_{0}^{\mu}=I_{1}^{\mu}=\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1}$, which yields a Boussinesq system.

Theorem 10.13 (Consistency). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0$. Let $s \in \mathbb{N}, \alpha \geq 0$ and $M^{\star} \geq 0$. Let $I_{0}^{\mu}=\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}$ and $\beth_{1}^{\mu}=I_{1}(\sqrt{\mu}|D|)$ with $I_{1} \in L^{\infty}(\mathbb{R})$ such that $I_{1}(\xi)=1+\mathcal{O}\left(\xi^{2}\right)$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any $(\zeta, \psi) \in L^{\infty}\left(0, T ; H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ classical solution to the water waves equations, eq. (2.7), satisfying for all $t \in(0, T)$

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(t, \boldsymbol{x})=1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 \tag{10.14}
\end{equation*}
$$

uniformly for $t \in(0, T)$ and

$$
\underset{t \in(0, T)}{\operatorname{ess} \sup }\left(|\varepsilon \zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\right)+|\beta b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}} \leq M^{\star},
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot\left(I_{0}^{\mu} \nabla \psi+I_{1}^{\mu}\left((\varepsilon \zeta-\beta b) I_{1}^{\mu} \nabla \psi\right)\right)=r_{1} \\
\partial_{t} \psi+\zeta+\left.\frac{\varepsilon}{2}| |_{1}^{\mu} \nabla \psi\right|^{2}=r_{2}
\end{array}\right.
$$

and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|r_{1}(t, \cdot)\right|_{H^{s}} & \leq C \mu\left(\varepsilon M+\beta M_{\mathrm{b}}\right)\left(|\zeta(t, \cdot)|_{H^{s+4}}+|\nabla \psi(t, \cdot)|_{H^{s+3}}\right) \\
\left|r_{2}(t, \cdot)\right|_{H^{s+1}} & \leq C \mu \varepsilon|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\left(|\zeta(t, \cdot)|_{H^{s+4}}+|\nabla \psi(t, \cdot)|_{H^{s+3}}\right)
\end{aligned}
$$

with $M \stackrel{\text { def }}{=}|\zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}$ and $M_{\mathrm{b}} \stackrel{\text { def }}{=}|b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}}$.
Proof. Let us first treat the first statement. For the control of $r_{1}$,

$$
\begin{aligned}
&\left|\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\nabla \cdot\left(I_{0}^{\mu} \nabla \psi+I_{1}^{\mu}\left((\varepsilon \zeta-\beta b) I_{1}^{\mu} \nabla \psi\right)\right)\right|_{H^{s}} \\
& \leq \left\lvert\, \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi\right.+\left.\nabla \cdot\left((1+\varepsilon \zeta-\beta b)!_{0}^{\mu} \nabla \psi\right)\right|_{H^{s}} \\
&+\left|\nabla \cdot\left(I_{1}^{\mu}\left((\varepsilon \zeta-\beta b) I_{1}^{\mu} \nabla \psi\right)-(\varepsilon \zeta-\beta b)\left(I_{1}^{\mu}-I^{\mu}\right) \nabla \psi\right)\right|_{H^{s}}
\end{aligned}
$$

The first term in the right-hand side is estimated by Proposition 4.15 (with $n=1$ and $k=s+1$ ), and the estimate of last term follows from the boundedness of $\frac{1}{\mu}\left(I_{1}^{\mu}-\mathrm{Id}\right): H^{s+2}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$ and $\mathrm{I}_{1}^{\mu}: H^{s}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$, for any $s \in \mathbb{R}$, being uniform with respect to $\mu \in\left(0, \mu^{\star}\right]$, and product estimates in Appendix II.

As for the control of $r_{2}$, we simply use Proposition 4.10 (with $n=0$ and $k=s+2$ ) to control $\left|\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi\right|_{H^{s+1}}$, aforementioned product and composition estimates in Appendix II and boundedness of $\mathrm{I}_{1}^{\mu}$ and $\frac{1}{\mu}\left(\mathrm{I}_{1}^{\mu}-\mathrm{Id}\right)$.

Theorem 10.14 (Consistency). Under the assumptions and using the notations of Theorem 10.13, denoting $\widetilde{I}_{0}^{\mu} \stackrel{\text { def }}{=} \widetilde{I}(\sqrt{\mu}|D|)$ with $\widetilde{I} \in L^{\infty}(\mathbb{R})$ such that $\widetilde{I}(\xi)=1-\frac{1}{3} \xi^{2}+\mathcal{O}\left(\xi^{4}\right)$, and assuming additionally that $\psi(t, \cdot) \in \stackrel{\circ}{H^{s+6}}\left(\mathbb{R}^{d}\right)$ for almost every $t \in(0, T)$, we have

$$
\left\{\begin{array}{l}
\left.\partial_{t} \zeta+\nabla \cdot{\widetilde{\left(I_{1}\right.}}_{0}^{\mu} \nabla \psi+I_{1}^{\mu}\left((\varepsilon \zeta-\beta b) I_{1}^{\mu} \nabla \psi\right)\right)=\widetilde{r}_{1} \\
\partial_{t} \psi+\zeta+\left.\frac{\varepsilon}{2}| |_{1}^{\mu} \nabla \psi\right|^{2}=\widetilde{r_{2}}
\end{array}\right.
$$

and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|\widetilde{r}_{1}(t, \cdot)\right|_{H^{s}} & \leq C \mu\left(\varepsilon M+\beta M_{\mathrm{b}}\right)\left(|\zeta(t, \cdot)|_{H^{s+4}}+|\nabla \psi(t, \cdot)|_{H^{s+3}}\right)+C \mu^{2}|\nabla \psi(t, \cdot)|_{H^{s+5}}, \\
\left|\widetilde{r}_{2}(t, \cdot)\right|_{H^{s+1}} & \leq C \mu \varepsilon|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}\left(|\zeta(t, \cdot)|_{H^{s+4}}+|\nabla \psi(t, \cdot)|_{H^{s+3}}\right)
\end{aligned}
$$

with $M \stackrel{\text { def }}{=}|\zeta(t, \cdot)|_{H^{2+s_{\star}}}+|\nabla \psi(t, \cdot)|_{H^{1+s_{\star}}}$ and $M_{\mathrm{b}} \stackrel{\text { def }}{=}|b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}}$.
Proof. The result immediately follows from Theorem 10.13 and $\frac{1}{\mu^{2}}\left(\widetilde{1}_{0}^{\mu}-I_{0}^{\mu}\right): H^{s+5}\left(\mathbb{R}^{d}\right) \rightarrow H^{s+1}\left(\mathbb{R}^{d}\right)$ being bounded uniformly with respect to $\left(0, \mu^{\star}\right]$, which is a direct consequence of the Taylor expansion $\frac{\tanh (\xi)}{\xi}=1-\frac{\mu}{3} \xi^{2}+\mathcal{O}\left(\xi^{4}\right)$.

Energy estimates for eq. (10.10) can be obtained for a wide class of Fourier multipliers, $\mathrm{I}_{0}^{\mu}$ and $\mathrm{I}_{1}^{\mu}$, including all of the specific ones mentioned above. We require the following.
Assumption 10.15. For $\ell \in\{0,1\}, I_{\ell}^{\mu} \stackrel{\text { def }}{=} I_{\ell}(\sqrt{\mu}|D|)$ with real-valued even $I_{\ell} \in W^{1, \infty}(\mathbb{R})$ satisfying
i. there exists $C_{0}>0$ such that for any $\xi \in \mathbb{R}, 0 \leq I_{\ell}(\xi) \leq C_{0}$;
ii. there exists $C_{1}>0$ such that for almost any $\xi \in \mathbb{R},(1+|\xi|)\left|I_{\ell}^{\prime}\right|(\xi) \leq C_{1}$;
iii. for any $\xi \in \mathbb{R}$, one has $I_{1}(\xi)^{2} \leq I_{0}(\xi)$.

We shall not detail the proof of the following results, which consists in extending the standard energy method for hyperbolic symmetrizable quasilinear systems (as detailed for instance in [304]) and more precisely the Saint-Venant equations-which incidentally are a particular case of eq. (10.10) with $\mathrm{I}_{0}^{\mu}=\mathrm{I}_{1}^{\mu}=\mathrm{Id}$ - to the presence of Fourier multipliers as above, and refer to [174] for the complete proof (in the flat-bottom situation). Let me simply precise that

- item i and item ii allow to consider $I_{0}^{\mu}$ and $I_{1}^{\mu}$ as order-zero operators in Sobolev spaces, satisfying suitable product and commutator estimates;
- item iii allows to consider nonlinear terms as being of the same order as linear terms. We could relax the assumption to $I_{1}(\xi)^{2} \leq C_{2} I_{0}(\xi)$ with some $C_{2}>0$, yet the hyperbolicity condition would be more stringent than the non-cavitation assumption, eq. (10.14).
In the following, we denote for $s \in \mathbb{N}$

$$
Z_{1_{0}^{\mu}}^{s} \stackrel{\text { def }}{=}\left\{\psi \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right):\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla \psi\right|_{H^{s}}<\infty\right\} .
$$

Theorem 10.16 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2$ and $s \in \mathbb{N}, s \geq 1+s_{\star}, h_{\star}>0$ $\mu^{\star}>0, M^{\star} \geq 0$ and $C_{0}, C_{1}>0$. There exist $T>0$ and $C>0$ such that the for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $І_{0}^{\mu}$ and $\mathrm{I}_{1}^{\mu}$ satisfying Assumption 10.15, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$ and any $\left(\zeta_{0}, \psi_{0}\right) \in H^{s} \times Z_{1_{0}^{\mu}}^{s}$ such that eq. (10.14) holds and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{1+s_{\star}}}+\left|\varepsilon\left(1_{0}^{\mu}\right)^{1 / 2} \nabla \psi_{0}\right|_{H^{1+s_{\star}}}+|\beta b|_{W^{s, \infty}} \leq M^{\star}
$$

there exists a unique $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times Z_{1_{0}^{\mu}}^{s}\right) \cap \mathcal{C}^{1}\left(\left[0, T / M_{0}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right) \times Z_{1_{0}^{\mu}}^{s-1}\right)$ solution to eq. (10.10), with initial data $\left.(\zeta, \psi)\right|_{t=0}=\left(\zeta_{0}, \psi_{0}\right)$; and we have for any $t \in\left[0, T / M_{0}\right]$

$$
|\zeta(t, \cdot)|_{H^{s}}+\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla \psi(t, \cdot)\right|_{H^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla \psi_{0}\right|_{H^{s}}\right)
$$

Theorem 10.17 (Stability). Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M^{\star} \geq 0$ and $C_{0}, C_{1}>0$, and denote $n_{0} \stackrel{\text { def }}{=} \max \left\{s, 1+s_{\star}\right\}, n \stackrel{\text { def }}{=} \max \left\{s+1,1+s_{\star}\right\}$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\grave{\mathrm{I}}_{0}^{\mu}$ and $\mathrm{I}_{1}^{\mu}$ satisfying Assumption 10.15 , any $b \in W^{n, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and $\left(\zeta^{0}, \psi^{0}\right) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{n_{0}}\left(\mathbb{R}^{d}\right) \times Z_{\rho^{\mu}}^{n_{0}}\right)$ satisfying eq. (10.10), and any $(\zeta, \psi) \in$ $L^{\infty}\left(0, T^{\star} ; H^{n}\left(\mathbb{R}^{d}\right) \times Z_{1_{0}^{\mu}}^{n}\right)$ satisfying

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot\left(I_{0}^{\mu} \nabla \psi+I_{1}^{\mu}\left((\varepsilon \zeta-\beta b) I_{1}^{\mu} \nabla \psi\right)\right)=r_{1} \\
\partial_{t} \psi+\zeta+\left.\frac{\varepsilon}{2}| |_{1}^{\mu} \nabla \psi\right|^{2}=r_{2}
\end{array}\right.
$$

with $\left(r_{1}, r_{2}\right) \in L^{1}\left(0, T^{\star} ; H^{s}\left(\mathbb{R}^{d}\right) \times Z_{\nu_{0}^{\mu}}^{s}\right)$, and assuming that $h=1+\varepsilon \zeta-\beta b$ and $h^{0}=1+\varepsilon \zeta^{0}-\beta b$ satisfy eq. (10.14) uniformly for $t \in\left[0, T^{\star}\right]$ and
$M \stackrel{\text { def }}{=} \underset{t \in\left[0, T^{\star}\right]}{\operatorname{esss} \sup }\left(\left|\left(\varepsilon \zeta, \varepsilon\left(I_{0}^{\mu}\right)^{1 / 2} \nabla \psi\right)(t, \cdot)\right|_{H^{n} \times H^{n}}+\left|\left(\varepsilon \zeta^{0}, \varepsilon\left(I_{0}^{\mu}\right)^{1 / 2} \nabla \psi^{0}\right)(t, \cdot)\right|_{H^{n_{0} \times H^{n_{0}}}}\right)+|\beta b|_{W^{n, \infty}} \leq M^{\star}$, then one has for any $t \in\left(0, T^{\star}\right)$,

$$
\begin{aligned}
&\left|\left(\zeta-\zeta^{0}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla\left(\psi-\psi^{0}\right)(t, \cdot)\right|_{H^{s}} \leq C e^{C M t}\left(\left|\left(\zeta-\zeta^{0}\right)(0, \cdot)\right|_{H^{s}}+\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla\left(\psi-\psi^{0}\right)(0, \cdot)\right|_{H^{s}}\right) \\
&+C \int_{0}^{t} e^{C M(t-\tau)}\left(\left|r_{1}(\tau, \cdot)\right|_{H^{s}}+\mid\left(\left.\left(_{0}^{\mu}\right)^{1 / 2} \nabla r_{2}(\tau, \cdot)\right|_{H^{s}}\right) \mathrm{d} \tau\right.
\end{aligned}
$$

The following results are a direct consequence of Theorem 10.13, Theorem 10.14, Theorem 10.16 and Theorem 10.17.

Theorem 10.18 (Convergence). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and any $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T^{\star}\right] ; H^{\max \left\{s+4,2+s_{\star}\right\}} \times \stackrel{\circ}{H}^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)^{1+d}\right)$ solution to the water waves equations (2.7) and such that $h=1+\varepsilon \zeta-\beta b$ satisfies Equation (10.14) uniformly for $t \in\left[0, T^{\star}\right]$ and

$$
M \stackrel{\text { def }}{=} \sup _{t \in\left[0, T^{\star}\right]}\left(|\varepsilon \zeta(t, \cdot)|_{H^{\max \left\{s+1,2+s_{\star}\right\}}}+|\varepsilon \nabla \psi(t, \cdot)|_{H^{\max \left\{s+1,1+s_{\star}\right\}}}\right)+|\beta b|_{W^{\max \left\{s+4,2+s_{\star}\right\}, \infty}} \leq M^{\star}
$$

there exists a unique $\left(\zeta_{\mathrm{WB}}, \psi_{\mathrm{WB}}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{\max \left\{s, 1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times Z_{1_{0}^{\mu}}^{\max \left\{s, 1+s_{\star}\right\}}\right)$ strong solution to the Whitham-Boussinesq system (10.10) -with $\left.\right|_{0} ^{\mu}=\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu|D|}}$ and $\left.\right|_{1} ^{\mu}$ satisfying Assumption 10.15, for instance $I_{1}^{\mu}=\left(I_{0}^{\mu}\right)^{\alpha}$ with $\alpha \geq 1 / 2-$ with initial data $\left.\left(\zeta_{\mathrm{WB}}, \psi_{\mathrm{WB}}\right)\right|_{t=0}=\left.(\zeta, \psi)\right|_{t=0}$; and one has for any $t \in\left(0, \min \left\{T^{\star}, T / M\right\}\right]$,
$\left|\left(\zeta-\zeta_{\mathrm{WB}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(I_{0}^{\mu}\right)^{1 / 2} \nabla\left(\psi-\psi_{\mathrm{WB}}\right)(t, \cdot)\right|_{H^{s}} \leq C \mu M t\left(\|\zeta\|_{L^{\infty}\left(0, t ; H^{s+4}\right)}+\|\nabla \psi\|_{L^{\infty}\left(0, t ; H^{s+3}\right)}\right)$.
The following result is a direct analogue of Theorem 10.18, using that the Boussinesq system (10.11) is equivalent to eq. (10.10) with $\mathrm{I}_{0}^{\mu}=\mathrm{I}_{1}^{\mu}=\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1}$.

Theorem 10.19 (Convergence). Under the assumptions and using the notations of Theorem 10.18, there exists a unique $\left(\zeta_{\mathrm{B}}, \boldsymbol{u}_{\mathrm{B}}\right) \in \mathcal{C}^{0}\left([0, T / M] ; H^{\max \left\{s, 1+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times H^{\max \left\{s+1,2+s_{\star}\right\}}\right)$ strong solution to the Boussinesq system (10.11) with initial data $\left.\left(\zeta_{\mathrm{WB}}, \boldsymbol{u}_{\mathrm{WB}}\right)\right|_{t=0}=\left.\left(\zeta,\left(\mathrm{Id}-\frac{\mu}{3} \Delta\right)^{-1} \nabla \psi\right)\right|_{t=0}$; and if moreover $\nabla \psi(t, \cdot) \in L^{1}\left(0, T ; H^{s+5}\right)$, one has for any $t \in\left(0, \min \left\{T^{\star}, T / M\right\}\right]$,

$$
\begin{aligned}
\left|\left(\zeta-\zeta_{\mathrm{B}}\right)(t, \cdot)\right|_{H^{s}} & +\left|\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-\frac{1}{2}} \nabla\left(\psi-\psi_{\mathrm{B}}\right)(t, \cdot)\right|_{H^{s}} \\
& \leq C \mu \operatorname{Mt}\left(\|\zeta\|_{L^{\infty}\left(0, t ; H^{s+4}\right)}+\|\nabla \psi\|_{L^{\infty}\left(0, t ; H^{s+3}\right)}\right)+C \mu^{2} \int_{0}^{t}|\nabla \psi(\tau, \cdot)|_{H^{s+5}} \mathrm{~d} \tau
\end{aligned}
$$

where we denote $\nabla \psi_{\mathrm{B}}=\boldsymbol{u}-\frac{\mu}{3} \nabla \nabla \cdot \boldsymbol{u}$.

Remark 10.20. Comparing Theorem 10.13 with Theorem 10.14, or Theorem 10.18 with Theorem 10.19 allows to recognize clearly the gain of considering Whitham-Boussinesq systems (that is eq. (10.10) with $\left.।_{0}^{\mu} \stackrel{\text { def }}{=} \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}\right)$ rather than a standard Boussinesq system (that is eq. (10.11) or, equivalently, eq. (10.10) with $\mathrm{I}_{0}^{\mu}=\mathrm{I}_{1}^{\mu}=\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1}$. Indeed, in situations with very weak nonlinearities and mild bottom topographies, $\varepsilon+\beta \ll 1$, solutions of the former but not of the latter remain close - in shallow water situations - to the corresponding solution to the water waves system over the full time interval $t \in\left[0, \min \left\{T^{\star}, T / M\right\}\right]$, specifically at a distance $\mathcal{O}(\mu)$. What is more, the control of the additional error term in the Boussinesq system requires more regularity on the data.

### 10.7 Discussion and open questions

The open questions concerning the Green-Naghdi system we put forward in Section 8.7 arise maybe even more strongly for the Whitham-Green-Naghdi or Boussinesq systems. Recall (see Section v) that the fully dispersive Whitham equation has been introduced in view of reproducing wavebreaking and peaked traveling waves of extreme height; and that such solutions were recently proved to exist in $[215,171,393,365]$. Unfortunately, the numerical experiments provided in [161] did not allow to produce finite-time singularities even in extreme situations, and smooth solitary waves with (apparently) arbitrarily large amplitude were exhibited. Hence the full dispersion property alone is not sufficient to explain the attractive features of the Whitham equation.

The question of large time existence of solutions in the situation of weak nonlinearities but strong bottom variations is also completely open. In view of offering models which remain relevant on the full time interval $t \in[0, T / \varepsilon]$, an additional direction of investigation would consist in the derivation (and rigorous justification) of models with improved precision in such situations; ideally $\mathcal{O}\left(\mu^{2} \varepsilon\right)$ (resp. $\mathcal{O}(\mu \varepsilon)$ for a Boussinesq-type) instead of $\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right)($ resp. $\mathcal{O}(\mu(\varepsilon+\beta)))$ as shown in Theorem 10.5 (resp. Theorem 10.13). In this case the system needs to be exact when $\varepsilon=0$, and hence the linearized system about the trivial solution must be

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}-\mathcal{G}[0, b] \psi^{0}=0 \\
\partial_{t} \psi^{0}+g \zeta^{0}=0
\end{array}\right.
$$

where $\mathcal{G}[0, b] \psi^{0}=\left.\left(\partial_{z} \phi^{0}\right)\right|_{z=0}$ and $\phi^{0}$ is the unique solution to

$$
\begin{cases}\Delta_{x, z} \phi^{0}=0 & \text { in }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-d+b(t, \boldsymbol{x})<z<0\right\} \\ \phi^{0}=\psi^{0} & \text { on } \mathbb{R}^{d} \times\{0\} \\ \partial_{z} \Phi^{0}=0 & \text { on }\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}: z=-d+b(t, \boldsymbol{x})\right\}\end{cases}
$$

In view of eq. (10.12), a natural candidate as a Boussinesq-Whitham equation for strong topographies is

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\mathcal{G}[0, b] \psi+\nabla \cdot\left(I_{1}\left(\zeta I_{1} \nabla \psi\right)\right)=0  \tag{10.15}\\
\partial_{t} \psi+\zeta+\frac{1}{2}\left|I_{1} \nabla \psi\right|^{2}=0
\end{array}\right.
$$

where $I_{1}$ is a sufficiently regularizing near-identity operator. Obviously the operator $\mathcal{G}[0, b]$ is much more complicated than the Fourier multiplier $\mathcal{G}_{0}=|D| \tanh (d|D|)$ - or the corresponding operator in eq. (10.12), namely $\mathcal{G}_{0}-\nabla \cdot\left(\left.I_{1}^{d^{2}} b\right|_{1} ^{d^{2}} \nabla \bullet\right)$-yet as a (positive) self-adjoint operator we can use spectral decomposition of the former in lieu of Fourier decomposition (see e.g. [23] for a description of the Fourier decomposition in the periodic framework, and [413, 115] for a study of the Bloch decomposition when the bottom topography is periodic ) to devise for instance suitable definitions of $I_{1}$. The interested reader can refer to [395] for the derivation of a model similar to eq. (10.15) with $I_{1}=\mathrm{Id}$ and where $\mathcal{G}_{\mathrm{b}}$ is replaced by a $a d$ hoc pseudo-differential approximation, and to [396] for a numerical comparison of spectral modes of the full operator $\mathcal{G}[0, b]$, a first order approximation based on the Taylor expansion of $\mathcal{G}[0, b]$ in the variable $b$, and the aforementioned ad hoc approximation.

## CHAPTER

## Higher order models

Jésus a dit: <Que celui qui cherche ne cesse pas de chercher, jusqu'à ce qu'il trouve. Et quand il aura trouvé, il sera troublé ; quand il sera troublé, il sera émerveillé, et il régnera sur le Tout. »

- Thomas l'Apôtre, évangile selon Thomas
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Figure D - Models in Chapter D (in green) and some filiations.

## Foreword

In this chapter we introduce and discuss higher order models for the water waves system, building upon the Saint-Venant system (Section 5) and the Green-Naghdi system (Section 8). These are hierarchies of models, that is families of system depending on a parameter-always denoted $N$ which we call the rank of the model, of which the Saint-Venant and/or the Green-Naghdi system are typically the first rank elements. Recall that the Saint-Venant (resp. Green-Naghdi) system has been rigorously justified in Section 5.3 (resp. Section 8.5) as a shallow water model for the water waves system, in-roughly speaking-the following way: the size of the difference between solutions to the dimensionless water waves system and the corresponding solutions to the model equations grows proportionally to the size of the initial data with a prefactor bounded as $C \mu t$ (resp. $C \mu^{2} t$ ) over a relevant time interval (being of size inversely proportional to the size of the initial data), where $\mu$ is the shallow water parameter, and $C$ depends on an upper bound on the size of the admissible initial data (together with a lower bound on the minimal depth of the layer, an upper bound on admissible values for $\mu$, and the norms measuring the size of the data). In good cases we expect that a similar result holds for all elements in a hierarchy of models, with different prefactors $C_{N} \mu^{\alpha_{N}} t$. There are typically two situations:
i. the order as a shallow water model increases with $N$, that is $\alpha_{N} \rightarrow \infty$ as $N \rightarrow \infty$;
ii. the accuracy of the model improves with $N$, that is $C_{N} \rightarrow 0$ as $N \rightarrow \infty$.

In the latter but not in the former we can hope that the hierarchy provides a robust tool for the approximation of any (sufficiently regular) solution to the water waves system, and can be useful for instance to devise strategies for their numerical integration.

This chapter is decomposed into three sections, corresponding to three different strategies, each producing a variety of families of higher order models. ${ }^{58}$

In Section 11 we use an expansion due to Boussinesq [58] and Rayleigh [355] (see [137, §4.1] for discussion and other relevant references) of the velocity potential - as a solution to the Laplace problem-as a series involving powers of the shallow water parameter, $\mu$. We are hence typically in the framework of the first aforementioned situation, and this section emphasizes its possible shortcomings. Among the different models which can be naturally constructed by this way-which we call Friedrichs-type systems in acknowledgment to his Appendix to [383]-we introduce explicitly two families of models: the as high order shallow water models, eq. (11.16) and the extended Green-Naghdi models, eq. (11.18). These models involve differential operators of increasing order as the rank of the model grows, which yields several complications. Firstly, half of these models suffer from very serious high frequency instabilities which prevent any hope as for the wellposedness of the Cauchy problem. But even in good cases, it is expected that for fixed initial data the solutions to the systems - if they exist - do not converge towards the corresponding solution to the water waves system, as $N \rightarrow \infty$. This can be seen in particular when studying the dispersion relation of the models, which converge towards the dispersion relation of the water waves system only for wavenumbers in a finite-size neighborhood of the origin.

In Section 12 we set up a Galerkin dimension reduction strategy to a reformulation of the Laplace problem, to devise the approximate formula for the velocity potential-or, more precisely, the horizontal velocity. As a second step, the usual procedure consists in using this approximate formula in the Hamiltonian functional of the water waves system, and express the model as the canonical Hamiltonian equations associated with the approximate Hamiltonian. This procedure produces a different model for any (reasonable) choice of subspace of real-valued functions of the fluid domain used in the Galerkin method. Natural examples of such spaces in the shallow water framework are functions of the form

$$
\Phi(t, \boldsymbol{x}, z)=\sum_{i=1}^{N} \phi_{i}(t, \boldsymbol{x}) \Psi_{i}(\boldsymbol{x}, z)
$$

where $\phi_{i}(t, \boldsymbol{x})$ are variable unknowns of the resulting model, which is characterized by the choice of the vertical distribution, $\left\{\Psi_{i}\right\}_{i \in\{1, \ldots, N\}}$. In Section 12.1.3 we explore the outcome of vertical distribution defined, following the finite element method, as piecewise polynomials in the vertical variable, $z$. We particularly emphasize two families of models (respectively playing with the degrees of the polynomials and the number of elements in the vertical discretization): the augmented Green-Naghdi models, eq. (12.13) and the "multilayer" Green-Naghdi models, eq. (12.18). In each case, the system consists in two evolution equations coupled with a system of differential equations of order two mimicking the Laplace problem. The first family is a higher order shallow water hierarchy comparable to the models of the preceding section, yet instead of involving high order differential operators, the size of the system of differential equations grows with the rank, $N$. The second family has different properties, akin to the second situation described above. The term "multilayer" stems from the fact that the models can be interpreted as resulting from the vertical discretization of the fluid layer in $N$ prescribed-typically proportional-sublayers.

In Section 13 we describe the strategy referred in [256, 255] as "variational" (see [347] for an overview of related earlier and subsequent works). Of course the preceding strategy was also vari-

[^45]ational in nature, and we argue in Section 13.3 that the two strategies in fact differ only by the choice of the variational formulation of the Laplace problem. Yet in the latter, we plug directly the decomposition $(*)$ into Luke's Lagrangian action for the water waves system, and let Hamilton's principle do all the work in one single step. The outcome is surprising at first, as we obtain an overdetermined/underdetermined composite system of $N$ evolution equations for the surface deformation, $\zeta$, and only one evolution equation for $\left(\phi_{1}, \ldots, \phi_{N}\right)$. Yet as shown in Section 13.2 the systems can in fact be written-as in the above hierarchies-under a canonical Hamiltonian formulation of two evolution equations coupled with a system of differential equations of order two. Again each choice of the vertical distribution, $\left\{\Psi_{i}\right\}_{i \in\{1, \ldots, N\}}$, yields a different model. We only quickly mention the "multilayer" systems and instead focus on the shallow water system, eq. (13.8), named the Isobe-Kakinuma models in reference to [227, 233]. Indeed the latter benefit from a rigorous justification theory, thanks to the work of Iguchi and collaborators, which we report in Section 13.6.

## 11 The Boussinesq-Rayleigh expansion, and Friedrichs-type systems

In this section we follow a natural-and historical-route to derive high order shallow water models with formally arbitrary precision. These families encompass the Saint-Venant system (Section 5) and the Green-Naghdi system (Section 8) as particular cases.

### 11.1 Expansion procedure

Let us now describe the procedure which yields asymptotic expansions that we use to derive and justify the asymptotic models discussed in this section, following closely [296]; see also [94]. We first describe the velocity potential, $\Phi$-defined from the variables $\zeta, b$ and $\psi$ as the solution to eq. (2.8) -through a formal series in powers of $\mu$. Following Boussinesq [58] and Rayleigh [355] ${ }^{59}$ that is making use of the following relations stemming from eq. (2.8)

$$
\mu \int_{-1+\beta b}^{z} \int_{-1+\beta b}^{z^{\prime}} \Delta_{x} \Phi\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime} \mathrm{d} z^{\prime}+\Phi(\cdot, z)-\left.\Phi\right|_{z=-1+\beta b}-\left.(z+1-\beta b)\left(\partial_{z} \Phi\right)\right|_{z=-1+\beta b}=0
$$

and the relations from chain rule and impermeability of the bottom

$$
\begin{aligned}
& \nabla\left(\left.\Phi\right|_{z=-1+\beta b}\right)=\left.\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=-1+\beta b}+\left.(\beta \nabla b)\left(\partial_{z} \Phi\right)\right|_{z=-1+\beta b} \\
& \left.\left(\partial_{z} \Phi\right)\right|_{z=-1+\beta b}=\left.\mu(\beta \nabla b) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=-1+\beta b}
\end{aligned}
$$

we find

$$
\begin{equation*}
\Phi(\boldsymbol{x}, z, t)=\sum_{n \geq 0}(z+1-\beta b)^{n} \phi_{n}(\boldsymbol{x}, t) \tag{11.1}
\end{equation*}
$$

where $\left.\phi_{0} \stackrel{\text { def }}{=} \Phi\right|_{z=-1+\beta b}$ is the trace of the velocity potential at the bottom,

$$
\phi_{1}=\left.\left(\partial_{z} \Phi\right)\right|_{z=-1+\beta b}=\mu \frac{(\beta \nabla b) \cdot\left(\nabla \phi_{0}\right)}{1+\mu|\beta \nabla b|^{2}}
$$

and $\phi_{n}(n \geq 2)$ is given by the recursion relation

$$
\begin{equation*}
\phi_{n+2}=-\mu \frac{\Delta \phi_{n}-2(n+1)(\beta \nabla b) \cdot\left(\nabla \phi_{n+1}\right)-(n+1)(\beta \Delta b) \phi_{n+1}}{(n+1)(n+2)\left(1+\mu|\beta \nabla b|^{2}\right)} \tag{11.2}
\end{equation*}
$$

Remark 11.1. The series in eq. (11.1) and subsequent ones are well-defined (let alone converge) only for a very restricted class of data-basically analytic functions-since more and more derivatives are involved in each successive summand. The formula in this section should be considered as formal series which, when truncated, offer approximate formula and eventually asymptotic models in a sense which is made precise in Section 11.5.

[^46]From eq. (11.1) we infer

$$
\begin{align*}
& \psi=\left.\Phi\right|_{z=\varepsilon \zeta}=\sum_{n \geq 0} h^{n} \phi_{n},  \tag{11.3}\\
& \overline{\boldsymbol{u}}=\frac{1}{h} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi \mathrm{d} z=\sum_{n \geq 0} \frac{h^{n}}{n+1} \nabla \phi_{n}-(\beta \nabla b) \sum_{n \geq 1} h^{n-1} \phi_{n},  \tag{11.4}\\
& \underline{\boldsymbol{u}}=\left.\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}=\sum_{n \geq 0} h^{n} \nabla \phi_{n}-(\beta \nabla b) \sum_{n \geq 1} n h^{n-1} \phi_{n},  \tag{11.5}\\
& \underline{w}=\left.\frac{1}{\mu}\left(\partial_{z} \Phi\right)\right|_{z=\varepsilon \zeta}=\frac{1}{\mu} \sum_{n \geq 1} n h^{n-1} \phi_{n}, \tag{11.6}
\end{align*}
$$

where we use the notation $h=1+\epsilon \zeta-\beta b$. Now we wish to express $\phi_{0}$ in terms of the variables $\zeta$, $b$ and $\psi$. Once again, this can be done (formally) up to an arbitrarily high order. Expanding each $\phi_{n}$ as powers of $\mu$ and reorganizing expressions, ${ }^{60}$ we rewrite eq. (11.3) as

$$
\nabla \psi=\nabla \phi_{0}+\sum_{n \geq 1} \mu^{n} \mathcal{V}_{n}[\epsilon \zeta, \beta b]\left(\nabla \phi_{0}\right)
$$

where $\mathcal{V}_{n}$ is a differential operator of order $2 n$ acting on $\left(\varepsilon \zeta, \beta b, \phi_{0}\right)$ (and linear on the last variable), independent of $\mu$. It follows

$$
\begin{equation*}
\nabla \phi_{0}=\nabla \psi+\sum_{n \geq 1} \mu^{n} \mathcal{B}_{n}[\epsilon \zeta, \beta b](\nabla \psi) \tag{11.7}
\end{equation*}
$$

where $\mathcal{B}_{n}(n \geq 2)$ is the differential operator of order $2 n$ given by the recursion relation

$$
\mathcal{B}_{n}[\varepsilon \zeta, \beta b] \stackrel{\text { def }}{=}-\mathcal{V}_{n}[\varepsilon \zeta, \beta b]-\sum_{k=1}^{n-1} \mathcal{V}_{k}[\varepsilon \zeta, \beta b] \circ \mathcal{B}_{n-k}[\varepsilon \zeta, \beta b]
$$

Plugging expansion (11.7) in (11.4),(11.5),(11.6) provides expansions of $\overline{\boldsymbol{u}}, \underline{\boldsymbol{u}}, \underline{w}$ in terms of $\nabla \psi$ :

$$
\begin{align*}
& \overline{\boldsymbol{u}}=\sum_{n \geq 0} \mu^{n} \overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi)  \tag{11.8}\\
& \underline{\boldsymbol{u}}=\sum_{n \geq 0} \mu^{n} \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi)  \tag{11.9}\\
& \underline{w}=\sum_{n \geq 0} \mu^{n} \mathcal{W}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \tag{11.10}
\end{align*}
$$

where $\overline{\mathcal{U}}_{n}, \mathcal{U}_{n}$ are differential operators of order $2 n$ and $\mathcal{W}_{n}$ is a differential operator of order $2 n+1$.
In a similar fashion, ${ }^{61}$ since $\overline{\mathcal{U}}_{0}[\epsilon \zeta, \beta b](\nabla \psi)=\nabla \psi$, we can use (11.8) to express

$$
\begin{equation*}
\nabla \psi=\overline{\boldsymbol{u}}+\sum_{n \geq 1} \mu^{n} \widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}}) \tag{11.11}
\end{equation*}
$$

[^47]where $\widetilde{\mathcal{V}}_{n}(n \geq 1)$ is the differential operator of order $2 n$ given by the recursion relation
$$
\widetilde{\mathcal{V}}_{n}[\varepsilon \zeta, \beta b] \stackrel{\text { def }}{=}-\overline{\mathcal{U}}_{n}[\varepsilon \zeta, \beta b]-\sum_{k=1}^{n-1} \overline{\mathcal{U}}_{k}[\varepsilon \zeta, \beta b] \circ \widetilde{\mathcal{V}}_{n-k}[\varepsilon \zeta, \beta b] .
$$

We infer immediately from the above and eq. (11.9)-(11.10)

$$
\begin{align*}
& \underline{\boldsymbol{u}}=\sum_{n \geq 0} \mu^{n} \widetilde{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}}),  \tag{11.12}\\
& \underline{w}=\sum_{n \geq 0} \mu^{n} \widetilde{\mathcal{W}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}}), \tag{11.13}
\end{align*}
$$

where $\widetilde{\mathcal{U}}_{n}$ is a differential operators of order $2 n$ and $\widetilde{\mathcal{W}}_{n}$ is a differential operator of order $2 n+1$.
First order expansions The above procedure can easily performed by computer algebra systems such as SageMath. Let us for the record provide the first order expansions provided by the above procedure, in the flat bottom case $(\beta b=0)$.

$$
\begin{aligned}
\nabla \psi & =\nabla \phi_{0}-\frac{\mu}{2} \nabla\left(h^{2}(\nabla \cdot \nabla) \phi_{0}\right)+\frac{\mu^{2}}{24} \nabla\left(h^{4}(\nabla \cdot \nabla)^{2} \phi_{0}\right)+\mathcal{O}\left(\mu^{3}\right) \\
\overline{\boldsymbol{u}} & =1-\frac{\mu}{6} h^{2} \nabla(\nabla \cdot \nabla) \phi_{0}+\frac{\mu^{2}}{120} h^{4} \nabla(\nabla \cdot \nabla)^{2} \phi_{0}+\mathcal{O}\left(\mu^{3}\right) \\
\boldsymbol{u} & =\nabla \phi_{0}-\frac{\mu}{2} h^{2} \nabla(\nabla \cdot \nabla) \phi_{0}+\frac{\mu^{2}}{24} h^{4} \nabla(\nabla \cdot \nabla)^{2} \phi_{0}+\mathcal{O}\left(\mu^{3}\right) \\
w & =h(\nabla \cdot \nabla) \phi_{0}-\frac{\mu}{6} h^{3}(\nabla \cdot \nabla)^{2} \phi_{0}+\frac{\mu^{2}}{120} h^{5}(\nabla \cdot \nabla)^{2} \phi_{0}+\mathcal{O}\left(\mu^{3}\right)
\end{aligned}
$$

and in turn

$$
\begin{aligned}
\overline{\boldsymbol{u}}= & \nabla \psi+\frac{\mu}{2} \nabla\left(h^{2}(\nabla \cdot \nabla) \psi\right)-\frac{\mu}{6} h^{2} \nabla(\nabla \cdot \nabla) \psi \\
& -\frac{\mu^{2}}{24} \nabla\left(h^{4}(\nabla \cdot \nabla)^{2} \psi\right)+\frac{\mu^{2}}{4} \nabla\left(h^{2}(\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla) \psi\right)\right) \\
& -\frac{\mu^{2}}{12} h^{2} \nabla(\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla) \psi\right)+\frac{\mu^{2}}{120} h^{4} \nabla(\nabla \cdot \nabla)^{2} \psi+\mathcal{O}\left(\mu^{3}\right) \\
\boldsymbol{u}= & \nabla \psi-\frac{\mu}{2} h^{2} \nabla(\nabla \cdot \nabla) \psi+\frac{\mu}{2} \nabla\left(h^{2}(\nabla \cdot \nabla) \psi\right) \\
& +\frac{\mu^{2}}{24} h^{4} \nabla\left((\nabla \cdot \nabla)^{2} \psi\right)-\frac{\mu^{2}}{4} h^{2} \nabla\left((\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla) \psi\right)\right) \\
& -\frac{\mu^{2}}{24} \nabla\left(h^{4}(\nabla \cdot \nabla)^{2} \psi\right)+\frac{\mu^{2}}{4} \nabla\left(h^{2}(\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla) \psi\right)\right)+\mathcal{O}\left(\mu^{3}\right) \\
w= & h(\nabla \cdot \nabla) \psi+\frac{\mu}{2} h(\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla) \psi\right)-\frac{\mu}{6} h^{3}(\nabla \cdot \nabla)^{2} \psi \\
& -\frac{\mu^{2}}{24} h(\nabla \cdot \nabla)\left(h^{4}(\nabla \cdot \nabla)^{2} \psi\right)+\frac{\mu^{2}}{4} h(\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla)\left(h^{2}(\nabla \cdot \nabla) \psi\right)\right) \\
& -\frac{\mu^{2}}{12} h^{3}(\nabla \cdot \nabla)^{2}\left(h^{2}(\nabla \cdot \nabla) \psi\right)+\frac{\mu^{2}}{120} h^{5}(\nabla \cdot \nabla)^{3} \psi+\mathcal{O}\left(\mu^{3}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\nabla \psi= & \overline{\boldsymbol{u}}+\frac{\mu}{6} h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}-\frac{\mu}{2} \nabla\left(h^{2} \nabla \cdot \overline{\boldsymbol{u}}\right) \\
& -\frac{\mu^{2}}{120} h^{4} \nabla(\nabla \cdot \nabla) \nabla \cdot \overline{\boldsymbol{u}}+\frac{\mu^{2}}{36} h^{2} \nabla \nabla \cdot\left(h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}\right) \\
& -\frac{\mu^{2}}{12} \nabla\left(h^{2} \nabla \cdot\left(h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}\right)\right)+\frac{\mu^{2}}{24} \nabla\left(h^{4}(\nabla \cdot \nabla) \nabla \cdot \overline{\boldsymbol{u}}\right)+\mathcal{O}\left(\mu^{3}\right), \\
\underline{\boldsymbol{u}}= & \overline{\boldsymbol{u}}-\frac{\mu}{3} h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}+\frac{\mu^{2}}{30} h^{4} \nabla(\nabla \cdot \nabla) \nabla \cdot \overline{\boldsymbol{u}}-\frac{\mu^{2}}{18} h^{2} \nabla \nabla \cdot\left(h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}\right)+\mathcal{O}\left(\mu^{3}\right), \\
w= & h \nabla \cdot \overline{\boldsymbol{u}}+\frac{\mu}{6} h \nabla \cdot\left(h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}\right)-\frac{\mu}{6} h^{3}(\nabla \cdot \nabla) \nabla \cdot \overline{\boldsymbol{u}} \\
& -\frac{\mu^{2}}{120} h \nabla \cdot\left(h^{4} \nabla(\nabla \cdot \nabla) \nabla \cdot \overline{\boldsymbol{u}}\right)+\frac{\mu^{2}}{36} h \nabla \cdot\left(h^{2} \nabla \nabla \cdot\left(h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}\right)\right) \\
& -\frac{\mu}{36} h^{3}(\nabla \cdot \nabla) \nabla \cdot\left(h^{2} \nabla \nabla \cdot \overline{\boldsymbol{u}}\right)+\frac{\mu^{2}}{120} h^{5}(\nabla \cdot \nabla)^{2} \nabla \cdot \overline{\boldsymbol{u}}+\mathcal{O}\left(\mu^{3}\right) .
\end{aligned}
$$

Of course the right-hand sides can be written in a more compact way. In particular, neglecting $\mathcal{O}\left(\mu^{2}\right)$ contributions in the approximation of $\nabla \psi$ in terms of $\overline{\boldsymbol{u}}$, we recognize

$$
\nabla \psi=\overline{\boldsymbol{u}}-\frac{\mu}{3 h} \nabla\left(h^{3} \nabla \cdot \overline{\boldsymbol{u}}\right)+\mathcal{O}\left(\mu^{2}\right)
$$

which is nothing but eq. (8.5) in the flat bottom situation. In the same way, using the relation (see Lemma 4.6)

$$
\begin{equation*}
\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\mu \nabla \cdot(h \overline{\boldsymbol{u}}), \tag{11.14}
\end{equation*}
$$

we recognize

$$
\begin{aligned}
\overline{\boldsymbol{u}} & =\nabla \psi+\frac{\mu}{3 h} \nabla\left(h^{3} \nabla \cdot \nabla \psi\right)+\mathcal{O}\left(\mu^{2}\right) \\
\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi & =-\nabla \cdot(h \nabla \psi)-\frac{\mu}{3}(\nabla \cdot \nabla)\left(h^{3} \nabla \cdot \nabla \psi\right)+\mathcal{O}\left(\mu^{2}\right)
\end{aligned}
$$

that is the first order approximations (again, in the flat bottom situation) stated in Proposition 4.9 and Proposition 4.10. As we mentioned before, the procedure used in their proof could be extended to obtain the above expansions at any order.

### 11.2 Two high order Friedrichs-type models

We can plug the formal series, eq. (11.8)-(11.9)-(11.10) into the water waves equations, eq. (2.7'). Denoting

$$
\left(\overline{\boldsymbol{u}}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{W}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right)
$$

using the relation (11.14) and truncating terms of order $\mathcal{O}\left(\mu^{N+1}\right)$ yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\sum_{n=0}^{N} \mu^{n} \nabla \cdot\left(h \overline{\boldsymbol{u}}_{n}\right)=0  \tag{11.15}\\
\partial_{t} \psi+\zeta+\epsilon \sum_{n=0}^{N} \mu^{n}\left(\underline{\boldsymbol{u}}_{n} \cdot \nabla \psi-\frac{1}{2} \sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \underline{\boldsymbol{u}}_{n-k}-\frac{1}{2} \sum_{k=0}^{n-1} \underline{w}_{k} \underline{w}_{n-1-k}\right)=0
\end{array}\right.
$$

Using physical variables (recall Section 2.4), we get

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\sum_{n=0}^{N} d^{2 n} \nabla \cdot\left(h \overline{\boldsymbol{u}}_{n}\right)=0  \tag{11.16}\\
\partial_{t} \psi+g \zeta+\sum_{n=0}^{N} d^{2 n}\left(\underline{\boldsymbol{u}}_{n} \cdot \nabla \psi-\frac{1}{2} \sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \underline{\boldsymbol{u}}_{n-k}-\frac{1}{2} \sum_{k=0}^{n-1} \underline{w}_{k} \underline{w}_{n-1-k}\right)=0
\end{array}\right.
$$

where $\left(\overline{\boldsymbol{u}}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\overline{\mathcal{U}}_{n}\left[d^{-1} \zeta, d^{-1} b\right](\nabla \psi), \mathcal{U}_{n}\left[d^{-1} \zeta, d^{-1} b\right](\nabla \psi), \mathcal{W}_{n}\left[d^{-1} \zeta, d^{-1} b\right](\nabla \psi)\right)$. We shall refer to these systems as high order shallow water systems.

Remark 11.2. It is important to remark that we truncate the formal series after they have been plugged in the equations (2.7'). Alternatively, we could plug the truncated expansions of $\overline{\boldsymbol{u}}, \underline{\boldsymbol{u}}$ and $\underline{w}$ in eq. (2.7'). This would yield another family of systems, equivalent to eq. (11.15) in the sense $\overline{\text { of }}$ consistency, but which do not enjoy the Hamiltonian structure described in Section 11.3.

Alternatively, we can use the formal series eq. (11.11)-(11.12)-(11.13) into eq. (2.7'). Denoting

$$
\left(\boldsymbol{v}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}}), \widetilde{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}}), \widetilde{\mathcal{W}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})\right),
$$

and truncating terms of order $\mathcal{O}\left(\mu^{N+1}\right)$ yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \overline{\boldsymbol{u}})=0  \tag{11.17}\\
\partial_{t}\left(\sum_{n=0}^{N} \mu^{n} \boldsymbol{v}_{n}\right)+\nabla \zeta+\epsilon \sum_{n=0}^{N} \mu^{n} \nabla\left(\sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \boldsymbol{v}_{n-k}-\frac{1}{2} \sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \underline{\boldsymbol{u}}_{n-k}-\frac{1}{2} \sum_{k=0}^{n-1} \underline{w}_{k} \underline{w}_{n-1-k}\right)=\mathbf{0}
\end{array}\right.
$$

Using physical variables, we get

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot(h \overline{\boldsymbol{u}})=0  \tag{11.18}\\
\partial_{t}\left(d^{2 n} \sum_{n=0}^{N} \boldsymbol{v}_{n}\right)+g \nabla \zeta+\sum_{n=0}^{N} d^{2 n} \nabla\left(\sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \boldsymbol{v}_{n-k}-\frac{1}{2} \sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \underline{\boldsymbol{u}}_{n-k}-\frac{1}{2} \sum_{k=0}^{n-1} \underline{w}_{k} \underline{w}_{n-1-k}\right)=\mathbf{0}
\end{array}\right.
$$

where $\left(\boldsymbol{v}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\widetilde{\mathcal{V}}_{n}\left[d^{-1} \zeta, d^{-1} b\right](\overline{\boldsymbol{u}}), \widetilde{\mathcal{U}}_{n}\left[d^{-1} \zeta, d^{-1} b\right](\overline{\boldsymbol{u}}), \widetilde{\mathcal{W}}_{n}\left[d^{-1} \zeta, d^{-1} b\right](\overline{\boldsymbol{u}})\right)$. Following the terminology in [295, 296], we will refer to these systems as the extended Green-Naghdi systems.

Remark 11.3. Setting $N=0$ in eq. (11.15), we find the Saint-Venant system under formulation eq. (5.2). Setting $N=1$ yields the system suffering from strong high frequency modal instabilities discussed in footnote 44. When $N=2$ and in the flat bottom situation, we obtain [94, (60)-(61)].

Setting $N=0$ in eq. (11.17), we find the Saint-Venant system under formulation eq. (5.3). Setting $N=1$ yields the Green-Naghdi system, eq. (8.6), or equivalently eq. (8.4) in footnote 45 , provided we set $\nabla \psi$ from $(\varepsilon \zeta, \beta b, \overline{\boldsymbol{u}})$ according to eq. (8.5), that is $\nabla \psi=\overline{\boldsymbol{u}}+\mu h \mathcal{T}[h, \beta \nabla b] \overline{\boldsymbol{u}}$. When $N=2$, the system suffers from strong high frequency modal instabilities; see Section 11.4. It is displayed explicitly, in the flat bottom situation, in [296, (2.5)-(3.3)]. The system for $N=3$ is displayed explicitly, in the flat bottom one-dimensional situation, in [296, (2.5)-(3.21)].
Remark 11.4. It is clear that we can produce different models by extending the procedure in Section 11.1 so as to produce expansions in terms of different velocity variables, such as $\nabla \phi_{0}$ or (following Nwogu [338]) the horizontal velocity evaluated at a given height. All these models will be different, and in particular will produce different dispersion relations. Yet they will have the same nature, in that they involve differential operator of increasing order as the rank of the model in the family, $N$, grows. Additionally, manipulations equivalent to the " $B B M$ trick" can be useful, and a long wave assumption of the form $\varepsilon+\beta=\mathcal{O}(\mu)$ is often employed. Given the such degrees of freedom, it is not a surprise that the literature on the subject is vast and cluttered. The interested reader can refer to [340, 137, 289, 250, 409, 49] and particularly [288] for a thorough account and extensive bibliographic references.

### 11.3 Hamiltonian structure

The two models, eq. (11.15) and eq. (11.17), enjoy a Hamiltonian structure which is inherited from that of the water waves system; see Section 2.2.

The high order shallow water systems Let us define, based on Section 2.2 and Lemma 4.6,

$$
\mathscr{H}_{\mathrm{ho}}^{N}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(1+\varepsilon \zeta-\beta b)(\nabla \psi) \cdot\left(\sum_{n=0}^{N} \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right) \mathrm{d} \boldsymbol{x} .
$$

Then eq. (11.15) reads

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\delta_{\psi} \mathscr{H}_{\mathrm{ho}}^{N}=0 \\
\partial_{t} \psi+\delta_{\zeta} \mathscr{H}_{\mathrm{ho}}^{N}=0
\end{array}\right.
$$

In order to check this claim, we rely on the following properties satisfied, for smooth and rapidly decaying data, by $\left(\overline{\boldsymbol{u}}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{W}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right)$. We have
i. $\underline{\boldsymbol{u}}_{0}=\nabla \psi, \underline{\boldsymbol{u}}_{n}=-\epsilon \underline{w}_{n-1} \nabla \zeta(n \geq 1)$, and $\underline{w}_{n}-(\epsilon \nabla \zeta) \cdot \underline{\boldsymbol{u}}_{n}=-\nabla \cdot\left((1+\varepsilon \zeta-\beta b) \overline{\boldsymbol{u}}_{n}\right)(n \geq 0)$;
ii. for any $n \geq 0$ and any smooth and rapidly decaying $\psi_{1}, \psi_{2}$,

$$
\int_{\mathbb{R}^{d}}(1+\varepsilon \zeta-\beta b)\left(\nabla \psi_{1}\right) \cdot \mathcal{U}_{n}[\epsilon \zeta, \beta b]\left(\nabla \psi_{2}\right) \mathrm{d} \boldsymbol{x}=\int_{\mathbb{R}^{d}}(1+\varepsilon \zeta-\beta b)\left(\nabla \psi_{2}\right) \cdot \mathcal{U}_{n}[\epsilon \zeta, \beta b]\left(\nabla \psi_{1}\right) \mathrm{d} \boldsymbol{x}
$$

iii. denoting $\mathcal{G}_{\mathrm{ho}}^{N}[\epsilon \zeta, \beta b] \psi \stackrel{\text { def }}{=}-\nabla \cdot\left((1+\varepsilon \zeta-\beta b) \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right)$, we have for any $n \geq 0$

$$
\mathrm{d}_{\zeta} \mathcal{G}_{\mathrm{ho}}^{n}[\epsilon \zeta, \beta b](\delta \zeta) \psi=-\sum_{k=0}^{n-1} \mathcal{G}_{\mathrm{ho}}^{k}[\epsilon \zeta, \beta b]\left((\delta \zeta) \underline{w}_{n-1-k}\right)-\nabla \cdot\left((\delta \zeta) \underline{\boldsymbol{u}}_{n}\right) .
$$

These properties are the direct counterparts of the identities satisfied by $\Phi$ the solution to the Laplace problem, eq. (2.8), (by chain rule and Proposition 2.3)
i. $\nabla \psi=\left.\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}+\left.(\varepsilon \nabla \zeta)\left(\partial_{z} \Phi\right)\right|_{z=\varepsilon \zeta}$, and $\frac{1}{\mu} \mathcal{G}^{\mu}[\epsilon \zeta, \beta b] \psi=\left.\frac{1}{\mu}\left(\partial_{z} \Phi\right)\right|_{z=\varepsilon \zeta}-\left.(\varepsilon \nabla \zeta) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta} ;$
ii. $\int_{\mathbb{R}^{d}} \psi_{1} \mathcal{G}^{\mu}[\epsilon \zeta, \beta b] \psi_{2} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \psi_{2} \mathcal{G}^{\mu}[\epsilon \zeta, \beta b] \psi_{1} \mathrm{~d} \boldsymbol{x}$;
iii. $\mathrm{d}_{\zeta} \mathcal{G}^{\mu}[\epsilon \zeta, \beta b](\delta \zeta) \psi=-\mathcal{G}^{\mu}[\epsilon \zeta, \beta b]\left(\left.(\delta \zeta)\left(\partial_{z} \Phi\right)\right|_{z=\varepsilon \zeta}\right)-\mu \nabla \cdot\left(\left.(\delta \zeta)\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=\varepsilon \zeta}\right)$.

That they hold can be checked directly from the definitions of $\overline{\mathcal{U}}_{n}, \underline{\mathcal{U}}_{n}, \underline{\mathcal{W}}_{n}$; or by reasoning asymptotically from the expansions of the above identities as $\mu \searrow 0$ (making use of the rigorous analysis in Section 11.5). From the above identities we quickly infer, as desired,

$$
\begin{aligned}
\delta_{\psi} \mathscr{H}_{\mathrm{ho}}^{N} & =\sum_{n=0}^{N} \mu^{n} \mathcal{G}_{\mathrm{ho}}^{N}[\epsilon \zeta, \beta b] \psi=-\sum_{n=0}^{N} \mu^{n} \nabla \cdot\left((1+\varepsilon \zeta-\beta b) \overline{\boldsymbol{u}}_{n}\right) \\
\delta_{\zeta} \mathscr{H}_{\mathrm{ho}}^{N} & =\zeta+\frac{\varepsilon}{2} \sum_{n=0}^{N} \mu^{n}\left(\underline{\boldsymbol{u}}_{n} \cdot \nabla \psi+\underline{\boldsymbol{u}}_{n} \cdot \boldsymbol{u}_{0}-\sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \underline{\boldsymbol{u}}_{n-k}-\sum_{k=0}^{n-1} \underline{w}_{k} \underline{w}_{n-1-k}\right) .
\end{aligned}
$$

From the Hamiltonian structure we have - by Noether's theorem - a relation between group symmetries of the system and preserved quantities; see Section 2.2. In particular sufficiently regular and spatially localized solution to eq. (11.15) preserve the excess of mass,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}
$$

horizontal impulse in the flat bottom case

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0),
$$

and total energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{ho}}^{N}=0
$$

We also have, obviously $\frac{\mathrm{d}}{\mathrm{d} t} \mathscr{V}=0$ where $\mathscr{V}=\int_{\mathbb{R}^{d}} \nabla \psi$ and we expect the preservation of horizontal momentum, in the flat bottom case:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}_{\mathrm{ho}}^{N}=0, \quad \mathscr{M}=\int_{\mathbb{R}^{d}} \sum_{n=0}^{N} \mu^{n} h \overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi) \mathrm{d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0)
$$

(and in fact that each of the summands, for $n \geq 1$, is a gradient vector field).

The extended Green-Naghdi system In the spirit of Section 8.1.1, we may define

$$
\widetilde{\mathscr{H}}_{\mathrm{ho}}^{N}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(1+\varepsilon \zeta-\beta b)(\nabla \psi) \cdot \mathcal{U}^{(N)}[\epsilon \zeta, \beta b](\nabla \psi) \mathrm{d} \boldsymbol{x}
$$

where $\mathcal{U}^{(N)}[\epsilon \zeta, \beta b](\nabla \psi)$ is formally defined by the relation

$$
\mathcal{U}^{(N)}[\epsilon \zeta, \beta b](\nabla \psi)=\overline{\boldsymbol{u}}^{(N)} \quad \text { where } \quad \nabla \psi=\sum_{n=0}^{N} \mu^{n} \boldsymbol{v}_{n}, \quad \boldsymbol{v}_{n}=\widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b]\left(\overline{\boldsymbol{u}}^{(N)}\right)
$$

or in other words

$$
\left(\sum_{n=0}^{N} \mu^{n} \widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b]\right) \circ \mathcal{U}^{(N)}[\epsilon \zeta, \beta b]=\mathrm{Id}
$$

and infer similarly as above that eq. (11.17) reads

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\delta_{\psi} \widetilde{\mathscr{H}}_{\mathrm{ho}}^{N}=0, \\
\partial_{t} \psi+\delta_{\zeta} \widetilde{\mathscr{H}}_{\mathrm{ho}}^{N}=0,
\end{array}\right.
$$

making use of the identities $\nabla \psi=\sum_{n=0}^{N} \mu^{n} \widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})$ and $\overline{\boldsymbol{u}}=\mathcal{U}^{(N)}[\epsilon \zeta, \beta b] \nabla \psi$.
Obviously the above is very formal since there is no reason to believe that, apart from very specific cases, ${ }^{62} \mathcal{U}^{(N)}$ should be well-defined. Matsuno exhibits in [296] a non-canonical Hamiltonian formulation of eq. (11.17) using the variables ( $\zeta, \boldsymbol{m} \stackrel{\text { def }}{=} h \overline{\boldsymbol{u}})$ and as such does not require to define $\mathcal{U}^{(N)}[\epsilon \zeta, \beta b]$. Yet the above formal canonical structure allows to highlight the relationship with the canonical Hamiltonian structure of the water waves system and to easily express preserved quantities satisfied by sufficiently regular and spatially localized solution to eq. (11.17), specifically the excess of mass,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}
$$

horizontal impulse in the flat bottom case

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \widetilde{\mathscr{J}_{\mathrm{ho}}^{N}}=0, \quad \widetilde{\mathscr{J}_{\mathrm{ho}}^{N}} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \boldsymbol{v}^{(N)} \mathrm{d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0)
$$

and total energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \widetilde{\mathscr{H}}_{\mathrm{ho}}^{N}=0, \quad \widetilde{\mathscr{H}}_{\mathrm{ho}}^{N}=\frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(1+\varepsilon \zeta-\beta b) \boldsymbol{v}^{(N)} \cdot \overline{\boldsymbol{u}} \mathrm{d} \boldsymbol{x}
$$

where in the last two definitions we denote $\boldsymbol{v}^{(N)} \stackrel{\text { def }}{=} \sum_{n=0}^{N} \mu^{n} \widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})$. We also have

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \widetilde{\mathscr{V}}_{\mathrm{ho}}^{N}=0, \quad \widetilde{\mathscr{V}}_{\mathrm{ho}}^{N}=\int_{\mathbb{R}^{d}} \boldsymbol{v}^{(N)} \mathrm{d} \boldsymbol{x}
$$

which can be interpreted as the fact that $\boldsymbol{v}^{(N)}$ approximates to a gradient vector field, $\boldsymbol{v}^{(N)} \approx \nabla \psi$. It appears that for each $n \geq 1, h \widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})$ is a gradient vector field (the case $n=1$ corresponds to the contribution $h \mathcal{T}[h, \beta \nabla b]$ in the Green-Naghdi system). Then we would infer in particular the preservation of horizontal momentum, in the flat bottom case:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{M}=0, \quad \mathscr{M}=\int_{\mathbb{R}^{d}} h \overline{\boldsymbol{u}} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0)
$$

[^48]
### 11.4 Modal analysis

The expansions described in Section 11.1 can be made fairly explicit in the flat bottom and linear setting, namely $\epsilon=\beta=0$. In this case, we have

$$
\phi(\boldsymbol{x}, z, t)=\sum_{n \geq 0}(z+1)^{2 n} \frac{(-1)^{n} \mu^{n}}{(2 n)!}(\nabla \cdot \nabla)^{n} \phi_{0}
$$

thus

$$
\begin{aligned}
& \psi=\sum_{n \geq 0} \frac{(-1)^{n} \mu^{n}}{(2 n)!}(\nabla \cdot \nabla)^{n} \phi_{0} \\
& \overline{\boldsymbol{u}}=\sum_{n \geq 0} \frac{(-1)^{n} \mu^{n}}{(2 n+1)!} \nabla(\nabla \cdot \nabla)^{n} \phi_{0}
\end{aligned}
$$

from which we infer

$$
\begin{aligned}
& \nabla \phi_{0}=b_{0} \nabla \psi+\sum_{n \geq 1} \mu^{n} b_{n} \nabla(\nabla \cdot \nabla)^{n} \psi \\
& \nabla \phi_{0}=\widetilde{b}_{0} \overline{\boldsymbol{u}}+\sum_{n \geq 1} \mu^{n} \widetilde{b}_{n} \nabla(\nabla \cdot \nabla)^{n-1} \nabla \cdot \overline{\boldsymbol{u}}
\end{aligned}
$$

where $b_{0}=\widetilde{b}_{0}=1$ and $b_{n}, \widetilde{b}_{n}(n \geq 1)$ are given by the recursion relation

$$
\begin{equation*}
b_{n}=-\sum_{k=1}^{n} \frac{(-1)^{k}}{(2 k)!} b_{n-k}, \quad \widetilde{b}_{n}=-\sum_{k=1}^{n} \frac{(-1)^{k}}{(2 k+1)!} \widetilde{b}_{n-k} . \tag{11.19}
\end{equation*}
$$

This yields

$$
\begin{aligned}
\overline{\boldsymbol{u}} & =c_{0} \nabla \psi+\sum_{n \geq 1} \mu^{n} c_{n} \nabla(\nabla \cdot \nabla)^{n} \psi \\
\nabla \psi & =\widetilde{c}_{0} \overline{\boldsymbol{u}}+\sum_{n \geq 1} \mu^{n} \widetilde{c}_{n} \nabla(\nabla \cdot \nabla)^{n-1} \nabla \cdot \overline{\boldsymbol{u}}
\end{aligned}
$$

where

$$
\begin{equation*}
c_{n}=\sum_{k=0}^{n} \frac{(-1)^{k}}{(2 k+1)!} b_{n-k}, \quad \widetilde{c}_{n}=\sum_{k=0}^{n} \frac{(-1)^{k}}{(2 k)!} \widetilde{b}_{n-k} \tag{11.20}
\end{equation*}
$$

Hence we find that eq. (11.15) when linearized about the trivial solution ${ }^{63}$ (that is setting $\varepsilon=\beta=0$ ) yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\mathcal{G}^{\mu, N} \psi=0  \tag{11.21}\\
\partial_{t} \psi+\zeta=0
\end{array}\right.
$$

where $\mathcal{G}^{\mu, N}$ is the Fourier multiplier (see Definition III.1) defined by

$$
\mathcal{G}^{\mu, N} \stackrel{\text { def }}{=}|D|^{2} \sum_{n=0}^{N} \mu^{n}(-1)^{n} c_{n}|D|^{2 n} \psi
$$

In particular we have the following dispersion relation associated with eq. (11.21):

$$
\begin{equation*}
\omega_{\mathrm{ho}}^{N}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} D_{N}(\sqrt{\mu}|\boldsymbol{\xi}|), \quad D_{N}(\xi) \stackrel{\text { def }}{=} \sum_{n=0}^{N}(-1)^{n} c_{n} \xi^{2 n} \tag{11.22}
\end{equation*}
$$

[^49]Similarly, eq. (11.17) when linearized about the trivial solution yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot \overline{\boldsymbol{u}}=0  \tag{11.23}\\
\partial_{t} \widetilde{\mathcal{V}}^{\mu, N} \overline{\boldsymbol{u}}+\nabla \zeta=0
\end{array}\right.
$$

where $\widetilde{\mathcal{V}}^{\mu, N}$ is the Fourier multiplier defined by

$$
\widetilde{\mathcal{V}}^{\mu, N} \stackrel{\text { def }}{=} \operatorname{Id}+\sum_{n=1}^{N} \mu^{n}(-1)^{n} \widetilde{c}_{n} D|D|^{2(n-1)} D \cdot .
$$

In particular we have the dispersion relation associated with eq. (11.23) in dimension $d=2$ :

$$
\begin{equation*}
\widetilde{\omega}_{\mathrm{ho}}^{N}(\boldsymbol{\xi})\left(\widetilde{\omega}_{\mathrm{ho}}^{N}(\boldsymbol{\xi})^{2}-\frac{|\boldsymbol{\xi}|^{2}}{\widetilde{D}_{N}(\sqrt{\mu}|\boldsymbol{\xi}|)}\right)=0, \quad \widetilde{D}_{N}(\xi) \stackrel{\text { def }}{=} \sum_{n=0}^{N}(-1)^{n} \widetilde{c}_{n} \xi^{2 n} \tag{11.24}
\end{equation*}
$$

The solution $\widetilde{\omega}_{\mathrm{ho}}^{N}(\boldsymbol{\xi})=0$ is a spurious mode stemming (when $d=2$ ) from the fact that the second equation in eq. (11.17) describes an evolution through potential forces. We withdraw it from future discussions.

These dispersion relations should be compared with the one of the water waves system (when linearized about the rest state), namely

$$
\begin{equation*}
\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{\tanh (\sqrt{\mu}|\boldsymbol{\xi}|)}{\sqrt{\mu}|\boldsymbol{\xi}|} . \tag{11.25}
\end{equation*}
$$

Solutions to the above dispersion relations-eq. (11.22), (11.24) and (11.25) -are plotted in Figure 11.1. We explore in the following some properties of $D_{N}(\xi)$ and $\widetilde{D}_{N}(\xi)$ which prove and explain the behavior of the dispersion relations which can be witnessed in these figures. ${ }^{64}$

Lemma 11.5. For any $N \in \mathbb{N}, D_{N}(\xi)$ is the Taylor expansion at order $2 N$ of $\xi \mapsto \frac{\tanh (\xi)}{\xi}$, and $\widetilde{D}_{N}(\xi)$ is the Taylor expansion at order $2 N$ of $\xi \mapsto \frac{\xi}{\tanh (\xi)}$ For instance,

$$
\begin{array}{llll}
D_{0}(\xi)=1 & ; & D_{1}(\xi)=1-\frac{1}{3} \xi^{2} & ;
\end{array} D_{2}(\xi)=1-\frac{1}{3} \xi^{2}+\frac{2}{15} \xi^{4} \quad \text { etc. }
$$

More precisely, we have

$$
c_{n}=\frac{2^{2 n+2}\left(2^{2 n+2}-1\right) B_{2 n+2}}{(2 n+2)!}, \quad \widetilde{c}_{n}=\frac{2^{2 n} B_{2 n}}{(2 n)!}
$$

where $B_{n}$ are the Bernoulli numbers: $B_{0}=1, B_{2}=\frac{1}{6}, B_{4}=-\frac{1}{30}, B_{6}=\frac{1}{42}$, etc.; and in particular

$$
c_{n}=(-1)^{n} \frac{8}{\pi^{2}}\left(\frac{2}{\pi}\right)^{2 n}\left(1+\mathcal{O}\left(2^{-2 n}\right)\right), \quad \widetilde{c}_{n}=(-1)^{n-1} 2\left(\frac{1}{\pi}\right)^{2 n}\left(1+\mathcal{O}\left(2^{-2 n}\right)\right) \quad(n \rightarrow \infty)
$$

[^50]

Figure 11.1 - In (a) and (b), non-trivial wave frequencies, $|\omega|(|\boldsymbol{\xi}|)$, given by the (rescaled) dispersion relations (11.22) and (11.24) corresponding to the (linearized about rest) high order Friedrichs-type models. The corresponding wave frequencies of the water waves system is given by eq. (11.25). In (c) and (d), the "error" is represented in log scale.
Wave frequencies with non-zero imaginary parts, corresponding to unstable modes, are not represented. The dotted vertical line delimits the domain of convergence as $N \rightarrow \infty$.

Proof. In accordance with the Taylor expansion of the function sech at the origin, we find that

$$
b_{n}=\frac{E_{2 n}}{(2 n)!}
$$

where $E_{n}$ is the Euler number. Indeed, one has $b_{0}=E_{0}=1$ and (11.19) yields the recursion formula satisfied by $E_{2 n}[4,23.1 .7]$ :

$$
(2 n)!b_{n}=-\sum_{r=1}^{n}(-1)^{r}\binom{(2 n)!}{(2 r)!}(2 n-2 r)!b_{n-r}
$$

We deduce from (11.20) that $(-1)^{n} c_{n}$ is the $(2 n+1)^{\text {th }}$ coefficient of the Taylor expansion of the function $\xi \mapsto \tanh (\xi)$ at the origin. The corresponding results for $\widetilde{D}_{N}(\xi)$ follows in a similar way, and are proved in [296].

The asymptotics as $n \rightarrow \infty$ are direct consequences of the formula $(-1)^{n} \frac{B_{2 n}}{(2 n!)}=\frac{2}{(2 \pi)^{2 n}} \zeta(2 n)$ where $\zeta$ is the Riemann function.

Proposition 11.6. The polynomial $D_{N}$, defined in eq. (11.22), is even and satisfies the following.
i. For any $r<\frac{\pi}{2}$, there exists $C>0$ such that for any $N \geq 0$ and $\xi \in[-r, r]$,

$$
\left|D_{N}(\xi)-\frac{\tanh (\xi)}{\xi}\right| \leq C\left(\frac{2 \xi}{\pi}\right)^{2 N+2} .
$$

ii. For any $|\xi|>\frac{\pi}{2},(-1)^{N} D_{N}(\xi) \sim \frac{8}{\pi^{2}}\left(\frac{2 \xi}{\pi}\right)^{2 N} \rightarrow+\infty$ as $N \rightarrow \infty$.
iii. For any $N \geq 1,(-1)^{N} D_{N}(\xi) \sim(-1)^{N} c_{N} \xi^{2 N} \rightarrow+\infty$ as $\xi \rightarrow \infty$.
$i v$. If $N \geq 0$ is even, then $D_{N}(\xi) \geq \frac{\tanh (\xi)}{\xi}$.
v. If $N \geq 1$ is odd, then $D_{N}(\xi) \leq \frac{\tanh (\xi)}{\xi}$.

The polynomial $\widetilde{D}_{N}$, defined in eq. (11.24), is even and satisfies the following properties.
i. For any $r<\pi$, there exists $C>0$ such that for any $N \geq 0$ and $\xi \in[-r, r]$,

$$
\left|\frac{1}{\widetilde{D}_{N}(\xi)}-\frac{\tanh (\xi)}{\xi}\right| \leq C\left(\frac{\xi}{\pi}\right)^{2 N+2}
$$

ii. For any $|\xi|>\pi,(-1)^{N-1} \widetilde{D}_{N}(\xi) \sim 2\left(\frac{\xi}{\pi}\right)^{2 N} \rightarrow+\infty$ as $N \rightarrow \infty$.
iii. For any $N \geq 1,(-1)^{N-1} \widetilde{D}_{N}(\xi) \sim(-1)^{N-1} \widetilde{c}_{N} \xi^{2 N} \rightarrow+\infty$ as $\xi \rightarrow \infty$.
iv. If $N \geq 0$ is even, then $\widetilde{D}_{N}(\xi) \leq \frac{\xi}{\tanh (\xi)}$.
v. If $N \geq 1$ is odd, then $\widetilde{D}_{N}(\xi) \geq \frac{\xi}{\tanh (\xi)}$, and hence $0<\frac{1}{\widetilde{D}_{N}(\xi)} \leq \frac{\tanh (\xi)}{\xi}$.

Proof. The first three items are obvious consequences of Lemma 11.5.
For the last items, we will use a maximum principle. We remark that $\xi \tanh (\xi)=\phi_{\xi}^{\prime}(0)$ where $\phi_{\xi}(z) \stackrel{\text { def }}{=} \tanh (\xi) \sinh (\xi z) \psi+\cosh (\xi z)$ is the unique solution to

$$
\phi_{\xi}^{\prime \prime}-\xi^{2} \phi_{\xi}=0 \quad ; \quad \phi_{\xi}^{\prime}(-1)=0 \quad ; \quad \phi_{\xi}(0)=1
$$

We now define

$$
\phi_{N, \xi}(z) \stackrel{\text { def }}{=} \sum_{n=0}^{N} \sum_{k=0}^{n} \frac{(-1)^{k}}{(2 k)!} b_{n-k}(z+1)^{2 k}(-1)^{n} \xi^{2 n}
$$

Notice that $\phi_{N, \xi}^{\prime}(-1)=0, \phi_{N, \xi}(0)=\sum_{n=0}^{N} \sum_{k=0}^{n} \frac{(-1)^{k}}{(2 k)!} b_{n-k}(-1)^{n} \xi^{2 n}=1$ by (11.19), and by (11.20)

$$
\phi_{N, \xi}^{\prime}(0)=\sum_{n=1}^{N}(-1)^{n} \xi^{2 n} \sum_{k=1}^{n} \frac{(-1)^{k}}{(2 k-1)!} b_{n-k}=\sum_{n=0}^{N-1}(-1)^{n} c_{n} \xi^{2 n+2}=\xi^{2} D_{N-1}(\xi)
$$

Notice also

$$
\phi_{N, \xi}^{\prime \prime}(z)=\xi^{2} \phi_{N, \xi}(z)-(-1)^{N} \xi^{2 N+2} \sum_{k=0}^{N} \frac{(-1)^{k}}{(2 k)!} b_{N-k}(z+1)^{2 k}
$$

Let us admit for the moment that

$$
\begin{equation*}
\forall z \in[0,-1], \quad \sum_{k=0}^{N} \frac{(-1)^{k}}{(2 k)!} b_{N-k}(z+1)^{2 k} \geq 0 \tag{11.26}
\end{equation*}
$$

Summarizing, we have
$(-1)^{N}\left(\phi_{\xi}-\phi_{N, \xi}\right)^{\prime \prime}-\xi^{2}\left(\phi_{\xi}-\phi_{N, \xi}\right) \geq 0 ; \quad(-1)^{N}\left(\phi_{\xi}-\phi_{N, \xi}\right)^{\prime}(-1)=0 \quad ; \quad(-1)^{N}\left(\phi_{\xi}-\phi_{N, \xi}\right)(0)=0$.
Let us assume for instance that $N$ is odd, and, reasoning by contradiction, that $\phi_{N, \xi}^{\prime}(0)-\phi_{\xi}^{\prime}(0)<0$. Denote $z_{\star}$ the maximal value $z_{\star} \in[-1,0]$ for which $\phi_{N, \xi}^{\prime}(z)-\phi_{\xi}^{\prime}(z) \geq 0$. We have $z_{\star}<0$ by continuity, and since $\phi_{N, \xi}(0)-\phi_{\xi}(0)=0$, one has $\phi_{N, \xi}(z)-\phi_{\xi}(z)>0$ for $z \in\left(z_{\star}, 0\right)$. However, since $\phi_{N, \xi}^{\prime \prime}(z)-\phi_{\xi}^{\prime \prime}(z) \geq \xi^{2}\left(\phi_{N, \xi}(z)-\phi_{\xi}(z)\right)>0$, we see that $\phi_{N, \xi}^{\prime}\left(z_{\star}\right)-\phi_{\xi}^{\prime}\left(z_{\star}\right) \leq \phi_{N, \xi}^{\prime}(0)-\phi_{\xi}^{\prime}(0)$, which is a contradiction. Hence we proved, when $N$ is odd, that

$$
0 \leq \phi_{N, \xi}^{\prime}(0)-\phi_{\xi}^{\prime}(0)=\xi^{2} D_{N-1}(\xi)-\xi \tanh (\xi)
$$

Of course, the same reasoning yields $\xi^{2} D_{N-1}(\xi) \leq \xi \tanh (\xi)$ when $N$ is even.
Let us now show eq. (11.26). Denote

$$
P_{N}(Z) \stackrel{\text { def }}{=} \sum_{k=0}^{N} \frac{(-1)^{k}}{(2 k)!} b_{N-k} Z^{2 k}, \quad Q_{N}(Z) \stackrel{\text { def }}{=} \sum_{k=0}^{N} \frac{(-1)^{k}}{(2 k+1)!} b_{N-k} Z^{2 k+1}
$$

so that $P_{N}^{\prime}=-Q_{N-1}$, and $Q_{N}^{\prime}=P_{N}$. Using the above as well as the boundary values $P_{N}(1)=0$ (by eq. (11.19)) and $Q_{N}(0)=0$, it is straightforward to show by induction $\left(P_{0}=1\right)$ that for any $N \in \mathbb{N}, P_{N}$ is non-increasing, $Q_{N}$ is non-decreasing, and $P_{N}(z) \geq 0, Q_{N}(z) \geq 0$ for any $z \in[0,1]$. This concludes the proof of the first part of Proposition 11.6.

The second part follows by the same techniques, in particular noticing that $\frac{\xi}{\tanh (\xi)}=\phi_{\xi}^{\prime}(0)$ where $\widetilde{\phi}_{\xi}(z) \stackrel{\text { def }}{=} \frac{1}{\tanh (\xi)} \sinh (\xi z) \psi+\cosh (\xi z)$ is the unique solution to

$$
\widetilde{\phi}_{\xi}^{\prime \prime}-\xi^{2} \widetilde{\phi}_{\xi}=0 \quad ; \quad \widetilde{\phi}_{\xi}(-1)=0 \quad ; \quad \widetilde{\phi}_{\xi}(0)=1
$$

and introducing

$$
\widetilde{\phi}_{N, \xi}(z) \stackrel{\text { def }}{=} \sum_{n=0}^{N} \sum_{k=0}^{n} \frac{(-1)^{k}}{(2 k+1)!} \widetilde{b}_{n-k}(z+1)^{2 k+1}(-1)^{n} \xi^{2 n}
$$

The rest of the proof is left to the reader.

### 11.5 Rigorous justification

In this section, we discuss the rigorous justification of the high order models, eq. (11.15) and eq. (11.17), as asymptotic models for the water waves system, eq. (2.7). The key ingredient is a rigorous statement for the formal expansions, through a quantitative estimate of the remainder term, generalizing Proposition 4.9 and Proposition 4.10.

As always, our results hold in the shallow water regime, i.e. for parameters in the set

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

Lemma 11.7. Let $d \in \mathbb{N}^{\star}$ and $s_{\star}>d / 2$. Let $\mu^{\star}>0, M \geq 0, k \in \mathbb{N}, n \in \mathbb{N}$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, and for any $\zeta \in H^{\max \left(\left\{s_{\star}, k+2 n+1\right\}\right)}\left(\mathbb{R}^{d}\right)$ and any $b \in$ $W^{\max \left(\left\{s_{\star}, k+2 n+1\right\}\right), \infty}\left(\mathbb{R}^{d}\right)$ satisfying

$$
|\varepsilon \zeta|_{H^{s_{\star}}}+|\beta b|_{W^{s_{\star}, \infty}} \leq M
$$

the operators $\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b]: \stackrel{\circ}{H}^{k+2 n+1} \rightarrow H^{k}, \mathcal{U}_{n}[\epsilon \zeta, \beta b]: \stackrel{\circ}{H}^{k+2 n+1} \rightarrow H^{k}, \mathcal{W}_{n}[\epsilon \zeta, \beta b]: \stackrel{\circ}{H}^{k+2 n+2} \rightarrow H^{k}$ defined through the procedure described in Section 11.1, are well-defined and continuous, and

$$
\begin{aligned}
&\left|\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right|_{H^{k}}\left.\leq C\left(|\nabla \psi|_{H^{k+2 n}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+2 n}}+|\beta b|_{W^{k+2 n, \infty}}\right)\right| \nabla \psi\right|_{H^{s_{\star}}}\right\rangle_{k+2 n>s_{\star}}\right), \\
&\left.\left|\mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right|_{H^{k}} \leq C\left(|\nabla \psi|_{H^{k+2 n}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+2 n}}+|\beta b|_{W^{k+2 n, \infty}}\right)\right| \nabla \psi\right|_{H^{s_{\star}}}\right\rangle_{k+2 n>s_{\star}}\right), \\
&\left.\left|\overline{\mathcal{W}}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right|_{H^{k}} \leq C\left(|\nabla \psi|_{H^{k+2 n+1}}+\left.\left\langle\left(|\varepsilon \zeta|_{H^{k+2 n+1}}+|\beta b|_{W^{k+2 n+1, \infty}}\right)\right| \nabla \psi\right|_{H^{s_{\star}}}\right\rangle_{k+2 n+1>s_{\star}}\right) .
\end{aligned}
$$

Proof. From the procedure described in Section 11.1, we infer that $\overline{\mathcal{U}}_{n}, \mathcal{U}_{n}$ and $\mathcal{W}_{n}$ can be written as the sum of contributions of the dorm

$$
P_{1} \partial^{\alpha_{1}}\left(P_{2} \partial^{\alpha_{2}}\left(\cdots\left(P_{k} \partial^{\alpha_{k}} \nabla \psi\right) \cdots\right)\right)
$$

where for any $j \in\{1, \ldots, k\}, P_{j}=P_{j}(\varepsilon \zeta, \beta b)$ is a polynomial in its variables and $\alpha_{j} \in \mathbb{N}^{d}$ is a multiindex, with

$$
\sum_{j}\left|\alpha_{j}\right|=\left\{\begin{array}{l}
2 n \text { for } \overline{\mathcal{U}}_{n}, \mathcal{U}_{n} \\
2 n+1 \text { for } \mathcal{W}_{n}
\end{array}\right.
$$

The result follows from the product estimates in Proposition II. 7 and Proposition II.14, the interpolation estimates in Lemma II. 3 and Lemma II.13, and Young's inequality.

Lemma 11.8. There exists $p \in \mathbb{N}$ such that the following holds. Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0$, $\mu^{\star}>0, M \geq 0, s \geq 0, N \in \mathbb{N}$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $\zeta \in H^{\max \left(\left\{s+4 N+p, 2+s_{\star}\right\}\right)}\left(\mathbb{R}^{d}\right)$ and $b \in W^{\max \left(\left\{s+4 N+p, 2+s_{\star}\right\}\right), \infty}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(\boldsymbol{x}) \stackrel{\text { def }}{=} 1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 \tag{11.27}
\end{equation*}
$$

and

$$
|\varepsilon \zeta|_{H^{2+s_{\star}}}+|\beta b|_{W^{2+s_{\star}, \infty}} \leq M,
$$

one has

$$
\begin{aligned}
&\left|\overline{\boldsymbol{u}}-\sum_{n=0}^{N} \mu^{n} \overline{\boldsymbol{u}}_{n}\right|_{H^{s}}+\left|\underline{\boldsymbol{u}}-\sum_{n=0}^{N} \mu^{n} \underline{\boldsymbol{u}}_{n}\right|_{H^{s}}+\left|\underline{w}-\sum_{n=0}^{N} \mu^{n} \underline{w}_{n}\right|_{H^{s}} \\
& \leq C \mu^{N+1}\left(|\nabla \psi|_{H^{s+4 N+p}}+\left(|\varepsilon \zeta|_{H^{s+4 N+p}}+|\beta b|_{W^{s+4 N+p, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right)
\end{aligned}
$$

with $\left(\overline{\boldsymbol{u}}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{W}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right)$ and

$$
(\overline{\boldsymbol{u}}, \underline{\boldsymbol{u}}, \underline{w}) \stackrel{\text { def }}{=}\left(\frac{1}{h} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi(\cdot, z) \mathrm{d} z,\left(\nabla_{\boldsymbol{x}} \Phi\right)(\cdot, \varepsilon \zeta), \frac{1}{\mu}\left(\partial_{z} \Phi\right)(\cdot, \varepsilon \zeta)\right)
$$

where $\Phi$ is the strong solution to the Laplace problem eq. (2.8) (see Proposition 4.5).

Proof. We prove the result for $s=k \in \mathbb{N}$, the general case being an obvious consequence. Let us introduce, for $N \in \mathbb{N}$,

$$
\Phi_{\mathrm{app}, N}(\boldsymbol{x}, z)=\sum_{n=0}^{2 N+2}(z+1-\beta b)^{n} \phi_{n}(\boldsymbol{x})
$$

where

$$
\phi_{0}=\psi+\sum_{n=1}^{N} \mu^{n} \mathcal{B}_{n}[\epsilon \zeta, \beta b](\nabla \psi) \quad ; \quad \phi_{1}=\mu \frac{(\beta \nabla b) \cdot\left(\nabla \phi_{0}\right)}{1+\mu|\beta \nabla b|^{2}},
$$

with $\mathcal{B}_{n}[\epsilon \zeta, \beta b]$ defined in Section 11.1; and $\phi_{n}(n \geq 2)$ is given by the recursion relation

$$
\phi_{n+2}=-\mu \frac{\Delta \phi_{n}-2(n+1)(\beta \nabla b) \cdot\left(\nabla \phi_{n+1}\right)-(n+1)(\beta \Delta b) \phi_{n+1}}{(n+1)(n+2)\left(1+\mu|\beta \nabla b|^{2}\right)}
$$

By proceeding as in Lemma 11.7 we have for any $k \in \mathbb{N}$ and $s_{\star}>d / 2$

$$
\left|\nabla \phi_{0}\right|_{H^{k}} \leq C\left(|\nabla \psi|_{H^{k+2 N}}+\left(|\varepsilon \zeta|_{H^{k+2 N}}+|\beta b|_{W^{k+2 N, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right)
$$

where, here and thereafter, $C$ depends uniquely on $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M \geq 0$, $k \in \mathbb{N}, N \in \mathbb{N}$, and changes from line to line. By induction on $n \in\{0, \ldots, 2 N+2\}$, we infer

$$
\left|\phi_{n}\right|_{H^{k}} \leq \mu^{\lfloor(n+1) / 2\rfloor} C\left(|\nabla \psi|_{H^{k+2 N+n-1}}+\left(|\varepsilon \zeta|_{H^{k+2 N+n-1}}+|\beta b|_{W^{k+2 N+n-1, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right) .
$$

By construction, we find that

$$
\begin{equation*}
\mu \Delta_{x} \Phi_{\mathrm{app}, N}+\partial_{z}^{2} \Phi_{\mathrm{app}, N}=(z+1-\beta b)^{2 N+1} r_{1, N}+(z+1-\beta b)^{2 N+2} r_{2, N} \tag{11.28}
\end{equation*}
$$

with

$$
\begin{aligned}
& r_{1, N}=\mu \Delta \phi_{2 N+1}-2 \mu(2 N+2)(\beta \nabla b) \cdot\left(\nabla \phi_{2 N+2}\right)-\mu(2 N+2)(\beta \Delta b) \phi_{2 N+2} \\
& r_{2, N}=\mu \Delta \phi_{2 N+2}
\end{aligned}
$$

From the above, we infer

$$
\left|r_{1, N}\right|_{H^{k}}+\left|r_{2, N}\right|_{H^{k}} \leq \mu^{N+2} C\left(|\nabla \psi|_{H^{k+4 N+3}}+\left(|\varepsilon \zeta|_{H^{k+4 N+3}}+|\beta b|_{W^{k+4 N+3, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right) .
$$

Moreover, we have

$$
\begin{equation*}
\left.\left(\partial_{z} \Phi_{\mathrm{app}, N}-\mu(\beta \nabla b) \cdot \nabla_{\boldsymbol{x}} \Phi_{\mathrm{app}, N}\right)\right|_{z=-1+\beta b}=\phi_{1}-\mu \beta \nabla b \cdot\left(\nabla \phi_{0}-(\beta \nabla b) \phi_{1}\right)=0 \tag{11.29}
\end{equation*}
$$

Finally, denoting $\mathcal{V}_{n}[\epsilon \zeta, \beta b]$ as in Section 11.1 and proceeding as in Lemma 11.7 we have,

$$
\left.\Phi_{\mathrm{app}, N}\right|_{z=\epsilon \zeta}=\sum_{n=0}^{2 N+1}(1+\varepsilon \zeta-\beta b)^{n} \phi_{n}=\phi_{0}+\sum_{n=1}^{N} \mu^{n} \mathcal{V}_{n}[\epsilon \zeta, \beta b]\left(\nabla \phi_{0}\right)+r_{N}
$$

with

$$
\left|r_{N}\right|_{H^{k}} \leq \mu^{N+1} C\left(|\nabla \psi|_{H^{k+4 N}}+\left(|\varepsilon \zeta|_{H^{4 N}}+|\beta b|_{W^{4 N, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right)
$$

and therefore, using the identity $\phi_{0}=\psi+\sum_{n=1}^{2 N} \mu^{n} \mathcal{B}_{n}[\epsilon \zeta, \beta b](\nabla \psi)$ and the recursion formula

$$
\mathcal{B}_{n}[\varepsilon \zeta, \beta b] \stackrel{\text { def }}{=}-\mathcal{V}_{n}[\varepsilon \zeta, \beta b]-\sum_{k=1}^{n-1} \mathcal{V}_{k}[\varepsilon \zeta, \beta b] \circ \mathcal{B}_{n-k}[\varepsilon \zeta, \beta b],
$$

we find

$$
\left.\Phi_{\mathrm{app}, N}\right|_{z=\epsilon \zeta}=\psi+\sum_{n=N+1}^{2 N} \sum_{k=n-N}^{N} \mu^{n} \mathcal{V}_{n}[\epsilon \zeta, \beta b] \circ \mathcal{B}_{n-k}[\epsilon \zeta, \beta b](\nabla \psi)+r_{N}
$$

Proceeding once again as in Lemma 11.7, we deduce

$$
\begin{equation*}
\left\|\left.\Phi_{\mathrm{app}, N}\right|_{z=\epsilon \zeta}-\psi\right\|_{H^{k}} \leq \mu^{N+1} C\left(|\nabla \psi|_{H^{k+4 N}}+\left(|\varepsilon \zeta|_{H^{4 N}}+|\beta b|_{W^{4 N, \infty}}\right)|\nabla \psi|_{H^{s} \star}\right) \tag{11.30}
\end{equation*}
$$

We have proved that $\Phi_{\mathrm{app}, N}$ satisfies approximately the Laplace problem, eq. (2.8). The problem is slightly different from the one studied in Proposition 4.5 since the remainder terms in the bulk of the fluid domain and on the Neumann (impermeability) condition at the bottom do not correspond; see Definition 4.2. However the proof is straightforwardly adapted to this framework - see [263, Lemma 3.43]-and we find that there exists $p \in \mathbb{N}$ such that

$$
\left\|\Lambda^{k} \nabla_{\boldsymbol{x}, z}^{\mu}\left(\Phi_{\mathrm{app}, N}-\Phi\right)\right\|_{L^{2}(\mathcal{S})} \leq \mu^{N+\frac{3}{2}} C\left(|\nabla \psi|_{H^{k+4 N+p}}+\left(|\varepsilon \zeta|_{H^{k+4 N+p}}+|\beta b|_{W^{k+4 N+p, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right)
$$

where we denote $\nabla_{\boldsymbol{x}, z}^{\mu} \stackrel{\text { def }}{=}\left(\sqrt{\mu} \nabla, \partial_{z}\right)^{\top}, \Lambda \stackrel{\text { def }}{=}\left(\operatorname{Id}-\Delta_{\boldsymbol{x}}\right)^{1 / 2}, \mathcal{S} \stackrel{\text { def }}{=} \mathbb{R}^{d} \times(-1,0)$ and $\Phi_{\mathrm{app}, N}=\Phi_{\mathrm{app}, N} \circ \Sigma$ and $\Phi=\Phi \circ \Sigma$ with $\Sigma:(\boldsymbol{x}, z) \in \mathcal{S} \mapsto(\boldsymbol{x},(1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x})) z+\varepsilon \zeta(\boldsymbol{x}))$. It follows that for any $\alpha \in \mathbb{N}^{d}$ such that $|\alpha| \leq k$,

$$
\left\|\nabla_{\boldsymbol{x}, z}^{\mu} \partial^{\alpha}\left(\Phi_{\mathrm{app}, N}-\Phi\right)\right\|_{L^{2}(\Omega)} \leq \mu^{N+\frac{3}{2}} C\left(|\nabla \psi|_{H^{k+4 N+p}}+\left(|\varepsilon \zeta|_{H^{k+4 N+p}}+|\beta b|_{W^{k+4 N+p, \infty}}\right)|\nabla \psi|_{H^{s_{*}}}\right)
$$

Denoting

$$
\overline{\boldsymbol{u}}_{\mathrm{app}, N} \stackrel{\text { def }}{=} \frac{1}{h} \int_{-1+\beta b}^{\epsilon \zeta} \nabla_{\boldsymbol{x}} \phi_{\mathrm{app}, N} \mathrm{~d} z,\left.\quad \underline{\boldsymbol{u}}_{\mathrm{app}, N} \stackrel{\text { def }}{=}\left(\nabla_{\boldsymbol{x}} \phi_{\mathrm{app}, N}\right)\right|_{z=\epsilon \zeta},\left.\quad \underline{w}_{\mathrm{app}, N} \stackrel{\text { def }}{=}\left(\partial_{z} \phi_{\mathrm{app}, N}\right)\right|_{z=\epsilon \zeta},
$$

we deduce, augmenting $p$ if necessary,

$$
\begin{aligned}
& \left|\overline{\boldsymbol{u}}-\overline{\boldsymbol{u}}_{\mathrm{app}, N}\right|_{H^{k}}+\left|\underline{\boldsymbol{u}}-\underline{\boldsymbol{u}}_{\mathrm{app}, n}\right|_{H^{k}}+\left|\underline{w}-\underline{w}_{\mathrm{app}, n}\right|_{H^{k}} \\
& \quad \leq C \mu^{N+1}\left(|\nabla \psi|_{H^{k+4 N+p}}+\left(|\varepsilon \zeta|_{H^{k+4 N+p}}+|\beta b|_{W^{k+4 N+p, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right)
\end{aligned}
$$

where we use Cauchy-Schwarz inequality for the first contribution, the trace inequality eq. (4.5) for the second and together with eq. (11.28)-eq. (11.29) for the third.

The last step consists in showing that

$$
\begin{aligned}
&\left|\overline{\boldsymbol{u}}_{\mathrm{app}, N}-\sum_{n=0}^{N} \mu^{n} \overline{\boldsymbol{u}}_{n}\right|_{H^{k}}+\left|\underline{\boldsymbol{u}}_{\mathrm{app}, n}-\sum_{n=0}^{N} \mu^{n} \underline{\boldsymbol{u}}_{n}\right|_{H^{k}}+\left|\underline{w}_{\mathrm{app}, n}-\sum_{n=0}^{N} \mu^{n} \underline{w}_{n}\right|_{H^{k}} \\
& \leq C \mu^{N+1}\left(|\nabla \psi|_{H^{k+4 N+p}}+\left(|\varepsilon \zeta|_{H^{k+4 N+p}}+|\beta b|_{W^{k+4 N+p, \infty}}\right)|\nabla \psi|_{H^{s_{\star}}}\right) .
\end{aligned}
$$

This follows from the definitions of the operators $\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b], \mathcal{U}_{n}[\epsilon \zeta, \beta b]$ and $\mathcal{W}_{n}[\epsilon \zeta, \beta b]$, given in eq. (11.8)-(11.9)-(11.10), proceeding as we have done to prove eq. (11.30).

Remark 11.9. We observe a loss of $4 N+p$ derivatives (or $4 N+p-1$ for the variable $\underline{w}$ ) between the regularity of the data and the control of the approximation. This should be compared with Proposition 4.9 in which we observe a loss of "only" $2 N+\tilde{p}$. It is clear that we could extend the analysis in Section 4 to obtain approximations at any order (see [263, Proposition 3.37]). Remarking that the two expansions must coincide, we infer that the above result does hold with a loss of $2 N+\tilde{p}$ derivatives, which is optimal (up to the choice of $\tilde{p}$ ) since the next term in the approximation is given through a differential operator of order $2 N+2$ (or $2 N+3$ for the variable $\underline{w}$ ) which does not vanish identically, as we can see from the linear analysis in Section 11.4.

The following consistency result is an obvious consequence of Lemma 11.7 and Lemma 11.8.
Proposition 11.10 (Consistency). There exists $p \in \mathbb{N}$ such that the following holds.
Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, M^{\star} \geq 0, s \geq 0, N \in \mathbb{N}^{\star}$. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, for any $b \in W^{\max \left\{s+4 N+p, 2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$, for any $T>0$ and for any $(\zeta, \psi) \in L^{\infty}\left(0, T ; H^{\max \left\{s+4 N+p, 2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right) \times \dot{H}^{\max \left\{s+4 N+p, 2+s_{*}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ classical solution to the water waves equations, eq. (2.7'), satisfying eq. (11.27) uniformly for $t \in(0, T)$ and

$$
\operatorname{ess}_{t \in(0, T)}\left(|\varepsilon \zeta(t, \cdot)|_{H^{s_{\star}+2 N}}+|\nabla \psi(t, \cdot)|_{H^{s_{\star}+2 N}}\right)+|\beta b|_{W^{\max \left\{s+4 N+p, 2+s_{\star}\right\}, \infty}} \leq M^{\star}
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\sum_{n=0}^{N} \mu^{n} \nabla \cdot\left(h \overline{\boldsymbol{u}}_{n}\right)=r_{1, N} \\
\partial_{t} \psi+\zeta+\epsilon \sum_{n=0}^{N} \mu^{n}\left(\underline{\boldsymbol{u}}_{n} \cdot \nabla \psi-\frac{1}{2} \sum_{k=0}^{n} \underline{\boldsymbol{u}}_{k} \cdot \underline{\boldsymbol{u}}_{n-k}-\frac{1}{2} \sum_{k=0}^{n-1} \underline{w}_{k} \underline{w}_{n-1-k}\right)=r_{2, N}
\end{array}\right.
$$

where we denote

$$
\left(\overline{\boldsymbol{u}}_{n}, \underline{\boldsymbol{u}}_{n}, \underline{w}_{n}\right) \stackrel{\text { def }}{=}\left(\overline{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{U}_{n}[\epsilon \zeta, \beta b](\nabla \psi), \mathcal{W}_{n}[\epsilon \zeta, \beta b](\nabla \psi)\right)
$$

and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|r_{1, N}(t, \cdot)\right|_{H^{s}} & \leq C \mu^{N+1}\left(|\zeta(t, \cdot)|_{H^{s+4 N+p}}+|\nabla \psi(t, \cdot)|_{H^{s+4 N+p}}\right) \\
\left|r_{2, N}(t, \cdot)\right|_{H^{s+1}} & \leq C \mu^{N+1} \varepsilon|\nabla \psi(t, \cdot)|_{H^{s_{\star}+2 N}}\left(|\zeta(t, \cdot)|_{H^{s+4 N+p}}+|\nabla \psi(t, \cdot)|_{H^{s+4 N+p}}\right) .
\end{aligned}
$$

Remark 11.11. We have provided the consistency of the water waves system with respect to the first model, eq. (11.15). We could provide the consistency of the water waves system with respect to the second model, eq. (11.17), along the same lines. Yet we have in this case an additional step, due to the fact that the variables of the model are $(\zeta, \overline{\boldsymbol{u}})$ instead of $(\zeta, \nabla \psi)$. Recall the latter is uniquely defined from the former and we have regularity estimates, by Proposition 4.9. In addition to controlling the differences

$$
\left|\underline{\boldsymbol{u}}-\sum_{n=0}^{N} \mu^{n} \widetilde{\mathcal{U}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})\right|_{H^{s}} \quad \text { and } \quad\left|\underline{w}-\sum_{n=0}^{N} \mu^{n} \widetilde{\mathcal{W}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})\right|_{H^{s}}
$$

where $\widetilde{\mathcal{U}}_{n}$ and $\widetilde{\mathcal{W}}_{n}$ are defined in eq. (11.12)-(11.13), we also need to control

$$
\left|\partial_{t}\left(\nabla \psi-\sum_{n=0}^{N} \mu^{n} \widetilde{\mathcal{V}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})\right)\right|_{H^{s}}
$$

where $\widetilde{\mathcal{V}}_{n}$ is defined in eq. (11.11). While the former would be obtained similarly as in Lemma 11.8, the latter requires a specific analysis basically amounting to considering the Laplace problem satisfied the time derivative of the velocity potential, $\partial_{t} \Phi$; see Remark 5.2 for a similar remark with a little bit more details.

In this manuscript, convergence results follow from stability and the well-posedness of the Cauchy problems. Except in particular cases already treated (specifically in Section 5.3 and Section 8.5) these are open problems, which are discussed in the following section. We could use the opposite reasoning and prove that regular solutions to the model systems, eq. (11.15) or eq. (11.17) (although in the latter we face the issue of reconstructing the velocity potential from the knowledge of the layer-averaged velocity), satisfy the water waves system up to a small remainder; and then refer to [263, Theorem 4.18] to deduce that the corresponding water waves solution remains close on the relevant time interval. Of course, while the set of regular solutions to the models may not be trivial even when lacking a robust well-posedness theory (it may contain solitary waves and analytic solutions for instance), the outcome is much less appealing than the ones we obtained so far.

### 11.6 Discussion and open questions

Let us quote Matsuno [296, §6], on the extended Green-Naghdi model.
There are a number of interesting problems associated with the extended $G N$ equations that are worthy of further study. In conclusion, we list some of them.
(i) The identification of physically relevant models among various extended GN equations.
(ii) The effect of higher-order dispersion on the wave characteristics in comparison with that predicted by other asymptotic models like Boussinesq equations.
(iii) Numerical computations of the initial value problems as well as solitary and periodic wave solutions.
(iv) The justification of the asymptotic models by means of the rigorous mathematical analysis.

Let us discuss these points. As we mentioned above there is so far no well-posedness result concerning the initial-value problem for systems eq. (11.15) (unless $N=0$ corresponding to the Saint-Venant system; see Theorem 5.3) or systems eq. (11.17) (unless again $N=0$, or $N=1$ corresponding to the Green-Naghdi system; see Theorem 8.3). As mentioned in Section 11.4, the cases $N \geq 1$ odd for eq. (11.15) and $N \geq 2$ even for eq. (11.17) are hopeless, due to high frequency modal instabilities. The remaining cases are open problems. Such results, if they hold, typically rely on very delicate cancellations since high order differential operators are involved, ${ }^{65}$ and/or on manipulations akin to the " BBM trick" to derive equivalent models with favorable properties; see [50, 75,246 ] for Boussinesq-type models and [247, 245] for the full justification of a modified extended Green-Naghdi system built from eq. (11.17) with $N=2$.

As we have mentioned in Section 11.4, and as is apparent in Figure 11.1, augmenting the rank, $N$, in the family of systems fails to improve the approximation, even in the linear framework, as soon as moderate-to-high (spatial) frequencies account for a significant proportion of the energy. We expect that for a given (initial) datum, there is a critical $N_{\star}$ such that the prediction of the model improves with growing rank $N \leq N_{\star}$, and then quickly deteriorates. From Figure 11.1 one can imagine that higher rank systems will be relevant only for waves with very large wavelength; or, if we fix smooth data and allow the parameter $\mu \in\left(0, \mu^{\star}\right]$ to vary, for very small values of $\mu$.

In the same way, assuming that solitary waves solutions to our systems do exist-there is no rigorous result to my knowledge - we do expect that they provide very good approximations for solitary waves solutions to the water waves system with very small (yet supercritical) velocities, since the latter are long waves; but we do not expect that increasing the rank of the model allows to widen the velocity interval for which solitary wave solutions to the system provide a fair description of solitary wave solutions to the water waves system.

Shortly put, we expect that augmenting the rank of the model may improve its accuracy for flows with very large wavelength, but we cannot hope that they improve their domain of validity.

In their review [288], Madsen and Fuhrman report in many details the long history which led to enhanced Friedrichs-type (therein called Boussinesq-type) models with improved performance at moderate frequencies. Most often, due to the complexity of the models, one relies on the help of numerical simulations to compare the behavior of models. Conveniently, the next chapter in the same book [417], by Zang, Fang and Liu, provides an example of such analysis.

There is much more to discuss on Friedrichs-type high order models than the author can digest or report, and it should be clearly stated that the present Section only scratches the surface. Yet it is my opinion that the difficulties we describe are inherently linked to the method of derivation, and first and foremost to the use of the Boussinesq-Rayleigh expansion, eq. (11.1). We present in Sections 12 and 13 two approaches which appear much more promising.

[^51]
## 12 The Galerkin method, and the augmented and "multilayer" Green-Naghdi systems

In this section we shall derive formally a large class of models for the water waves system, eq. (2.7), using as main tool the finite element method applied to a convenient reformulation of the Laplace equation, eq. (2.8). The classes of models we can construct in this way is huge, as it depends on the choice of the subspace defining the dimension reduction. As a matter of fact, the procedure provides a natural framework for the complete numerical discretization of the water waves system. We provide two class of examples representing two natural strategies in which the subspace is tensorized in the vertical and horizontal space variables. In the first one, we mimic the BoussinesqRayleigh shallow water expansion of the preceding Section, eq. (11.1); yet the outcome are models with completely different features, and in particular high order differential operators are replaced by a system of differential equations of order two. In the second strategy, the subspace is defined through an artificial discretization in "layers" in the vertical variable. Once again the models involve a system of differential equations of order two, in place of the Dirichlet-to-Neumann operator. Both models can be interpreted as special cases of the finite element method for which the basis functions are piecewise polynomials in the vertical variable. Interestingly, the Green-Naghdi system studied in Section 8 is a special case for both families.

### 12.1 Derivation of the models

### 12.1.1 Reformulation of the Laplace problem

In this section, we drop any reference to the time variable which acts as a parameter. We work with the following integral equation satisfied by the velocity potential, as a solution to the Laplace problem, eq. (2.8) (see Lemma 4.7)

$$
\Phi+\mu \ell[\varepsilon \zeta, \beta b] \Phi=\psi
$$

where

$$
(\ell[\varepsilon \zeta, \beta b] \Phi)(\cdot, z) \stackrel{\text { def }}{=}-\int_{z}^{\varepsilon \zeta}\left(-\left.(\beta \nabla b) \cdot\left(\nabla_{\boldsymbol{x}} \Phi\right)\right|_{z=-1+\beta b}+\int_{-1+\beta b}^{z^{\prime}} \Delta_{\boldsymbol{x}} \Phi\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime}\right) \mathrm{d} z^{\prime}
$$

More precisely, applying the horizontal gradient operator, we shall consider the relation

$$
\nabla_{\boldsymbol{x}} \Phi(\boldsymbol{x}, z)+\mu\left(\mathcal{L}[\varepsilon \zeta, \beta b] \nabla_{\boldsymbol{x}} \Phi\right)(\boldsymbol{x}, z)=\nabla \psi(\boldsymbol{x})
$$

were

$$
\begin{equation*}
(\mathcal{L}[\varepsilon \zeta, \beta b] U)(\cdot, z) \stackrel{\text { def }}{=}-\nabla_{\boldsymbol{x}}\left(\int_{z}^{\varepsilon \zeta}\left(-\left.(\beta \nabla b) \cdot U\right|_{z=-1+\beta b}+\int_{-1+\beta b}^{z^{\prime}} \nabla_{\boldsymbol{x}} \cdot U\left(\cdot, z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime}\right) \mathrm{d} z^{\prime}\right) \tag{12.1}
\end{equation*}
$$

Note $\mathcal{L}[\varepsilon \zeta, \beta b]$ is a symmetric operator in $L^{2}(\Omega)$ where $\Omega=\left\{(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}:-1+\beta b(\boldsymbol{x})<z<\varepsilon \zeta(\boldsymbol{x})\right\}$ : for sufficiently regular and localized functions,

$$
\begin{aligned}
& (\mathcal{L}[\varepsilon \zeta, \beta b] U, V)_{L^{2}(\Omega)} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \int_{-1+\beta b(\boldsymbol{x})}^{\varepsilon \zeta(\boldsymbol{x})}(\mathcal{L}[\varepsilon \zeta, \beta b] U) \cdot V \mathrm{~d} z \mathrm{~d} \boldsymbol{x} \\
& \quad=\int_{\mathbb{R}^{d}} \int_{-1+\beta b(\boldsymbol{x})}^{\varepsilon \zeta(\boldsymbol{x})}\left(\nabla_{\boldsymbol{x}} \cdot\left(\int_{-1+\beta b(\boldsymbol{x})}^{z} U\left(\boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\right)\left(\nabla_{\boldsymbol{x}} \cdot\left(\int_{-1+\beta b(\boldsymbol{x})}^{z} V\left(\boldsymbol{x}, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\right) \mathrm{d} z \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

Obviously, $\mathcal{L}[\varepsilon \zeta, \beta b]$ is positive: $(\mathcal{L}[\varepsilon \zeta, \beta b] U, U)_{L^{2}(\Omega)} \geq 0$. It is hence natural to consider the space

$$
X_{\mu}(\Omega) \stackrel{\text { def }}{=}\left\{U \in L^{2}(\Omega)^{d}:\left\|\nabla_{\boldsymbol{x}} \cdot\left(\int_{-1+\beta b(\boldsymbol{x})} U\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\right\|_{L^{2}(\Omega)}\right\}
$$

endowed with the topology induced by the inner-product

$$
\begin{equation*}
\langle U, V\rangle_{X_{\mu}} \stackrel{\text { def }}{=}(U, V)_{L^{2}(\Omega)}+\mu\left(\nabla_{\boldsymbol{x}} \cdot\left(\int_{-1+\beta b}^{\cdot} U\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right), \nabla_{\boldsymbol{x}} \cdot\left(\int_{-1+\beta b}^{.} V\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\right)_{L^{2}(\Omega)} . \tag{12.2}
\end{equation*}
$$

we can apply Riesz representation Lemma to infer that $\operatorname{Id}+\mu \mathcal{L}[\varepsilon \zeta, \beta b]: X_{\mu} \rightarrow\left(X_{\mu}\right)^{\prime}$ is invertible. For $\psi \in \stackrel{H}{H}^{1}\left(\mathbb{R}^{d}\right)$, we may define $\tilde{\psi}:(\boldsymbol{x}, z) \in \Omega \mapsto \psi(\boldsymbol{x}) \in H^{1}(\Omega)^{d+1} \subset\left(X_{\mu}\right)^{\prime}$, and the Laplace problem may be rewritten equivalently (dropping the tilde) as

$$
\begin{equation*}
\nabla_{\boldsymbol{x}} \Phi=(\operatorname{Id}+\mu \mathcal{L}[\varepsilon \zeta, \beta b])^{-1} \nabla \psi \tag{12.3}
\end{equation*}
$$

More precisely, we define the following notion of variational solutions.
Definition 12.1 (Variational solutions). Let $\psi \in \dot{H}^{1}\left(\mathbb{R}^{d}\right)$ and $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(\boldsymbol{x})=1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 .
$$

We say that $U \in X_{\mu}(\Omega)$ is a variational solution to eq. (12.3) if for any $V \in X_{\mu}(\Omega)$,

$$
\langle U, V\rangle_{X_{\mu}}=(\nabla \psi, V)_{L^{2}(\Omega)}=\int_{\mathbb{R}^{d}}(\nabla \psi) \cdot\left(\int_{-1+\beta b}^{\varepsilon \zeta} V(\cdot, z) \mathrm{d} z\right) \mathrm{d} \boldsymbol{x}
$$

where $\langle\cdot, \cdot\rangle_{X_{\mu}}$ is defined in eq. (12.2). In the formula above we identified $\boldsymbol{x} \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$ and $(\boldsymbol{x}, z) \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}(\Omega)$.

Remark 12.2. It is interesting to pause and compare our formulation with the Dirichlet-to-Neumann operator. We have (see Lemma 4.6)

$$
\begin{equation*}
\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\mu \nabla \cdot\left(\int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Phi(\cdot, z) \mathrm{d} z\right)=-\mu \nabla \cdot\left(\int_{-1+\beta b}^{\varepsilon \zeta}(\operatorname{Id}-\mu \mathcal{L}[\varepsilon \zeta, \beta b])^{-1} \nabla \psi\right) . \tag{12.4}
\end{equation*}
$$

We can therefore relate properties of the Dirichlet-to-Neumann operator (see Proposition 2.3) with properties of $(\operatorname{Id}-\mu \mathcal{L}[\varepsilon \zeta, \beta b])^{-1}$. For instance,

$$
\begin{aligned}
\left\langle\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi_{1}, \psi_{2}\right\rangle_{\left(\dot{H}^{1}\right)^{\prime}-\dot{H}^{1}} & =\int_{\mathbb{R}^{d}}\left(\int_{-1+\beta b}^{\varepsilon \zeta}\left((\operatorname{Id}-\mu \mathcal{L}[\varepsilon \zeta, \beta b])^{-1} \nabla \psi_{1}\right)(\cdot, z) \mathrm{d} z\right) \cdot \nabla \psi_{2} \mathrm{~d} \boldsymbol{x} \\
& =\left((\operatorname{Id}-\mu \mathcal{L}[\varepsilon \zeta, \beta b])^{-1} \nabla \psi_{1}, \nabla \psi_{2}\right)_{L^{2}(\Omega)}
\end{aligned}
$$

Moreover, the relation above shows that solving eq. (12.3) is sufficient to infer $\mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi$, and hence every contribution in the water waves system, eq. (2.7).

### 12.1.2 Galerkin dimension reduction

We now apply the Galerkin method to the variational formulation of eq. (12.3). Define $Y \subset X_{\mu}(\Omega)$ a subspace and $\Pi_{Y}: X_{\mu}(\Omega) \rightarrow Y$ the corresponding orthogonal projection: $\Pi_{Y}^{2}=\Pi_{Y}=\Pi_{Y}{ }^{\star}$. Then we define an approximate solution to eq. (12.3) as the variational solution to

$$
\left(\operatorname{Id}+\mu \Pi_{Y} \mathcal{L}[\varepsilon \zeta, \beta b] \Pi_{Y}\right) U_{Y}=\nabla \psi
$$

that is $U_{Y}$ such that $U_{Y}-\nabla \psi \in Y$ and

$$
\begin{equation*}
\forall V \in Y, \quad\left\langle U_{Y}, V\right\rangle_{X_{\mu}}=(\nabla \psi, V)_{L^{2}(\Omega)} \tag{12.5}
\end{equation*}
$$

where we recall that $\langle\cdot, \cdot\rangle_{X_{\mu}}$ is defined in eq. (12.2).

Remark 12.3. By standard properties of the Galerkin method we have, denoting $U$ the exact solution defined in Definition 12.1 and $U_{Y}$ the approximate solution defined above,

$$
\left\|U-U_{Y}\right\|_{L^{2}(\Omega)}^{2} \leq\left\langle U-U_{Y}, U-U_{Y}\right\rangle_{X_{\mu}} \leq \inf _{V \in Y}\langle U-V, U-V\rangle_{X_{\mu}}
$$

Once $U_{Y}$ has been defined, we can plug this formula in eq. (12.4) to infer an approximation of the Dirichlet-to-Neumann operator, and in turn an approximate model for the water waves system, eq. (2.7). In this last step, it is beneficial to preserve the canonical Hamiltonian structure of the system, and to derive the model through an approximate Hamiltonian: we define

$$
\begin{equation*}
\mathscr{H}_{Y}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(\nabla \psi) \cdot\left(\int_{-1+\beta b}^{\varepsilon \zeta} U_{Y}(\cdot, z) \mathrm{d} z\right) \mathrm{d} \boldsymbol{x} \tag{12.6}
\end{equation*}
$$

and consider

$$
\left\{\begin{align*}
\partial_{t} \zeta-\delta_{\psi} \mathscr{H}_{Y} & =0  \tag{12.7}\\
\partial_{t} \psi+\delta_{\zeta} \mathscr{H}_{Y} & =0
\end{align*}\right.
$$

By Noether's theorem (see Section 2.2), the system preserves mass, energy and horizontal impulse:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{Y}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

The procedure above yields a model for any choice of the subspace $Y \subset X_{\mu}(\Omega)$. We provide in the following subsection a few revealing examples, where subspaces $Y$ are set-complying with the finite element method-as the superposition of piecewise polynomial functions in the variable $z$.

### 12.1.3 The augmented and "multilayer" Green-Naghdi systems

i. If we set $\Pi_{0}=0$ the null operator, then the procedure above yields $U_{0}=\nabla \psi$,

$$
\mathscr{H}_{\mathrm{SV}}^{0}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(1+\varepsilon \zeta-\beta b)|\nabla \psi|^{2} \mathrm{~d} \boldsymbol{x}
$$

and

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot((1+\varepsilon \zeta-\beta b) \nabla \psi)=0 \\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}=0
\end{array}\right.
$$

In other words, we recover the Saint-Venant system, eq. (5.2).
ii. If we set $\Pi_{1}$ as the layer-averaging operator

$$
\Pi_{1}: U \mapsto \frac{1}{1+\varepsilon \zeta-\beta b} \int_{-1+\beta b}^{\varepsilon \zeta} U\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}
$$

then direct computations show that for any sufficiently regular $U$,

$$
\Pi_{1} \mathcal{L}[\varepsilon \zeta, \beta b] \Pi_{1} U=\mathcal{T}[h, \beta \nabla] \boldsymbol{u}
$$

where we denote $\boldsymbol{u}=\Pi_{1} U, h=1+\varepsilon \zeta-\beta b$ and $\mathcal{T}[h, \beta \nabla]$ has been defined in eq. (4.7):

$$
\mathcal{T}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \nabla \cdot \boldsymbol{u}\right)+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b) .
$$

From this we infer $U_{1} \stackrel{\text { def }}{=}(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla])^{-1} \nabla \psi=\mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi)$ with $\mathfrak{T}^{\mu}=h \operatorname{Id}+\mu h \mathcal{T},{ }^{66}$

$$
\mathscr{H}_{\mathrm{GN}}^{1}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(h \nabla \psi) \cdot \mathfrak{T}^{\mu}[h, \beta \nabla b]^{-1}(h \nabla \psi) \mathrm{d} \boldsymbol{x}
$$

and the associated canonical Hamiltonian equations, eq. (12.7), are the Green-Naghdi equations, eq. (8.2); see Section 8.1.1.

[^52]iii. Building upon the previous examples, and motivated by the Boussinesq-Rayleigh expansion, eq. (11.1), we set $N \in \mathbb{N}^{\star}$, and $p_{1}, \cdots, p_{N}$ nonnegative integers with $p_{1}<\cdots<p_{N}$ and set
$$
Y_{N}=\left\{U \in X_{\mu}(\Omega): U(\boldsymbol{x}, z)=\sum_{i=1}^{N} \boldsymbol{u}_{i}(\boldsymbol{x})(z+1-\beta b(\boldsymbol{x}))^{p_{i}}, \boldsymbol{u}_{i} \in X_{\mu}^{0}\right\}
$$
where we denote, as in Section 8.5,
$$
X_{\mu}^{0} \stackrel{\text { def }}{=}\left\{\boldsymbol{u} \in L^{2}\left(\mathbb{R}^{d}\right)^{d}:|\boldsymbol{u}|_{X_{\mu}^{0}}^{2} \stackrel{\text { def }}{=}|\boldsymbol{u}|_{L^{2}}^{2}+\mu|\nabla \cdot \boldsymbol{u}|_{L^{2}}^{2}<\infty\right\} .
$$

Solving eq. (12.5) yields

$$
U_{N}=\sum_{i=1}^{N} \boldsymbol{u}_{i}(\boldsymbol{x})(z+1-\beta b(\boldsymbol{x}))^{p_{i}}
$$

where $\left(\boldsymbol{u}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$ satisfies for any $\left(\boldsymbol{v}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$,

$$
\begin{aligned}
& \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{\mathbb{R}^{d}}\left[\frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \boldsymbol{u}_{i} \cdot \boldsymbol{v}_{j}+\mu \frac{h^{p_{i}+p_{j}+3}}{\left(p_{i}+1\right)\left(p_{j}+1\right)\left(p_{i}+p_{j}+3\right)}\left(\nabla \cdot \boldsymbol{u}_{i}\right)\left(\nabla \cdot \boldsymbol{v}_{j}\right)\right. \\
& +\mu \frac{h^{p_{i}+p_{j}+2}}{\left(p_{j}+1\right)\left(p_{i}+p_{j}+2\right)}\left(-\beta \nabla b \cdot \boldsymbol{u}_{i}\right)\left(\nabla \cdot \boldsymbol{v}_{j}\right)+\mu \frac{h^{p_{i}+p_{j}+2}}{\left(p_{i}+1\right)\left(p_{i}+p_{j}+2\right)}\left(\nabla \cdot \boldsymbol{u}_{i}\right)\left(-\beta \nabla b \cdot \boldsymbol{v}_{j}\right) \\
& \left.\quad+\mu \frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1}\left(-\beta \nabla b \cdot \boldsymbol{u}_{i}\right)\left(-\beta \nabla b \cdot \boldsymbol{v}_{j}\right)\right] \mathrm{d} \boldsymbol{x}=\sum_{j=1}^{N} \int_{\mathbb{R}^{d}} \frac{h^{p_{j}+1}}{p_{j}+1}(\nabla \psi) \cdot \boldsymbol{v}_{j} \mathrm{~d} \boldsymbol{x},
\end{aligned}
$$

where $h=1+\varepsilon \zeta-\beta b$. The above can be written as a system of linear differential equations

$$
\begin{equation*}
\forall j \in\{1, \ldots, N\}, \quad \sum_{i=1}^{N} \mathcal{L}_{j i}^{\mu}[h, \beta \nabla b] \boldsymbol{u}_{i}=\frac{h^{p_{j}+1}}{p_{j}+1} \nabla \psi \tag{12.8}
\end{equation*}
$$

where for any $i, j \in\{1, \ldots, N\}$,

$$
\begin{align*}
& \mathcal{L}_{j i}^{\mu}[h, \beta \nabla b] \boldsymbol{u}_{i} \stackrel{\text { def }}{=} \frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \boldsymbol{u}_{i}-\mu \nabla\left(\frac{h^{p_{i}+p_{j}+3}}{\left(p_{i}+1\right)\left(p_{j}+1\right)\left(p_{i}+p_{j}+3\right)}\left(\nabla \cdot \boldsymbol{u}_{i}\right)\right) \\
& \quad+\mu \nabla\left(\frac{h^{p_{i}+p_{j}+2}}{\left(p_{j}+1\right)\left(p_{i}+p_{j}+2\right)}\left(\beta \nabla b \cdot \boldsymbol{u}_{i}\right)\right)-\mu \frac{h^{p_{i}+p_{j}+2}}{\left(p_{i}+1\right)\left(p_{i}+p_{j}+2\right)}\left(\nabla \cdot \boldsymbol{u}_{i}\right)(\beta \nabla b) \\
& +\mu \frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1}\left(\beta \nabla b \cdot \boldsymbol{u}_{i}\right)(\beta \nabla b) \tag{12.9}
\end{align*}
$$

If $N=1$ and $p_{1}=0$, we recover the Green-Naghdi equations. Otherwise we put

$$
\mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+\sum_{i=1}^{N} \frac{h^{p_{i}+1}}{p_{i}+1} \boldsymbol{u}_{i} \cdot \nabla \psi \mathrm{~d} \boldsymbol{x}
$$

where we recall that $\left(\boldsymbol{u}_{i}\right)_{i \in\{1, \ldots, N\}}$ is determined from $(\varepsilon \zeta, \beta b, \psi)$ by eq. (12.8). Because

$$
\psi \mapsto \mathcal{G}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}[\varepsilon \zeta, \beta b] \psi \stackrel{\text { def }}{=}-\nabla \cdot\left(\sum_{i=1}^{N} \frac{h^{p_{i}+1}}{p_{i}+1} \boldsymbol{u}_{i}\right)
$$

is symmetric for the $L^{2}\left(\mathbb{R}^{d}\right)$ inner product, we have

$$
\begin{equation*}
\delta_{\psi} \mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi)=\mathcal{G}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot\left(\sum_{i=1}^{N} \frac{h^{p_{i}+1}}{p_{i}+1} \boldsymbol{u}_{i}\right) \tag{12.10}
\end{equation*}
$$

We infer the functional derivative with respect to $\zeta$ as follows. Denote for all $i, j \in\{1, \ldots, N\}$,

$$
\begin{aligned}
& D_{h} \mathcal{L}_{j i}^{\mu}[h, \beta \nabla b](\eta) \boldsymbol{u}_{j} \stackrel{\text { def }}{=} \eta h^{p_{i}+p_{j}}\left(\boldsymbol{u}_{i}+\left(\beta \nabla b \cdot \boldsymbol{u}_{i}\right)(\beta \nabla b)\right)-\mu \nabla\left(\eta \frac{h^{p_{i}+p_{j}+2}}{\left(p_{i}+1\right)\left(p_{j}+1\right)}\left(\nabla \cdot \boldsymbol{u}_{i}\right)\right) \\
&+ \mu \nabla\left(\eta \frac{h^{p_{i}+p_{j}+1}}{p_{j}+1}\left(\beta \nabla b \cdot \boldsymbol{u}_{i}\right)\right)-\mu \eta \frac{h^{p_{i}+p_{j}+1}}{p_{i}+1}\left(\nabla \cdot \boldsymbol{u}_{i}\right)(\beta \nabla b)
\end{aligned}
$$

so that $\eta \mapsto D_{h} \mathcal{L}_{j i}^{\mu}[h, \beta \nabla b](\eta)$, is the Fréchet derivative of $\mathcal{L}_{j i}^{\mu}[h, \beta \nabla b]$ with respect to $h$. Then, denoting $\left(\boldsymbol{u}_{i}[\varepsilon \zeta, \beta \nabla b] \psi\right)_{i \in\{1, \ldots, N\}}$ the solutions to eq. (12.8) we have for all $j \in\{1, \ldots, N\}$

$$
\sum_{i=1}^{N} \mathcal{L}_{j i}^{\mu}[h, \beta \nabla b] D_{\zeta} \boldsymbol{u}_{i}[h, \beta \nabla b](\eta) \psi+\varepsilon \sum_{i=1}^{N} D_{h} \mathcal{L}_{j i}^{\mu}[h, \beta \nabla b](\eta) \boldsymbol{u}_{i}[\varepsilon \zeta, \beta \nabla b] \psi=\varepsilon \eta h^{p_{j}} \nabla \psi
$$

From this and the fact that $\left(\mathcal{L}_{j i}^{\mu}\right)^{\star}=\mathcal{L}_{i j}^{\mu}$ with $\left(\mathcal{L}_{i j}^{\mu}\right)^{\star}$ the adjoint operator in $L^{2}\left(\mathbb{R}^{d}\right)$, we infer

$$
\begin{equation*}
\delta_{\zeta} \mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi)=\zeta+\varepsilon \sum_{i=1}^{N} h^{p_{i}} \boldsymbol{u}_{i} \cdot \nabla \psi-\frac{\varepsilon}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathcal{Q}_{i j}^{\mu}[h, \beta \nabla b]\left(\boldsymbol{u}_{i}, \boldsymbol{u}_{j}\right) \tag{12.11}
\end{equation*}
$$

with, for all $i, j \in\{1, \ldots, N\}$,

$$
\begin{aligned}
& \mathcal{Q}_{i j}^{\mu}[h, \beta \nabla b](\boldsymbol{u}, \boldsymbol{v}) \stackrel{\text { def }}{=} h^{p_{i}+p_{j}}(\boldsymbol{u} \cdot \boldsymbol{v}+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b \cdot \boldsymbol{v}))+\mu \frac{h^{p_{i}+p_{j}+2}}{\left(p_{i}+1\right)\left(p_{j}+1\right)}(\nabla \cdot \boldsymbol{v})(\nabla \cdot \boldsymbol{u}) \\
&-\mu \frac{h^{p_{i}+p_{j}+1}}{p_{j}+1}(\nabla \cdot \boldsymbol{v})(\beta \nabla b \cdot \boldsymbol{u})-\mu \frac{h^{p_{i}+p_{j}+1}}{p_{i}+1}(\nabla \cdot \boldsymbol{u})(\beta \nabla b \cdot \boldsymbol{v}) .
\end{aligned}
$$

Summing up, we consider

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\delta_{\psi} \mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi)=0  \tag{12.12}\\
\partial_{t} \psi+\delta_{\zeta} \mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi)=0
\end{array}\right.
$$

where $\delta_{\psi} \mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi), \delta_{\zeta} \mathscr{H}_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\zeta, \psi)$ are given by eq. (12.10)-(12.11) and, therein, $\left(\boldsymbol{u}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$ are defined as the solutions to eq. (12.8).

Remark 12.4. It is interesting to compare with the models introduced in Section 11, in which the space $Y_{N}$ plays a key role, but where the variables $\left(\boldsymbol{u}_{i}\right)_{i \in\{0, \ldots, N\}}$ are explicitly computed from the Boussinesq-Rayleigh expansion eq. (11.1), instead of being characterized as solutions to a system of differential equations as above. We see that, when increasing the rank of the model, $N$, the size of the system grows in the latter strategy, while the order of the differential operators at stake grows in the former strategy.

Using physical variables (recall Section 2.4), eq. (12.12) yields the augmented GreenNaghdi systems

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot\left(\sum_{i=1}^{N} \frac{h^{p_{i}+1}}{p_{i}+1} \boldsymbol{u}_{i}\right)=0  \tag{12.13}\\
\partial_{t} \psi+g \zeta+\sum_{i=1}^{N} h^{p_{i}} \boldsymbol{u}_{i} \cdot \nabla \psi-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathcal{Q}_{i j}^{1}[h, \nabla b]\left(\boldsymbol{u}_{i}, \boldsymbol{u}_{j}\right)=0
\end{array}\right.
$$

where $h(t, \boldsymbol{x})=d+\zeta(t, \boldsymbol{x})-b(\boldsymbol{x}), \mathcal{L}_{i j}$ and $\mathcal{Q}_{i j}$ are defined above and $\left(\boldsymbol{u}_{i}\right)_{i \in\{1, \ldots, N\}}$ are the solutions to

$$
\forall j \in\{1, \ldots, N\}, \quad \sum_{i=1}^{N} \mathcal{L}_{j i}^{1}[h, \nabla b] \boldsymbol{u}_{i}=\frac{h^{p_{j}+1}}{p_{j}+1} \nabla \psi
$$

iv. We now define a projection corresponding to a "multilayer" discretization of the flow. ${ }^{67}$ Set $N \in \mathbb{N}^{\star}$ and

$$
-1+\beta b(\boldsymbol{x})=\eta_{0}(\boldsymbol{x})<\eta_{1}(\boldsymbol{x})<\cdots<\eta_{N}(\boldsymbol{x})=\varepsilon \zeta(\boldsymbol{x}) .
$$

Then we denote

$$
\Pi_{N}: U \mapsto \sum_{i=1}^{N} \overline{\boldsymbol{u}}_{i}(\boldsymbol{x}) \mathbf{1}_{\left(\eta_{i-1}(\boldsymbol{x}), \eta_{i}(\boldsymbol{x})\right)}(z), \quad \overline{\boldsymbol{u}}_{i} \stackrel{\text { def }}{=} \frac{1}{\eta_{i}-\eta_{i-1}} \int_{\eta_{i-1}}^{\eta_{i}} U(\cdot, z) \mathrm{d} z
$$

where $\mathbf{1}_{(a, b)}(z)=1$ if $z \in(a, b)$, and 0 otherwise. Solving eq. (12.5) (in the flat bottom case, $\beta b \equiv 0$, for simplicity) yields

$$
U_{N}=\sum_{i=1}^{N} \overline{\boldsymbol{u}}_{i}(\boldsymbol{x}) \mathbf{1}_{\left(\eta_{i-1}(\boldsymbol{x}), \eta_{i}(\boldsymbol{x})\right)}(z)
$$

where $\left(\overline{\boldsymbol{u}}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$ satisfies for any $\left(\overline{\boldsymbol{v}}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \sum_{i=1}^{N} h_{i} & \overline{\boldsymbol{u}}_{i}
\end{aligned} \overline{\boldsymbol{v}}_{i} \mathrm{~d} \boldsymbol{x}+\mu \int_{\mathbb{R}^{d}} \sum_{i=1}^{N} \int_{\eta_{i-1}}^{\eta_{i}}\left(\sum_{j=1}^{i-1} \nabla \cdot\left(h_{j} \overline{\boldsymbol{u}}_{j}\right)+\nabla \cdot\left(\left(z-\eta_{i-1}\right) \overline{\boldsymbol{u}}_{i}\right)\right) .
$$

where we denote $h_{i}=\eta_{i}-\eta_{i-1}$ for $i \in\{1, \ldots, N\}$. The above can be written as a system of linear differential equations for $\left(\overline{\boldsymbol{u}}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$ :

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, \quad h_{i} \bar{u}_{i}+\mu h_{i} \mathcal{T}\left[h_{i}, \nabla \eta_{i-1}\right] \overline{\boldsymbol{u}}_{i}+\mu \mathcal{I}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right)=h_{i} \nabla \psi \tag{12.14}
\end{equation*}
$$

where we recall the notation

$$
\mathcal{T}[h, \nabla \eta] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla\left(h^{2}(\nabla \eta) \cdot \boldsymbol{u}\right)-h^{2}(\nabla \eta) \nabla \cdot \boldsymbol{u}\right)+(\nabla \eta \cdot \boldsymbol{u})(\nabla \eta)
$$

and introduce

$$
\begin{aligned}
& \mathcal{I}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right) \stackrel{\text { def }}{=}-h_{i}\left(\nabla \eta_{i-1}\right) \cdot\left(\sum_{j=1}^{i-1} \nabla \cdot\left(h_{j} \overline{\boldsymbol{u}}_{j}\right)\right)+h_{i} \sum_{j=i+1}^{N} \nabla\left(h_{j}\left(\nabla \eta_{j-1}\right) \cdot \overline{\boldsymbol{u}}_{j}\right) \\
- & \frac{1}{2} \nabla\left(h_{i}^{2} \sum_{j=1}^{i-1} \nabla \cdot\left(h_{j} \overline{\boldsymbol{u}}_{j}\right)\right)-\frac{h_{i}}{2} \sum_{j=i+1}^{N} \nabla\left(h_{j}^{2} \nabla \cdot \overline{\boldsymbol{u}}_{j}\right)-h_{i} \sum_{k=i+1}^{N} \sum_{j=1}^{k-1} \nabla\left(h_{k} \nabla \cdot\left(h_{j} \overline{\boldsymbol{u}}_{j}\right)\right) .
\end{aligned}
$$

When $N=1, \mathcal{I}\left[\eta_{0}, \eta_{1}\right] \overline{\boldsymbol{u}}_{1}=\mathbf{0}$ and, denoting $\overline{\boldsymbol{u}}=\overline{\boldsymbol{u}}_{1}$ and $h=h_{1}=1+\varepsilon \zeta-\beta b$, eq. (12.14) reads

$$
\overline{\boldsymbol{u}}+\mu \mathcal{T}[h, \beta \nabla b] \overline{\boldsymbol{u}}=\nabla \psi
$$

We recognize once again the Green-Naghdi system. This is of course consistent with the fact that the projection $\Pi_{N}$ for $N=1$ is the layer-averaging operator. Otherwise we put

$$
\mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+\sum_{i=1}^{N} h_{i} \overline{\boldsymbol{u}}_{i} \cdot \nabla \psi \mathrm{~d} \boldsymbol{x}
$$

where $\left(\overline{\boldsymbol{u}}_{i}\right)_{i \in\{1, \ldots, N\}}$ is determined from $\left(-1+\beta b=\eta_{0}, \eta_{1}, \ldots, \eta_{N}=\varepsilon \zeta, \psi\right)$ by eq. (12.14). As above we remark that

$$
\psi \mapsto \mathcal{G}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}[\varepsilon \zeta, \beta b] \psi \stackrel{\text { def }}{=}-\nabla \cdot\left(\sum_{i=1}^{N} h_{i} \bar{u}_{i}\right)
$$

[^53]is symmetric for the $L^{2}\left(\mathbb{R}^{d}\right)$ inner product, and hence
\[

$$
\begin{equation*}
\delta_{\psi} \mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi)=\mathcal{G}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot\left(\sum_{i=1}^{N} h_{i} \bar{u}_{i}\right) \tag{12.15}
\end{equation*}
$$

\]

Proceeding as for the augmented Green-Naghdi systems, we find

$$
\begin{equation*}
\delta_{\zeta} \mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi)=\zeta+\varepsilon \sum_{i=1}^{N} \frac{\partial h_{i}}{\varepsilon \partial \zeta}\left(\overline{\boldsymbol{u}}_{i} \cdot \nabla \psi-\frac{1}{2}\left|\overline{\boldsymbol{u}}_{i}\right|^{2}\right)-\frac{\mu \varepsilon}{2} \sum_{i=1}^{N} \mathcal{Q}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right) \tag{12.16}
\end{equation*}
$$

where $\mathcal{Q}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right)$ is defined by

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \overline{\boldsymbol{u}}_{i} \cdot D_{\zeta}\left(h_{i} \mathcal{T}\left[h_{i}, \nabla \eta_{i-1}\right] \overline{\boldsymbol{u}}_{i}+\mathcal{I}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right)\right)(\eta) \mathrm{d} \boldsymbol{x} \\
&=\varepsilon \int_{\mathbb{R}^{d}} \eta \mathcal{Q}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

where $\eta \mapsto D_{\zeta}\left(h_{i} \mathcal{T}\left[h_{i}, \nabla \eta_{i-1}\right] \overline{\boldsymbol{u}}_{i}+\mathcal{I}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right)\right)(\eta)$ is the Fréchet derivative of the function with respect to $\zeta$, the variables $\overline{\boldsymbol{u}}_{i}(i \in\{1, \ldots, N\})$ being fixed. The formula is explicit but not very nice, in particular if $\eta_{i}$ depends on $\zeta$ for $i \in\{1, \ldots, N\}$. A typical example is

$$
\eta_{i}(t, \boldsymbol{x}) \stackrel{\text { def }}{=}-1+\beta b(\boldsymbol{x})+\ell_{i}(1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x})), \quad 0=\ell_{0}<\ell_{1}<\cdots<\ell_{N}=1
$$

To summarize, we consider

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\delta_{\psi} \mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi)=0  \tag{12.17}\\
\partial_{t} \psi+\delta_{\zeta} \mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi)=0
\end{array}\right.
$$

where $\delta_{\psi} \mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi), \delta_{\zeta} \mathscr{H}_{\mathrm{mGN}}^{\left(\eta_{0}, \ldots, \eta_{N}\right)}(\zeta, \psi)$ are given by eqs. (12.15) and (12.16) and where $\left(\overline{\boldsymbol{u}}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$ are solutions to eq. (12.14). Using physical variables (recall Section 2.4), eq. (12.17) yields the "multilayer" Green-Naghdi systems

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\nabla \cdot\left(\sum_{i=1}^{N} h_{i} \bar{u}_{i}\right)=0,  \tag{12.18}\\
\partial_{t} \psi+g \zeta+\sum_{i=1}^{N} \frac{\partial h_{i}}{\partial \zeta}\left(\bar{u}_{i} \cdot \nabla \psi-\frac{1}{2}\left|\bar{u}_{i}\right|^{2}\right)-\frac{1}{2} \sum_{i=1}^{N} \mathcal{Q}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\bar{u}_{1}, \ldots, \bar{u}_{N}\right)=0,
\end{array}\right.
$$

where $h_{i}=\eta_{i}-\eta_{i-1}$ with $-d+b(\boldsymbol{x})=\eta_{0}(\zeta(t, \boldsymbol{x}))<\eta_{1}(\zeta(t, \boldsymbol{x}))<\cdots<\eta_{N}(\zeta(t, \boldsymbol{x}))=\zeta(t, \boldsymbol{x})$, $\mathcal{T}, \mathcal{I}_{i}$, and $\mathcal{Q}_{i}$ are defined above and $\left(\overline{\boldsymbol{u}}_{i}\right)_{i \in\{1, \ldots, N\}}$ are the solutions to

$$
\forall i \in\{1, \ldots, N\}, \quad h_{i} \overline{\boldsymbol{u}}_{i}+h_{i} \mathcal{T}\left[h_{i}, \nabla \eta_{i-1}\right] \overline{\boldsymbol{u}}_{i}+\mathcal{I}_{i}\left[\eta_{0}, \ldots, \eta_{N}\right]\left(\overline{\boldsymbol{u}}_{1}, \ldots, \overline{\boldsymbol{u}}_{N}\right)=h_{i} \nabla \psi
$$

v. More generally, we can associate a model to

$$
Y=\left\{U \in X_{\mu}(\Omega): U(\boldsymbol{x}, z)=\sum_{i=1}^{N} \boldsymbol{u}_{i}(\boldsymbol{x}) \Psi_{i}(\boldsymbol{x}, z), \boldsymbol{u}_{i} \in X_{\mu}^{0}\right\}
$$

for any given (linearly independent and sufficiently regular) choice of the vertical distribution, $\left\{\Psi_{i}\right\}_{i \in\{1, \ldots, N\}}$, possibly depending on $(\varepsilon \zeta, \beta b)$. Solving eq. (12.5) yields

$$
U_{N}=\sum_{i=1}^{N} \boldsymbol{u}_{i}(\boldsymbol{x}) \Psi_{i}(\boldsymbol{x}, z)
$$

where $\left(\boldsymbol{u}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$ satisfies for any $\left(\boldsymbol{v}_{i}\right)_{i \in\{1, \ldots, N\}} \in\left(X_{\mu}^{0}\right)^{N}$,

$$
\begin{aligned}
\sum_{i=1}^{N} \sum_{j=1}^{N} \int_{\mathbb{R}^{d}} a_{i j} \boldsymbol{u}_{i} \cdot \boldsymbol{v}_{j}+\mu b_{i j}\left(\nabla \cdot \boldsymbol{u}_{i}\right)\left(\nabla \cdot \boldsymbol{v}_{j}\right) & \\
+\mu\left(\boldsymbol{c}_{i j} \cdot \boldsymbol{u}_{i}\right)\left(\nabla \cdot \boldsymbol{v}_{j}\right) & +\mu\left(\nabla \cdot \boldsymbol{u}_{i}\right)\left(\boldsymbol{c}_{j i} \cdot \boldsymbol{v}_{j}\right) \\
& +\mu \boldsymbol{u}_{i} \cdot M_{i j} \boldsymbol{v}_{j} \mathrm{~d} \boldsymbol{x}=\sum_{j=1}^{N} \int_{\mathbb{R}^{d}} d_{j}(\nabla \psi) \cdot \boldsymbol{v}_{j} \mathrm{~d} \boldsymbol{x},
\end{aligned}
$$

with

$$
\begin{aligned}
a_{i j} & =\int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{i}(\cdot, z) \Psi_{j}(\cdot, z) \mathrm{d} z \\
b_{i j} & =\int_{-1+\beta b}^{\varepsilon \zeta}\left(\int_{-1+\beta b}^{z} \Psi_{i}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\left(\int_{-1+\beta b}^{z} \Psi_{j}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right) \mathrm{d} z \\
\boldsymbol{c}_{i j} & =\int_{-1+\beta b}^{\varepsilon \zeta}\left(\int_{-1+\beta b}^{z} \nabla_{\boldsymbol{x}} \Psi_{i}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\left(\int_{-1+\beta b}^{z} \Psi_{j}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right) \mathrm{d} z \\
M_{i j} & =\int_{-1+\beta b}^{\varepsilon \zeta}\left(\int_{-1+\beta b}^{z} \nabla_{\boldsymbol{x}} \Psi_{i}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right)\left(\int_{-1+\beta b}^{z} \nabla_{\boldsymbol{x}}^{\top} \Psi_{j}\left(\cdot,, z^{\prime}\right) \mathrm{d} z^{\prime}\right) \mathrm{d} z \\
d_{j} & =\int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{j}(\cdot, z) \mathrm{d} z
\end{aligned}
$$

We infer the system of linear differential equations

$$
\begin{equation*}
\forall j \in\{1, \ldots, N\}, \quad \sum_{i=1}^{N} \mathcal{L}_{j i}^{\mu} u_{i}=d_{j} \nabla \psi \tag{12.19}
\end{equation*}
$$

where for any $i, j \in\{1, \ldots, N\}$,

$$
\mathcal{L}_{j i}^{\mu} \boldsymbol{u}_{i} \stackrel{\text { def }}{=} a_{j i} \boldsymbol{u}_{i}-\mu \nabla\left(b_{j i}\left(\nabla \cdot \boldsymbol{u}_{i}\right)\right)-\mu \nabla\left(\boldsymbol{c}_{i j} \cdot \boldsymbol{u}_{i}\right)+\mu\left(\nabla \cdot \boldsymbol{u}_{i}\right) \boldsymbol{c}_{j i}+\mu M_{j i} \boldsymbol{u}_{i} .
$$

We put

$$
\mathscr{H}^{\left(\Psi_{1}, \ldots, \Psi_{N}\right)}(\zeta, \psi) \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+\sum_{i=1}^{N} d_{i} \boldsymbol{u}_{i} \cdot \nabla \psi \mathrm{~d} \boldsymbol{x}
$$

and consider

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\delta_{\psi} \mathscr{H}^{\left(\Psi_{1}, \ldots, \Psi_{N}\right)}=0  \tag{12.20}\\
\partial_{t} \psi+\delta_{\zeta} \mathscr{H}^{\left(\Psi_{1}, \ldots, \Psi_{N}\right)}=0
\end{array}\right.
$$

with

$$
\begin{align*}
\delta_{\psi} \mathscr{H}^{\left(\Psi_{1}, \ldots, \Psi_{N}\right)}(\zeta, \psi) & =-\nabla \cdot\left(d_{i} \boldsymbol{u}_{i}\right)  \tag{12.21}\\
\delta_{\zeta} \mathscr{H}^{\left(\Psi_{1}, \ldots, \Psi_{N}\right)}(\zeta, \psi) & =\zeta+\varepsilon \sum_{i=1}^{N} \frac{\partial d_{i}}{\varepsilon \partial \zeta} \boldsymbol{u}_{i} \cdot \nabla \psi-\frac{\varepsilon}{2} \sum_{i=1}^{N} \mathcal{Q}_{i}^{\mu}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{N}\right), \tag{12.22}
\end{align*}
$$

where $\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{n}\right)$ is determined by eq. (12.19) and $\mathcal{Q}_{i}^{\mu}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{N}\right)$ is defined by

$$
\int_{\mathbb{R}^{d}} \boldsymbol{u}_{i} \cdot \sum_{j=1}^{N} D_{\zeta}\left(\mathcal{L}_{i j}^{\mu} \boldsymbol{u}_{j}\right)(\eta) \mathrm{d} \boldsymbol{x}=\varepsilon \int_{\mathbb{R}^{d}} \eta \mathcal{Q}_{i}^{\mu}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{N}\right) \mathrm{d} \boldsymbol{x}
$$

where $\eta \mapsto D_{\zeta}\left(\mathcal{L}_{i j}^{\mu} \boldsymbol{u}_{j}\right)(\eta)$ is the Fréchet derivative of $\mathcal{L}_{i j}^{\mu} \boldsymbol{u}_{j}$ with respect to $\zeta$, the variable $\boldsymbol{u}_{j}$ being fixed. Of course the formulae depend heavily on the choice of the vertical distribution, $\left\{\Psi_{i}\right\}_{i \in\{1, \ldots, N\}}$, and its dependency with respect to $\varepsilon \zeta$.

### 12.2 Modal analysis

In this section we study the dispersion relation associated to some augmented and "multilayer" Green-Naghdi systems, introduced in Item iii and Item iv above. The findings are illustrated in Figure 12.1. Recall that the water waves system, when linearized about the rest state solution and in the flat bottom situation reads (see Section 2.3)

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\frac{1}{\sqrt{\mu}}|D| \tanh (\sqrt{\mu}|D|) \psi^{0}=0 \\
\partial_{t} \psi^{0}+\zeta^{0}=0
\end{array}\right.
$$

which yields the dispersion relation

$$
\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}=\frac{1}{\sqrt{\mu}}|\boldsymbol{\xi}| \tanh (\sqrt{\mu}|\boldsymbol{\xi}|)
$$

The corresponding linearized augmented Green-Naghdi system reads

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\sum_{i=1}^{N} \frac{1}{p_{i}+1} \nabla \cdot u_{i}^{0}=0 \\
\partial_{t} \psi^{0}+\zeta^{0}=0
\end{array}\right.
$$

where $\left(\boldsymbol{u}_{i}^{0}\right)_{i \in\{1, \ldots, N\}}$ is determined by solving the system

$$
\forall j \in\{1, \ldots, N\}, \quad \sum_{i=1}^{N} \frac{1}{p_{i}+p_{j}+1} \boldsymbol{u}_{i}^{0}-\mu \frac{1}{\left(p_{i}+1\right)\left(p_{j}+1\right)\left(p_{i}+p_{j}+3\right)} \nabla\left(\nabla \cdot \boldsymbol{u}_{i}^{0}\right)=\frac{1}{p_{j}+1} \nabla \psi
$$

The linearized "multilayer" Green-Naghdi system with $\eta_{i}=-1+\beta b+\ell_{i}(1+\varepsilon \zeta-\beta b)$ for $0=\ell_{0}<$ $\ell_{1}<\cdots<\ell_{N}=1 \mathrm{read}$

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\sum_{i=1}^{N}\left(\ell_{i}-\ell_{i-1}\right) \nabla \cdot \bar{u}_{i}^{0}=0 \\
\partial_{t} \psi^{0}+\zeta^{0}=0
\end{array}\right.
$$

where $\left(\overline{\boldsymbol{u}}_{i}^{0}\right)_{i \in\{1, \ldots, N\}}$ is determined by solving the system

$$
\begin{aligned}
& \forall i \in\{1, \ldots, N\}, \quad \overline{\boldsymbol{u}}_{i}^{0}-\frac{\mu}{3}\left(\ell_{i}-\ell_{i-1}\right)^{2} \nabla\left(\nabla \cdot \overline{\boldsymbol{u}}_{i}^{0}\right)-\frac{\mu}{2} \sum_{j=1}^{i-1}\left(\ell_{i}-\ell_{i-1}\right)\left(\ell_{j}-\ell_{j-1}\right) \nabla\left(\nabla \cdot \overline{\boldsymbol{u}}_{j}^{0}\right) \\
& \quad-\frac{\mu}{2} \sum_{j=i+1}^{N}\left(\ell_{j}-\ell_{j-1}\right)^{2} \nabla\left(\nabla \cdot \bar{u}_{j}^{0}\right)-\mu \sum_{k=i+1}^{N} \sum_{j=1}^{k-1}\left(\ell_{k}-\ell_{k-1}\right)\left(\ell_{j}-\ell_{j-1}\right) \nabla\left(\nabla \cdot \bar{u}_{j}^{0}\right)=\nabla \psi .
\end{aligned}
$$

When choosing "layers" with equal depth, $\ell_{i}=i / N$ for $i \in\{0, \ldots, N\}$, the above reads simply

$$
\forall i \in\{1, \ldots, N\}, \quad \overline{\boldsymbol{u}}_{i}^{0}-\frac{\mu}{3 N^{2}} \nabla\left(\nabla \cdot \overline{\boldsymbol{u}}_{i}^{0}\right)-\frac{\mu}{2 N^{2}} \sum_{j \neq i} \nabla\left(\nabla \cdot \overline{\boldsymbol{u}}_{j}^{0}\right)-\mu \sum_{j=1}^{N} \frac{N-\max (\{i, j\})}{N^{2}} \nabla\left(\nabla \cdot \overline{\boldsymbol{u}}_{j}^{0}\right)=\nabla \psi .
$$

The augmented Green-Naghdi model Recall that for $N=1$ and $p_{1}=0$, the model presented in Item iii (in fact in Item ii) corresponds to the Green-Naghdi equations. Accordingly, $\boldsymbol{u}_{1}^{0}=$ $\left(\operatorname{Id}-\frac{\mu}{3} \nabla \nabla \cdot\right)^{-1} \nabla \psi=\nabla\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1} \psi$, and the dispersion relation (see Section 8.3) is

$$
\omega_{\mathrm{GN}}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{1}{1+\frac{\mu}{3}|\boldsymbol{\xi}|^{2}}
$$

When $N=2$, and $\left(p_{1}, p_{2}\right)=(0,1)$, we find

$$
\boldsymbol{u}_{1}^{0}=\nabla \frac{240+36 \mu \Delta}{240-104 \mu \Delta+3 \mu^{2} \Delta^{2}} \psi, \quad \boldsymbol{u}_{2}^{0}=\nabla \frac{-120 \mu \Delta}{240-104 \mu \Delta+3 \mu^{2} \Delta^{2}} \psi
$$

and the corresponding dispersion relation

$$
\omega_{\mathrm{aGN}}^{(0,1)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{240+24 \mu|\boldsymbol{\xi}|^{2}}{240+104 \mu|\boldsymbol{\xi}|^{2}+3 \mu^{2}|\boldsymbol{\xi}|^{4}}
$$



Figure 12.1 - In (a) and (b), wave frequencies, $|\omega|(|\boldsymbol{\xi}|)$, given by the dispersion relations corresponding to the (linearized about rest) augmented and "multilayer" Green-Naghdi models, respectively. In (c) and (d), the "error" is represented in log scale.

When $N=2$, and $\left(p_{1}, p_{2}\right)=(0,2)$, we find

$$
\boldsymbol{u}_{1}^{0}=\nabla \frac{210+15 \mu \Delta}{210-90 \mu \Delta+2 \mu^{2} \Delta^{2}} \psi, \quad \boldsymbol{u}_{2}^{0}=\nabla \frac{-105 \mu \Delta}{210-90 \mu \Delta+2 \mu^{2} \Delta^{2}} \psi
$$

and the corresponding dispersion relation

$$
\omega_{\mathrm{aGN}}^{(0,1)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{105+10 \mu|\boldsymbol{\xi}|^{2}}{105+45 \mu|\boldsymbol{\xi}|^{2}+\mu^{2}|\boldsymbol{\xi}|^{4}}
$$

Let us observe the small wavenumber Taylor series

$$
\begin{aligned}
\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{2}{15} \mu^{2}|\boldsymbol{\xi}|^{4}-\frac{17}{315} \mu^{3}|\boldsymbol{\xi}|^{6}+\frac{62}{2835} \mu^{4}|\boldsymbol{\xi}|^{8}+\mathcal{O}\left(\mu^{5}|\boldsymbol{\xi}|^{10}\right)\right) \\
\omega_{\mathrm{GN}}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{1}{9} \mu^{2}|\boldsymbol{\xi}|^{4}+\mathcal{O}\left(\mu^{6}|\boldsymbol{\xi}|^{6}\right)\right) \\
\omega_{\mathrm{aGN}}^{(0,1)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{19}{144} \mu^{2}|\boldsymbol{\xi}|^{4}+\mathcal{O}\left(\mu^{6}|\boldsymbol{\xi}|^{6}\right)\right) \\
\omega_{\mathrm{aGN}}^{(0,2)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{2}{15} \mu^{2}|\boldsymbol{\xi}|^{4}-\frac{17}{315} \mu^{3}|\boldsymbol{\xi}|^{6}+\frac{241}{11025} \mu^{4}|\boldsymbol{\xi}|^{8}+\mathcal{O}\left(\mu^{5}|\boldsymbol{\xi}|^{10}\right)\right)
\end{aligned}
$$

Hence we see that augmenting the rank of the model does not necessarily improve the small wavenumber behavior of the model by an order of magnitude - yet observe that $\frac{19}{144}=0.132$ is closer to $\frac{2}{15} \approx 0.133$ than $\frac{1}{9} \approx 0.111$. The approximation produced by the model with $N=2$, and $\left(p_{0}, p_{1}\right)=(0,2)$ is excellent. In fact $\omega_{\mathrm{aGN}}^{(0,2)}(\boldsymbol{\xi})^{2}$ is the Padé approximant of order $(4,4)$ to $\omega_{\mathrm{ww}}(|\boldsymbol{\xi}|)^{2}$ about $|\boldsymbol{\xi}|=0$, so it is in some sense the best possible approximation with polynomials of such degrees.

When $N=3$, and $\left(p_{1}, p_{2}, p_{3}\right)=(0,1,2)$, we find the dispersion relation

$$
\begin{aligned}
\omega_{\mathrm{aGN}}^{(0,1,2)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{6300+780 \mu|\boldsymbol{\xi}|^{2}+15 \mu^{2}|\boldsymbol{\xi}|^{4}}{6300+2880 \mu|\boldsymbol{\xi}|^{2}+135 \mu^{2}|\boldsymbol{\xi}|^{4}+\mu^{3}|\boldsymbol{\xi}|}{ }^{6} \\
& =\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}-|\boldsymbol{\xi}|^{2}\left(\frac{1}{396900} \mu^{4}|\boldsymbol{\xi}|^{8}+\mathcal{O}\left(\mu^{5}|\boldsymbol{\xi}|^{10}\right)\right)
\end{aligned}
$$

When $N=3$, and $\left(p_{1}, p_{2}, p_{3}\right)=(0,2,4)$, we find the dispersion relation

$$
\begin{aligned}
\omega_{\mathrm{aGN}}^{(0,2,4)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{10395+1260 \mu|\boldsymbol{\xi}|^{2}+21 \mu^{2}|\boldsymbol{\xi}|^{4}}{10395+4725 \mu|\boldsymbol{\xi}|^{2}+210 \mu^{2}|\boldsymbol{\xi}|^{4}+\mu^{3}|\boldsymbol{\xi}|^{6}} \\
& =\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}-|\boldsymbol{\xi}|^{2}\left(\frac{1}{1404728325} \mu^{6}|\boldsymbol{\xi}|^{12}+\mathcal{O}\left(\mu^{7}|\boldsymbol{\xi}|^{14}\right)\right)
\end{aligned}
$$

We see that the precision of $\omega_{\mathrm{aGN}}^{(0,1,2)}(\boldsymbol{\xi})^{2}$ is in par with the precision of $\omega_{\mathrm{aGN}}^{(0,2)}(\boldsymbol{\xi})^{2}$ in order of magnitude, although $\frac{62}{2835}-\frac{241}{11025} \approx 1.010^{-5}$ and $\frac{1}{396900} \approx 2.510^{-6} . \omega_{\mathrm{aGN}}^{(0,2,4)}(\boldsymbol{\xi})^{2}$ is the Padé approximant of order $(6,6)$ to $\omega_{\mathrm{ww}}(|\boldsymbol{\xi}|)^{2}$ about $|\boldsymbol{\xi}|=0$, which motivates the following conjecture.
Conjecture 12.5. For any $N \in \mathbb{N}^{\star}$ and setting $p_{i}=2(i-1)$ for $i \in\{1, \ldots, N\}$, $\omega_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}$ is the Padé approximant of order $(2 N, 2 N)$ to $\omega_{\mathrm{ww}}(|\boldsymbol{\xi}|)^{2}$ about $|\boldsymbol{\xi}|=0$. In particular [4, 4.5.70]

$$
\frac{\omega_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}=\frac{1}{1+\frac{\mu \mid \boldsymbol{\xi} \boldsymbol{\xi}^{2}}{3+\frac{\mu|\boldsymbol{\xi}|^{2}}{5+\frac{\mu|\boldsymbol{\xi}|^{2}}{\ddots \cdot}}}} \rightarrow \frac{\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}} \quad(N \rightarrow \infty)
$$

and $0 \leq \frac{\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}-\omega_{\mathrm{af}}^{\left(p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}}{\left.\boldsymbol{\xi}\right|^{2}} \leq C_{N} \mu^{2 N}|\boldsymbol{\xi}|^{4 N}$, where $C_{N}$ depends uniquely on $N$.
Remark 12.6. By this conjecture we do not mean that setting $p_{i}=2(i-1)$ is necessarily the best choice in the nonlinear framework, and in particular in presence of a non-trivial bottom topography. The interested reader should refer to Section 13, specifically Section 13.6.

The "multilayer" Green-Naghdi model Recall that for $N=1$, the model presented in Item iv corresponds to the Green-Naghdi equations. Accordingly,

$$
\overline{\boldsymbol{u}}_{1}^{0}=\left(\operatorname{Id}-\frac{\mu}{3} \nabla \nabla \cdot\right)^{-1} \nabla \psi=\nabla\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1} \psi
$$

and the corresponding dispersion relation is

$$
\omega_{\mathrm{GN}}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{1}{1+\frac{\mu}{3}|\boldsymbol{\xi}|^{2}} .
$$

When $N=2$, solving the differential equation and denoting $h_{1}=\ell_{1}-\ell_{0}=\ell_{1}$ and $h_{2}=\ell_{2}-\ell_{1}=$ $1-\ell_{1}$ yields

$$
\begin{aligned}
& \overline{\boldsymbol{u}}_{1}^{0}=\nabla \frac{36+\mu 6 h_{2}^{2} \Delta}{36-\mu\left(12 h_{1}^{2}+12 h_{2}^{2}+36 h_{1} h_{2}\right) \Delta+\mu\left(4 h_{1}^{2} h_{2}^{2}+3 h_{1} h_{2}^{3}\right) \Delta^{2}} \psi \\
& \overline{\boldsymbol{u}}_{2}^{0}=\nabla \frac{36-\mu 12 h_{1}^{2} \Delta-\mu 18 h_{1} h_{2} \Delta}{36-\mu\left(12 h_{1}^{2}+12 h_{2}^{2}+36 h_{1} h_{2}\right) \Delta+\mu\left(4 h_{1}^{2} h_{2}^{2}+3 h_{1} h_{2}^{3}\right) \Delta^{2}} \psi
\end{aligned}
$$

and as a consequence the dispersion relation

$$
\omega_{\mathrm{mGN}}^{\left(\ell_{0}, \ell_{1}, \ell_{2}\right)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{36+\mu 12 h_{1} h_{2}|\boldsymbol{\xi}|^{2}}{36+\mu\left(12 h_{1}^{2}+12 h_{2}^{2}+36 h_{1} h_{2}\right)|\boldsymbol{\xi}|^{2}+\mu\left(4 h_{1}^{2} h_{2}^{2}+3 h_{1} h_{2}^{3}\right)|\boldsymbol{\xi}|^{4}} .
$$

When $h_{1}=h_{2}=1 / 2$, i.e. $\ell_{1}=1 / 2$, the above reduces to

$$
\omega_{\mathrm{mGN}}^{(0,1 / 2,1)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{576+48 \mu|\boldsymbol{\xi}|^{2}}{576+240 \mu|\boldsymbol{\xi}|^{2}+7 \mu^{2}|\boldsymbol{\xi}|^{4}}=|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{73}{576} \mu^{2}|\boldsymbol{\xi}|^{4}+\mathcal{O}\left(\mu^{3}|\boldsymbol{\xi}|^{6}\right)\right)
$$

Hence we see that augmenting the rank of the model from $N=1$ to $N=2$ does not improve the small wavenumber behavior of the model by an order of magnitude. It is possible to tailor the choice of $\eta_{1}$ to improve the small wavenumber behavior, yet again not by an order of magnitude. The optimal choice even allowing values $\ell_{1}<0$ or $\ell_{1}>1-$ is $\ell_{1}=\frac{1+\sqrt{17}}{8}$ for which the prefactor $\frac{73}{576} \approx 0.127$ in the Taylor expansion is replaced by $\frac{2155}{18432}+\frac{17}{6144} \sqrt{17} \approx 0.128$ which is only slightly closer to the desired $\frac{2}{15} \approx 0.133$.

In the following, we always set $\ell_{i}=i / N$ for $i \in\{1, \ldots, N\}$. For $N \in\{3,4\}$, we find

$$
\begin{aligned}
\omega_{\mathrm{mGN}}^{\left(0, \frac{1}{3}, \frac{2}{3}, 1\right)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{78732+8748 \mu|\boldsymbol{\xi}|^{2}+135 \mu^{2}|\boldsymbol{\xi}|^{4}}{78732+34992 \mu|\boldsymbol{\xi}|^{2}+1539 \mu^{2}|\boldsymbol{\xi}|^{4}+13 \mu^{3}|\boldsymbol{\xi}|^{6}} \\
& =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{95}{729} \mu^{2}|\boldsymbol{\xi}|^{4}+\mathcal{O}\left(\mu^{3}|\boldsymbol{\xi}|^{6}\right)\right), \\
\omega_{\mathrm{mGN}}^{\left(0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1\right)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{84934656+10616832 \mu|\boldsymbol{\xi}|^{2}+248832 \mu^{2}|\boldsymbol{\xi}|^{4}+1344 \mu^{3}|\boldsymbol{\xi}|^{6}}{84934656+38928384 \mu|\boldsymbol{\xi}|^{2}+2045952 \mu^{2}|\boldsymbol{\xi}|^{4}+27264 \mu^{3}|\boldsymbol{\xi}|^{6}+97 \mu^{4}|\boldsymbol{\xi}|^{8}} \\
& =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{1213}{9216} \mu^{2}|\boldsymbol{\xi}|^{4}+\mathcal{O}\left(\mu^{3}|\boldsymbol{\xi}|^{6}\right)\right) .
\end{aligned}
$$

These values coincide with the ones found in [182], where convergence towards the dispersion relation of the water waves system is proved. Once again we observe that augmenting the rank of the model does not improve the small wavenumber behavior of the model by an order of magnitude with respect to the Green-Naghdi equation, but improves the prefactors in the Taylor expansion:

$$
\frac{2}{15}-\frac{1}{9} \approx 2.210^{-1}, \quad \frac{2}{15}-\frac{73}{576} \approx 6.510^{-3}, \quad \frac{2}{15}-\frac{95}{729} \approx 3.010^{-3}, \quad \frac{2}{15}-\frac{1213}{9216} \approx 1.710^{-3}
$$

We observe a similar behavior in the next order coefficient in the Taylor series, which motivates the following conjecture.

Conjecture 12.7. Setting $\ell_{i}=i / N$ for $i \in\{0, \ldots, N\}$, one has for any $\boldsymbol{\xi} \in \mathbb{R}^{d}$,

$$
0 \leq \frac{\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}-\omega_{\mathrm{mGN}}^{\left(\ell_{0}, \ell_{1}, \ldots, \ell_{N}\right)}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}} \times N^{2}=\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{4}\right)
$$

uniformly with respect to $N \in \mathbb{N}^{\star}$.
Remark 12.8. While this conjecture appears less impressive than the corresponding one for the augmented Green-Naghdi model, this does not mean that the "multilayer" model cannot be relevant in the nonlinear framework, in particular in the presence of small wavelengths.

### 12.3 Discussion and open questions

In this section we have merely sketched a way to derive in a systematic way families of models for the water waves equations. All the models obtained by this procedure (except trivial ones) have in common the fact that a system of linear differential equations of order two, playing the role of the Laplace problem, needs to be solved.

It is likely that some of the models, or at least closely resembling ones, have already appeared in the literature, in particular in the works reviewed in [288]. In particular, the works [286, 287] can be seen as a starting point-at least in this community - of high order shallow water models with low order differential operators, and a "multilayer" approach was introduced in [285, 284]. My motivation to study such models was triggered by the "multilayer" approach presented in [182]. Another closely related "multilayer" approach is also presented in [264, §3.6], together with a discussion and earlier references. To my knowledge it is the first time that the two types of models are presented in the same framework, and that their inherent variational structure (for potential flows) is brought to light.

There are, to my knowledge, no rigorous results concerning the models presented in this section. In particular, motivated by Remark 12.3 and the modal analysis in Section 12.2, it is natural to ask whether the models obtained by our procedure can approach solutions to the water waves system with an arbitrary precision (augmenting the rank of the model, $N$, and hence the size of the inherent system of differential equations), and in this case to characterize the rate of convergence.

The existence (and properties) of solitary waves, or the ability to reproduce phenomena featuring small scales are also completely open. It would also be interesting to extend the models outside of the irrotational and/or homogeneous framework. All these questions are obviously way outside of the scope of the present document.

Let me conclude in a positive note: the Isobe-Kakinuma model, which presents the same features as the the ones described in this section and is discussed in the following one, do enjoy a rigorous analysis thanks to the work of Iguchi and collaborators.

## 13 The variational method and Isobe-Kakinuma systems

In this section we discuss a procedure to derive asymptotic models for the water waves system, using strongly the variational structure of the latter. The name "variational method" can be argued since in the previous section the procedure was already based on variational methods (see Section 12.1.2) first when using the Galerkin method of dimension reduction to a variational formulation of the Laplace problem for the velocity potential, and then when deriving the models as canonical Hamiltonian equations. Here we shall use the variational structure of the water waves system in a single step, using Luke's variational formulation [283] (see Section 2.2). In Section 13.3 we show that the method studied in this section can in fact be interpreted as being exactly the method studied the previous section, although using another variational formulation of the Laplace problem.

### 13.1 Derivation by Luke's Lagrangian

Let us recall Luke's variational formulation of the water waves system, eq. (2.2), as displayed in Section 2.2. Using dimensionless variables, eq. (2.2) can be interpreted as Hamilton's principle

$$
\begin{equation*}
\delta \mathscr{L}=0 \tag{13.1}
\end{equation*}
$$

where the Lagrangian action is

$$
\begin{equation*}
\mathscr{L} \stackrel{\text { def }}{=} \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \frac{\varepsilon}{2} \zeta^{2}+\left(\int_{-1+\beta b}^{\varepsilon \zeta} \partial_{t} \Phi+\frac{\varepsilon}{2 \mu}\left(\partial_{z} \Phi\right)^{2}+\frac{\varepsilon}{2}\left|\nabla_{\boldsymbol{x}} \Phi\right|^{2} \mathrm{~d} z\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \tag{13.2}
\end{equation*}
$$

The variational procedure consists simply in replacing the velocity potential, $\Phi$, by

$$
\begin{equation*}
\Phi_{\mathrm{IK}}^{\mathrm{app}}(t, \boldsymbol{x}, z) \stackrel{\text { def }}{=} \sum_{i=0}^{N} \Psi_{i}(\boldsymbol{x}, z) \phi_{i}(t, \boldsymbol{x}) \tag{13.3}
\end{equation*}
$$

where $\left\{\Psi_{i}\right\}_{i=0,1, \ldots, N}$ is a given-i.e. chosen by the designer and characterizing the resulting modelfamily of functions independent of time, and $\left\{\phi_{i}\right\}_{i=0,1, \ldots, N}$ are unknowns functions independent the variable, $z$. We shall refer to the family $\left\{\Psi_{i}\right\}_{i=0,1, \ldots, N}$ as the vertical distribution.

When replacing $\Phi$ with $\Phi^{\text {app }}$ in eq. (13.2) yields

$$
\begin{equation*}
\mathscr{L}_{\mathrm{IK}}^{\text {app }} \stackrel{\text { def }}{=} \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \ell^{\text {app }}(t, \boldsymbol{x}) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \tag{13.4}
\end{equation*}
$$

where

$$
\begin{aligned}
\ell_{\mathrm{IK}}^{\text {app }} \stackrel{\text { def }}{=} & \frac{\varepsilon}{2} \zeta^{2}+\sum_{i=0}^{N}\left(\partial_{t} \phi_{i}\right) \int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{i}(\cdot, z) \mathrm{d} z+\frac{\varepsilon}{2 \mu} \sum_{i=0}^{N} \sum_{j=0}^{N} \phi_{i} \phi_{j} \int_{-1+\beta b}^{\varepsilon \zeta}\left(\left(\partial_{z} \Psi_{i}(\cdot, z)\right)\left(\partial_{z} \Psi_{j}\right)\right)(\cdot, z) \mathrm{d} z \\
& +\frac{\varepsilon}{2} \sum_{i=0}^{N} \sum_{j=0}^{N}\left(\phi_{i} \phi_{j} \int_{-1+\beta b}^{\varepsilon \zeta}\left(\left(\nabla_{\boldsymbol{x}} \Psi_{i}\right) \cdot\left(\nabla_{\boldsymbol{x}} \Psi_{j}\right)\right)(\cdot, z) \mathrm{d} z+\phi_{i}\left(\nabla \phi_{j}\right) \cdot \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{j} \nabla_{\boldsymbol{x}} \Psi_{i}\right)(\cdot, z) \mathrm{d} z\right. \\
& \left.+\phi_{j}\left(\nabla \phi_{i}\right) \cdot \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{i} \nabla_{\boldsymbol{x}} \Psi_{j}\right)(\cdot, z) \mathrm{d} z+\left(\nabla \phi_{i}\right) \cdot\left(\nabla \phi_{j}\right) \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{i} \Psi_{j}\right)(\cdot, z) \mathrm{d} z\right) .
\end{aligned}
$$

Euler-Lagrange equations on eq. (13.4) yield ${ }^{68}$

$$
\begin{array}{r}
\forall i \in\{0,1, \ldots, N\}, \quad 0=\delta_{\varepsilon \phi_{i}} \mathscr{L}_{\mathrm{IK}}^{\mathrm{app}}=-\left.\partial_{t} \zeta \Psi_{i}\right|_{z=\varepsilon \zeta}+\frac{1}{\mu} \sum_{j=0}^{N} \phi_{j} \int_{-1+\beta b}^{\varepsilon \zeta}\left(\left(\partial_{z} \Psi_{i}\right)\left(\partial_{z} \Psi_{j}\right)\right)(\cdot, z) \mathrm{d} z \\
+\sum_{j=0}^{N}\left(\phi_{j} \int_{-1+\beta b}^{\varepsilon \zeta}\left(\left(\nabla_{\boldsymbol{x}} \Psi_{i}\right) \cdot\left(\nabla_{\boldsymbol{x}} \Psi_{j}\right)\right)(\cdot, z) \mathrm{d} z+\left(\nabla \phi_{j}\right) \cdot \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{j} \nabla_{\boldsymbol{x}} \Psi_{i}\right)(\cdot, z) \mathrm{d} z\right) \\
\quad-\sum_{j=0}^{N} \nabla \cdot\left(\phi_{j} \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{i} \nabla_{\boldsymbol{x}} \Psi_{j}\right)(\cdot, z) \mathrm{d} z+\left(\nabla \phi_{j}\right) \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{i} \Psi_{j}\right)(\cdot, z) \mathrm{d} z\right) \tag{13.5}
\end{array}
$$

and

$$
\begin{align*}
0=\delta_{\varepsilon \zeta} \mathscr{L}_{\mathrm{IK}}^{\mathrm{app}}=\left.\sum_{i=0}^{N}\left(\partial_{t} \phi_{i}\right) \Psi_{i}\right|_{z=\varepsilon \zeta}+\zeta+\frac{\varepsilon}{2 \mu} & \left(\left.\sum_{j=0}^{N} \phi_{j}\left(\partial_{z} \Psi_{j}\right)\right|_{z=\varepsilon \zeta}\right)^{2} \\
& +\frac{\varepsilon}{2}\left|\sum_{j=0}^{N}\left(\nabla \phi_{j}\right) \Psi_{j}\right|_{z=\varepsilon \zeta}+\left.\left.\phi_{j}\left(\nabla_{\boldsymbol{x}} \Psi_{j}\right)\right|_{z=\varepsilon \zeta}\right|^{2} . \tag{13.6}
\end{align*}
$$

Equation (13.5)-(13.6) can be viewed as a system of $(N+2)$ differential equations for the unknowns $\left(\zeta, \phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)$, and define our models.

Remark 13.1. Notice that the system consists in $(N+1)$ evolution equations for $\zeta$ and only one evolution equation for $\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)$, so that it is an overdetermined/underdetermined composite system. Its structure is hence very different from all the systems discussed so far-and in particular the water waves system, eq. (2.7) -but we will show in Section 13.2 how a standard system of two evolution equations (under canonical Hamiltonian form) can be recovered from the above.

Based on the Boussinesq-Rayleigh expansion, eq. (11.1), it is natural to set $\left\{\Psi_{i}\right\}_{i=0,1, \ldots, N}$ as

$$
\forall i \in\{0,1, \ldots, N\}, \quad \Psi_{i}(\boldsymbol{x}, z)=(z+1-\beta b(\boldsymbol{x}))^{p_{i}}
$$

where $p_{0}, p_{1}, \ldots, p_{N}$ are non-negative integers satisfying by convention $0=p_{0}<p_{1}<\cdots<p_{N}$. In this case eq. (13.5)-(13.6) read

$$
\left\{\begin{array}{l}
h^{p_{i}} \partial_{t} \zeta+\sum_{j=0}^{N} \nabla \cdot\left(\frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \nabla \phi_{j}-\frac{p_{j}}{p_{i}+p_{j}} h^{p_{i}+p_{j}} \phi_{j}(\beta \nabla b)\right)  \tag{13.7}\\
\quad+\sum_{j=0}^{N} \frac{p_{i}}{p_{i}+p_{j}} h^{p_{i}+p_{j}}\left(\nabla \phi_{j}\right) \cdot(\beta \nabla b)-\sum_{j=0}^{N} \frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h^{p_{i}+p_{j}-1}\left(\mu^{-1}+|\beta \nabla b|^{2}\right) \phi_{j}=0 \\
\quad \forall i \in\{0,1, \ldots, N\}, \\
\sum_{j=0}^{N} h^{p_{j}}\left(\partial_{t} \phi_{j}\right)+\zeta \\
\quad+\frac{\varepsilon}{2}\left(\left|\sum_{j=0}^{N} h^{p_{j}}\left(\nabla \phi_{j}\right)-p_{j} h^{p_{j}-1} \phi_{j}(\beta \nabla b)\right|^{2}+\mu^{-1}\left(\sum_{j=0}^{N} p_{j} h^{p_{j}-1} \phi_{j}\right)^{2}\right)=0,
\end{array}\right.
$$

where we denote as usual $h \stackrel{\text { def }}{=} 1+\varepsilon \zeta-\beta b$ the (non-dimensionalized) depth of the layer, and use the convention $\frac{0}{0}=0$.

[^54]Using physical variables (recall Section 2.4), eq. (13.7) reads

$$
\left\{\begin{array}{l}
h^{p_{i}} \partial_{t} \zeta+\sum_{j=0}^{N} \nabla \cdot\left(\frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \nabla \phi_{j}-\frac{p_{j}}{p_{i}+p_{j}} h^{p_{i}+p_{j}} \phi_{j} \nabla b\right)  \tag{13.8}\\
\quad+\sum_{j=0}^{N} \frac{p_{i}}{p_{i}+p_{j}} h^{p_{i}+p_{j}}\left(\nabla \phi_{j}\right) \cdot(\nabla b)-\sum_{j=0}^{N} \frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h^{p_{i}+p_{j}-1}\left(1+|\nabla b|^{2}\right) \phi_{j}=0 \\
\forall i \in\{0,1, \ldots, N\}, \\
\quad \sum_{i=0}^{N} h^{p_{i}}\left(\partial_{t} \phi_{i}\right)+g \zeta \\
\quad+\frac{1}{2}\left(\left|\sum_{i=0}^{N} h^{p_{i}}\left(\nabla \phi_{i}\right)-p_{i} h^{p_{i}-1} \phi_{i}(\nabla b)\right|^{2}+\left(\sum_{i=0}^{N} p_{i} h^{p_{i}-1} \phi_{i}\right)^{2}\right)=0,
\end{array}\right.
$$

where $h(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d+\zeta(t, \boldsymbol{x})-b(\boldsymbol{x})$. When $N=0$ (and $p_{0}=0$ ), the system coincides with the Saint-Venant system (Section 5). While the general equations (13.5)-(13.6) are displayed in [226, $227,232,233,234]$, the above choice of vertical distribution is systematically put forward. This is why we refer to (13.8) as the Isobe-Kakinuma model.
Remark 13.2 (Other choices of vertical distributions). We have implicitly assumed in eq. (13.3) that the vertical distribution, $\left\{\Psi_{i}\right\}_{i=0,1, \ldots, N}$, does not depend on the unknown variable, $\zeta$. This restriction can be removed and we can set, as was done by Klopman, van Groesen, and Dingemans in [256] (see also [348] and references therein)

$$
\begin{equation*}
\Phi^{\mathrm{app}}(t, \boldsymbol{x}, z) \stackrel{\text { def }}{=} \sum_{i=0}^{N} \Psi_{i}(\boldsymbol{x}, z, \varepsilon \zeta(t, \boldsymbol{x})) \phi_{i}(t, \boldsymbol{x}) \tag{13.9}
\end{equation*}
$$

but in this case the equations must be modified to take into account for

$$
\nabla_{\boldsymbol{x}} \Phi^{\mathrm{app}}=\sum_{i=0}^{N} \Psi_{i} \nabla \phi_{i}+\phi_{i} \nabla_{\boldsymbol{x}} \Psi_{i}+\varepsilon \phi_{i}\left(\partial_{\zeta} \Psi_{i}\right) \nabla \zeta
$$

where the last term is new.
This extended framework is interesting as it allows to choose the vertical distribution such that $\left.\Psi_{i}(\boldsymbol{x}, z, \varepsilon \zeta)\right|_{z=\varepsilon \zeta}=0$ for $i=1, \ldots, N$ in which case the equations replacing eq. (13.5)-(13.6) consist in a system of $2 N$ time-independent linear differential equations allowing to determine $\left(\phi_{1}, \ldots, \phi_{N}\right)$ from the knowledge of $\left(\zeta, \phi_{0}\right)$, and two evolution equations for $\left(\zeta, \phi_{0}\right)$. Moreover, this system is readily under the canonical Hamiltonian form; see the discussion in Section 13.2.

For instance, one can set

$$
\Psi_{i}(\boldsymbol{x}, z, \varepsilon \zeta)=(z-\varepsilon \zeta)^{p_{i}}
$$

with non-negative integers $0=p_{0}<p_{1}<\cdots<p_{N}$.
Another natural choice consists in defining the vertical distribution from solutions to the vertical Sturm-Liouville eigenproblem

$$
\partial_{z}^{2} \Psi_{i}+k_{n}^{2} \Psi_{i}=0, \quad-1+\beta b(\boldsymbol{x})<z<\varepsilon \zeta(\boldsymbol{x})
$$

with appropriate boundary conditions at $z=\varepsilon \zeta$ and $z=-1+\beta$. Based on a tweak on this vertical distribution-proposed in [26]—Athanassoulis and Papoutsellis were able to prove in [27] the rigorous convergence of $\Phi^{\text {app }}$ towards sufficiently regular $\Phi$ (with sufficiently regular $(\zeta, b)$ ) for a vertical distribution constructed in this way. Moreover, using the boundary condition $\left.\partial_{z} \Psi_{i}\right|_{z=\varepsilon \varsigma}=0$ for $i \in\{1, \ldots, N\}$, the Hamiltonian equations derived in Section 13.2 are much simplified; see [348].

Yet another natural choice of vertical distribution, based on the finite element method and the "multilayer" approach introduced in Section 12.1.3, is

$$
\Psi_{i}(\boldsymbol{x}, z)= \begin{cases}\frac{\eta_{i-1}(\boldsymbol{x})-z}{\eta_{i}-1(\boldsymbol{x})-\eta_{i}(\boldsymbol{x})} & \text { if } \eta_{i}(\boldsymbol{x}) \leq z<\eta_{i-1}(\boldsymbol{x}) \\ \frac{z-\eta_{i+1}(\boldsymbol{x})}{\eta_{i}(\boldsymbol{x})-\eta_{i+1}(\boldsymbol{x})} & \text { if } \eta_{i+1}(\boldsymbol{x})<z \leq \eta_{i}(\boldsymbol{x}), \\ 0 & \text { otherwise }\end{cases}
$$

where $-1+\beta b(\boldsymbol{x})=\eta_{N}(\boldsymbol{x})<\cdots<\eta_{1}(\boldsymbol{x})<\eta_{0}(\boldsymbol{x})=\varepsilon \zeta(\boldsymbol{x})$.

### 13.2 Reformulation of the equations and Hamiltonian structure

In this section we reformulate system eq. (13.5)-(13.6) as two (canonical Hamiltonian) evolution equations, coupled with a system of differential equations approximating the Laplace problem. This analysis is based on [157]; see also [348, § 4.3].

We first notice that-by construction - the system eq. (13.5)-(13.6) benefits from a Lagrangian structure which, based on the relation with Zakharov's Hamiltonian structure put forward by Miles [310], can be written as follows. Set

$$
\begin{equation*}
\mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{\phi}) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \frac{1}{2} \zeta^{2}+\left(\int_{-1+\beta b}^{\varepsilon \zeta} \frac{1}{2 \mu}\left(\partial_{z} \Phi_{\mathrm{IK}}^{\mathrm{app}}\right)^{2}+\frac{1}{2}\left|\nabla_{\boldsymbol{x}} \Phi_{\mathrm{IK}}^{\mathrm{app}}\right|^{2} \mathrm{~d} z\right) \mathrm{d} \boldsymbol{x} \tag{13.10}
\end{equation*}
$$

where $\Phi^{\text {app }}$ is defined from $\phi \stackrel{\text { def }}{=}\left(\phi_{0}, \ldots, \phi_{N}\right)^{\top}$ by eq. (13.3). Then eq. (13.5)-(13.6) reads

$$
\left(\begin{array}{cc}
0 & -\boldsymbol{l}^{\top}  \tag{13.11}\\
\boldsymbol{l} & \mathrm{O}_{N+1}
\end{array}\right)\binom{\partial_{t} \zeta}{\partial_{t} \phi}=\binom{\delta_{\zeta} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}}{\delta_{\boldsymbol{\phi}} \mathscr{E}_{\mathrm{IK}}^{a p p}} .
$$

where $\mathrm{O}_{N+1}$ is the $(N+1) \times(N+1)$ null matrix, and

$$
\phi \stackrel{\text { def }}{=}\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)^{\top}, \quad \boldsymbol{l}=\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta},\left.\Psi_{1}\right|_{z=\varepsilon \zeta}, \ldots,\left.\Psi_{N}\right|_{z=\varepsilon \zeta}\right)^{\top} .
$$

Let us describe how the above Hamiltonian equations can be put in canonical form. Let us first introduce convenient notations: we define

$$
\begin{align*}
& \mathcal{L}_{i j}^{\mu}[\varepsilon \zeta, \beta b] \varphi \stackrel{\text { def }}{=}-\nabla \cdot\left((\nabla \varphi) \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{i} \Psi_{j}\right)(\cdot, z) \mathrm{d} z\right)+\nabla \cdot\left(\varphi \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{i} \nabla_{\boldsymbol{x}} \Psi_{j}\right)(\cdot, z) \mathrm{d} z\right) \\
&  \tag{13.12}\\
& \quad-(\nabla \varphi) \cdot \int_{-1+\beta b}^{\varepsilon \zeta}\left(\Psi_{j} \nabla_{\boldsymbol{x}} \Psi_{i}\right)(\cdot, z) \mathrm{d} z+\varphi \int_{-1+\beta b}^{\varepsilon \zeta}\left(\frac{1}{\mu}\left(\partial_{z} \Psi_{i}\right)\left(\partial_{z} \Psi_{j}\right)+\left(\nabla_{\boldsymbol{x}} \Psi_{i}\right) \cdot\left(\nabla_{\boldsymbol{x}} \Psi_{j}\right)\right)(\cdot, z) \mathrm{d} z
\end{align*}
$$

We have that $\mathcal{L}_{i j}$ is a differential operator of order two, and $\left(\mathcal{L}_{i j}^{\mu}\right)^{\star}=\mathcal{L}_{j i}^{\mu}$, with $\left(\mathcal{L}_{i j}^{\mu}\right)^{\star}$ the adjoint operator in $L^{2}\left(\mathbb{R}^{d}\right)$. We now consider for $\varphi \stackrel{\text { def }}{=}\left(\varphi_{0}, \varphi_{1}, \ldots, \varphi_{N}\right)^{\top}$ the following system of equations satisfied by solutions to (13.5):

$$
\left\{\begin{array}{l}
\left.\Psi_{0}\right|_{z=\varepsilon \zeta} \sum_{j=0}^{N} \mathcal{L}_{i j}^{\mu} \varphi_{j}=\left.\Psi_{i}\right|_{z=\varepsilon \zeta} \sum_{j=0}^{N} \mathcal{L}_{0 j}^{\mu} \varphi_{j} \quad \forall i \in\{1, \ldots, N\}  \tag{13.13}\\
l \bullet \varphi=\psi,
\end{array}\right.
$$

where we use - to denote the $(N+1)$-dimensional inner product. Provided that the family of functions $\left\{\Psi_{j}\right\}_{j=0, \ldots, N}$ are sufficiently "nice", ${ }^{69}$ the above system can be inverted and there exists a linear operator

$$
\boldsymbol{S}[\varepsilon \zeta, \beta b]: \psi \mapsto \boldsymbol{\varphi}
$$

where $\boldsymbol{\varphi}$ is the unique solution to eq. (13.13). Finally, we define

$$
\begin{equation*}
\mathscr{H}_{\mathrm{IK}}^{\text {app }}(\zeta, \psi) \stackrel{\text { def }}{=} \mathscr{E}_{\mathrm{IK}}^{\text {app }}(\eta, \boldsymbol{S}[\varepsilon \zeta, \beta] \psi) . \tag{13.14}
\end{equation*}
$$

Notice first that, differentiating the last equation in eq. (13.13), we have that $\eta \mapsto D_{\zeta} \boldsymbol{S}[\varepsilon \zeta, \beta b](\eta)$, the Fréchet derivative of $\boldsymbol{S}[\varepsilon \zeta, \beta b]$ with respect to $\zeta$, satisfies

$$
\begin{equation*}
\boldsymbol{l} \bullet\left(D_{\zeta} \boldsymbol{S}[\varepsilon \zeta, \beta b](\eta) \psi\right)+\eta \boldsymbol{l}^{\prime} \bullet \boldsymbol{\varphi}=0 \tag{13.15}
\end{equation*}
$$

[^55]where $\boldsymbol{l}^{\prime}=\left(\left.\partial_{z} \Psi_{0}\right|_{z=\varepsilon \zeta},\left.\partial_{z} \Psi_{1}\right|_{z=\varepsilon \zeta}, \ldots,\left.\partial_{z} \Psi_{N}\right|_{z=\varepsilon \zeta}\right)^{\top}$. Then we have for sufficiently smooth data, assuming $\left.\Psi_{0}\right|_{z=\varepsilon \zeta} \neq 0$,
\[

$$
\begin{aligned}
D_{\psi} \mathscr{H}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \psi) \varphi & =D_{\phi} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi) \boldsymbol{S}[\varepsilon \zeta, \beta b] \varphi \\
& =\left(\mathcal{L}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi, \boldsymbol{S}[\varepsilon \zeta, \beta b] \varphi\right)_{\left(L^{2}\right)^{N+1}} \\
& =\left(\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right)^{-1} \boldsymbol{l} \mathcal{L}_{0}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi, \boldsymbol{S}[\varepsilon \zeta, \beta b] \varphi\right)_{\left(L^{2}\right)^{N+1}} \\
& =\left(\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right)^{-1} \mathcal{L}_{0}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi, \varphi\right)_{L^{2}}
\end{aligned}
$$
\]

where we used eq. (13.11), eq. (13.13) and denote $\mathcal{L}^{\mu}=\left(\mathcal{L}_{i j}^{\mu}\right)_{i, j \in\{0,1, \ldots, N\}}$ and $\mathcal{L}_{0}^{\mu}=\left(\mathcal{L}_{0 j}^{\mu}\right)_{j \in\{0,1, \ldots, N\}}$;

$$
\begin{aligned}
D_{\zeta} \mathscr{H}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \psi) \eta & =D_{\zeta} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi) \eta+D_{\phi} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi) D_{\zeta} \boldsymbol{S}[\varepsilon \zeta, \beta b](\eta) \psi \\
& =\left(\delta_{\zeta} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi), \eta\right)_{L^{2}}+\left(\mathcal{L}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi, D_{\zeta} \boldsymbol{S}[\varepsilon \zeta, \beta b](\eta) \psi\right)_{\left(L^{2}\right)^{N+1}} \\
& =\left(\delta_{\zeta \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi), \eta\right)_{L^{2}}+\left(\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right)^{-1} \boldsymbol{l} \mathcal{L}_{0}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi, D_{\zeta} \boldsymbol{S}[\varepsilon \zeta, \beta b](\eta) \psi\right)_{\left(L^{2}\right)^{N+1}} \\
& =\left(\delta_{\zeta} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi), \eta\right)_{L^{2}}-\left(\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right)^{-1} \mathcal{L}_{0}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi, \eta \boldsymbol{l}^{\prime} \bullet \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi\right)_{L^{2}}
\end{aligned}
$$

where we used eq. (13.15) and recall $\boldsymbol{l}^{\prime}=\left(\left.\partial_{z} \Psi_{0}\right|_{z=\varepsilon \zeta},\left.\partial_{z} \Psi_{1}\right|_{z=\varepsilon \zeta}, \ldots,\left.\partial_{z} \Psi_{N}\right|_{z=\varepsilon \zeta}\right)^{\top}$. Hence $\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right) \delta_{\psi} \mathscr{H}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \psi)=\mathcal{L}_{0}^{\mu} \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi=\delta_{\phi_{0}} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi)$, $\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right) \delta_{\zeta} \mathscr{H}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \psi)=\left(\left.\Psi_{0}\right|_{z=\varepsilon \zeta}\right) \delta_{\zeta} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi)-\left(\boldsymbol{l}^{\prime} \bullet \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi\right) \delta_{\phi_{0}} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}(\zeta, \boldsymbol{S}[\varepsilon \zeta, \beta b] \psi)$.

From this and eq. (13.11) we infer immediately that $\left(\eta, \phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)$ sufficiently regular solutions to the system eq. (13.5)-(13.6) satisfy

$$
\partial_{t}\binom{\zeta}{\psi}=\left(\begin{array}{cc}
0 & 1  \tag{13.16}\\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta} \mathscr{H}_{\mathrm{I}}^{\mathrm{app}}}{\delta_{\psi} \mathscr{H}_{\mathrm{IK}}^{\mathrm{app}}}
$$

where $\left.\psi \stackrel{\text { def }}{=} \sum_{j=0}^{N} \phi_{j} \Psi_{j}\right|_{z=\varepsilon \zeta}$. Conversely, given a $(\zeta, \psi)$ a sufficiently regular solution to eq. (13.16), and defining $\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)^{\top} \stackrel{\text { def }}{=} \boldsymbol{S}[\varepsilon \zeta, \beta] \psi$ the unique solution to eq. (13.13), then $\left(\eta, \phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)$ satisfy eq. (13.5)-(13.6).

Remark 13.3. This formal procedure to derive eq. (13.16), the canonical Hamiltonian formulation to eq. (13.5)-(13.6), can be made rigorous; see [157] in the case $\Psi_{i}(\boldsymbol{x}, z)=(z+1-\beta b(\boldsymbol{x}))^{p_{i}}$ with $0=p_{0}<p_{1}<\cdots<p_{N}$. In this case, eq. (13.16) reads explicitly

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\sum_{j=0}^{N} \nabla \cdot\left(\frac{h^{p_{j}+1}}{p_{j}+1} \nabla \phi_{j}-h^{p_{j}} \phi_{j}(\beta \nabla b)\right)=0  \tag{13.17}\\
\partial_{t} \psi+\zeta+\varepsilon\left(\sum_{i=0}^{N} p_{i} h^{p_{i}} \phi_{i}\right)\left(\sum_{j=0}^{N} \nabla \cdot\left(\frac{h^{p_{j}+1}}{p_{j}+1} \nabla \phi_{j}-h^{p_{j}} \phi_{j}(\beta \nabla b)\right)\right) \\
\quad+\frac{\varepsilon}{2}\left(\left|\sum_{j=0}^{N} h^{p_{j}}\left(\nabla \phi_{j}\right)-p_{j} h^{p_{j}-1} \phi_{j}(\beta \nabla b)\right|^{2}+\mu^{-1}\left(\sum_{j=0}^{N} p_{j} h^{p_{j}-1} \phi_{j}\right)^{2}\right)=0
\end{array}\right.
$$

where $h=1+\varepsilon \zeta-\beta b$ and $\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)$ are the unique solutions to the system

$$
\left\{\begin{array}{l}
-h^{p_{i}} \sum_{j=0}^{N} \nabla \cdot\left(\frac{h^{p_{j}+1}}{p_{j}+1} \nabla \phi_{j}-h^{p_{j}} \phi_{j}(\beta \nabla b)\right)+\sum_{j=0}^{N} \nabla \cdot\left(\frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \nabla \phi_{j}-\frac{p_{j}}{p_{i}+p_{j}} h^{p_{i}+p_{j}} \phi_{j}(\beta \nabla b)\right) \\
\quad+\sum_{j=0}^{N} \frac{p_{i}}{p_{i}+p_{j}} h^{p_{i}+p_{j}}\left(\nabla \phi_{j}\right) \cdot(\beta \nabla b)-\sum_{j=0}^{N} \frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h^{p_{i}+p_{j}-1}\left(\mu^{-1}+|\beta \nabla b|^{2}\right) \phi_{j}=0 \\
\forall i \in\{1, \ldots, N\}, \\
\sum_{i=0}^{N} h^{p_{i}} \phi_{i}=\psi .
\end{array}\right.
$$

Remark 13.4 (Preserved quantities). A consequence of the above analysis is the fact that-by Noether's theorem, see Section 2.2—solutions to eq. (13.5)-(13.6) preserve the excess of mass, energy, and horizontal impulse in the flat bottom case:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}=0, \quad \mathscr{Z} \stackrel{\mathscr{\text { def }}}{=} \int_{\mathbb{R}^{d}} \zeta \mathrm{~d} \boldsymbol{x}, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} \mathscr{I}_{\mathrm{IK}}^{\mathrm{app}}=0, \quad \mathscr{I}_{\mathrm{IK}}^{\text {app }} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta \nabla \psi \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0) .
$$

where $\left.\psi \stackrel{\text { def }}{=} \sum_{j=0}^{N} \phi_{j} \Psi_{j}\right|_{z=\varepsilon \zeta}$ and $\mathscr{E}_{\mathrm{IK}}^{\mathrm{app}}$ is defined in eq. (13.10).
Remark 13.5. The above analysis is made trivial when $\left\{\Psi_{i}\right\}_{i=1, \ldots, N}$ are chosen so that $\left.\Psi_{0}\right|_{z=\varepsilon \varsigma} \neq 0$ and $\left.\Psi_{i}\right|_{z=\varepsilon \varsigma}=0$ for $i=1, \ldots, N$. Then eq. (13.11) reads

$$
\left(\begin{array}{cc}
0 & -\left.\Psi_{0}\right|_{z=\varepsilon \zeta} \\
\left.\Psi_{0}\right|_{z=\varepsilon \zeta} & 0
\end{array}\right)\binom{\partial_{t} \zeta}{\partial_{t} \phi_{0}}=\binom{\delta_{\zeta} \mathscr{E}^{\text {app }}}{\partial_{\phi_{0}} \mathscr{E}^{\text {app }}}, \quad \partial_{\phi_{i} \mathscr{E}^{\text {app }}=0} \quad \forall i=1, \ldots, N,
$$

and, since $\left.\psi \stackrel{\text { def }}{=} \sum_{j=0}^{N} \phi_{j} \Psi_{j}\right|_{z=\varepsilon \zeta}=\left.\phi_{0} \Psi_{0}\right|_{z=\varepsilon \zeta}$,

$$
\mathscr{E}^{\text {app }}\left(\eta, \phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)=\mathscr{E}^{\text {app }}\left(\eta, \boldsymbol{S}[\varepsilon \zeta, \beta b]\left(\left.\phi_{0} \Psi_{0}\right|_{z=\varepsilon \zeta}\right)\right) \stackrel{\text { def }}{=} \mathscr{H}^{\text {app }}\left(\zeta,\left.\phi_{0} \Psi_{0}\right|_{z=\varepsilon \zeta}\right) .
$$

This description was put forward in [256]. Notice however that here we implicitly imply that the vertical distribution $\left\{\Psi_{i}\right\}_{i \in\{1, \ldots, N\}}$ depends on the unknown variable $\zeta$. Hence eq. (13.5)-(13.6) are no longer valid (see Remark 13.2); yet the discussion in this section applies, with straightforward adjustments.

### 13.3 Derivation through the Galerkin method

In this section we recover (13.19)-(13.20) following the Galerkin method described in Section 12.1, replacing the vertically integrated variational formulation to the Laplace problem given in Definition 12.1 with the one we originally introduced in Definition 4.2 , and which we recall below.
Definition 13.6 (Variational solutions). Let $\psi \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$ and $\zeta, b \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(\boldsymbol{x})=1+\varepsilon \zeta(\boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 .
$$

We say that $\Phi$ is a variational solution to eq. (4.1) if there exists $\widetilde{\Phi} \in H_{0, \text { top }}^{1}(\Omega)$ such that $\Phi=\psi+\widetilde{\Phi}$ and for any $\widetilde{\varphi} \in H_{0, \text { top }}^{1}(\Omega)$,

$$
\iint_{\Omega} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi} \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\varphi} \mathrm{d} \boldsymbol{x} \mathrm{~d} z=-\mu \iint_{\Omega} \nabla \psi \cdot \nabla_{\boldsymbol{x}} \widetilde{\varphi} \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

which we can rewrite, denoting $\varphi=\psi+\widetilde{\varphi}$,

$$
\iint_{\Omega} \nabla_{\boldsymbol{x}, z}^{\mu} \Phi \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z=\mu \iint_{\Omega} \nabla_{\boldsymbol{x}} \Phi \cdot \nabla\left(\left.\varphi\right|_{z=\varepsilon \zeta}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} z
$$

In the formula above we identified $\boldsymbol{x} \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$ and $(\boldsymbol{x}, z) \mapsto \psi(\boldsymbol{x}) \in \stackrel{\circ}{H}^{1}(\Omega)$.
Setting

$$
V_{\left(\Psi_{0}, \ldots, \Psi_{N}\right)} \stackrel{\text { def }}{=}\left\{\Phi: \Phi(\boldsymbol{x}, z)=\sum_{i=0}^{N} \Psi_{i}(\boldsymbol{x}, z) \phi_{i}(\boldsymbol{x}), \phi_{i} \in H^{1}\left(\mathbb{R}^{d}\right)\right\}
$$

the Galerkin approximate solution is $\Phi^{\mathrm{app}} \in V_{\left(\Psi_{0}, \ldots, \Psi_{N}\right)}$ the solution to

$$
\begin{equation*}
\forall \varphi \in V_{\left(\Psi_{0}, \ldots, \Psi_{N}\right)}, \quad \iint_{\Omega} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}^{\mathrm{app}} \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z=-\iint_{\Omega} \mu \nabla \psi \cdot \nabla_{\boldsymbol{x}} \varphi \mathrm{d} \boldsymbol{x} \mathrm{~d} z \tag{13.18}
\end{equation*}
$$

Denoting

$$
\Phi^{\mathrm{app}} \stackrel{\text { def }}{=} \sum_{i=0}^{N} \Psi_{i}(\boldsymbol{x}, z) \phi_{i}(\boldsymbol{x}) \quad \text { and } \quad \varphi \stackrel{\text { def }}{=} \sum_{j=0}^{N} \Psi_{j}(\boldsymbol{x}, z) \varphi_{j}(\boldsymbol{x})
$$

eq. (13.18) reads

$$
\begin{aligned}
& \sum_{i=0}^{N} \sum_{j=0}^{N} \int_{\mathbb{R}^{d}}\left(\phi_{i} \varphi_{j}\left(\int_{-1+\beta b}^{\varepsilon \zeta}\left(\partial_{z} \Psi_{i}(\cdot, z)\right)\left(\partial_{z} \Psi_{j}(\cdot, z)\right) \mathrm{d} z\right)\right. \\
& \left.\quad+\mu \int_{-1+\beta b}^{\varepsilon \zeta}\left(\phi_{i}\left(\nabla_{\boldsymbol{x}} \Psi_{i}(\cdot, z)\right)+\Psi_{i}(\cdot, z)\left(\nabla \phi_{i}\right)\right) \cdot\left(\varphi_{j}\left(\nabla_{\boldsymbol{x}} \Psi_{j}(\cdot, z)\right)+\Psi_{j}(\cdot, z)\left(\nabla \varphi_{j}\right)\right) \mathrm{d} z\right) \mathrm{d} \boldsymbol{x} \\
& \quad=\mu \sum_{i=0}^{N} \sum_{j=0}^{N} \int_{\mathbb{R}^{d}}\left(\phi_{i} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Psi_{i}(\cdot, z) \mathrm{d} z+\left(\nabla \phi_{i}\right) \int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{i}(\cdot, z) \mathrm{d} z\right) \cdot \nabla\left(\left.\phi_{j} \Psi_{j}\right|_{z=\varepsilon \zeta}\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

which we can rewrite as the following system of differential equations:

$$
\begin{aligned}
& \forall j \in\{0, \ldots, N\}, \quad \sum_{i=0}^{N}\left(\phi_{i}\left(\int_{-1+\beta b}^{\varepsilon \zeta}\left(\partial_{z} \Psi_{i}(\cdot, z)\right)\left(\partial_{z} \Psi_{j}(\cdot, z)\right) \mathrm{d} z\right)\right. \\
&+\mu \phi_{i} \int_{-1+\beta b}^{\varepsilon \zeta}\left(\nabla_{\boldsymbol{x}} \Psi_{j}(\cdot, z)\right) \cdot\left(\nabla_{\boldsymbol{x}} \Psi_{i}(\cdot, z)\right) \mathrm{d} z+\mu\left(\nabla \phi_{i}\right) \cdot \int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{i}(\cdot, z)\left(\nabla_{\boldsymbol{x}} \Psi_{j}(\cdot, z)\right) \mathrm{d} z \\
&\left.-\mu \nabla \cdot\left(\phi_{i} \int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{j}(\cdot, z)\left(\nabla_{\boldsymbol{x}} \Psi_{i}(\cdot, z)\right) \mathrm{d} z+\left(\nabla \phi_{i}\right) \int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{j}(\cdot, z) \Psi_{i}(\cdot, z) \mathrm{d} z\right)\right) \\
&=-\left.\mu \Psi_{j}\right|_{z=\varepsilon \zeta} \sum_{i=0}^{N} \nabla \cdot\left(\phi_{i} \int_{-1+\beta b}^{\varepsilon \zeta} \nabla_{\boldsymbol{x}} \Psi_{i}(\cdot, z) \mathrm{d} z+\left(\nabla \phi_{i}\right) \int_{-1+\beta b}^{\varepsilon \zeta} \Psi_{i}(\cdot, z) \mathrm{d} z\right) .
\end{aligned}
$$

Owing to the fact that the right-hand sides are proportional to $\left.\Psi_{j}\right|_{z=\varepsilon \zeta}$ for $j \in\{0, \ldots, N\}$, we infer

$$
\begin{equation*}
\forall j \in\{1, \ldots, N\},\left.\quad \Psi_{0}\right|_{z=\varepsilon \zeta} \sum_{i=0}^{N} \mathcal{L}_{j i}^{\mu} \phi_{i}=\left.\Psi_{j}\right|_{z=\varepsilon \zeta} \sum_{i=0}^{N} \mathcal{L}_{0 i}^{\mu} \phi_{i} \tag{13.19}
\end{equation*}
$$

where we use the notation $\mathcal{L}_{i j}^{\mu}$ as in eq. (13.12). Notice also that we have, by definition,

$$
\begin{equation*}
\left.\psi \stackrel{\text { def }}{=} \Phi^{\mathrm{app}}\right|_{z=\varepsilon \zeta}=\left.\sum_{i=0}^{N} \Psi_{i}\right|_{z=\varepsilon \zeta} \phi_{i} . \tag{13.20}
\end{equation*}
$$

Proceeding as in Section 12.1, we set

$$
\begin{aligned}
\mathscr{H}^{\text {app }} & \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+(\nabla \psi) \cdot \int_{-1+\beta b}^{\varepsilon \zeta} \nabla \Phi^{\mathrm{app}}(\cdot, z) \mathrm{d} z \mathrm{~d} \boldsymbol{x} \\
& =\frac{1}{2} \int_{\mathbb{R}^{d}} \zeta^{2}+\psi \sum_{i=0}^{N} \mathcal{L}_{0 i}^{\mu} \phi_{i} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

where $\left\{\phi_{i}\right\}_{i \in\{0, \ldots, N\}}$ is determined from $(\zeta, \psi)$ by solving the system (13.19)-(13.20). It is now straightforward to check that $\mathscr{H}^{\text {app }}$ is characterized by eq. (13.14). In particular, by the analysis in Section 13.2, Hamilton's equations

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\delta_{\psi} \mathscr{H}^{\text {app }}=0  \tag{13.21}\\
\partial_{t} \psi+\delta_{\zeta} \mathscr{H}^{\text {app }}=0
\end{array}\right.
$$

are equivalent to eq. (13.5)-(13.6).

### 13.4 Traveling waves

The existence and properties of solitary wave solutions to the Isobe-Kakinuma systems (in the flat bottom and one-dimensional situation) has been investigated by Colin and Iguchi in [108]. In this work, the authors prove the existence of a family of solitary wave solutions to eq. (13.7) for any sufficiently small supercritical velocity, behaving-as expected-asymptotically as long waves when the velocity converges towards the critical velocity of infinitely long waves.

Let us reproduce their result with our notations, below.
Theorem 13.7. Set $\varepsilon=\mu=1, \beta=0$ and $d=1$. Let $N \in \mathbb{N}^{\star}$ and $0=p_{0}<p_{1}<\cdots<p_{N}$. There exists $c_{0}>1$ such that for any $c \in\left(1, c_{0}\right)$, there exists $\left(\zeta_{c}, \phi_{c, 0}, \phi_{c, 1}, \ldots, \phi_{N, c}\right) \in \mathcal{C}^{\infty}(\mathbb{R})$ such that $\left(\zeta_{c}, \phi_{c, 0}^{\prime}\right)$ are even, $\left(\phi_{c, 1}, \ldots, \phi_{N, c}\right)$ are odd, and

$$
\left(\zeta, \phi_{0}, \phi_{1}, \ldots, \phi_{N}\right):(t, x) \in \mathbb{R} \times \mathbb{R} \mapsto\left(\zeta_{c}, \phi_{c, 0}, \phi_{c, 1}, \ldots, \phi_{N, c}\right)(x-c t)
$$

satisfies eq. (13.7). Moreover, there exists $\gamma>0$ such that for any $s \geq 0$, there exists $M^{\star}>0$ such that $\left(\zeta_{c}, \phi_{c, 0}^{\prime}, \phi_{c, 1}, \ldots, \phi_{N, c}\right) \in H^{s}(\mathbb{R})^{2+N}$, and, denoting $c=1+\frac{3}{8} \epsilon$ and $\xi_{\mathrm{KdV}}(x)=\frac{3}{4} \operatorname{sech}^{2}\left(\frac{3}{4} x\right)$,

$$
\left|\epsilon^{-1} \zeta_{c}\left(\epsilon^{-1 / 2} \cdot\right)-\xi_{\mathrm{KdV}}\left((3 \gamma)^{-1 / 2} \cdot\right)\right|_{H^{s}(\mathbb{R})} \leq M^{\star} \epsilon
$$

uniformly over $c \in\left(1, c_{0}\right)$.
Remark 13.8. The coefficient $\gamma$ depends in the above statement depends uniquely on $p_{1}<\cdots<p_{N}$, and appears to value $\gamma=\frac{1}{3}$ if $p_{1}=2$. The result leaves open the expected behavior, based on the modal analysis below and the consistency result in Section 13.6, that at least when $p_{i}=2 i$ for $i \in\{0,1, \ldots, N\}$, the solitary wave solution approaches the corresponding solitary wave solution to the water waves system (see Section 2.6) with precision $\mathcal{O}\left(\epsilon^{2 N}\right)$, hence improving upon the precision of the corresponding solitary waves solution to the Green-Naghdi system (see Section 8.4) for any $N \in \mathbb{N}^{\star}$, and the one of the Whitham-Green-Naghdi system (see Section 10.4 and Remark 10.4) as soon as $N \geq 2$.

Moreover, the authors study numerically the case of $N=1$ and $p_{0}=0, p_{1}=2$, and find that there appears to exists a maximal value $c_{\star} \approx 1.26153$ such that as $c \nearrow c_{\star}$, the profiles of the solitary wave, $\zeta_{c}$, converges towards a peaked profile. Hence - contrarily to the Green-Naghdi system, see Section 8.4 - the Isobe-Kakinuma model is able to reproduce qualitatively the corresponding feature of the water waves system; see Section 2.6. However the numerically computed angle at the crest is approximately $2 \pi \times 0.424$ (in radians) and hence greater than the one of the water waves system, that is $2 \pi \frac{1}{3}$. It is conjectured that augmenting $N$, the solitary wave of extreme height of the IsobeKakinuma model will approach the solitary wave of extreme height of the water waves system.

### 13.5 Modal analysis

In this section we compare the dispersion relation associated to some models described by eq. (13.5)eq. (13.6) with the one associated with the water waves system, eq. (2.7). The results in this section are illustrated in Figure 13.1. Recall (see Section 2.3) that when linearized about the rest solution, $\zeta=0$ and $\nabla \psi=\mathbf{0}$, and setting $\beta b=0$, the water waves system reads

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\frac{1}{\sqrt{\mu}}|D| \tanh (\sqrt{\mu}|D|) \psi^{0}=0 \\
\partial_{t} \psi^{0}+\zeta^{0}=0
\end{array}\right.
$$

which yields the dispersion relation

$$
\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}=\frac{1}{\sqrt{\mu}}|\boldsymbol{\xi}| \tanh (\sqrt{\mu}|\boldsymbol{\xi}|)
$$



Figure 13.1 - In (a) and (b), wave frequencies, $|\omega|(|\boldsymbol{\xi}|)$, given by the dispersion relations corresponding to the (linearized about rest) Isobe-Kakinuma and "multilayer" variational models, respectively. In (c) and (d), the "error" is represented in log scale.

The Isobe-Kakinuma systems When linearizing about the rest state solution, the IsobeKakinuma system—under the formulation (13.17)—reads

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\sum_{j=0}^{N} \frac{1}{p_{j}+1} \nabla \cdot \nabla \phi_{j}^{0}=0 \\
\partial_{t} \psi^{0}+\zeta^{0}=0
\end{array}\right.
$$

where $\left(\phi_{0}^{0}, \phi_{1}^{0}, \ldots, \phi_{N}^{0}\right)$ are the unique solutions to the system

$$
\left\{\begin{array}{l}
\sum_{j=0}^{N} \frac{p_{i}}{\left(p_{j}+1\right)\left(p_{i}+p_{j}+1\right)} \mu \nabla \cdot \nabla \phi_{j}^{0}+\frac{p_{i} p_{j}}{p_{i}+p_{j}-1} \phi_{j}^{0}=0 \quad \forall i \in\{1, \ldots, N\}, \\
\sum_{i=0}^{N} \phi_{i}^{0}=\psi .
\end{array}\right.
$$

When $N=0$ and $p_{0}=0$, the Isobe-Kakinuma model is simply the Saint-Venant system (Section 5), whose dispersion relation is

$$
\omega_{\mathrm{SV}}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2}
$$

When $N=1, p_{0}=0$ and $p_{1}=1$, one has

$$
\phi_{0}=\frac{1+\frac{1}{6} \mu \nabla \cdot \nabla}{1-\frac{1}{3} \mu \nabla \cdot \nabla} \psi, \quad \phi_{1}=\frac{1}{2} \frac{-\mu \nabla \cdot \nabla}{1-\frac{1}{3} \mu \nabla \cdot \nabla} \psi
$$

and the corresponding dispersion relation

$$
\omega_{\mathrm{IK}}^{(0,1)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{1+\frac{1}{12} \mu|\boldsymbol{\xi}|^{2}}{1+\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}} .
$$

When $N=1, p_{0}=0$ and $p_{1}=2$, one has

$$
\phi_{0}=\frac{1+\frac{1}{10} \mu \nabla \cdot \nabla}{1-\frac{2}{5} \mu \nabla \cdot \nabla} \psi, \quad \phi_{1}=\frac{1}{2} \frac{-\mu \nabla \cdot \nabla}{1-\frac{2}{5} \mu \nabla \cdot \nabla} \psi
$$

and the corresponding dispersion relation

$$
\omega_{\mathrm{IK}}^{(0,2)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{1+\frac{1}{15} \mu|\boldsymbol{\xi}|^{2}}{1+\frac{2}{5} \mu|\boldsymbol{\xi}|^{2}}
$$

Observe the small wavenumber Taylor series

$$
\begin{aligned}
\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{2}{15} \mu^{2}|\boldsymbol{\xi}|^{4}-\frac{17}{315} \mu^{3}|\boldsymbol{\xi}|^{6}+\frac{62}{2835} \mu^{4}|\boldsymbol{\xi}|^{8}+\mathcal{O}\left(\mu^{5}|\boldsymbol{\xi}|^{10}\right)\right) \\
\omega_{\mathrm{IK}}^{(0,1)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{4} \mu|\boldsymbol{\xi}|^{2}+\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{2}\right)\right) \\
\omega_{\mathrm{IK}}^{(0,2)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{2}{15} \mu^{2}|\boldsymbol{\xi}|^{4}-\frac{4}{75} \mu^{3}|\boldsymbol{\xi}|^{6}+\mathcal{O}\left(\mu^{4}|\boldsymbol{\xi}|^{8}\right)\right) \\
\omega_{\mathrm{GN}}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{1}{9} \mu^{2}|\boldsymbol{\xi}|^{4}+\mathcal{O}\left(\mu^{6}|\boldsymbol{\xi}|^{6}\right)\right) \\
\omega_{\mathrm{aGN}}^{(0,2)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}+\frac{2}{15} \mu^{2}|\boldsymbol{\xi}|^{4}-\frac{17}{315} \mu^{3}|\boldsymbol{\xi}|^{6}+\frac{241}{11025} \mu^{4}|\boldsymbol{\xi}|^{8}+\mathcal{O}\left(\mu^{5}|\boldsymbol{\xi}|^{10}\right)\right)
\end{aligned}
$$

As in Section 12.2, we see that $\omega_{\text {IK }}^{(0,1)}$ is not more precise than the dispersionless angular frequency predicted by the Saint-Venant system, $\omega_{\mathrm{SV}}^{2}=|\boldsymbol{\xi}|^{2}$. However the agreement when $N=1, p_{0}=$ 0 and $p_{1}=2$, is excellent: between that of the Green-Naghdi system $\left(\omega_{\mathrm{GN}}\right)$ and that of the corresponding augmented Green-Naghdi system $\left(\omega_{\mathrm{aGN}}^{(0,2)}\right)$. This order of approximation is consistent with the degrees of the polynomials involved in the rational fraction. In fact $\omega_{\mathrm{aGN}}^{(0,2)}(\boldsymbol{\xi})^{2}$ is the Padé
approximant of order $(4,2)$ to $\omega_{\mathrm{ww}}(|\boldsymbol{\xi}|)^{2}$ about $|\boldsymbol{\xi}|=0$, so it is in some sense the best possible approximation with polynomials of such degrees.

When $N=2$, and $\left(p_{0}, p_{1}, p_{2}\right)=(0,1,2)$, we find the dispersion relation

$$
\begin{aligned}
\omega_{\mathrm{IK}}^{(0,1,2)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{720+72 \mu|\boldsymbol{\xi}|^{2}+\mu^{2}|\boldsymbol{\xi}|^{4}}{720+312 \mu|\boldsymbol{\xi}|^{2}+9 \mu^{2}|\boldsymbol{\xi}|^{4}} \\
& =\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}+|\boldsymbol{\xi}|^{2}\left(\frac{1}{2800} \mu^{3}|\boldsymbol{\xi}|^{6}+\mathcal{O}\left(\mu^{4}|\boldsymbol{\xi}|^{8}\right)\right)
\end{aligned}
$$

When $N=2$, and $\left(p_{1}, p_{2}, p_{3}\right)=(0,2,4)$, we find the dispersion relation

$$
\begin{aligned}
\omega_{\mathrm{IK}}^{(0,2,4)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{945+105 \mu|\boldsymbol{\xi}|^{2}+\mu^{2}|\boldsymbol{\xi}|^{4}}{945+420 \mu|\boldsymbol{\xi}|^{2}+15 \mu^{2}|\boldsymbol{\xi}|^{4}} \\
& =\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}+|\boldsymbol{\xi}|^{2}\left(\frac{1}{9823275} \mu^{5}|\boldsymbol{\xi}|^{10}+\mathcal{O}\left(\mu^{6}|\boldsymbol{\xi}|^{12}\right)\right)
\end{aligned}
$$

We see that the precision of $\omega_{\mathrm{IK}}^{(0,1,2)}(\boldsymbol{\xi})^{2}$ is in par with the precision of $\omega_{\mathrm{IK}}^{(0,2)}(\boldsymbol{\xi})^{2}$ in order of magnitude, although $\frac{17}{315}-\frac{4}{75} \approx 6.310^{-4}$ and $\frac{1}{2800} \approx 3.610^{-4} . \omega_{\mathrm{IK}}^{(0,2,4)}(\boldsymbol{\xi})^{2}$ is the Padé approximant of order $(6,4)$ to $\omega_{\text {ww }}(|\boldsymbol{\xi}|)^{2}$ about $|\boldsymbol{\xi}|=0$. In fact we have the following result.

Proposition 13.9. For any $N \in \mathbb{N}$ and setting $p_{i}=2 i$ for $i \in\{0, \ldots, N\}, \omega_{\mathrm{IK}}^{\left(p_{0}, p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}$ is the Padé approximant of order $(2 N+2,2 N)$ to $\omega_{\mathrm{ww}}(|\boldsymbol{\xi}|)^{2}$ about $|\boldsymbol{\xi}|=0$. In particular,

$$
\frac{\omega_{\mathrm{IK}}^{\left(p_{0}, p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}=\frac{1}{1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3+\frac{\mu \mid \boldsymbol{\xi} \boldsymbol{\xi}^{2}}{5+\frac{\mu|\boldsymbol{\xi}|^{2}}{\ddots \cdot \mid}}}} \rightarrow \frac{\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}} \quad(N \rightarrow \infty)
$$

and $0 \leq \frac{\omega_{\mathrm{IK}}^{(0, \ldots, 2 N)}(\boldsymbol{\xi})^{2}-\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}} \leq C_{N} \mu^{2 N+1}|\boldsymbol{\xi}|^{4 N+2}$, where $C_{N}$ depends uniquely on $N$.
The first part of the statement is stated and proved in [334, Theorem 2.2]. The second part is Lambert's continued fraction of tanh, see [4, 4.5.70]. Since all coefficients are positive, the truncated sequences $\omega_{\mathrm{IK}}^{\left(p_{0}, p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}$ and $\omega_{\mathrm{aGN}}^{\left(p_{1}, \ldots, p_{N}\right)}(\boldsymbol{\xi})^{2}$ in Conjecture 12.5 are adjacent.

Remark 13.10. Compare with Conjecture 12.5. The Isobe-Kakinuma and augmented GreenNaghdi models realize a Padé approximant framing of the water waves dispersion relation. Again we do not mean that setting $p_{i}=2 i$ is necessarily the best choice in the nonlinear framework, and in particular in presence of a nontrivial bottom topography; see Section 13.6.

The Klopman, van Groesen and Dingemans systems We continue the analysis with other choices of vertical distribution, described in Remark 13.2. While we argued therein that vertical distributions of the form

$$
\Phi^{\mathrm{app}}(t, \boldsymbol{x}, z) \stackrel{\text { def }}{=} \sum_{i=0}^{N} \Psi_{i}(\boldsymbol{x}, z, \varepsilon \zeta(t, \boldsymbol{x})) \phi_{i}(t, \boldsymbol{x})
$$

would modify equations eq. (13.5)-eq. (13.6), the changes are immaterial when we linearize about the rest state. This explains in particular why the dispersion relation of the "parabolic" model in [256] yields exactly $\omega_{\mathrm{IK}}^{(0,2)}(\boldsymbol{\xi})$, since the vertical distributions coincide with $\Psi_{0}(\boldsymbol{x}, z)=1, \Psi_{1}(\boldsymbol{x}, z)=$ $(z+1)^{2}$ when $\varepsilon \zeta=0$. In the same way, the dispersion relation when $\Psi_{i}(\boldsymbol{x}, z, \varepsilon \zeta)=(z-\varepsilon \zeta)^{i} \approx z^{i}$ for $i=0,1, \ldots, N$-which are listed up to $N=5$ in $[256,(5.21)]$-fit with $\omega_{\mathrm{IK}}^{(0,1, \ldots, N)}(\boldsymbol{\xi})$. The nonlinear equations, however, differ.

The "multilayer" systems We put $\eta_{i}=-1+\beta b+\ell_{i}(1+\varepsilon \zeta-\beta b)$ for given $0=\ell_{N}<\cdots<$ $\ell_{1}<\ell_{0}=1$ and

$$
\Psi_{i}(\boldsymbol{x}, z, \varepsilon \zeta)= \begin{cases}\frac{\eta_{i-1}(\boldsymbol{x})-z}{\eta_{i}-1\left(\boldsymbol{x}-\eta_{i}(\boldsymbol{x})\right.} & \text { if } \eta_{i}(\boldsymbol{x}) \leq z<\eta_{i-1}(\boldsymbol{x}) \\ \frac{z-\eta_{i+1}(\boldsymbol{x})}{\eta_{i}(\boldsymbol{x})-\eta_{i+1}(\boldsymbol{x})} & \text { if } \eta_{i+1}(\boldsymbol{x})<z \leq \eta_{i}(\boldsymbol{x}) \\ 0 & \text { otherwise }\end{cases}
$$

The linearized system about the rest state reads

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\mu^{-1} \frac{\phi_{0}^{0}-\phi_{1}^{0}}{\ell_{0}-\ell_{1}}-\frac{\ell_{0}-\ell_{1}}{3} \nabla \cdot \nabla \phi_{0}^{0}-\frac{\ell_{0}-\ell_{1}}{6} \nabla \cdot \nabla \phi_{1}^{0}=0, \\
\partial_{t} \phi_{0}^{0}+\zeta^{0}=0
\end{array}\right.
$$

where $\left(\phi_{1}^{0}, \ldots, \phi_{N}^{0}\right)$ are the unique solutions to the system

$$
\left\{\begin{array}{l}
\frac{\phi_{i}^{0}-\phi_{i-1}^{0}}{\ell_{i-1}-\ell_{i}}+\frac{\phi_{i}^{0}-\phi_{i+1}^{0}}{\ell_{i}-\ell_{i+1}}-\frac{\ell_{i-1}-\ell_{i}}{6} \mu(\nabla \cdot \nabla)\left(2 \phi_{i}^{0}+\phi_{i-1}^{0}\right)-\frac{\ell_{i}-\ell_{i+1}}{6} \mu(\nabla \cdot \nabla)\left(2 \phi_{i}^{0}+\phi_{i+1}^{0}\right)=0 \\
\\
\frac{\phi_{N}^{0}-\phi_{N-1}^{0}}{\ell_{N-1}-\ell_{N}}-\mu \frac{\ell_{N-1}-\ell_{N}}{6} \mu(\nabla \cdot \nabla)\left(2 \phi_{N}^{0}+\phi_{N-1}^{0}\right)=0 .
\end{array}\right.
$$

The singularity as $\mu \searrow 0$ is only apparent as we can see in the explicit formula below. In fact, choosing $\Psi_{0}=1$ and $\left\{\Psi_{i}\right\}_{i \in\{1, \ldots, N\}}$ as above yields an equivalent system where the singularity vanishes (with the price to pay that the system to invert no longer enjoys the tridiagonal structure). When $N=1$ we have the dispersion relation

$$
\omega^{\left(\ell_{0}, \ell_{1}\right)}(\boldsymbol{\xi})^{2}=\left(\ell_{1}-\ell_{0}\right)|\boldsymbol{\xi}|^{2} \frac{1+\frac{1}{12} \mu\left(\ell_{1}-\ell_{0}\right)^{2}|\boldsymbol{\xi}|^{2}}{1+\frac{1}{3} \mu\left(\ell_{1}-\ell_{0}\right)^{2}|\boldsymbol{\xi}|^{2}}
$$

and since $\ell_{0}=1$ and $\ell_{1}=0$, we recover naturally

$$
\omega^{(1,0)}(\boldsymbol{\xi})^{2}=\omega_{\mathrm{IK}}^{(0,1)}(\boldsymbol{\xi})^{2}=|\boldsymbol{\xi}|^{2} \frac{1+\frac{1}{12} \mu|\boldsymbol{\xi}|^{2}}{1+\frac{1}{3} \mu|\boldsymbol{\xi}|^{2}}=|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{4} \mu|\boldsymbol{\xi}|^{2}+\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{2}\right)\right)
$$

When $N=2$ we find, denoting $h_{1}=\ell_{0}-\ell_{1}=1-\ell_{1}$ and $h_{2}=\ell_{1}-\ell_{2}=\ell_{1}$,

$$
\begin{aligned}
\omega^{\left(\ell_{0}, \ell_{1}, \ell_{2}\right)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{36+\left(3 h_{1}^{2}+3 h_{2}^{2}+9 h_{1} h_{2}\right) \mu|\boldsymbol{\xi}|^{2}+h_{1}^{2} h_{2}^{2} \mu^{2}|\boldsymbol{\xi}|^{4}}{36+\left(12 h_{1}^{2}+12 h_{2}^{2}+36 h_{1} h_{2}\right) \mu|\boldsymbol{\xi}|^{2}+\left(4 h_{1}^{2} h_{2}^{2}+3 h_{1} h_{2}^{3}\right) \mu^{2}|\boldsymbol{\xi}|^{4}} \\
& =|\boldsymbol{\xi}|^{2}\left(1-\frac{1}{4}\left(h_{1}^{2}+h_{2}^{2}+3 h_{1} h_{2}\right) \mu|\boldsymbol{\xi}|^{2}+\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{4}\right)\right) .
\end{aligned}
$$

The best result at low frequencies is obtained for $h_{1}=h_{2}=\frac{1}{2}$, and hence $\left(\ell_{0}, \ell_{1}, \ell_{2}\right)=\left(1, \frac{1}{2}, 0\right)$, for which

$$
\begin{aligned}
\omega^{\left(1, \frac{1}{2}, 0\right)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{576+60 \mu|\boldsymbol{\xi}|^{2}+\mu^{2}|\boldsymbol{\xi}|^{4}}{576+240 \mu|\boldsymbol{\xi}|^{2}+7 \mu^{2}|\boldsymbol{\xi}|^{4}} \\
& =|\boldsymbol{\xi}|^{2}\left(1-\frac{5}{16} \mu|\boldsymbol{\xi}|^{2}+\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{4}\right)\right)
\end{aligned}
$$

In the following, we always set $\ell_{i}=1-i / N$ for $i \in\{0,1, \ldots, N\}$. For $N \in\{3,4\}$, we find

$$
\begin{aligned}
\omega^{\left(1, \frac{2}{3}, \frac{1}{3}, 0\right)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{314928+37908 \mu|\boldsymbol{\xi}|^{2}+864 \mu^{2}|\boldsymbol{\xi}|^{4}+5 \mu^{3}|\boldsymbol{\xi}|^{4}}{314928+139968 \mu|\boldsymbol{\xi}|^{2}+6156 \mu^{2}|\boldsymbol{\xi}|^{4}+52 \mu^{3}|\boldsymbol{\xi}|^{6}} \\
& =|\boldsymbol{\xi}|^{2}\left(1-\frac{35}{108} \mu|\boldsymbol{\xi}|^{2}+\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{4}\right)\right), \\
\omega^{\left(1, \frac{3}{4}, \frac{2}{4}, \frac{1}{4}, 1\right)}(\boldsymbol{\xi})^{2} & =|\boldsymbol{\xi}|^{2} \frac{84934656+11059200 \mu|\boldsymbol{\xi}|^{2}+304128 \mu^{2}|\boldsymbol{\xi}|^{4}+2640 \mu^{3}|\boldsymbol{\xi}|^{6}+7 \mu^{4}|\boldsymbol{\xi}|^{8}}{84934656+38928384 \mu|\boldsymbol{\xi}|^{2}+2045952 \mu^{2}|\boldsymbol{\xi}|^{4}+27264 \mu^{3}|\boldsymbol{\xi}|^{6}+97 \mu^{4}|\boldsymbol{\xi}|^{8}} \\
& =|\boldsymbol{\xi}|^{2}\left(1-\frac{21}{64} \mu|\boldsymbol{\xi}|^{2}+\mathcal{O}\left(\mu^{2}|\boldsymbol{\xi}|^{4}\right)\right) .
\end{aligned}
$$

Hence we observe that the behavior of the dispersion relations is-unsurprisingly-very similar to the one of the "multilayer" Green-Naghdi model (in fact the polynomial at the denominator of the rational fraction is exactly the same); see Section 12.2. In particular, augmenting $N$ does not improve the small wavenumber behavior of the model by an order of magnitude with respect to the Saint-Venant system, but improves the prefactors in the Taylor expansion:

$$
\left(\frac{1}{3}-\frac{1}{4}\right)=4\left(\frac{1}{3}-\frac{5}{16}\right)=9\left(\frac{1}{3}-\frac{35}{108}\right)=16\left(\frac{1}{3}-\frac{21}{64}\right)
$$

(the striking progression holds only approximately for the next order coefficient in the Taylor series). This motivates the following conjecture.
Conjecture 13.11. Setting $\ell_{i}=1-i / N$ for $i \in\{0, \ldots, N\}$, one has for any $\boldsymbol{\xi} \in \mathbb{R}^{d}$,

$$
0 \leq \frac{\omega^{\left(\ell_{0}, \ell_{1}, \ldots, \ell_{N}\right)}(\boldsymbol{\xi})^{2}-\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}} \times N^{2}=\mathcal{O}\left(\mu|\boldsymbol{\xi}|^{2}\right)
$$

uniformly with respect to $N \in \mathbb{N}^{\star}$.
This property appears to be the weakest of the high order models studied in Section 12.2 and Section 13.5. Again, this does not mean that the variational "multilayer" model cannot be relevant in the nonlinear framework, in particular in the presence of small wavelengths.

### 13.6 Rigorous justification

In this section we report on the rigorous justification of the Isobe-Kakinuma systems, eq. (13.7) as an asymptotic model for the water waves system, eq. (2.7), obtained in a series of work of Iguchi and collaborators, [328, 221, 334], culminating with [222]. Here we will restrict ourselves to the following vertical distribution:

$$
\forall i \in\{0,1, \ldots, N\}, \quad \Psi_{i}(\boldsymbol{x}, z)=(z+1-\beta b(\boldsymbol{x}))^{p_{i}}
$$

where

$$
\begin{cases}\forall i \in\{1, \ldots, N\}, p_{i}=2 i & \text { in the flat bottom case, } \beta b \equiv 0  \tag{13.22}\\ \forall i \in\{1, \ldots, N\}, p_{i}=i & \text { for variable bottom topographies }\end{cases}
$$

As a matter of fact the above restriction is not essential to the well-posedness result stated below, but to the following consistency result. As always, we consider the shallow water regime (Definition III.2) that is parameters in the set

$$
\mathfrak{p}_{\mathrm{SW}}=\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

Before stating the results, it is convenient to recall the notations of Section 13.2. Defining

$$
\boldsymbol{l}(h) \stackrel{\text { def }}{=}\left(h^{p_{0}}, h^{p_{1}}, \ldots, h^{p_{N}}\right)^{\top}
$$

and, as in eq. (13.12),

$$
\begin{align*}
& \mathcal{L}_{i j}^{\mu}[h, \beta \nabla b] \varphi \stackrel{\text { def }}{=}-\nabla \cdot\left(\frac{h^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \nabla \varphi-\frac{p_{j}}{p_{i}+p_{j}} h^{p_{i}+p_{j}} \varphi(\beta \nabla b)\right) \\
& \quad-\frac{p_{i}}{p_{i}+p_{j}} h^{p_{i}+p_{j}}(\nabla \varphi) \cdot(\beta \nabla b)+\frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h^{p_{i}+p_{j}-1}\left(\mu^{-1}+|\beta \nabla b|^{2}\right) \varphi \tag{13.23}
\end{align*}
$$

we can rewrite the Isobe-Kakinuma model eq. (13.7) compactly as

$$
\left\{\begin{array}{l}
-\boldsymbol{l}(h) \partial_{t} \zeta+\mathcal{L}^{\mu}[h, \beta \nabla b] \boldsymbol{\phi}=\mathbf{0}  \tag{13.24}\\
\boldsymbol{l}(h) \bullet \partial_{t} \boldsymbol{\phi}+\zeta+\frac{\varepsilon}{2}\left(|\boldsymbol{u}|^{2}+\mu^{-1} w^{2}\right)=0
\end{array}\right.
$$

where we denote $h \stackrel{\text { def }}{=} 1+\varepsilon \zeta-\beta b, \phi \stackrel{\text { def }}{=}\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right)^{\top}, \mathcal{L}^{\mu}=\left(\mathcal{L}_{i j}^{\mu}\right)_{i, j \in\{0,1, \ldots, N\}}$ and

$$
\begin{equation*}
\boldsymbol{u} \stackrel{\text { def }}{=} \boldsymbol{l}(h) \bullet \nabla \boldsymbol{\phi}-\left(\boldsymbol{l}^{\prime}(h) \bullet \boldsymbol{\phi}\right)(\beta \nabla b), \quad w=\boldsymbol{l}^{\prime}(h) \bullet \boldsymbol{\phi}, \tag{13.25}
\end{equation*}
$$

where we use $\bullet$ to denote the $(N+1)$-dimensional inner product. Notice

$$
(\boldsymbol{u}, w)=\left.\left(\nabla_{\boldsymbol{x}} \Phi^{\mathrm{app}}, \partial_{z} \Phi^{\mathrm{app}}\right)\right|_{z=\varepsilon \zeta}, \quad \Phi^{\mathrm{app}} \stackrel{\text { def }}{=} \sum_{i=0}^{N}(z+1-\beta b)^{p_{i}} \phi_{i} .
$$

Recall that any solution to eq. (13.24) must satisfy

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, \quad \sum_{j=0}^{N} \mathcal{L}_{i j}^{\mu} \phi_{j}=h^{p_{i}} \sum_{j=0}^{N} \mathcal{L}_{0 j}^{\mu} \phi_{j} . \tag{13.26}
\end{equation*}
$$

In the following, we denote

$$
\begin{aligned}
& X_{\mu}^{s} \stackrel{\text { def }}{=}\left\{\phi=\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right) \in \stackrel{\circ}{H}^{s+1}\left(\mathbb{R}^{d}\right) \times H^{s+1}\left(\mathbb{R}^{d}\right)^{N},\right. \\
& \left.\qquad|\phi|_{X_{\mu}^{s}}^{2} \stackrel{\text { def }}{=} \sum_{i=0}^{N}\left|\nabla \phi_{i}\right|_{H^{s}}^{2}+\sum_{j=1}^{N} \mu^{-1}\left|\phi_{j}\right|_{H^{s}}^{2}<\infty\right\} .
\end{aligned}
$$

Theorem 13.12 (Consistency). Let $d \in \mathbb{N}^{\star}, N \in \mathbb{N}, h_{\star}>0, \mu^{\star}>0$ and $M^{\star} \geq 0$. Let $s \in \mathbb{N}$ be such that $s \geq 4 N+2$ and $s>d / 2+2 N+2$ in the flat bottom case, $\beta b \equiv 0 ; s \geq \max (\{3,4\lfloor N / 2\rfloor+2\})$ and $s>d / 2+2\lfloor N / 2\rfloor+2$ otherwise. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$, any $T>0$ and any $(\zeta, \phi) \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right)$ solution to eq. (13.24) and satisfying

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h(t, \boldsymbol{x}) \stackrel{\text { def }}{=} 1+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 \tag{13.27}
\end{equation*}
$$

uniformly for $t \in(0, T)$ and

$$
M \stackrel{\text { def }}{=} \underset{t \in(0, T)}{\operatorname{ess} \sup }\left(|\varepsilon \zeta(t, \cdot)|_{H^{s}}\right)+|\beta b|_{W^{s+1, \infty}} \leq M^{\star}
$$

then, denoting $\psi \stackrel{\text { def }}{=} \boldsymbol{l}(h) \bullet \boldsymbol{\phi}$, one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta-\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=r_{1} \\
\partial_{t} \psi+\zeta+\frac{\varepsilon}{2}|\nabla \psi|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi+\varepsilon \nabla \zeta \cdot \nabla \psi\right)^{2}}{2\left(1+\mu \varepsilon^{2}|\nabla \zeta|^{2}\right)}=r_{2}
\end{array}\right.
$$

where, for almost every $t \in(0, T)$,

$$
\begin{aligned}
& \left|r_{1}(t, \cdot)\right|_{H^{s-2 \tilde{N}-4}} \leq C \mu^{1+\tilde{N}}|\phi(t, \cdot)|_{X_{\mu}^{s}} \\
& \left|r_{2}(t, \cdot)\right|_{H^{s-2 \tilde{N}-4}} \leq C \mu^{1+\tilde{N}} \varepsilon|\phi(t, \cdot)|_{X_{\mu}^{s}}^{2}
\end{aligned}
$$

with $\tilde{N}=2 N$ in the flat bottom case, and $\tilde{N}=2\lfloor N / 2\rfloor$ otherwise.
Remark 13.13. The statement of the consistency result-following [222, Theorem 2.2]-is in the opposite direction with respect to other consistency statements in this document, where solutions to the water waves system are shown to satisfy the model up to a small remainder terms. We favored the latter as long as stability results for the models were easier to prove and stronger than the corresponding stability result for the water waves system (see [263, Theorem 4.18]). This is no longer the case for the Isobe-Kakinuma model due to the special structure of the system, and specifically the fact that the hypersurface $t=0$ in the space-time $\mathbb{R}^{d} \times \mathbb{R}$ is characteristic.

Remark 13.14. The precision of order $\mathcal{O}\left(\mu^{1+\tilde{N}}\right)$ with $\tilde{N}=2 N$ in the flat bottom case is striking when we compare with the expected precision of the Boussinesq-Rayleigh expansion, eq. (11.1), with the same number of terms, that is $\mathcal{O}\left(\mu^{1+N}\right)$, and manifests the power of variational methods. As a side note, the approximate formula for the velocity potential

$$
\Phi^{\mathrm{app}} \stackrel{\text { def }}{=} \sum_{i=0}^{N} \Psi_{i}(\boldsymbol{x}, z) \phi_{i}(\boldsymbol{x})=\sum_{i=0}^{N}(z+1-\beta b(\boldsymbol{x}))^{p_{i}} \phi_{i}(\boldsymbol{x})
$$

is not precise at order $\mathcal{O}\left(\mu^{1+\tilde{N}}\right)$ in the bulk of the fluid; but only $\int_{-1+\beta b}^{\varepsilon \zeta} \nabla \Phi^{\text {app }}(\cdot, z) \mathrm{d} z$ is.
Sketch of the proof. While giving the detailed proof is out of the scope of the present document, it is interesting to describe the main ideas. The key element comes from robust estimates on solutions to the system

$$
\left\{\begin{array}{l}
\sum_{j=0}^{N} \mathcal{L}_{i j}^{\mu} \phi_{j}-h^{p_{i}} \sum_{j=0}^{N} \mathcal{L}_{0 j}^{\mu} \phi_{j}=\psi_{i} \quad \forall i \in\{1, \ldots, N\},  \tag{13.28}\\
\sum_{j}=0^{N} h^{p_{j}} \phi_{j}=\psi_{0}
\end{array}\right.
$$

This system mimics the Laplace problem studied in Section 4 (with remainder terms), and the following result should be compared with Proposition 4.5. In [222, §3] it is shown that for any $s>d / 2+1$ and $k \in\{0, \pm 1, \ldots, \pm s-1\}$ under the assumptions

$$
h \geq h_{\star}>0, \quad|\varepsilon \zeta|_{H^{s}}+|\beta b|_{W^{s, \infty}} \leq M_{\star},
$$

for any $\boldsymbol{\psi}=\left(\psi_{0}, \psi_{1}, \ldots, \psi_{N}\right) \in \dot{H}^{k+1} \times\left(\dot{H}^{k-1}\right)^{N}$ there exists a unique $\boldsymbol{\phi}=\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right) \in$ $\stackrel{\circ}{H}^{k+1} \times\left(H^{k+1}\right)^{N}$ solution to the above and that

$$
\left|\nabla \phi_{0}\right|_{H^{k}}+\sum_{j=1}^{N}\left(\left|\nabla \phi_{j}\right|_{H^{k}}+\mu^{-\frac{1}{2}}\left|\phi_{j}\right|_{H^{k}}\right) \leq C\left|\nabla \psi_{0}\right|_{H^{k}}+\sum_{j=1}^{N} \min \left(\left\{\left|\psi_{j}\right|_{H^{k-1}}, \mu^{\frac{1}{2}}\left|\psi_{j}\right|_{H^{k}}\right\}\right)
$$

where $C$ depends only on $s, h_{\star}$ and $M^{\star}$ (in particular it is uniform with respect to $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$ ). This results follows from rewriting the above system (substituting in the first $N$ equations the formula for $\phi_{0}$ induced by the last equation) as a symmetric $N$-by- $N$ system of differential equations, and applying standard tools for elliptic problems, akin to the ones employed in Proposition 4.5. The first step, that is the coercivity of the linear system of differential operators, follows from recognizing the (positive) kinetic energy in eq. (13.10) in $\left(\mathcal{L}^{\mu} \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{L^{2}}$, that is

$$
\begin{equation*}
\left(\mathcal{L}^{\mu} \boldsymbol{\phi}, \boldsymbol{\phi}\right)_{L^{2}}=\int_{\mathbb{R}^{d}} \int_{-1+\beta b}^{\varepsilon \zeta} \frac{1}{2 \mu}\left(\partial_{z} \Phi_{\mathrm{IK}}^{\mathrm{app}}\right)^{2}+\frac{1}{2}\left|\nabla_{\boldsymbol{x}} \Phi_{\mathrm{IK}}^{\mathrm{app}}\right|^{2} \mathrm{~d} z \mathrm{~d} \boldsymbol{x}, \quad \Phi^{\mathrm{app}} \stackrel{\text { def }}{=} \sum_{i=0}^{N}(z+1-\beta b)^{p_{i}} \phi_{i} . \tag{13.29}
\end{equation*}
$$

Here the non-cavitation assumption $h \geq h_{\star}>0$ and the linear independence of the function $z \mapsto(z+1-\beta b(x))^{p_{i}}$ play a crucial role. This quickly yields the case $k=0$. Then product and commutator estimates in Appendix II allow to deduce by induction the cases $k=1, \ldots, s-1$. Finally the cases $k=-1, \ldots,-s+1$ follow by duality.

As a second step, using the above estimates and separating first-order $\mathcal{O}\left(\mu^{-1}\right)$ terms to up-tosecond order $\mathcal{O}(1)$ terms in $\left(\mathcal{L}_{i .}^{\mu}-h^{p_{i}} \mathcal{L}_{0 .}^{\mu}\right)_{i \in\{1, \ldots, N\}}$, and observing that the linear system induced by the former is non-singular, one deduces that when $\psi_{1}=\cdots=\psi_{N}=0$ above, then provided $k+2 j-1 \leq s-1$

$$
\begin{cases}\left|\phi_{j}\right|_{H^{k}} \leq C\left(M_{\star}\right) \mu^{j}\left|\nabla \psi_{0}\right|_{H^{k+2 j-1}} & \text { in the flat bottom case, }  \tag{13.30}\\ \left|\phi_{2 j-1}\right|_{H^{k}} \leq C\left(M_{\star}\right) \mu^{j}\left|\nabla \psi_{0}\right|_{H^{k+2 j-1}} & \text { otherwise. }\end{cases}
$$

As one can see, here, the precise choice of the vertical distribution is essential.

Then we deduce the result from the previously proved bounds. One introduces as an intermediary approximate solution

$$
\widetilde{\Phi}^{\text {app }} \stackrel{\text { def }}{=} \sum_{i=0}^{2 N+2} \Psi_{i}(\boldsymbol{x}, z) \widetilde{\phi}_{i}(\boldsymbol{x})=\sum_{i=0}^{2 N+2}(z+1-\beta b(\boldsymbol{x}))^{p_{i}} \widetilde{\phi}_{i}(\boldsymbol{x}),
$$

where $\widetilde{\phi}_{i}$ is obtained by solving the augmented $(2 N+3)$-by- $(2 N+3)$ problem, eq. (13.26) and $\boldsymbol{l}(h) \bullet \widetilde{\boldsymbol{\phi}}=\psi$. Using the above estimates, one easily checks that the augmented approximate solution satisfies the Laplace problem, eq. (4.2), with $\mathcal{O}\left(\mu^{1+\tilde{N}}\right)$ remainder terms. By Proposition 4.5 we have directly the desired control of the difference between $\Phi$, the exact solution, and $\widetilde{\Phi}^{\text {app }}$, and more importantly by Green's formula (see Lemma 4.6)

$$
\frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi-\sum_{j=0}^{2 N+2} \mathcal{L}_{i j}^{\mu} \widetilde{\phi}_{j}=\mathcal{O}\left(\mu^{2 \tilde{N}+1}\right) .
$$

Now there remains to observing the key cancellation when considering $\sum_{j=0}^{2 N+2} \mathcal{L}_{0 j}^{\mu} \widetilde{\phi}_{j}-\sum_{j=0}^{2 N} \mathcal{L}_{0 j}^{\mu} \phi_{j}$ where $\phi_{j}$ are the solutions to the $(N+1)$-by- $(N+1)$ problem, eq. (13.26) and $\boldsymbol{l}(h) \bullet \boldsymbol{\phi}=\psi$. To this aim we use duality reasoning, set $\varphi$ a smooth test function, denote $\left(\varphi_{0}, \varphi_{1}, \ldots, \varphi_{2 N+2}\right)^{\top}$ the solution to the augmented $(2 N+3)$-by- $(2 N+3)$ problem, eq. (13.26) and $\sum_{i=0}^{2 N+2} h^{p_{i}} \varphi_{i}=\varphi$. We have, using all the identities and that $\left(\mathcal{L}_{i j}^{\mu}\right)^{\star}=\mathcal{L}_{j i}^{\mu}$ for the $L^{2}\left(\mathbb{R}^{d}\right)$ inner-product,

$$
\begin{aligned}
& \left(\sum_{j=0}^{2 N+2} \mathcal{L}_{0 j}^{\mu} \widetilde{\phi}_{j}, \varphi\right)_{L^{2}}=\left(\sum_{j=0}^{2 N+2} \mathcal{L}_{0 j}^{\mu} \widetilde{\phi}_{j}, \sum_{i=0}^{2 N+2} h^{p_{i}} \varphi_{i}\right)_{L^{2}}=\sum_{i=0}^{2 N+2} \sum_{j=0}^{2 N+2}\left(\mathcal{L}_{i j}^{\mu} \widetilde{\phi}_{j}, \varphi_{i}\right)_{L^{2}} \\
& =\sum_{i=0}^{2 N+2} \sum_{j=0}^{2 N+2}\left(\widetilde{\phi}_{j}, \mathcal{L}_{j i}^{\mu} \varphi_{i}\right)_{L^{2}}=\sum_{i=0}^{2 N+2} \sum_{j=0}^{2 N+2}\left(\widetilde{\phi}_{j}, h^{p_{j}} \mathcal{L}_{0 i}^{\mu} \varphi_{i}\right)_{L^{2}}=\left(\psi, \sum_{i=0}^{2 N+2} \mathcal{L}_{0 i}^{\mu} \varphi_{i}\right)_{L^{2}} \\
& =\left(\sum_{j=0}^{N} h^{p_{j}} \phi_{j}, \sum_{i=0}^{2 N+2} \mathcal{L}_{0 i}^{\mu} \varphi_{i}\right)_{L^{2}}=\sum_{j=0}^{N}\left(\phi_{j}, \sum_{i=0}^{2 N+2} \mathcal{L}_{j i}^{\mu} \varphi_{i}\right)_{L^{2}} \\
& =\sum_{j=0}^{N} \sum_{i=0}^{N}\left(\mathcal{L}_{i j}^{\mu} \phi_{j}, \varphi_{i}\right)_{L^{2}}+\sum_{j=0}^{N} \sum_{i=N+1}^{2 N+2}\left(\mathcal{L}_{i j}^{\mu} \phi_{j}, \varphi_{i}\right)_{L^{2}} \\
& =\left(\sum_{j=0}^{N} \mathcal{L}_{0 j}^{\mu} \phi_{j}, \varphi\right)_{L^{2}}-\left(\sum_{j=0}^{N} \mathcal{L}_{0 j}^{\mu} \phi_{j}, \sum_{i=N+1}^{2 N+2} h^{p_{i}} \varphi_{i}\right)_{L^{2}}+\sum_{j=0}^{N} \sum_{i=N+1}^{2 N+2}\left(\mathcal{L}_{i j}^{\mu} \phi_{j}, \varphi_{i}\right)_{L^{2}} \\
& =\left(\sum_{j=0}^{N} \mathcal{L}_{0 j}^{\mu} \phi_{j}, \varphi\right)_{L^{2}}+\sum_{j=0}^{N} \sum_{i=N+1}^{2 N+2}\left(\left(\mathcal{L}_{i j}^{\mu}-h^{p_{i}} \mathcal{L}_{0 j}^{\mu}\right)\left(\phi_{j}-\widetilde{\phi}_{j}\right), \varphi_{i}\right)_{L^{2}} \\
& +\sum_{j=N+1}^{2 N+2} \sum_{i=N+1}^{2 N+2}\left(\left(\mathcal{L}_{i j}^{\mu}-h^{p_{i}} \mathcal{L}_{0 j}^{\mu}\right) \widetilde{\phi}_{j}, \varphi_{i}\right)_{L^{2}}
\end{aligned}
$$

The last two terms are of size $\mathcal{O}\left(\mu^{1+\tilde{N}}\right)$ because, $\varphi_{i}=\mathcal{O}\left(\mu^{1+\tilde{N} / 2}\right)$ for $i \in\{N+1, \ldots, 2 N+2\}$ and $\phi_{j}-\widetilde{\phi}_{j}=\mathcal{O}\left(\mu^{1+\tilde{N} / 2}\right)$ for $j \in\{0, \ldots, N\}$ and $\widetilde{\phi}_{j}=\mathcal{O}\left(\mu^{1+\tilde{N} / 2}\right)$ for $j \in\{N+1, \ldots, 2 N+2\}$, by the previously obtained estimates. It is informative to revisit the above calculations in the light of the Galerkin interpretation described in Section 13.3, starting with

$$
\left(\sum_{j=0}^{2 N+2} \mathcal{L}_{0 j}^{\mu} \widetilde{\phi}_{j}, \varphi\right)_{L^{2}}=\iint_{\Omega} \nabla_{\boldsymbol{x}, z}^{\mu} \widetilde{\Phi}^{\mathrm{app}} \cdot \nabla_{\boldsymbol{x}, z}^{\mu} \Psi^{\mathrm{app}} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z=\left(\widetilde{\phi}_{j}, \sum_{i=0}^{2 N+2} \mathcal{L}_{0 i}^{\mu} \varphi_{i}\right)_{L^{2}}
$$

where $\Psi^{\text {app }} \stackrel{\text { def }}{=} \sum_{i=0}^{2 N+2} \Psi_{i}(\boldsymbol{x}, z) \widetilde{\varphi}_{i}(\boldsymbol{x})$. In any case, we deduce the bound on $r_{0}$ the first component of $\boldsymbol{r}$ as desired. The bounds on the other ones follow immediately since $\boldsymbol{r}=r_{0} \boldsymbol{l}$. The bound on the last one is obtained in the same way, using $\boldsymbol{l}(h) \bullet \partial_{t} \boldsymbol{\phi}=\partial_{t} \psi-\varepsilon\left(\partial_{t} \zeta\right) \boldsymbol{l}^{\prime}(h) \bullet \phi$ and replacing $\partial_{t} \zeta$ with the formula from the first equations (that is, using the relation with the formulation eq. (13.17)), and a little algebra.

Theorem 13.15 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, N \in \mathbb{N}, s \in \mathbb{N}, s>1+d / 2, h_{\star}>0, a_{\star}>0$, $\mu^{\star}>0$, and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0}, \phi_{0}\right) \in H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}$ satisfying the relation eq. (13.26),

$$
h_{0} \stackrel{\text { def }}{=} 1+\varepsilon \zeta_{0}-\beta b \geq h_{\star}>0,\left.\quad \mathfrak{a}_{\mathrm{IK}}\right|_{t=0} \geq a_{\star}>0
$$

where $\mathfrak{a}_{\mathrm{IK}}$ is defined in Remark 13.16 and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{s}}+|\varepsilon \phi|_{X_{\mu}^{s}}+|\beta b|_{W^{s+1, \infty}} \leq M^{\star}
$$

there exists a unique $(\zeta, \phi) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s}\right)$ solution to the Isobe-Kakinuma system, eq. (13.24), with initial data $\left.(\zeta, \phi)\right|_{t=0}=\left(\zeta_{0}, \phi_{0}\right)$; and we have for any $t \in\left[0, T / M_{0}\right]$

$$
|\zeta(t, \cdot)|_{H^{s}}+|\phi(t, \cdot)|_{X_{\mu}^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\phi_{0}\right|_{X_{\mu}^{s}}\right)
$$

and $\inf _{\mathbb{R}^{d}}(1+\varepsilon \zeta(t, \cdot)-\beta b) \geq h_{\star} / 2, \inf _{\mathbb{R}^{d}} \mathfrak{a}_{\mathrm{IK}}(t, \cdot) \geq a_{\star} / 2$.
Remark 13.16. The scalar function $\mathfrak{a}_{\mathrm{IK}}$ plays the role of the Rayleigh-Taylor sign condition for the the water wave problem; see Theorem 2.9. It is defined as follows:

$$
\mathfrak{a}_{\mathrm{IK}} \stackrel{\text { def }}{=} 1+\varepsilon \boldsymbol{\boldsymbol { l } ^ { \prime }}(h) \bullet \partial_{t} \boldsymbol{\phi}+\varepsilon^{2} \boldsymbol{u} \cdot\left(\boldsymbol{l}^{\prime}(h) \bullet \nabla \boldsymbol{\phi}-\left(\boldsymbol{l}^{\prime \prime}(h) \bullet \boldsymbol{\phi}\right)(\beta \nabla b)\right)+\varepsilon^{2} \mu^{-1} w\left(\boldsymbol{l}^{\prime \prime}(h) \bullet \boldsymbol{\phi}\right),
$$

where $(\boldsymbol{u}, w)$ are defined by eq. (13.25). Its initial value, depending on $\left(\zeta_{0}, \phi_{0}, b\right)$, is uniquely determined by differentiating with respect to time the relation eq. (13.26), substituting therein the value of $\left.\left(\partial_{t} \zeta\right)\right|_{t=0}$ given by the first equation in eq. (13.24), and solving the resulting system of differential equations supplemented with the last equation in eq. (13.24) -which is of the form (13.28) -to determine uniquely $\left.\left(\partial_{t} \phi\right)\right|_{t=0}$. Notice (and compare with Remark 2.10) the identity

$$
\mathfrak{a}_{\mathrm{IK}}=-\left.\partial_{z} P^{\mathrm{app}}\right|_{z=\varepsilon \zeta}, \quad \partial_{z} P^{\mathrm{app}} \stackrel{\text { def }}{=}-1-\varepsilon \partial_{z}\left(\partial_{t} \Phi^{\mathrm{app}}+\frac{\varepsilon}{2}\left|\nabla_{\boldsymbol{x}, z} \Phi^{\mathrm{app}}\right|^{2}\right)
$$

We immediately deduce from the above and the solvability of the problem (13.28), another version of the theorem which is more suitable to the comparison with Theorem 2.9.

Corollary 13.17 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}, s>1+d / 2, h_{\star}>0, a_{\star}>0$, $\mu^{\star}>0$, and $M^{\star} \geq 0$. There exist $T>0$ and $C>0$ such that the for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{s+2, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0}, \psi_{0}\right) \in H^{s+1}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{s}^{s+1}\left(\mathbb{R}^{d}\right)$ such that

$$
\inf _{\boldsymbol{x} \in \mathbb{R}^{d}}\left(1+\varepsilon \zeta_{0}-\beta b\right) \geq h_{\star}>0,\left.\quad \inf _{x \in \mathbb{R}^{d}} \mathfrak{a}_{\mathrm{IK}}\right|_{t=0} \geq a_{\star}>0
$$

where $\mathfrak{a}_{\mathrm{IK}}$ is defined in Remark 13.16 with $\boldsymbol{\phi}_{0}$ the unique solution to eq. (13.26) and $\boldsymbol{l}\left(h_{0}\right) \bullet \boldsymbol{\phi}_{0}=\psi_{0}$,

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{s+1}}+\left|\nabla \psi_{0}\right|_{H^{s}}+|\beta b|_{W^{s+1, \infty}} \leq M^{\star}
$$

there exists a unique $(\zeta, \psi) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{s}\left(\mathbb{R}^{d}\right)\right)$ solution to the Isobe-Kakinuma system under formulation eq. (13.17), with initial data $\left.(\zeta, \psi)\right|_{t=0}=\left(\zeta_{0}, \psi_{0}\right)$; and we have for any
$t \in\left[0, T / M_{0}\right]^{70}$

$$
|\zeta(t, \cdot)|_{H^{s}}+|\nabla \psi(t, \cdot)|_{H^{s-1}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s+1}}+\left|\nabla \psi_{0}\right|_{H^{s}}\right) .
$$

and $\inf _{\mathbb{R}^{d}}(1+\varepsilon \zeta(t, \cdot)-\beta b) \geq h_{\star} / 2, \inf _{\mathbb{R}^{d}} \mathfrak{a}_{\mathrm{IK}}(t, \cdot) \geq a_{\star} / 2$.
Sketch of the proof. Let us quickly discuss the key elements of the proof of Theorem 13.15, which can be found in [334] and [222, §4]. It follows the energy method, as presented in Section 8.6, with a few tweaks given the structure of the equations. First we extract the quasilinear structure to the Isobe-Kakinuma system by differentiating several times the equations and neglecting order-zero terms (for our functional setting). By direct calculations and product and commutator estimates in Appendix II, we find that for $\boldsymbol{k} \in \mathbb{N}^{d}$ a multi index with $|\boldsymbol{k}| \leq s$, applying $\partial^{\boldsymbol{k}}$ to eq. (13.24) yields the system of equations

$$
\left(\begin{array}{cc}
0 & \boldsymbol{l}(h)^{\top} \\
-\boldsymbol{l}(h) & \mathrm{O}_{N+1}
\end{array}\right)\binom{\left(\partial_{t}+\varepsilon \boldsymbol{u} \cdot \nabla\right) \partial^{\boldsymbol{k}} \zeta}{\left(\partial_{t}+\varepsilon \boldsymbol{u} \cdot \nabla\right) \partial^{\boldsymbol{k}} \boldsymbol{\phi}}+\left(\begin{array}{cc}
\mathfrak{a}_{\mathrm{IK}} & \mathbf{0}^{\top} \\
\mathbf{0} & \mathcal{L}^{\mu}[h, \beta \nabla b]
\end{array}\right)\binom{\partial^{\boldsymbol{k}} \zeta}{\partial^{\boldsymbol{k}} \boldsymbol{\phi}}=\binom{r_{\boldsymbol{k}}}{\boldsymbol{r}_{\boldsymbol{k}}}
$$

where $\mathfrak{a}_{\text {IK }}$ is defined as in Remark 13.16, and the remainder term $\left(r_{\boldsymbol{k}}, \boldsymbol{r}_{\boldsymbol{k}}\right)$ is uniformly bounded in an appropriate space, and plays no role for the local-in-time existence and control of solutions. Then the key idea consists in using the special symmetric structure of the equations and test the above identity against

$$
\left(\partial_{t}+\varepsilon \boldsymbol{u} \cdot \nabla\right)\binom{\partial_{t} \partial^{\boldsymbol{k}} \zeta}{\partial_{t} \partial^{\boldsymbol{k}} \phi}
$$

Then the contribution from the first term of the identity vanishes identically and from the second term arises (up to commutator terms) $\mathcal{E}_{\boldsymbol{k}}^{\prime}(t)$ where $\mathcal{E}_{\boldsymbol{k}}$ is the suitable energy functional

$$
\mathcal{E}_{\boldsymbol{k}}(t) \stackrel{\text { def }}{=}\left(\mathfrak{a}_{\mathrm{IK}} \partial^{\boldsymbol{k}} \zeta(t, \cdot), \partial^{\boldsymbol{k}} \zeta(t, \cdot)\right)_{L^{2}}+\left(\mathcal{L}^{\mu}[h, \beta \nabla b] \partial^{\boldsymbol{k}} \boldsymbol{\phi}(t, \cdot), \partial^{\boldsymbol{k}} \boldsymbol{\phi}(t, \cdot)\right)_{L^{2}} .
$$

One of the difficulties stemming from the structure of the equations when compared with the situation of standard quasilinear systems discussed in Theorem 8.3 (where the hypersurface $t=0$ in the space-time $\mathbb{R}^{d} \times \mathbb{R}$ is not characteristic, that is the matrix operator in front of time derivatives is invertible), is that one cannot deduce a control of time derivatives of the unknowns-which appear in the commutator and remainder terms - straightforwardly from the equations. Yet by combining the last equation in the Isobe-Kakinuma system, eq. (13.24), and the system obtained by timedifferentiating the system of constraints, eq. (13.26), and substituting therein the value of $\partial_{t} \zeta$ given by the first equation in eq. (13.7), we obtain an elliptic system of differential equations for $\partial_{t} \phi$ with the same structure as eq. (13.28), and from which we can infer the desired control of $\partial_{t} \phi$, from the pointwise-in-time control of $(\zeta, \phi)$. As a matter of fact, this process must be realized twice as the control of $\partial_{t} a$ demands the control of $\partial_{t}^{2} \phi$.

Another key ingredient consists in proving that there exists $0<c \leq C<\infty$ such that

$$
c\left(|\zeta|_{H^{s}}^{2}+|\phi|_{X_{\mu}^{s}}^{2}\right) \leq \sum_{|\boldsymbol{k}|=0}^{s} \mathcal{E}_{\boldsymbol{k}}(t) \leq C\left(|\zeta|_{H^{s}}^{2}+|\boldsymbol{\phi}|_{X_{\mu}^{s}}^{2}\right) .
$$

The upper bound is easily found provided $\mathfrak{a}_{\mathrm{IK}}, \varepsilon \zeta, \beta b$ are sufficiently regular, and the lower bound follows follows from eq. (13.29) - using the non-cavitation assumption $h \geq h_{\star}>0$ and the linear

[^56]independence of the function $z \mapsto(z+1-\beta b(\boldsymbol{x}))^{p_{i}}$-and, obviously, the hyperbolicity condition that $\mathfrak{a}_{\text {IK }}$ is bounded from below by a positive constant.

Eventually, we obtain as usual a differential equation for the functionals $\mathcal{E}_{\boldsymbol{k}}$ (with $|\boldsymbol{k}| \in\{0, \ldots, s\}$ ) from which-using Gronwall's estimate and the above equivalence - the desired a priori control of $(\zeta, \phi)_{H^{s} \times X_{\mu}^{s}}$ follows. The completion of the proof uses a parabolic regularization of the equations and a limiting procedure, as in Section 8.6.4.

As consequence to Theorem 13.12, Corollary 13.17, the equivalence between the two formulations of the Isobe-Kakinuma model, eq. (13.7) (or eq. (13.24)) and eq. (13.17) and the stability result for the water waves system given in [263, Theorem 4.18], we have the following result.

Theorem 13.18 (Convergence). Let $d \in \mathbb{N}^{\star}, N \in \mathbb{N}, \mu^{\star}>0, s \in \mathbb{N}, h_{\star}>0, a_{\star}>0$ and $M^{\star} \geq 0$. There exist $m \in \mathbb{N}, T>0$ and $C>0$ such that for any $(\mu, \varepsilon, \beta) \in \mathfrak{p}_{\mathrm{SW}}$, any $b \in W^{s+m, \infty}\left(\mathbb{R}^{d}\right)$, any $T^{\star}>0$ and any $\left(\zeta_{0}, \psi_{0}\right) \in H^{s+m} \times \check{H}^{s+m}\left(\mathbb{R}^{d}\right)$ such that

$$
\inf _{x \in \mathbb{R}^{d}}\left(1+\varepsilon \zeta_{0}-\beta b\right) \geq h_{\star}>0,\left.\quad \inf _{x \in \mathbb{R}^{d}} \mathfrak{a}_{I K}\right|_{t=0} \geq a_{\star}>0,\left.\quad \inf _{x \in \mathbb{R}^{d}} \mathfrak{a}\right|_{t=0} \geq a_{\star}>0
$$

where $\mathfrak{a}_{\text {IK }}$ is defined in Remark 13.16 and $\mathfrak{a}$ is defined in Remark 2.10, and

$$
M \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{s+m}}+\left|\varepsilon \nabla \psi_{0}\right|_{H^{s+m-1}}+|\beta b|_{W^{s+m, \infty}} \leq M^{\star}
$$

there exists a unique $\left(\zeta_{\mathrm{ww}}, \psi_{\mathrm{ww}}\right)$ classical solution to the water waves system, eq. (2.7), with initial data $\left.\left(\zeta_{\mathrm{ww}}, \psi_{\mathrm{ww}}\right)\right|_{t=0}=\left(\zeta_{0}, \psi_{0}\right)$; and a unique $\left(\zeta_{\mathrm{IK}}, \psi_{\mathrm{IK}}\right)$ classical solution to the Isobe-Kakinuma model, eq. (13.17), with initial data $\left.\left(\zeta_{\mathrm{IK}}, \psi_{\mathrm{IK}}\right)\right|_{t=0}=\left(\zeta_{0}, \psi_{0}\right)$; both defined on the time interval $[0, T / M]$ and one has for any $t \in[0, T / M]$,

$$
\left|\left(\zeta_{\mathrm{ww}}-\zeta_{\mathrm{IK}}\right)(t, \cdot)\right|_{H^{s}}+\left|\left(\nabla \psi_{\mathrm{ww}}-\nabla \psi_{\mathrm{IK}}\right)(t, \cdot)\right|_{H^{s}} \leq C \mu^{1+\tilde{N}} t\left(\left|\zeta_{0}\right|_{H^{s+m}}+\left|\nabla \psi_{0}\right|_{H^{s+m-1}}\right),
$$

with $\tilde{N}=2 N$ in the flat bottom case, and $\tilde{N}=2\lfloor N / 2\rfloor$ otherwise.
Remark 13.19. The "loss of derivatives", $m \in \mathbb{N}$ grows with $N$ as $m=4 N+p$ in the flat bottom case, and $m=2 N+p$ otherwise, with some fixed $p \in \mathbb{N}$ a universal constant (if, say, $s>d / 2$ ).

### 13.7 Discussion and open questions

The main open question concerning the study of the Isobe-Kakinuma model, and more generally systems of the form (13.5)-(13.6) based on different vertical distributions, is their ability to reproduce (sufficiently regular) solutions to the water waves system to any prescribed accuracy by taking the rank of the model in the family, $N$, sufficiently large. It is clear that Theorem 13.18 is not satisfactory in that respect since-just as for the high order models in Section 11, see Proposition 11.10 - it exhibits a loss of derivatives, $m$, which grows with $N$. Yet this important loss of derivative can be tracked back to the "second step" in the proof of Theorem 13.12, where smallness of the functions $\phi_{j}$, measured in powers of the shallow water parameter (see eq. (13.30)), is deduced from the specific choice of the vertical distribution. The rest of the arguments appears fairly robust and does not require so much regularity. Hence we can hope that solutions to the Isobe-Kakinuma model - or to other models with the same structure - as provided by Corollary 13.17 do converge towards the corresponding solution to the water waves system as $N$ grows, with precision $\mathcal{O}\left(N^{-\alpha}\right)$ with some $\alpha>0$ (and maybe $\mathcal{O}\left(\mu^{\beta} N^{-\alpha}\right)$ where $\beta>0$ grows with the number of derivatives that we tolerate to lose). This hope is supported by the modal analysis in Section 13.5. As far as I know there is essentially no rigorous result in that direction. Yet one should recall that the convergence of the expansion displayed in eq. (13.3) was proved for a certain choice of the vertical distribution in [348], and report that very satisfactory numerical results were obtained in [42, 411] (and references therein). Of utmost importance concerning this matter is to provide some clues as for the
best choice of the vertical distribution in a given situation (shallow water vs deep water, weak vs strong nonlinearities, properties of the bottom topography, etc.).

Additionally, for fixed given $N \neq 0$, all the questions asked in Section 8.7 are completely open, and interesting as potentially giving valuable information on solutions to the water waves system. It can be noticed that the argument in the "small-amplitude, large-time dynamics" paragraph therein, concerning the order of the approximation to $\frac{1}{\mu} G^{\mu}[0, \beta b]$ given by the model is rather encouraging, and that we can hope that the result in [60] for the Saint-Venant system can be extended to the case $N \neq 0$.

## Non-hydrostatic models for interfacial waves
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## Foreword

We have introduced in Section 3 the equations extending the water waves system to the framework of interfacial waves between two layers of incompressible, homogeneous, inviscid and immiscible fluids with potential flows. The physical motivation for studying such systems is the reported (and ubiquitous) existence of coherent waves traveling at the sharp interface between, say, fresh and warm water above denser salted cold water. One can refer to e.g. [229, 209] for a small peek at the vast literature on the subject. The main features of these waves is that they have tremendously large amplitudes - sometimes of the order of magnitude of the layer itself-, very long wave length, and travel over very long distances. Hence the assumptions of the shallow water regime, and in


Figure E - Models in Chapter E (in green) and some filiations.
particular the fact that we do not impose any smallness assumption on the amplitude of the wave, is perfectly suited to the study of such waves. It is therefore very tempting to introduce asymptotic models for interfacial waves which are analogous to the asymptotic models for the water waves system. This was done in the hydrostatic framework in Section 6 and non-hydrostatic models are the subject of this chapter.

In addition to the physical motivation, there are interesting new features and challenges when studying interfacial waves. First and foremost, as we have seen in Section 3.4, three additional dimensionless parameters come into view, namely

$$
\alpha=\frac{a_{\mathrm{top}}}{a_{\mathrm{int}}} \quad ; \quad \delta=\frac{d_{1}}{d_{2}} \quad ; \quad \gamma=\frac{\rho_{1}}{\rho_{2}}
$$

respectively the amplitude ratio of the free surface and interface, the depth ratio between the two layers, and the density ratio. Hence there are plethora of interesting limits to consider. We will focus here on the framework which is the most similar to the one-layer case ${ }^{71}$ and in particular we will assume that the two layers are of comparable depth, both small with respect to the typical horizontal wavelength of the flow. We have already discussed the relation between the limit of small density contrast, $\gamma \nearrow 1$ and the rigid-lid hypothesis, in Section 3.1.1, and in more details in the hydrostatic framework in Section 6.2. Somewhat inconsistently, we will restrict henceforth to the rigid-lid situation ${ }^{72}$ without assuming the Boussinesq approximation, yet allowing $\gamma$ to approach unity. To summarize, our results will hold for parameters in the following set.

Definition (Shallow water/Shallow water asymptotic regime). Given $\mu^{\star}, \delta_{\star}, \delta^{\star}>0$, we let

$$
\mathfrak{p}_{\frac{\mathrm{SW}}{\mathrm{SW}}}=\left\{(\mu, \varepsilon, \beta, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} .
$$

As discussed in Section 3.3, one of the main striking difference between the water waves system and the corresponding interfacial waves system is the emergence of Kelvin-Helmholtz instabilities

[^57]in the latter. Recall that the provided modal analysis shows that large wavenumber modes are unstable, and that the exponential growth rate takes arbitrarily large values as the wavenumber goes to infinity. This explains why the initial-value problem associated with the nonlinear system is strongly ill-posed outside of the analytic framework as discussed in Section 3.5. This appears to contradict the fact that, as we said, large interfacial waves do exist and appear remarkably stable! An answer to this paradox has been given by Lannes in [262], by introducing interfacial tension effects: it is shown that well-posedness is restored, and more importantly the time of existence of solutions grows as $\mu \searrow 0$, consistently with the fact that the hydrostatic equations for interfacial waves are well-posed, as seen in Section 6. It should be emphasized however that interfacial tension is not physical at the interface between two miscible fluids such as fresh and salted water; here it plays the role of a regularizing operator acting mostly on the high (spatial) frequency component of the flow. The real physical explanation is that mixing occurs, yet on a very thin transition layer: the pycnocline. In the absence - to my knowledge - of a simple expression revealing the effective influence of such mixing in the equations, we shall discard any effect when deriving asymptotic models.

It should be emphasized however that the models studied in this manuscript behave very differently regarding Kelvin-Helmholtz instabilities. Indeed, as the derivation focuses on the low frequency (large wavelength) component of the flow, the high frequency behavior can be very dissimilar between the different models, and hence with respect to the original interfacial waves system. A key revelation of the forthcoming study is the following.

- The Miyata-Choi-Camassa model, which is analogous to the Green-Naghdi system (see Section 8) and studied in Section 14, overestimates Kelvin-Helmholtz instabilities.
- This unfortunate behavior can be corrected through artificial—but harmless for the precision (in the sense of consistency) of the asymptotic model-modifications, which naturally yields fully dispersive systems analogous to the ones presented in Section 10, named Whitham-Choi-Camassa; or regularized system. This is shown in Section 14.5.
- The Kakinuma model, which extends the Isobe-Kakinuma model (see Section 13) to the bilayer framework and is studied in Section 15, inherently tames Kelvin-Helmholtz instabilities.

The latter model can be expected to be useful for understanding the propagation of long interfacial waves, focusing on the large-scale dynamics of the flow, and discarding small-scale effects as irrelevant. Once again, this should not blurry the fact that mixing do occur, and may in some circumstances play an important role on the large-scale dynamics. Models with the aim of tracking these effects-at least at first order-should use the continuously stratified Euler equations as a starting point. Yet as we have seen in Section 7, very little is known for this system in the shallow water regime. An important reference - in my opinion-dealing with long weakly dispersive internal (and not interfacial) waves is [135]. The Perspectives section in that reference supports and complements the present discussion.

## 14 The Miyata-Choi-Camassa system

We introduce the weakly dispersive fully nonlinear shallow water model, known in the literature as the Miyata-Choi-Camassa system, and introduced by Miyata [318, 319], Mal'tseva [291] and Choi and Camassa [96, 98], and which directly echoes the Green-Naghdi model for surface gravity waves introduced and studied in Section 8. To this aim, we start from the full bilayer interfacial waves system with rigid-lid, namely eq. (3.15). Proposition 4.10 yields

$$
\begin{align*}
& \frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=-\frac{1}{\mu} \mathcal{G}^{\mu}\left[-\varepsilon \zeta_{2}, 0\right] \varphi_{1}=\nabla \cdot\left(h_{1}\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{1}, \mathbf{0}\right]\right)^{-1} \nabla \varphi_{1}\right)+\mathcal{O}\left(\mu^{2}\right)  \tag{14.1}\\
& \frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=\frac{\delta}{\mu} \mathcal{G}^{\mu / \delta^{2}}[\varepsilon \delta \zeta, \beta \delta b] \psi=-\nabla \cdot\left(h_{2}\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{2}, \beta \nabla b\right]\right)^{-1} \nabla \psi\right)+\mathcal{O}\left(\mu^{2} / \delta^{5}\right), \tag{14.2}
\end{align*}
$$

where $h_{1}=1-\varepsilon \zeta_{2}, h_{2}=\frac{1}{\delta}+\varepsilon \zeta_{2}-\beta b$ and

$$
\mathcal{T}[h, \beta \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b) \nabla \cdot \boldsymbol{u}\right)+(\beta \nabla b \cdot \boldsymbol{u})(\beta \nabla b)
$$

Plugging these expansions into eq. (3.15) and withdrawing $\mathcal{O}\left(\mu^{2}\right)$ terms yields

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{14.3}\\
\partial_{t} \varphi_{1}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\boldsymbol{u}_{1}\right|^{2}-\mu \varepsilon \mathcal{R}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]=-\gamma^{-1} p_{\mathrm{int}} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\boldsymbol{u}_{2}\right|^{2}-\mu \varepsilon \mathcal{R}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right]=-p_{\mathrm{int}}
\end{array}\right.
$$

where

$$
\begin{aligned}
\mathcal{R}[h, \beta \nabla b, \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{\boldsymbol{u}}{3 h} \cdot \nabla\left(h^{3} \nabla \cdot \boldsymbol{u}\right)+ & \frac{1}{2} h^{2}(\nabla \cdot \boldsymbol{u})^{2} \\
& -\frac{1}{2}\left(\frac{\boldsymbol{u}}{h} \cdot \nabla\left(h^{2}(\beta \nabla b \cdot \boldsymbol{u})\right)+h(\beta \nabla b \cdot \boldsymbol{u}) \nabla \cdot \boldsymbol{u}+(\beta \nabla b \cdot \boldsymbol{u})^{2}\right) .
\end{aligned}
$$

and $\boldsymbol{u}_{\ell}(\ell \in\{1,2\})$ is deduced from $\left(\zeta_{2}, \varphi_{1}, \psi_{2}\right)$ after solving the equation

$$
\begin{aligned}
& h_{1} \nabla \varphi_{1}=h_{1} \boldsymbol{u}_{1}+\mu h_{1} \mathcal{T}\left[h_{1}, \mathbf{0}\right] \boldsymbol{u}_{1} \stackrel{\text { def }}{=} \mathfrak{T}^{\mu}\left[h_{1}, \mathbf{0}\right] \boldsymbol{u}_{1}, \\
& h_{2} \nabla \psi_{2}=h_{2} \boldsymbol{u}_{2}+\mu h_{2} \mathcal{T}\left[h_{2}, \beta \nabla b\right] \boldsymbol{u}_{2} \stackrel{\text { def }}{=} \mathfrak{T}^{\mu}\left[h_{2}, \beta \nabla b\right] \boldsymbol{u}_{2} .
\end{aligned}
$$

As for the Green-Naghdi system, we infer a system written with only differential operators in terms of the unknowns $\zeta_{2}, \boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$, namely

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{14.4}\\
\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{1}, \mathbf{0}\right]\right) \partial_{t} \boldsymbol{u}_{1}+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}+\mu \varepsilon \mathcal{Q}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]=-\gamma^{-1} \nabla p_{\mathrm{int}} \\
\left(\operatorname{Id}+\mu \mathcal{T}\left[h_{2}, \beta \nabla b\right]\right) \partial_{t} \boldsymbol{u}_{2}+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\varepsilon\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}+\mu \varepsilon \mathcal{Q}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right]=-\nabla p_{\mathrm{int}}
\end{array}\right.
$$

where

$$
\begin{aligned}
\mathcal{Q}[h, \beta \nabla b, \boldsymbol{u}] & \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla\left(h^{3}\left((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})-(\nabla \cdot \boldsymbol{u})^{2}\right)\right) \\
& +\frac{\beta}{2 h}\left(\nabla\left(h^{2}(\boldsymbol{u} \cdot \nabla)^{2} b\right)-h^{2}\left((\boldsymbol{u} \cdot \nabla)(\nabla \cdot \boldsymbol{u})-(\nabla \cdot \boldsymbol{u})^{2}\right) \nabla b\right)+\beta\left((\boldsymbol{u} \cdot \nabla)^{2} b\right)(\beta \nabla b)
\end{aligned}
$$

We let the reader complete the family of equivalent formulations listed in Section 8, and conclude with the following compact formulation of the Miyata-Choi-Camassa system using physical
variables (recall Section 3.4) and which one can recognize in $[96,98]$ :

$$
\left\{\begin{array}{l}
\partial_{t} h_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=0  \tag{14.5}\\
\partial_{t} h_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\rho_{1} \partial_{t} \boldsymbol{u}_{1}+\rho_{1}\left(\boldsymbol{u}_{1} \cdot \nabla\right) \boldsymbol{u}_{1}+\nabla p_{\text {int }}+g \rho_{1} \nabla\left(h_{2}+b\right)+\mathcal{P}\left[h_{1}, 0, \boldsymbol{u}_{1}\right]=\mathbf{0} \\
\rho_{2} \partial_{t} \boldsymbol{u}_{2}+\rho_{2}\left(\boldsymbol{u}_{2} \cdot \nabla\right) \boldsymbol{u}_{2}+\nabla p_{\text {int }}+g \rho_{2} \nabla\left(h_{2}+b\right)+\mathcal{P}\left[h_{2}, b, \boldsymbol{u}_{2}\right]=\mathbf{0}
\end{array}\right.
$$

with $h_{1}=d_{1}-\zeta_{2}$ and $h_{2}=d_{2}+\zeta_{2}-b$, and

$$
\mathcal{P}[h, b, \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{1}{h} \nabla\left(h^{2}\left(\frac{\ddot{h}}{3}+\frac{\ddot{b}}{2}\right)\right)+\left(\frac{\ddot{h}}{2}+\ddot{b}\right)(\nabla b)
$$

and where we denote $\dot{h}=\partial_{t} h+\varepsilon \boldsymbol{u} \cdot \nabla h, \ddot{h}=\partial_{t} \dot{h}+\varepsilon \boldsymbol{u} \cdot \nabla \dot{h}$, and similarly $\dot{b}, \ddot{b}$.
Let us clarify the physical signification of these equations. The variable $\boldsymbol{u}_{1}$ (resp. $\boldsymbol{u}_{2}$ ) represents the layer-averaged horizontal velocity on the upper (resp. lower) layer, or at least a valid approximation thereof in our asymptotic regime. Hence the first two equations represent the conservation of masses. Discarding the contributions defined by $\mathcal{P}$, we recover the bilayer extension of the SaintVenant system, given in eq. (6.12). Hence the additional terms defined by $\mathcal{P}$ represent a correction to the hydrostatic pressure, valid at first order for weakly dispersive flows. Recall that $\nabla p_{\text {int }}$, which physically represents the pressure at the interface, can be seen as the Lagrange multiplier associated with the rigid-lid constraint: $\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=-\partial_{t}\left(h_{1}+h_{2}\right)=\partial_{t} b$.

The Miyata-Choi-Camassa system can be derived in the free-surface framework, as in [96]. Yet in this case we cannot rely solely on Proposition 4.10 but use Proposition 4.23 as well; see [148]. In fact we can consider an arbitrary number of interfaces [92, 282], hence extending the multilayer hydrostatic equations, eq. (6.20), to weakly dispersive flows.

A final remark is that by setting $\gamma=0$ and $\delta=1$ in eq. (14.3) (respectively eq. (14.4)), we recognize the Green-Naghdi equations for (homogeneous with free-surface) water waves, namely eq. (8.2) (respectively eq. (8.6)).

### 14.1 Hamiltonian structure

We shall not dwell into the sophisticated variational structures analogous to the ones discussed in Section 8.1.1 for the Green-Naghdi system, but simply remark that the canonical Hamiltonian structure of the interfacial waves system (see Section 3.2) naturally extends to the Miyata-ChoiCamassa system.

More precisely define, according to the expansion of the Dirichlet-to-Neumann operators,

$$
\mathscr{H}_{\mathrm{MCC}} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}}(\delta+\gamma) \zeta_{2}^{2}+\left(\psi_{2}-\gamma \varphi_{1}\right) \nabla \cdot\left(h_{2} \mathfrak{T}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right) \mathrm{d} \boldsymbol{x}
$$

viewing $\mathscr{H}_{\text {MCC }}$ as a functional for $\left(\zeta_{2}, \xi_{2} \stackrel{\text { def }}{=} \psi_{2}-\gamma \varphi_{1}\right)$ and using the constraint

$$
\nabla \cdot\left(h_{1} \mathfrak{T}^{\mu}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right)\right)+\nabla \cdot\left(h_{2} \mathfrak{T}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right)=0
$$

we find that solutions to the Miyata-Choi-Camassa equations eq. (14.3) satisfy the canonical Hamilton equations

$$
\partial_{t}\binom{\zeta_{2}}{\xi_{2}}=\binom{\delta_{\xi_{2}} \mathscr{H}_{\mathrm{MCC}}}{-\delta_{\zeta_{2}} \mathscr{H}_{\mathrm{MCC}}} .
$$

As we have seen many times, associated with the Hamiltonian formulation and natural symmetry groups of the system are preserved quantities.

Related to the variation of base level for the velocity potentials we find the obvious conservation of the excess of mass:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \mathrm{~d} \boldsymbol{x}
$$

From horizontal translation invariance (in the flat bottom case) we obtain the conservation of the horizontal impulse

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{I}=0, \quad \mathscr{I} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \nabla \xi_{2} \mathrm{~d} \boldsymbol{x} . \quad(\text { if } \beta b \equiv 0)
$$

From time translation invariance we obtain the conservation of the energy

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{H}_{\mathrm{MCC}}=0 .
$$

We also have the "trivial"-in the formulation (14.3) but not in the formulation (14.4) - conservation laws

$$
\begin{array}{lr}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{V}_{1}=0, & \mathscr{V}_{1} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \nabla \varphi_{1} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \boldsymbol{u}_{1}+\mathcal{T}\left[h_{1}, \mathbf{0}\right] \boldsymbol{u}_{1} \mathrm{~d} \boldsymbol{x}, \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \mathscr{V}_{2}=0, & \mathscr{V}_{2} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \nabla \psi_{2} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \boldsymbol{u}_{2}+\mathcal{T}\left[h_{2}, \beta \nabla b\right] \boldsymbol{u}_{1} \mathrm{~d} \boldsymbol{x} .
\end{array}
$$

These conservation laws were already listed in [98], where the Hamiltonian structure was mentioned but not displayed.

### 14.2 Traveling waves

In the unidimensional $(d=1)$ and flat bottom $(b \equiv 0)$ framework, the Miyata-Choi-Camassa system enjoys a semi-explicit family of solitary wave solutions that is satisfying

$$
\left(\zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)(t, x)=\left(\zeta_{2, c}, \boldsymbol{u}_{1, c}, \boldsymbol{u}_{2, c}\right)(x-c t), \quad \lim _{|x| \rightarrow \infty}\left|\left(\zeta_{2, c}, \boldsymbol{u}_{1, c}^{\prime}, \boldsymbol{c}_{2, c}^{\prime}\right)\right|(x)=0
$$

Plugging this Ansatz into the equations (14.5) and after a few algebraic computations (see [98]) we are led to the following nonlinear ordinary differential equation:

$$
\left(\zeta^{\prime}\right)^{2}=C \frac{\zeta^{2}\left(\zeta-a_{-}\right)\left(\zeta-a_{+}\right)}{\left(\zeta-a_{\star}\right)}
$$

where we denote $\zeta_{2, c}=\zeta_{2, c}$ for simplicity, $C=\frac{3 g\left(\rho_{2}-\rho_{1}\right)}{c^{2}\left(\rho_{1} d_{1}^{2}-\rho_{2} d_{2}^{2}\right)}, a_{\star}=-d_{1} d_{2} \frac{\rho_{1} d_{1}+\rho_{2} d_{2}}{\rho_{1} d_{1}^{2}-\rho_{2} d_{2}^{2}}$, and $a_{ \pm}$are the two roots of the quadratic equation

$$
\zeta^{2}+\left(-\frac{c^{2}}{g}-d_{1}+d_{2}\right) \zeta+d_{1} d_{2}\left(\frac{c^{2}}{c_{0}^{2}}-1\right)=0
$$

and $c_{0}$ is the velocity of infinitesimally long wave, that is $c_{0}^{2}=\frac{g d_{1} d_{2}\left(\rho_{2}-\rho_{1}\right)}{\rho_{1} d_{2}+\rho_{2} d_{1}}$.
We deduce (again see [98] for the detailed analysis) first that, as in the one-layer case, solitary waves must be supercritical, that is $|c|>\left|c_{0}\right|$. But interesting new phenomena arise. First, on readily sees that in the situation where $\rho_{1} d_{1}^{2}=\rho_{2} d_{2}^{2}$ is critical; in this situation no solitary wave can exists. Less straightforward is that $\rho_{2} d_{1}^{2}=\rho_{1} d_{2}^{2}$ is also singular. Solitary waves are necessarily of depression type if $\rho_{2} d_{1}^{2}<\rho_{1} d_{2}^{2}$, and of elevation type if $\rho_{2} d_{1}^{2}>\rho_{1} d_{2}^{2}$, while the solution degenerates into the flat equilibrium as $\frac{\rho_{2} d_{1}^{2}}{\rho_{1} d_{2}^{2}} \rightarrow 1$. In the other singular limit, $\frac{\rho_{1} d_{1}^{2}}{\rho_{2} d_{2}^{2}} \rightarrow 1$, the solitary waves degenerate into a front-like solution (a bore).

The solitary wave solutions to the Miyata-Choi-Camassa system turn out to reproduce remarkably well what is observed in field observations, laboratory experiments and solutions to the full bilayer interfacial waves system; see Figure 14.1 for an illustration and [209] for a thorough discussion and more references.


Figure 14.1 - Solitary wave solutions to the interfacial waves system (plain blue), Miyata-Choi-Camassa model (green,dash-dotted), fully dispersive counterpart (red, dashed) introduced in Section 14.5 and Korteweg-de Vries (thick black). The figure is taken from [162]. Dimensionless parameters are $\gamma=1, \delta=1 / 2, \mu=\varepsilon=1$. The maximal amplitude predicted by the Miyata-Choi-Camassa model is $\left|a_{\max }\right|=1 / 2$, corresponding to $c_{\max }=\sqrt{1+1 / 8} \approx 1.06066$.

### 14.3 Rigorous justification

The following result shows that the Miyata-Choi-Camassa system is an asymptotic model for the bilayer interfacial waves system with precision $\mathcal{O}\left(\mu^{2}\right)$, in the sense of consistency. We do not complete the rigorous justification-as was done for the Green-Naghdi system in Section 8.5-by well-posedness, stability and convergence results, because we expect from the modal analysis of Section 14.4 that the Miyata-Choi-Camassa system, as the interfacial waves system, is strongly illposed in functional spaces of finite regularity (although this result is yet open). This does not mean that the result below is empty, since non-trivial solutions to the interfacial waves equations (for instance solitary waves) do exist. Moreover the result is straightforwardly adapted to a situation where additional regularizing terms such as the contribution of interfacial tension are included.
Theorem 14.1 (Consistency). Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, h_{\star}>0, \mu^{\star}>0, \delta^{\star} \geq \delta_{\star}>0, s \in \mathbb{N}$ and $M^{\star} \geq 0$. There exists $C>0$ such that for any

$$
(\mu, \varepsilon, \beta, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{sw}}{}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} .
$$

any $b \in W^{\max \left\{s+6,2+s_{*}\right\}}\left(\mathbb{R}^{d}\right)$, and $\left(\zeta, \varphi_{1}, \psi_{2}\right) \in L^{\infty}\left(0, T ; H^{\max \left\{s+6,2+s_{*}\right\}}\left(\mathbb{R}^{d}\right) \times \dot{H}^{\max \left\{s+6,2+s_{*}\right\}}\left(\mathbb{R}^{d}\right)^{2}\right)$ solution to the interfacial waves equations, eq. (3.15), satisfying

$$
\begin{gathered}
\forall t \in[0, T], \quad \forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad\left\{\begin{array}{l}
h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} 1-\varepsilon \zeta(t, \boldsymbol{x}) \geq h_{\star}>0, \\
h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0,
\end{array}\right. \\
\underset{t \in(0, T)}{\operatorname{ess} \sup }\left(|\varepsilon \zeta(t, \cdot)|_{H^{2+s_{\star}}}+\left|\varepsilon \nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\varepsilon \nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}\right)+|\beta b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}} \leq M^{\star},
\end{gathered}
$$

one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=r_{1}, \\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=r_{2}, \\
\partial_{t} \varphi_{1}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\boldsymbol{u}_{1}\right|^{2}-\mu \varepsilon \mathcal{R}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]=-\gamma^{-1} p_{\mathrm{int}}+r_{3} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\boldsymbol{u}_{2}\right|^{2}-\mu \varepsilon \mathcal{R}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right]=-p_{\mathrm{int}}+r_{4}
\end{array}\right.
$$

where we denote $\boldsymbol{u}_{1}=\mathfrak{T}^{\mu}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right)$, $\boldsymbol{u}_{2}=\mathfrak{T}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)$, and one has for almost every $t \in(0, T)$, denoting $M \stackrel{\text { def }}{=}\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}$,

$$
\begin{aligned}
\left|\left(r_{1}(t, \cdot), r_{2}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2}} & \leq C \mu^{2}\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right) \\
\left|\left(r_{3}(t, \cdot), r_{4}(t, \cdot)\right)\right|_{\left(H^{s+1}\right)^{2}} & \leq C \mu^{2} \varepsilon M\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right)
\end{aligned}
$$

Proof. The proof is exactly the same as the one of Theorem 8.2 - that is a direct consequence of Proposition 4.10, Lemma 8.10 and estimates in Sobolev spaces-once we remark the identities

$$
\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=-\frac{1}{\mu} \mathcal{G}^{\mu}\left[-\varepsilon \zeta_{2}, 0\right] \varphi_{1}, \quad \frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=\frac{\delta}{\mu} \mathcal{G}^{\mu / \delta^{2}}[\delta \varepsilon \zeta, \delta \beta b] \psi_{2}
$$

Notice that the functional spaces for $p_{\text {int }}$ and time derivatives have not been described but are immaterial at this stage.

Remark 14.2. Our consistency result is lazy as we allow to satisfy the mass conservation equations up to a small remainder term. It is possible but more complicated to justify the equations eq. (14.4) with $\boldsymbol{u}_{\ell}=\overline{\boldsymbol{u}}_{\ell}(\ell \in\{1,2\})$ the layer-averaged velocities, in which case the mass conservation identities hold exactly; see [159] for the rigorous analysis.

### 14.4 Modal analysis

We now linearize eq. (14.3) about the constant shear solution ${ }^{73}$ in the flat bottom case. Setting $\beta=0$ and

$$
\left(\zeta_{2}=\epsilon \zeta^{0}, \varphi_{1}=\boldsymbol{u}_{1} \cdot \boldsymbol{x}+\epsilon \varphi_{1}^{0}, \psi_{2}=\boldsymbol{u}_{2} \cdot \boldsymbol{x}+\epsilon \psi_{2}^{0}\right)
$$

and keeping only first-order terms in $\epsilon$ yields the following system

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}=\nabla \cdot\left(-\zeta^{0} \boldsymbol{u}_{1}+\boldsymbol{u}_{1}^{0}\right)=-\nabla \cdot\left(\zeta^{0} \boldsymbol{u}_{2}+\delta^{-1} \boldsymbol{u}_{2}^{0}\right)  \tag{14.6}\\
\partial_{t} \varphi_{1}^{0}+\frac{\delta+\gamma}{1-\gamma} \zeta^{0}+\varepsilon \boldsymbol{u}_{1} \cdot \nabla \varphi_{1}^{0}=-\gamma^{-1} p_{\text {int }} \\
\partial_{t} \psi_{2}^{0}+\frac{\delta+\gamma}{1-\gamma} \zeta^{0}+\varepsilon \boldsymbol{u}_{2} \cdot \nabla \psi_{2}^{0}=-p_{\text {int }}
\end{array}\right.
$$

where $\boldsymbol{u}_{\ell}^{0}(\ell \in\{1,2\})$ are defined by

$$
\nabla \varphi_{1}^{0}=\boldsymbol{u}_{1}^{0}-\frac{\mu}{3} \nabla \nabla \cdot \boldsymbol{u}_{1}^{0}, \quad \nabla \psi_{2}^{0}=\boldsymbol{u}_{2}^{0}-\frac{\mu}{3 \delta^{2}} \nabla \nabla \cdot \boldsymbol{u}_{2}^{0}
$$

Denoting $\psi^{0} \stackrel{\text { def }}{=} \psi_{2}^{0}-\gamma \varphi_{1}^{0}$ yields the identities

$$
\begin{aligned}
& \nabla\left(\left(\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1}+\gamma \delta^{-1}\left(\operatorname{Id}-\frac{\mu}{3 \delta^{2}} \Delta\right)^{-1}\right) \varphi_{1}^{0}\right)=-\delta^{-1}\left(\operatorname{Id}-\frac{\mu}{3 \delta^{2}} \Delta\right)^{-1} \nabla \psi^{0}+\left(\boldsymbol{u}_{1}^{0}+\delta^{-1} \boldsymbol{u}_{2}^{0}\right) \\
& \nabla\left(\left(\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1}+\gamma \delta^{-1}\left(1-\frac{\mu}{3 \delta^{2}} \Delta\right)^{-1}\right) \psi_{2}^{0}\right)=\left(\operatorname{Id}-\frac{\mu}{3} \Delta\right)^{-1} \nabla \psi^{0}+\gamma\left(\boldsymbol{u}_{1}^{0}+\delta^{-1} \boldsymbol{u}_{2}^{0}\right)
\end{aligned}
$$

From this and the rigid-lid constraint

$$
\nabla \cdot\left(\boldsymbol{u}_{1}^{0}+\delta^{-1} \boldsymbol{u}_{2}^{0}\right)=-\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right) \cdot \nabla \zeta^{0}
$$

noticing that $\boldsymbol{u}_{1}^{0}$ and $\boldsymbol{u}_{2}^{0}$ are necessarily gradient vector fields from their definition, we infer the following constant-coefficient linearized equations:

$$
\left\{\begin{array}{l}
\partial_{t} \zeta^{0}+\boldsymbol{c}_{\mathrm{MCC}}(D) \cdot \nabla \zeta^{0}-b_{\mathrm{MCC}}(D) \psi^{0}=0 \\
\partial_{t} \psi^{0}+a_{\mathrm{MCC}}(D) \zeta^{0}+\boldsymbol{c}_{\mathrm{MCC}}(D) \cdot \nabla \psi^{0}=0
\end{array}\right.
$$

[^58]where
\[

$$
\begin{aligned}
& a_{\mathrm{MCC}}(D) \stackrel{\text { def }}{=}(\delta+\gamma)-\frac{\frac{\gamma \delta}{\delta+\gamma}}{\frac{\delta}{\delta+\gamma}\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu}{3 \delta^{2}}|D|^{2}\right)^{-1}} \frac{\left(\varepsilon\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right) \cdot D\right)^{2}}{|D|^{2}} \\
& b_{\mathrm{MCC}}(D) \stackrel{\text { def }}{=} \frac{1}{\delta+\gamma} \frac{\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1}\left(1+\frac{\mu}{3 \delta^{2}}|D|^{2}\right)^{-1}}{\frac{\delta}{\delta+\gamma}\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu}{3 \delta^{2}}|D|^{2}\right)^{-1}}|D|^{2} \\
& \boldsymbol{c}_{\mathrm{MCC}}(D) \stackrel{\text { def }}{=} \frac{\frac{\delta}{\delta+\gamma}\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1} \boldsymbol{u}_{2}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu}{3 \delta^{2}}|D|^{2}\right)^{-1} \boldsymbol{u}_{1}}{\frac{\delta}{\delta+\gamma}\left(1+\frac{\mu}{3}|D|^{2}\right)^{-1}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu}{3 \delta^{2}}|D|^{2}\right)^{-1}}
\end{aligned}
$$
\]

Hence we have the dispersion relation

$$
\begin{equation*}
\left(\omega(\boldsymbol{\xi})-\boldsymbol{c}_{\mathrm{MCC}}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi}\right)^{2}=a_{\mathrm{MCC}}(\boldsymbol{\xi}) b_{\mathrm{MCC}}(\boldsymbol{\xi}) \tag{14.7}
\end{equation*}
$$

which we recognize as a weakly dispersive approximation of the dispersion relation of the full (linearized) interfacial waves system, eq. (3.12). Hence the discussion from the latter in Section 3.3 applies word-to-word, and we realize that as soon as $\boldsymbol{u}_{2}-\boldsymbol{u}_{1} \neq \mathbf{0}$ Fourier modes with sufficiently large wavenumbers are exponentially amplified (i.e. unstable) with a growth rate taking arbitrarily large values.

This can be seen as a positive feature of the model, since it reproduces the Kelvin-Helmholtz instabilities which hold for the original interfacial waves system, and this was in fact pointed out in [98] (see also [231]). This is however only qualitatively true. Since $a_{\mathrm{MCC}}(D)$ is always smaller than the corresponding coefficient appearing in the dispersion relation of the full (linearized) interfacial waves system, namely

$$
a_{\mathrm{WW}}(D) \stackrel{\text { def }}{=}(\delta+\gamma)-\frac{\frac{\gamma \delta}{\delta+\gamma}}{\frac{\delta}{\delta+\gamma} \frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}+\frac{\gamma}{\delta+\gamma} \frac{\tanh \left(\sqrt{\mu / \delta^{2}}|D|\right)}{\sqrt{\mu / \delta^{2}}|D|}} \frac{\left(\varepsilon\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right) \cdot D\right)^{2}}{|D|^{2}},
$$

we conclude that the critical wavenumber (which exists by continuity and is unique by monotonicity) above which some modes are unstable is smaller for the Miyata-Choi-Camassa model than the one of the full system; see Figure 14.2a. Interestingly, the exponential growth rate is proportional to $\left|\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right) \cdot \boldsymbol{\xi}\right|$ in both cases, yet with a priori different prefactors.

In order to tame Kelvin-Helmholtz instabilities, it has been suggested to include surface tension effects, as in Section 3.1.3. Indeed, in that case - that is for eq. (3.10)-the Fourier multiplier $a_{\mathrm{MCC}}(D)$ is replaced with

$$
a_{\mathrm{Bo}}(D)=a(D)+\mu \frac{\delta+\gamma}{\mathrm{Bo}}|D|^{2}
$$

where Bo $\stackrel{\text { def }}{=} \frac{g\left(\rho_{2}-\rho_{1}\right) d_{1}^{2}}{\sigma}$ is the Bond number. While for sufficiently small Bond numbers one can indeed suppress modal instabilities of the Miyata-Choi-Camassa model, one can check that the critical value below which this property holds is smaller for the Miyata-Choi-Camassa model than the one for the full interfacial waves system. Specifically, the dimensionless number corresponding to $\Upsilon \stackrel{\text { def }}{=} \gamma^{2} \mu \varepsilon^{4}$ Bo defined in Section 3.5 is

$$
\Upsilon_{\mathrm{MCC}} \stackrel{\text { def }}{=} \gamma \mu \varepsilon^{2} \mathrm{Bo}:
$$

all modes are stable if $\Upsilon_{\text {MCC }}$ is sufficiently small, while modes with arbitrarily large wavenumber are unstable is $\Upsilon_{\text {MCC }}$ is too large. This should be compared with the fact that, as soon as Bo $<\infty$, modes of the full interfacial waves system with sufficiently large wavenumbers are necessarily stable. See Figure 14.2b for an illustration.

From the above discussion (the reader can refer to [268] for an extended modal analysis) it is quite apparent that the Miyata-Choi-Camassa model overestimates Kelvin-Helmholtz instabilities.


Figure 14.2 - Dispersion relation. We plot $(\omega(\boldsymbol{\xi})-\boldsymbol{c}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi})^{2} /|\boldsymbol{\xi}|^{2}=a(\boldsymbol{\xi}) b(\boldsymbol{\xi}) /|\boldsymbol{\xi}|^{2}($ with $\mu=1)$ for the full bilayer interfacial waves system and the Miyata-Choi-Camassa model; negative values indicate unstable modes. We set $\gamma=0.9, \delta=\frac{1}{4}, \boldsymbol{u}_{2}-\boldsymbol{u}_{1}=\frac{1}{2}$. $\mathrm{Bo}=\infty$ in (a) and $\mathrm{Bo}=15$ in (b).

### 14.5 Fully dispersive and regularized models

Many attempts have been made in order to "regularize" the Miyata-Choi-Camassa equations, that is proposing new models with the same precision as the original model, but which are not subject to Kelvin-Helmholtz instabilities, even without surface tension [335, 95, 56, 160, 268]. We shall not review all these attempts but concentrate on the one put forward in [160]. The main advantages of the latter is that the family of new models appears straightforwardly as a modification of the Miyata-Choi-Camassa equations that allows a lot of flexibility to tune the linear dispersion behavior (thus allowing to enforce either the full dispersion property or arbitrarily strong regularization properties) and by construction enjoys a canonical Hamiltonian structure. The main-and important-drawbacks is that it involves non-local operators (more precisely Fourier multipliers; see Definition III.1).

The fairly simple observation is that one can freely modify the linear dispersion behavior at large wavenumbers of the system without hurting its precision in the sense of consistency by inserting suitable near-identity Fourier multipliers. In order not to break the Hamiltonian structure in the process, we decide to introduce these operators in the Hamiltonian functional, and formally derive the equations from Hamilton's equations. The rigorous justification can be performed as a second step.

Recall (see Section 14.1) that the Miyata-Choi-Camassa equations eq. (14.3) satisfy the canonical Hamilton equations

$$
\partial_{t}\binom{\zeta_{2}}{\xi_{2}}=\binom{\delta_{\xi_{2}} \mathscr{H}_{\mathrm{MCC}}}{-\delta_{\zeta_{2}} \mathscr{H}_{\mathrm{MCC}}} .
$$

with

$$
\mathscr{H}_{\mathrm{MCC}} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}} \zeta_{2}^{2}+\left(\psi_{2}-\gamma \varphi_{1}\right) \nabla \cdot\left(h_{2} \mathfrak{T}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right) \mathrm{d} \boldsymbol{x}
$$

and $\left(\zeta_{2}, \xi_{2} \stackrel{\text { def }}{=} \psi_{2}-\gamma \varphi_{1}\right)$, using the constraint

$$
\nabla \cdot\left(h_{1} \mathfrak{T}^{\mu}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right)\right)+\nabla \cdot\left(h_{2} \mathfrak{T}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right)=0
$$

Define now $\mathfrak{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b]: \boldsymbol{u} \mapsto h \boldsymbol{u}+\mu h \mathcal{T}^{\boldsymbol{F}^{\mu}}[h, \beta \nabla b] \boldsymbol{u}$ with

$$
\mathcal{T}^{\mathrm{F}^{\mu}}[h, \nabla b] \boldsymbol{u} \stackrel{\text { def }}{=} \frac{-1}{3 h} \nabla \mathrm{~F}^{\mu}\left(h^{3} \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2 h}\left(\nabla \mathrm{~F}^{\mu}\left(h^{2}(\nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\nabla b) \mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+(\nabla b \cdot \boldsymbol{u})(\nabla b)
$$

where $\mathrm{F}^{\mu}=F(\sqrt{\mu}|D|)$ is a self-adjoint (for the $L^{2}$ inner-product) Fourier multiplier-at this point it could be any self-adjoint operator commuting with spatial derivatives-to be defined later on. Then defining

$$
\mathscr{H}_{\mathrm{MCC}}^{\mathrm{F}_{1}^{\mu}, F_{2}^{\mu}} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathbb{R}^{d}}(\delta+\gamma) \zeta_{2}^{2}+\left(\psi_{2}-\gamma \varphi_{1}\right) \nabla \cdot\left(h_{2} \mathfrak{T}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right) \mathrm{d} \boldsymbol{x}
$$

and enforcing the constraint

$$
\nabla \cdot\left(h_{1} \mathfrak{T}_{1}^{\mu}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right)\right)+\nabla \cdot\left(h_{2} \mathfrak{T}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right)=0
$$

we find that the canonical Hamilton equations

$$
\partial_{t}\binom{\zeta_{2}}{\xi_{2}}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\binom{\delta_{\xi_{2}} \mathscr{H}_{\mathrm{M}}^{\mathrm{MCC}_{2}^{\mu}, F_{2}^{\mu}}}{-\delta_{\zeta_{2}} \mathscr{H}_{\mathrm{MCC}}^{\mathrm{F}_{1}^{4}, \mathrm{~F}_{2}^{\mu}}}
$$

read

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{14.8}\\
\partial_{t} \xi_{2}+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\boldsymbol{u}_{2}\right|^{2}-\gamma\left|\boldsymbol{u}_{1}\right|^{2}\right)-\mu \varepsilon\left(\mathcal{R}^{\mathrm{F}_{2}^{\mu}}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right]-\gamma \mathcal{R}_{1}^{\mathrm{F}_{1}^{\mu}}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]\right)=0
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathcal{R}^{\mathrm{F}^{\mu}}[h, \beta \nabla b, \boldsymbol{u}] \stackrel{\text { def }}{=} \frac{\boldsymbol{u}}{3 h} \cdot \nabla \mathrm{~F}^{\mu}\left(h^{3} \mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)+\frac{1}{2} h^{2}\left(\mathrm{~F}^{\mu} \nabla \cdot \boldsymbol{u}\right)^{2} \\
&-\frac{1}{2}\left(\frac{\boldsymbol{u}}{h} \cdot \nabla \mathrm{~F}^{\mu}\left(h^{2}(\beta \nabla b \cdot \boldsymbol{u})\right)+h(\beta \nabla b \cdot \boldsymbol{u}) \mathrm{F}^{\mu} \nabla \cdot \boldsymbol{u}+(\beta \nabla b \cdot \boldsymbol{u})^{2}\right)
\end{aligned}
$$

and $\boldsymbol{u}_{\ell}(\ell \in\{1,2\})$ are determined from $\left(\zeta_{2}, \xi_{2}\right)$ by solving the following identities

$$
\left\{\begin{array}{l}
\nabla \cdot\left(h_{1} \mathfrak{T}_{1}^{\boldsymbol{F}_{1}^{\mu}}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right)\right)+\nabla \cdot\left(h_{2} \mathfrak{T}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)\right)=0, \\
\mathfrak{T}\left[h_{1}, \mathbf{0}\right]^{\mathrm{F}_{1}^{\mu}} \boldsymbol{u}_{1}=h_{1} \nabla \varphi_{1}, \quad \mathfrak{T}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right] \boldsymbol{u}_{2}=h_{2} \nabla \psi_{2} .
\end{array}\right.
$$

The above system is equivalent to the following one involving only the unknowns ( $\zeta_{2}, \boldsymbol{u}_{1}, \boldsymbol{u}_{2}$ ):

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}=\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=-\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)  \tag{14.9}\\
\partial_{t}\left(\boldsymbol{u}_{1}+\mu \mathcal{T}_{1}^{\mu}\left[h_{1}, \mathbf{0}\right] \boldsymbol{u}_{1}\right)+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\nabla\left(\frac{\varepsilon}{2}\left|\boldsymbol{u}_{1}\right|^{2}-\mu \varepsilon \mathcal{R}^{\mathrm{F}_{1}^{\mu}}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]\right)=-\gamma^{-1} \nabla p_{\text {int }} \\
\partial_{t}\left(\boldsymbol{u}_{2}+\mu \mathcal{T}^{\mathrm{F}_{2}^{\mu}}\left[h_{2}, \beta \nabla b\right] \boldsymbol{u}_{2}\right)+\frac{\delta+\gamma}{1-\gamma} \nabla \zeta_{2}+\nabla\left(\frac{\varepsilon}{2}\left|\boldsymbol{u}_{2}\right|^{2}-\mu \varepsilon \mathcal{R}^{\boldsymbol{F}_{2}^{\mu}}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right]\right)=-\nabla p_{\mathrm{int}}
\end{array}\right.
$$

where $p_{\text {int }}$ is a Lagrange multiplier associated with the constraint $\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0$, and physically represents the pressure at the interface. In physical variables (recall Section 3.4), we get the modified Green-Naghdi systems

$$
\left\{\begin{array}{l}
\partial_{t} h_{1}+\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=0  \tag{14.10}\\
\partial_{t} h_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=0 \\
\rho_{1} \partial_{t}\left(\boldsymbol{u}_{1}+\mathcal{T}_{1}^{\mathrm{d}_{1}^{2}}\left[h_{1}, \mathbf{0}\right] \boldsymbol{u}_{1}\right)+\rho_{1} \nabla\left(\frac{1}{2}\left|\boldsymbol{u}_{1}\right|^{2}-\mathcal{R}^{\mathrm{F}_{1}^{d_{1}^{2}}}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]\right)+\nabla p_{\text {int }}+g \rho_{1} \nabla\left(h_{2}+b\right)=\mathbf{0} \\
\rho_{2} \partial_{t}\left(\boldsymbol{u}_{2}+\mathcal{T}_{2}^{\mathrm{d}_{1}^{2}}\left[h_{2}, \nabla b\right] \boldsymbol{u}_{2}\right)+\rho_{2} \nabla\left(\frac{1}{2}\left|\boldsymbol{u}_{2}\right|^{2}-\mathcal{R}^{\mathrm{F}_{2}^{d_{1}^{2}}}\left[h_{2}, \nabla b, \boldsymbol{u}_{2}\right]\right)+\nabla p_{\text {int }}+g \rho_{2} \nabla\left(h_{2}+b\right)=\mathbf{0}
\end{array}\right.
$$

with $h_{1}=d_{1}-\zeta_{2}$ and $h_{2}=d_{2}+\zeta_{2}-b$. Notice that in the examples below, $F_{2}^{d_{1}^{2}}=F_{1}^{d_{2}^{2}}$.
These equations have been introduced in [160]. By construction, they enjoy a canonical Hamiltonian structure and the discussion of Section 14.1 applies, mutatis mutandis.

A nice outcome of this Hamiltonian structure is that one can interpret solitary waves of the system (of which we cannot expect to obtain explicit constructions as in Section 14.2) as solutions of a constrained minimization problem, which can be studied by means of the standard concentrationcompactness strategy; see the discussion in Section 10.4. This was pursued in [162], where the existence of small-amplitude and long-wavelength traveling wave solutions to eq. (14.9) (with slightly supercritical velocity) are obtained, for a wide class of Fourier multipliers $\mathrm{F}_{1}^{\mu}, \mathrm{F}_{2}^{\mu}$, including all of the ones discussed below. It is proved that the shape of these solitary waves resemble the explicit ones predicted by the Korteweg-de Vries equation in the long wave limit, for all choice of Fourier multipliers in the aforementioned class. Shortly put, the obtained result extends Theorem 10.2 to the bilayer framework. Numerical computations show that for larger values of the velocity (in the bilayer framework), solitary waves still agree remarkably well with the ones of the full interfacial wave system; see Figure 14.1.

We have yet said almost nothing about the choice of the Fourier multipliers. The first obvious remark is that if $F_{1}^{\mu}=F_{2}^{\mu}=I d$, then eq. (14.9) is exactly the Miyata-Choi-Camassa eq. (14.4). Moreover, the Fourier multipliers appear only on dispersive terms, that is setting $\mu=0$ yields the bilayer hydrostatic equations eq. (6.7). Hence we expect that if for any $s \in \mathbb{N}$ and $\mu^{\star}>0$ there exists $m \in \mathbb{N}$ and $C_{n}>0$ such that

$$
\forall \ell \in\{1,2\}, \forall \mu \in\left(0, \mu^{\star}\right], \quad\left\|\mathrm{F}_{\ell}^{\mu}-\mathrm{Id}\right\|_{H^{s+m} \rightarrow H^{s}} \leq \mu C_{s}
$$

then eq. (14.9) and eq. (14.4) are consistent with precision $\mathcal{O}\left(\mu^{2}\right)$, which is the precision of Miyata-Choi-Camassa model; see Theorem 14.1 in Section 14.3. In other words, models with such nearidentity Fourier multipliers are as precise as the original Miyata-Choi-Camassa model. The rigorous statement for this claim (see Theorem 14.4 below) requires however to extend Section 8.6.1 to $\mathfrak{T}^{\boldsymbol{F}_{\ell}^{\mu}} \quad(\ell \in\{1,2\})$, which demands additional assumptions on the operators $\mathrm{F}_{\ell}^{\mu}$; see discussion in Section 10.5. This yields the following natural class of Fourier multipliers.

Assumption 14.3. For any $\ell \in\{1,2\}, \mathrm{F}_{\ell}^{\mu} \stackrel{\text { def }}{=} F_{\ell}(\sqrt{\mu}|D|)$ with $F_{\ell} \in L^{\infty}(\mathbb{R})$ real-valued and even such that $F_{\ell}(\xi)=1+\mathcal{O}\left(\xi^{2}\right)$.

It is advisable (but non-necessary for our discussion) to add-as in Assumption 10.15-the requirement that $F_{\ell} \in W^{1, \infty}(\mathbb{R})$ and for almost any $\xi \in \mathbb{R}, F_{\ell}^{\prime}(\xi)=\mathcal{O}\left((1+|\xi|)^{-1}\right)$, as this provides commutator estimates suitable to the energy method.

Extending the modal analysis of Section 14.4 to the presence of the Fourier multipliers of the form $\mathrm{F}_{1}^{\mu}=F_{1}(\sqrt{\mu}|D|)$ and $\mathrm{F}_{1}^{\mu}=F_{2}(\sqrt{\mu}|D|)$, we obtain the dispersion relation

$$
\begin{equation*}
\left(\omega(\boldsymbol{\xi})-\boldsymbol{c}_{\mathrm{DIT}}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi}\right)^{2}=a_{\mathrm{DIT}}(\boldsymbol{\xi}) b_{\mathrm{DIT}}(\boldsymbol{\xi}) \tag{14.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{\mathrm{DIT}}(\boldsymbol{\xi}) \stackrel{\text { def }}{=}(\delta+\gamma)-\frac{\frac{\gamma \delta}{\delta+\gamma}}{\frac{\delta}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3} F_{1}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3 \delta^{2}} F_{2}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}} \frac{\left(\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right) \cdot \boldsymbol{\xi}\right)^{2}}{|\boldsymbol{\xi}|^{2}} \\
& b_{\mathrm{DIT}}(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \frac{1}{\delta+\gamma} \frac{\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3} F_{1}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3 \delta^{2}} F_{2}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}}{\frac{\delta}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3} F_{1}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3 \delta^{2}} F_{2}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}}|\boldsymbol{\xi}|^{2} \\
& \boldsymbol{c}_{\mathrm{DIT}}(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \frac{\delta}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3} F_{1}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1} \boldsymbol{u}_{2}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3 \delta^{2}} F_{2}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1} \boldsymbol{u}_{1} \\
& \frac{\delta}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3} F_{1}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}+\frac{\gamma}{\delta+\gamma}\left(1+\frac{\mu|\boldsymbol{\xi}|^{2}}{3 \delta^{2}} F_{2}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}\right)^{-1}
\end{aligned}
$$

This yields two natural choices for the symbols $F_{1}$ and $F_{2}$.
Firstly, if we choose $\mathrm{F}_{1}^{\mu}=F_{1}(\sqrt{\mu}|D|)$ and $\mathrm{F}_{2}^{\mu}(\sqrt{\mu}|D|)$ with

$$
\begin{equation*}
F_{1}(\boldsymbol{\xi})=\sqrt{\frac{3}{|\boldsymbol{\xi}|^{2}}\left(\frac{|\boldsymbol{\xi}|}{\tanh (|\boldsymbol{\xi}|)}-1\right)}, \quad F_{2}(\boldsymbol{\xi})=F_{1}(\boldsymbol{\xi} / \delta) \tag{14.12}
\end{equation*}
$$

so that

$$
\left(1+\frac{\mu}{3} F_{1}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}|\boldsymbol{\xi}|^{2}\right)^{-1}=\frac{\tanh (\sqrt{\mu}|\boldsymbol{\xi}|)}{\sqrt{\mu} \boldsymbol{\xi} \mid}, \quad\left(1+\frac{\mu}{3 \delta^{2}} F_{2}(\sqrt{\mu}|\boldsymbol{\xi}|)^{2}|\boldsymbol{\xi}|^{2}\right)^{-1}=\frac{\tanh \left(\sqrt{\mu / \delta^{2}}|\boldsymbol{\xi}|\right)}{\sqrt{\mu / \delta^{2}} \boldsymbol{\xi} \mid}
$$

then eq. (14.11) corresponds exactly to the dispersion relation of the full interfacial waves system; see eq. (3.12). In other words, with this specific choice the model defined by eq. (14.4) is fully dispersive. Consistently, the modal analysis shows strong instabilities of Kelvin-Helmholtz type for large wavenumbers. This fully dispersive system is the natural bilayer extension of the Whitham-Green-Naghdi model we introduced and studied in Section 10, and consistently we refer to it as the Whitham-Choi-Camassa model. Its justification as an asymptotic model for the interfacial wave system with improved precision $\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right)$ in the sense of consistency is given in Theorem 14.4 below.

As a second choice, we can set $\mathrm{F}_{1}^{\mu}=F_{1}(\sqrt{\mu}|D|)$ and $\mathrm{F}_{2}^{\mu}(\sqrt{\mu}|D|)$ with

$$
F_{1}(\boldsymbol{\xi})=\frac{1}{\left(1+\theta|\boldsymbol{\xi}|^{2}\right)^{\alpha / 2}}, \quad F_{2}(\boldsymbol{\xi})=F_{1}(\boldsymbol{\xi} / \delta)
$$

with $\theta>0$ and $\alpha \geq 1$. In this case the modal analysis shows that for $\boldsymbol{u}_{2}-\boldsymbol{u}_{1}$ sufficiently small, the Kelvin-Helmholtz type instabilities are suppressed, that is all modes are stable. We refer to such systems as regularized Miyata-Choi-Camassa models. As put forward in [160], setting $\alpha \theta=\frac{1}{15}$ allows to obtain for free that the precision of the model is enhanced at the linear level, that is its dispersion relation fits with the one of the full interfacial waves system at order $\mathcal{O}\left(\mu^{3}\right)$ instead of $\mathcal{O}\left(\mu^{2}\right)$.

We plot in Figure 14.3 the corresponding dispersion curves. The interested reader will find in [160] a nonlinear analysis (including the initial-value problem in the presence of surface tension) and numerical illustrations (with time integration).


Figure 14.3 - Dispersion relation. We plot $(\omega(\boldsymbol{\xi})-\boldsymbol{c}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi})^{2} /|\boldsymbol{\xi}|^{2}=a(\boldsymbol{\xi}) b(\boldsymbol{\xi}) /|\boldsymbol{\xi}|^{2}$ (with $\mu=1$ ) for the full bilayer interfacial waves system (and hence the fully dispersive model), the original Miyata-Choi-Camassa model and a regularized model; negative values indicate unstable modes. We set $\gamma=0.9, \delta=\frac{1}{4}, \boldsymbol{u}_{2}-\boldsymbol{u}_{1}=\frac{1}{2} . \alpha=1$ and $\theta=\frac{1}{15}$ for the regularized model.

We conclude this section by rigorously justifying the class of modified Miyata-Choi-Camassa models we introduced, in the sense of consistency. More precisely, we have the following

Theorem 14.4 (Consistency). Using the assumptions and notations of Theorem 14.1 (unless otherwise specified), and for any $\mathrm{F}_{1}^{\mu}$ and $\mathrm{F}_{2}^{\mu}$ satisfying Assumption 14.3, one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\nabla \cdot\left(h_{1} \boldsymbol{u}_{1}\right)=r_{1} \\
\partial_{t} \zeta_{2}+\nabla \cdot\left(h_{2} \boldsymbol{u}_{2}\right)=r_{2} \\
\partial_{t} \varphi_{1}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\boldsymbol{u}_{1}\right|^{2}-\mu \varepsilon \mathcal{R}^{\mathrm{F}_{1}^{\mu}}\left[h_{1}, \mathbf{0}, \boldsymbol{u}_{1}\right]=-\gamma^{-1} p_{\mathrm{int}}+r_{3} \\
\partial_{t} \psi_{2}+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left|\boldsymbol{u}_{2}\right|^{2}-\mu \varepsilon \mathcal{R}^{\mathrm{F}_{2}^{\mu}}\left[h_{2}, \beta \nabla b, \boldsymbol{u}_{2}\right]=-p_{\mathrm{int}}+r_{4}
\end{array}\right.
$$

where we denote $\boldsymbol{u}_{1}=\mathfrak{T}_{1}^{\mu}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right), \boldsymbol{u}_{2}=\mathfrak{T}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)$, and one has for almost every $t \in(0, T)$

$$
\begin{aligned}
\left|\left(r_{1}(t, \cdot), r_{2}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2}} & \leq C \mu^{2}\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right) \\
\left|\left(r_{3}(t, \cdot), r_{4}(t, \cdot)\right)\right|_{\left(H^{s+1}\right)^{2}} & \leq C \mu^{2} \varepsilon M\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right)
\end{aligned}
$$

with $M \stackrel{\text { def }}{=}\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}$.
Moreover, if $\mathrm{F}_{1}^{\mu}=F_{1}(\sqrt{\mu}|D|)$ and $\mathrm{F}_{2}^{\mu}(\sqrt{\mu}|D|)$ are defined by eq. (14.12), then

$$
\left|\left(r_{1}(t, \cdot), r_{2}(t, \cdot)\right)\right|_{\left(H^{s}\right)^{2}} \leq C \mu^{2}\left(\varepsilon \widetilde{M}+\beta M_{\mathrm{b}}\right)\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right)
$$

with $\widetilde{M} \stackrel{\text { def }}{=}|\zeta(t, \cdot)|_{H^{2+s_{\star}}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{1+s_{\star}}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{1+s_{\star}}}$ and $M_{\mathrm{b}} \stackrel{\text { def }}{=}|b|_{W^{\max \left\{s+6,2+s_{\star}\right\}, \infty}}$.
Proof. We begin with the first assertion. After Theorem 14.1 and using product estimates Proposition II.7, we only have to show that

$$
\begin{aligned}
\left|\boldsymbol{u}_{\ell}-\boldsymbol{u}_{\ell}^{\mathrm{GN}}\right|_{H^{s+1}}+\mu \mid \mathcal{R}\left[h_{\ell}, \mathbf{0}, \boldsymbol{u}_{\ell}\right]-\mathcal{R}[ & \left.h_{\ell}, \mathbf{0}, \boldsymbol{u}_{\ell}^{\mathrm{GN}}\right]\left.\right|_{H^{s+1}} \\
& \leq \mu^{2} C\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right)
\end{aligned}
$$

where $\ell \in\{1,2\}, \boldsymbol{u}_{1}=\mathfrak{T}_{1}^{\mu}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right), \boldsymbol{u}_{2}=\mathfrak{T}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right), \boldsymbol{u}_{1}^{\mathrm{GN}}=\mathfrak{T}^{\mathrm{Id}}\left[h_{1}, \mathbf{0}\right]^{-1}\left(h_{1} \nabla \varphi_{1}\right)$, and $\boldsymbol{u}_{2}^{\mathrm{GN}}=\mathfrak{T}^{\text {Id }}\left[h_{2}, \beta \nabla b\right]^{-1}\left(h_{2} \nabla \psi_{2}\right)$. Yet from the identities

$$
\mathfrak{T}^{\mathrm{Id}}\left[h_{\ell}, \beta \nabla b_{\ell}\right]^{-1}-\mathfrak{T}_{\ell}^{\mu}\left[h_{\ell}, \beta \nabla b_{\ell}\right]^{-1}=\mathfrak{T}^{\mathrm{Id}}\left[h_{\ell}, \beta \nabla b_{\ell}\right]^{-1}\left(\mathfrak{T}_{\ell}^{\mu}-\mathfrak{T}^{\mathrm{Id}}\right) \mathfrak{T}_{\ell} \mathfrak{F}_{\ell}^{\mu}\left[h_{\ell}, \beta \nabla b_{\ell}\right]^{-1}
$$

and

$$
\begin{aligned}
\mathfrak{T}_{\ell}^{\mu}\left[h_{\ell}, \beta \nabla b_{\ell}\right]-\mathfrak{T}^{\mathrm{Id}}\left[h_{\ell}, \beta \nabla b_{\ell}\right]=- & \frac{\mu}{3} \nabla\left(\mathrm{~F}_{\ell}^{\mu}-\mathrm{Id}\right)\left(h_{\ell}^{3} \mathrm{~F}_{\ell}^{\mu} \nabla \cdot \boldsymbol{u}\right)-\frac{\mu}{3} \nabla\left(h_{\ell}^{3}\left(\mathrm{~F}_{\ell}^{\mu}-\mathrm{Id}\right) \nabla \cdot \boldsymbol{u}\right) \\
& +\frac{\mu}{2}\left(\nabla\left(\mathrm{~F}_{\ell}^{\mu}-\mathrm{Id}\right)\left(h^{2}(\beta \nabla b) \cdot \boldsymbol{u}\right)-h^{2}(\beta \nabla b)\left(\mathrm{F}_{\ell}^{\mu}-\mathrm{Id}\right) \nabla \cdot \boldsymbol{u}\right)
\end{aligned}
$$

we easily infer from Lemma 8.8 and Lemma 8.10 (which, as we said, can be extended to Fourier multipliers $\mathrm{F}_{\ell}^{\mu}$ satisfying Assumption 14.3) and the fact that for any $s \in \mathbb{R}, \mathrm{~F}_{\ell}^{\mu}: H^{s}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$ and $\mu^{-1}\left(\mathrm{~F}_{\ell}^{\mu}-\mathrm{Id}\right): H^{s+2}\left(\mathbb{R}^{d}\right) \rightarrow H^{s}\left(\mathbb{R}^{d}\right)$ are bounded, uniformly with respect to $\mu \in\left(0, \mu^{\star}\right]$, that

$$
\left|\boldsymbol{u}_{\ell}-\boldsymbol{u}_{\ell}^{\mathrm{GN}}\right|_{H^{s+1}} \lesssim \mu^{2}\left(|\zeta(t, \cdot)|_{H^{s+6}}+\left|\nabla \varphi_{1}(t, \cdot)\right|_{H^{s+5}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+5}}\right) .
$$

The corresponding estimate on $\mathcal{R}\left[h_{\ell}, \mathbf{0}, \boldsymbol{u}_{\ell}\right]-\mathcal{R}\left[h_{\ell}, \mathbf{0}, \boldsymbol{u}_{\ell}^{\mathrm{GN}}\right]$ follows from similar considerations.
As for the second assertion, we simply modify the proof of Theorem 14.1 by using Theorem 10.5 in lieu of Theorem 8.2.

### 14.6 Bilayer Boussinesq systems and friends

In the same way the fully dispersive (Whitham-Choi-Camassa) model presented above is a natural bilayer extension of the Whitham-Green-Naghdi system for homogeneous free-surface flows, we can introduce generalizations of the Whitham-Boussinesq and Boussinesq systems introduced in Section 10.6, the latter being a specific case of a family of models generalizing the "abcd" Boussinesq systems introduced in Section iv. We refer to $[51,364,146]$ for studies on these "Boussinesq/Boussinesq systems" including the derivation and justification of the models, well-posedness of the Cauchy problem, existence of solitary waves and numerical investigations, as well as extensive lists of references. Among them, let me point out [52] for the derivation and justification of other bilayer models in different asymptotic regimes, and [151] for the rigorous justification of unidirectional (scalar) models such as the Korteweg-de Vries equation, among others.

## 15 The Kakinuma systems

By following the procedure which led to the Isobe-Kakinuma model in Section 13, using the variational structure of the bilayer interfacial waves system with rigid-lid, eq. (3.15) (see Section 3.2), one obtains the following system of equations obtained by Kakinuma in [233, 234] (see also [331])

$$
\left\{\begin{array}{l}
h_{1}^{2 i} \partial_{t} \zeta_{2}-\sum_{j=0}^{N_{1}} \nabla \cdot\left(\frac{h_{1}^{2 i+2 j+1}}{2 i+2 j+1} \nabla \phi_{1, j}\right)+\sum_{j=0}^{N} \mu^{-1} \frac{4 i j}{2 i+2 j-1} h_{1}^{2 i+2 j-1} \phi_{1, j}=0 \\
\quad \forall i \in\left\{0,1, \ldots, N_{1}\right\}, \\
h_{2}^{p_{i}} \partial_{t} \zeta_{2}+\sum_{j=0}^{N_{2}} \nabla \cdot\left(\frac{h_{2}^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \nabla \phi_{2, j}-\frac{p_{j}}{p_{i}+p_{j}} h_{2}^{p_{i}+p_{j}} \phi_{2, j}(\beta \nabla b)\right) \\
\quad+\sum_{j=0}^{N_{2}} \frac{p_{i}}{p_{i}+p_{j}} h_{2}^{p_{i}+p_{j}}\left(\nabla \phi_{2, j}\right) \cdot(\beta \nabla b)-\sum_{j=0}^{N_{2}} \frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h_{2}^{p_{i}+p_{j}-1}\left(\mu^{-1}+|\beta \nabla b|^{2}\right) \phi_{2, j}=0 \\
\forall i \in\left\{0,1, \ldots, N_{2}\right\}, \\
\left(\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\partial_{t} \phi_{2, j}\right)-\gamma \sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\partial_{t} \phi_{1, j}\right)\right)+(\delta+\gamma) \zeta_{2}  \tag{15.1}\\
\quad+\frac{\varepsilon}{2}\left(\left|\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\nabla \phi_{2, j}\right)-p_{j} h_{2}^{p_{j}-1} \phi_{2, j}(\beta \nabla b)\right|^{2}+\mu^{-1}\left(\sum_{j=0}^{N_{2}} p_{j} h_{2}^{p_{j}-1} \phi_{2, j}\right)^{2}\right) \\
\quad-\gamma \frac{\varepsilon}{2}\left(\left|\sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\nabla \phi_{1, j}\right)\right|^{2}+\mu^{-1}\left(\sum_{j=0}^{N_{1}} 2 j h_{1}^{2 j-1} \phi_{1, j}\right)^{2}\right)=0,
\end{array}\right.
$$

where $N_{1}, N_{2} \in \mathbb{N}, p_{0}, p_{1}, \ldots, p_{N_{2}}$ are non-negative integers satisfying by convention

$$
0=p_{0}<p_{1}<\cdots<p_{N_{2}}
$$

$h_{1} \stackrel{\text { def }}{=} 1-\varepsilon \zeta_{2}$ and $h_{2} \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2}-\beta b$ are the (non-dimensionalized) depth of the upper and lower layers, and we use the convention $\frac{0}{0}=0$. When $N_{1}=N_{2}=0$ (and $p_{0}=0$ ), the system coincides with the bilayer hydrostatic system, eq. (6.10).

Equivalently, the last equation in eq. (15.1) may be replaced with

$$
\left\{\begin{array}{l}
\sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\partial_{t} \phi_{1, j}\right)+\frac{\delta+\gamma}{1-\gamma} \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\nabla \phi_{1, j}\right)\right|^{2}+\mu^{-1}\left(\sum_{j=0}^{N_{1}} 2 j h_{1}^{2 j-1} \phi_{1, j}\right)^{2}\right)=-\gamma^{-1} p_{\text {int }}, \\
\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\partial_{t} \phi_{2, j}\right)+\frac{\delta+\gamma}{1-\gamma} \zeta_{2} \\
\quad+\frac{\varepsilon}{2}\left(\left|\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\nabla \phi_{2, j}\right)-p_{i} h_{2}^{p_{j}-1} \phi_{2, j}(\beta \nabla b)\right|^{2}+\mu^{-1}\left(\sum_{j=0}^{N_{2}} p_{j} h_{2}^{p_{j}-1} \phi_{2, j}\right)^{2}\right)=-p_{\text {int }}
\end{array}\right.
$$

where $\nabla p_{\text {int }}$ physically represents the pressure at the interface and can be seen as the Lagrange multiplier associated with the rigid-lid constraint which is obtained when taking the difference between the first two lines of eq. (15.1) (with $i=0$ ):

$$
\sum_{j=0}^{N_{1}} \nabla \cdot\left(\frac{h_{1}^{2 j+1}}{2 j+1} \nabla \phi_{1, j}\right)+\sum_{j=0}^{N_{2}} \nabla \cdot\left(\frac{h_{2}^{p_{j}+1}}{p_{j}+1} \nabla \phi_{2, j}-\frac{p_{j}}{p_{j}} h_{2}^{p_{j}} \phi_{2, j}(\beta \nabla b)\right)=0 .
$$

Remark 15.1. We chose to set $\tilde{p}_{i}=2 i$ in contributions of the upper-layer, consistently with the (flat) rigid-lid situation. The general case of non-flat rigid-lid, and $0=\tilde{p}_{0}<\tilde{p}_{1}<\cdots<\tilde{p}_{N_{1}}$ is easily inferred. Obviously, one may obtain different systems by using different vertical distribution functions for the velocity potentials in the Lagrangian action displayed below; see Remark 13.2.

Using physical variables (recall Section 3.4), eq. (15.1) yields the Kakinuma systems

$$
\left\{\begin{array}{l}
\begin{array}{l}
h_{1}^{2 i} \partial_{t} \zeta-\sum_{j=0}^{N_{1}} \nabla \cdot\left(\frac{h_{1}^{2 i+2 j+1}}{2 i+2 j+1} \nabla \phi_{j}\right)+\sum_{j=0}^{N_{2}} \frac{4 i j}{2 i+2 j-1} h_{1}^{2 i+2 j-1} \phi_{j}=0 \\
h_{2}^{p_{i}} \partial_{t} \zeta+\sum_{j=0}^{N_{2}} \nabla \cdot\left(\frac{h_{2}^{p_{i}+p_{j}+1}}{p_{i}+p_{j}+1} \nabla \phi_{j}-\frac{p_{j}}{p_{i}+p_{j}} h_{2}^{p_{i}+p_{j}} \phi_{j} \nabla b\right) \\
\quad+\sum_{j=0}^{N_{2}} \frac{p_{i}}{p_{i}+p_{j}} h_{2}^{p_{i}+p_{j}}\left(\nabla \phi_{j}\right) \cdot(\nabla b)-\sum_{j=0}^{N_{2}} \frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h_{2}^{p_{i}+p_{j}-1}\left(1+|\nabla b|^{2}\right) \phi_{j}=0 \\
\forall i \in\left\{0,1, \ldots, N_{2}\right\}, \\
\\
\rho_{2}\left\{\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\partial_{t} \phi_{2, j}\right)+g \zeta_{2}+\frac{1}{2}\left|\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\nabla \phi_{2, j}\right)-p_{j} h_{2}^{p_{j}-1} \phi_{2, j}(\nabla b)\right|^{2}\right. \\
\\
\left.+\frac{1}{2}\left(\sum_{j=0}^{N_{2}} p_{j} h_{2}^{p_{j}-1} \phi_{2, j}\right)^{2}\right\}
\end{array}  \tag{15.2}\\
-\rho_{1}\left\{\sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\partial_{t} \phi_{1, j}\right)+g \zeta_{2}+\frac{1}{2}\left|\sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\nabla \phi_{1, j}\right)\right|^{2}+\frac{1}{2}\left(\sum_{j=0}^{N_{1}} 2 j h_{1}^{2 j-1} \phi_{1, j}\right)^{2}\right\}=0
\end{array}\right.
$$

where $h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d_{1}-\zeta(t, \boldsymbol{x})$ and $h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} d_{2}+\zeta(t, \boldsymbol{x})-b(\boldsymbol{x})$.

### 15.1 Hamiltonian structure

As aforementioned, the Kakinuma model enjoys by construction a Lagrangian structure. More precisely, we can interpret eq. (15.1) as Euler-Lagrange equations,

$$
\delta \mathscr{L}_{\mathrm{K}}^{\text {app }}=0
$$

where the Lagrangian action is an approximation to the one corresponding to the full interfacial gravity waves system (see Section 3.2) and reads

$$
\begin{align*}
\mathscr{L}_{\mathrm{K}}^{\text {app }} \stackrel{\text { def }}{=} \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}^{d}} \frac{\varepsilon}{2}(\delta+\gamma) \zeta_{2}^{2}+ & \left(\int_{-\delta^{-1}+\beta b}^{\varepsilon \zeta_{2}} \partial_{t} \Phi_{2}^{\text {app }}+\frac{\varepsilon}{2 \mu}\left(\partial_{z} \Phi_{2}^{\text {app }}\right)^{2}+\frac{\varepsilon}{2}\left|\nabla_{\boldsymbol{x}} \Phi_{2}^{\mathrm{app}}\right|^{2} \mathrm{~d} z\right) \\
& +\gamma\left(\int_{\varepsilon \zeta_{2}}^{1} \partial_{t} \Phi_{1}^{\mathrm{app}}+\frac{\varepsilon}{2 \mu}\left(\partial_{z} \Phi_{1}^{\mathrm{app}}\right)^{2}+\frac{\varepsilon}{2}\left|\nabla_{\boldsymbol{x}} \Phi_{1}^{\mathrm{app}}\right|^{2} \mathrm{~d} z\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \tag{15.3}
\end{align*}
$$

with

$$
\begin{equation*}
\Phi_{1, \mathrm{~K}}^{\mathrm{app}}(t, \boldsymbol{x}, z) \stackrel{\text { def }}{=} \sum_{i=0}^{N_{1}}(1-z)^{2 i} \phi_{1, i}(t, \boldsymbol{x}), \quad \Phi_{2, \mathrm{~K}}^{\mathrm{app}}(t, \boldsymbol{x}, z) \stackrel{\text { def }}{=} \sum_{i=0}^{N_{2}}\left(\delta^{-1}+z-\beta b\right)^{p_{i}} \phi_{2, i}(t, \boldsymbol{x}) \tag{15.4}
\end{equation*}
$$

We have brought to light in Section 13.2 that the Isobe-Kakinuma systems could be equivalently written as two canonical Hamiltonian evolution equations, analogous to Zakharov's formulation of the water waves system [414]. The same feature holds for the Kakinuma systems, as shown in [155], and we show below how to equivalently write eq. (15.1) as two canonical Hamiltonian evolution equations, analogous to Benjamin and Bridges' formulation of the interfacial waves system [43]; see Section 3.2.

Let us first introduce convenient notations: we may rewrite eq. (15.1) as

$$
\left\{\begin{array}{l}
\boldsymbol{l}_{1}\left(h_{1}\right) \partial_{t} \zeta_{2}+\mathcal{L}_{1}^{\mu}\left[h_{1}\right] \boldsymbol{\phi}_{1}=\mathbf{0},  \tag{15.5}\\
-\boldsymbol{l}_{2}\left(h_{2}\right) \partial_{t} \zeta_{2}+\mathcal{L}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right] \boldsymbol{\phi}_{2}=\mathbf{0}, \\
+\boldsymbol{l}_{2}\left(h_{2}\right) \bullet \partial_{t} \boldsymbol{\phi}_{2}-\gamma \boldsymbol{l}_{1}\left(h_{1}\right) \bullet \partial_{t} \boldsymbol{\phi}_{1}+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\boldsymbol{u}_{2}\right|^{2}+\mu^{-1} w_{2}^{2}\right)-\gamma \frac{\varepsilon}{2}\left(\left|\boldsymbol{u}_{1}\right|^{2}+\mu^{-1} w_{1}^{2}\right)=0,
\end{array}\right.
$$

where $\boldsymbol{l}_{1} \stackrel{\text { def }}{=}\left(1, h_{1}^{2}, \ldots, h^{2 N_{1}}\right)^{\top}, \boldsymbol{l}_{2} \stackrel{\text { def }}{=}\left(h^{p_{0}}, h^{p_{1}}, \ldots, h^{p_{N_{2}}}\right)^{\top}$, • denotes the $\left(N_{1}+1\right)$ or $\left(N_{2}+1\right)$ innerproduct, $\boldsymbol{\phi}_{1} \stackrel{\text { def }}{=}\left(\phi_{1,0}, \phi_{1,1}, \ldots, \phi_{1, N_{1}}\right)^{\top}, \phi_{2} \stackrel{\text { def }}{=}\left(\phi_{2,0}, \phi_{2,1}, \ldots, \phi_{2, N_{2}}\right)^{\top}, \mathcal{L}_{1}^{\mu}\left[h_{1}\right]=\left(\mathcal{L}_{1, i j}^{\mu}\left[h_{1}\right]\right)_{0 \leq i, j \leq N_{1}}$ and $\mathcal{L}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]=\left(\mathcal{L}_{2, i j}^{\mu}\left[h_{2}, \beta \nabla b\right]\right)_{0 \leq i, j \leq N_{2}}$ with

$$
\begin{align*}
\mathcal{L}_{1, i j}^{\mu} \varphi_{1, j} \stackrel{\text { def }}{=} & -\nabla \cdot\left(\frac{1}{2 i+2 j+1} h_{1}^{2 i+2 j+1} \nabla \varphi_{1, j}\right)+\mu^{-1} \frac{4 i j}{2 i+2 j-1} h_{1}^{2 i+2 j-1} \varphi_{1, j},  \tag{15.6}\\
\mathcal{L}_{2, i j}^{\mu} \varphi_{2, j} \stackrel{\text { def }}{=} & -\nabla \cdot\left(\frac{1}{p_{i}+p_{j}+1} h_{2}^{p_{i}+p_{j}+1} \nabla \varphi_{2, j}-\frac{p_{j}}{p_{i}+p_{j}} H_{2}^{p_{i}+p_{j}} \varphi_{2, j}(\beta \nabla b)\right) \\
& -\frac{p_{i}}{p_{i}+p_{j}} h_{2}^{p_{i}+p_{j}} \nabla b \cdot \nabla \varphi_{2, j}+\frac{p_{i} p_{j}}{p_{i}+p_{j}-1} h_{2}^{p_{i}+p_{j}-1}\left(\mu^{-1}+|\beta \nabla b|^{2}\right) \varphi_{2, j} . \tag{15.7}
\end{align*}
$$

and $\left.\left(\boldsymbol{u}_{\ell}, w_{\ell}\right) \stackrel{\text { def }}{=}\left(\nabla_{\boldsymbol{x}} \Phi_{1, \mathrm{~K}}^{\text {app }}, \partial_{z} \Phi_{1, \mathrm{~K}}^{\mathrm{app}}\right)\right|_{z=\varepsilon \zeta_{2}}$ for $\ell \in\{1,2\}$, that is

$$
\begin{array}{ll}
\boldsymbol{u}_{1} \stackrel{\text { def }}{=} \sum_{i=0}^{N_{1}} h_{1}^{2 i} \nabla \phi_{1, i}, & \boldsymbol{u}_{2} \stackrel{\text { def }}{=} \sum_{i=0}^{N_{2}}\left(h_{2}^{p_{i}} \nabla \phi_{2, i}-p_{i} h_{2}^{p_{i}-1} \phi_{2, i}(\beta \nabla b)\right), \\
w_{1} \stackrel{\text { def }}{=}-\sum_{i=0}^{N_{1}} 2 i h_{1}^{2 i-1} \phi_{1, i} & w_{2} \stackrel{\text { def }}{=} \sum_{i=0}^{N_{2}} p_{i} h_{2}^{p_{i}-1} \phi_{2, i} . \tag{15.9}
\end{array}
$$

Then defining

$$
\begin{align*}
\mathscr{E}_{\mathrm{K}}^{\mathrm{app}}\left(\zeta_{2}, \phi_{1}, \phi_{2}\right) \stackrel{\text { def }}{=} & \int_{\mathbb{R}^{d}} \frac{1}{2}(\delta+\gamma) \zeta_{2}^{2}+\left(\int_{-\delta^{-1}+\beta b}^{\varepsilon \zeta_{2}} \frac{1}{2 \mu}\left(\partial_{z} \Phi_{2}^{\mathrm{app}}\right)^{2}+\frac{1}{2}\left|\nabla_{\boldsymbol{x}} \Phi_{2}^{\mathrm{app}}\right|^{2} \mathrm{~d} z\right) \\
& +\gamma\left(\int_{\varepsilon \zeta_{2}}^{1} \frac{1}{2 \mu}\left(\partial_{z} \Phi_{1}^{\mathrm{app}}\right)^{2}+\frac{1}{2}\left|\nabla_{\boldsymbol{x}} \Phi_{1}^{\mathrm{app}}\right|^{2} \mathrm{~d} z\right) \mathrm{d} \boldsymbol{x} \\
= & \frac{1}{2} \int_{\mathbb{R}^{d}}(\delta+\gamma) \zeta_{2}^{2}+\gamma \phi_{1} \bullet \mathcal{L}_{1}^{\mu} \phi_{1}+\boldsymbol{\phi}_{2} \bullet \mathcal{L}_{2}^{\mu} \phi_{2} \mathrm{~d} \boldsymbol{x} \tag{15.10}
\end{align*}
$$

we observe that eq. (15.5) reads

$$
\left(\begin{array}{ccc}
0 & \gamma \boldsymbol{l}_{1}\left(h_{1}\right)^{\top} & -\boldsymbol{l}_{2}\left(h_{2}\right)^{\top}  \tag{15.11}\\
-\gamma \boldsymbol{l}_{1}\left(h_{1}\right) & \mathrm{O} & \mathrm{O} \\
\boldsymbol{l}_{2}\left(h_{2}\right) & \mathrm{O} & \mathrm{O}
\end{array}\right) \partial_{t}\left(\begin{array}{c}
\zeta_{2} \\
\boldsymbol{\phi}_{1} \\
\boldsymbol{\phi}_{2}
\end{array}\right)=\left(\begin{array}{c}
\delta_{\zeta_{2}} \mathscr{E}_{\mathrm{K}}^{\text {app }}\left(\zeta_{2}, \boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}\right) \\
\delta_{\boldsymbol{\phi}_{1}} \mathscr{E}_{\mathrm{K}}\left(\zeta_{2}, \boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}\right) \\
\delta_{\boldsymbol{\phi}_{2}} \mathscr{E}_{\mathrm{K}} \mathrm{app} \\
\left.\boldsymbol{L}_{2}, \boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}\right)
\end{array}\right) .
$$

which exhibits a first (non-canonical) Hamiltonian formulation of the Kakinuma model.
We now consider for $\varphi_{1} \stackrel{\text { def }}{=}\left(\varphi_{1,0}, \varphi_{1,1}, \ldots, \varphi_{1, N_{1}}\right)^{\top}$ and $\varphi_{2} \stackrel{\text { def }}{=}\left(\varphi_{2,0}, \varphi_{2,1}, \ldots, \varphi_{2, N_{2}}\right)^{\top}$ the following system of equations satisfied by solutions to (15.5):

$$
\begin{cases}\sum_{j=0}^{N_{1}} \mathcal{L}_{1, i j}^{\mu} \varphi_{1, j}=h_{1}^{2 i} \sum_{j=0}^{N_{1}} \mathcal{L}_{1,0 j}^{\mu} \varphi_{1, j} & \forall i \in\left\{1, \ldots, N_{1}\right\}  \tag{15.12}\\ \sum_{j=0}^{N_{2}} \mathcal{L}_{2, i j}^{\mu} \varphi_{2, j}=h_{2}^{p_{i}} \sum_{j=0}^{N_{2}} \mathcal{L}_{2,0 j}^{\mu} \varphi_{2, j} & \forall i \in\left\{1, \ldots, N_{2}\right\} \\ \sum_{j=0}^{N_{1}} \mathcal{L}_{1,0 j}^{\mu} \varphi_{1, j}+\sum_{j=0}^{N_{2}} \mathcal{L}_{2,0 j}^{\mu} \varphi_{2, j}=0 & \\ l_{2} \bullet \varphi_{2}-\gamma l_{1} \bullet \varphi_{1}=\xi & \end{cases}
$$

It is shown in [155, Lemma 6.4] that assuming sufficient regularity on the bottom topography, $b$, as well as the non-cavitation assumption $h_{1}=1-\varepsilon \zeta_{2} \geq h_{\star}>0$ and $h_{2}=\delta^{-1}+\varepsilon \zeta_{2}-\beta b \geq h_{\star}>0$, then $\left(\zeta_{2}, \xi_{2}\right)$ in appropriate functional spaces defines $\left(\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}\right)$, solution to eq. (15.12), uniquely up to an additive constant of the form $(C, \gamma C)$ for $\left(\varphi_{1,0}, \varphi_{2,0}\right)$. Since this constant plays no role in the subsequent analysis, we denote the solutions

$$
\boldsymbol{\varphi}_{1} \stackrel{\text { def }}{=} \boldsymbol{S}_{1}[\varepsilon \zeta, \beta b] \xi_{2} \quad \text { and } \quad \boldsymbol{\varphi}_{2} \stackrel{\text { def }}{=} \boldsymbol{S}_{2}[\varepsilon \zeta, \beta b] \xi_{2}
$$

and finally

$$
\begin{equation*}
\mathscr{H}_{\mathrm{K}}^{\text {app }}\left(\zeta_{2}, \xi_{2}\right) \stackrel{\text { def }}{=} \mathscr{E}_{\mathrm{K}}^{\text {app }}\left(\zeta_{2}, \boldsymbol{S}_{1}\left[\varepsilon \zeta_{2}, \beta\right] \xi_{2}, \boldsymbol{S}_{2}\left[\varepsilon \zeta_{2}, \beta\right] \xi_{2}\right) \tag{15.13}
\end{equation*}
$$

Then we can perform computations analogous to the ones in Section 13.2 and deduce that sufficiently regular solutions to the system eq. (15.1) satisfy

$$
\partial_{t}\binom{\zeta_{2}}{\xi_{2}}=\left(\begin{array}{cc}
0 & 1  \tag{15.14}\\
-1 & 0
\end{array}\right)\binom{\delta_{\zeta_{2}} \mathscr{H}_{\mathrm{K}}^{\text {app }}}{\delta_{\xi_{2}} \mathscr{H}_{\mathrm{K}}^{\text {app }}}
$$

where $\xi_{2} \stackrel{\text { def }}{=} \sum_{j=0}^{N_{2}} h_{2}^{p_{j}} \phi_{2, j}-\gamma \sum_{j=0}^{N_{1}} h_{1}^{2 j} \phi_{1, j}$. Conversely, given $\left(\zeta_{2}, \xi_{2}\right)$ a sufficiently regular solution to eq. (15.14), and defining $\phi_{\ell}=\left(\phi_{\ell, 0}, \phi_{\ell, 1}, \ldots, \phi_{\ell, N_{\ell}}\right)^{\top} \stackrel{\text { def }}{=} \boldsymbol{S}_{\ell}\left[\varepsilon \zeta_{2}, \beta b\right] \xi_{2}$ for $\ell \in\{1,2\}$ as a solution to eq. (15.12), then ( $\left.\zeta_{2}, \phi_{1,0}, \ldots, \phi_{1, N_{1}}, \phi_{2,0}, \ldots, \phi_{2, N_{2}}\right)$ satisfies eq. (15.1).

The rigorous statements and proofs of the above claims can be found in [155, §8.2].
Remark 15.2 (Preserved quantities). A consequence of the above analysis is the fact that-by Noether's theorem-solutions to eq. (15.1) preserve the excess of mass, energy, and horizontal impulse in the flat bottom case:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{Z}=\frac{\mathrm{d}}{\mathrm{~d} t} \mathscr{E}_{\mathrm{K}}^{\text {app }}=0, \quad \mathscr{Z} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \mathrm{~d} \boldsymbol{x}, \quad \frac{\mathrm{~d}}{\mathrm{~d} t} \mathscr{I}_{\mathrm{K}}^{\text {app }}=0, \quad \mathscr{I}_{\mathrm{K}}^{\text {app }} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} \zeta_{2} \nabla \xi_{2} \mathrm{~d} \boldsymbol{x} \quad(\text { if } \beta b \equiv 0),
$$

where $\xi_{2} \stackrel{\text { def }}{=} \sum_{j=0}^{N_{2}} h_{2}^{p_{j}} \phi_{2, j}-\gamma \sum_{j=0}^{N_{1}} h_{1}^{2 j} \phi_{1, j}$ and $\mathscr{E}_{\mathrm{K}}^{\text {app }}$ is defined in eq. (15.10). Conservation laws associated with these quantities are displayed in [155, §9].

### 15.2 Modal and stability analysis

The good behavior of the Kakinuma model can be seen from comparing the following modal and stability analysis in this section with that on the Miyata-Choi-Camassa model in Section 14.4.

### 15.2.1 Dispersion relation

As a first step we linearize eq. (15.1) about the rest state in the flat bottom case. Specifically, setting $\beta=\varepsilon=0$ in eq. (15.1) yields

$$
\begin{cases}\partial_{t} \zeta_{2}^{0}-\sum_{j=0}^{N_{1}} \frac{1}{2 i+2 j+1} \nabla \cdot \nabla \phi_{1, j}^{0}+\sum_{j=0}^{N} \mu^{-1} \frac{4 i j}{2 i+2 j-1} \phi_{1, j}^{0}=0 &  \tag{15.15}\\ \quad \forall i \in\left\{0,1, \ldots, N_{1}\right\}, \\ \partial_{t} \zeta_{2}^{0}+\sum_{j=0}^{N_{2}} \frac{1}{p_{i}+p_{j}+1} \delta^{-p_{j}-1} \nabla \cdot \nabla \phi_{2, j}^{0}-\sum_{j=0}^{N_{2}} \mu^{-1} \frac{p_{i} p_{j}}{p_{i}+p_{j}-1} \delta^{-p_{j}+1} \phi_{2, j}^{0}=0 \\ & \forall i \in\left\{0,1, \ldots, N_{2}\right\} \\ \left(\sum_{j=0}^{N_{2}} \delta^{-p_{j}}\left(\partial_{t} \phi_{2, j}^{0}\right)-\gamma \sum_{j=0}^{N_{1}}\left(\partial_{t} \phi_{1, j}^{0}\right)\right)+(\delta+\gamma) \zeta_{2}^{0}=0,\end{cases}
$$

Setting $\boldsymbol{\psi}_{1}^{0} \stackrel{\text { def }}{=}\left(\phi_{1,0}^{0}, \phi_{1,1}^{0}, \ldots, \phi_{1, N_{1}}^{0}\right)^{\top}$ and $\boldsymbol{\psi}_{2}^{0} \stackrel{\text { def }}{=}\left(\delta^{-p_{0}} \phi_{2,0}^{0}, \delta^{-p_{1}} \phi_{2,1}^{0}, \ldots, \delta^{-p_{N_{2}}} \phi_{2, N_{1}}^{0}\right)^{\top}$, denoting $\mathbf{1}$ the $\left(N_{1}+1\right)$ or ( $N_{2}+1$ )-dimensional vector with coefficient $\mathbf{1}_{j}=1$,

$$
\begin{array}{ll}
A_{1,0} \stackrel{\text { def }}{=}\left(\frac{1}{2 i+2 j+1}\right)_{0 \leq i, j \leq N_{1}}, & A_{1,1} \stackrel{\text { def }}{=}\left(\frac{4 i j}{2 i+2 j-1}\right)_{0 \leq i, j \leq N_{1}} \\
A_{2,0} \stackrel{\text { def }}{=}\left(\frac{1}{p_{i}+p_{j}+1}\right)_{0 \leq i, j \leq N_{2}}, & A_{2,1} \stackrel{\text { def }}{=}\left(\frac{p_{i} p_{j}}{p_{i}+p_{j}-1}\right)_{0 \leq i, j \leq N_{2}} \tag{15.17}
\end{array}
$$

the above reads

$$
\left(\begin{array}{ccc}
0 & -\gamma \mathbf{1}^{\top} & \mathbf{1}^{\top} \\
\mathbf{1} & \mathrm{O} & \mathrm{O} \\
-\delta^{-1} \mathbf{1} & \mathrm{O} & \mathrm{O}
\end{array}\right) \partial_{t}\left(\begin{array}{c}
\zeta_{2}^{0} \\
\boldsymbol{\psi}_{1}^{0} \\
\boldsymbol{\psi}_{2}^{0}
\end{array}\right)=-\left(\begin{array}{ccc}
\delta+\gamma & \mathbf{0}^{\top} & \mathbf{0}^{\top} \\
\mathbf{0} & -A_{1,0} \Delta+\mu^{-1} A_{1,1} & \mathrm{O} \\
\mathbf{0} & \mathrm{O} & -\delta^{-2} A_{2,0} \Delta+\mu^{-1} A_{2,1}
\end{array}\right)
$$

Hence the dispersion relation of the linearized system is given by

$$
\operatorname{det}\left(\begin{array}{ccc}
\delta+\gamma & i \gamma \mathbf{1}^{\top} & -i \mathbf{1}^{\top} \\
-i \mathbf{1} & -A_{1,0} \Delta+\mu^{-1} A_{1,1} & \mathrm{O} \\
-\delta^{-1} i \mathbf{1} & \mathrm{O} & -\delta^{-2} A_{2,0} \Delta+\mu^{-1} A_{2,1}
\end{array}\right)=0
$$

which we can expand as

$$
\begin{equation*}
\left(\gamma\left|\widetilde{A}_{1}\right|\left|A_{2}\right|+\delta^{-1}\left|\widetilde{A}_{2}\right|\left|A_{1}\right|\right)(\sqrt{\mu} \boldsymbol{\xi}) \omega^{2}=(\delta+\gamma) \mu^{-1}\left(\left|A_{1}\right|\left|A_{2}\right|\right)(\sqrt{\mu} \boldsymbol{\xi}) \tag{15.18}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\left|A_{1}\right|(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \operatorname{det}\left(A_{1,1}+|\boldsymbol{\xi}|^{2} A_{1,0}\right), & \left|\widetilde{A}_{1}\right|(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \operatorname{det}\left(\begin{array}{cc}
0 & \mathbf{1}^{\top} \\
-\mathbf{1} & A_{1,1}+|\boldsymbol{\xi}|^{2} A_{1,0}
\end{array}\right), \\
\left|A_{2}\right|(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \operatorname{det}\left(A_{1,1}+\delta^{-2}|\boldsymbol{\xi}|^{2} A_{1,0}\right) & \left|\widetilde{A}_{2}\right|(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \operatorname{det}\left(\begin{array}{cc}
0 & \mathbf{1}^{\top} \\
-\mathbf{1} & A_{2,1}+\delta^{-2}|\boldsymbol{\xi}|^{2} A_{2,0}
\end{array}\right) .
\end{array}
$$

Setting $\gamma=0$ and $\delta=1$, we recognize the one-layer with free surface situation. It is proved in [334, Proposition 2.1 and Theorem 2.2] that $\left|A_{\ell}\right|$ and $\left|\widetilde{A}_{\ell}\right|$ are positive for $\ell>0$, and there exists $c_{N_{1}}, C_{N_{1}}>0$ depending only on $N_{1} \in \mathbb{N}$ such that

$$
\left|\frac{\left|A_{1}\right|(\boldsymbol{\xi})}{|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{1}\right|(\boldsymbol{\xi})}\right| \geq c_{N_{1}}, \quad\left|\frac{\left|A_{1}\right|(\boldsymbol{\xi})}{|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{1}\right|(\boldsymbol{\xi})}-\frac{\tanh (|\boldsymbol{\xi}|)}{|\boldsymbol{\xi}|}\right| \leq C_{N_{1}}|\boldsymbol{\xi}|^{4 N_{1}+2} .
$$

It follows that the dispersion relation, eq. (15.18), defines for any wave vector $\boldsymbol{\xi} \in \mathbb{R}^{\star}$, two opposite real angular frequencies $\omega_{\mathrm{K}}(\boldsymbol{\xi})$ :

$$
\frac{\omega_{\mathrm{K}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}=\left(\frac{\frac{\left|A_{1}\right|}{|\cdot| \tilde{A}^{2} \mid} \frac{\left|A_{2}\right|}{\left.\delta^{-2}|\cdot|\right|^{2}\left|\widetilde{A}_{2}\right|}}{\frac{\delta}{\delta+\gamma} \frac{\left|A_{1}\right|}{|\cdot|^{2}\left|\widetilde{A}_{1}\right|}+\frac{\gamma}{\delta+\gamma} \frac{\left|A_{2}\right|}{\delta^{-2}|\cdot|^{2}\left|\widetilde{A}_{2}\right|}}\right)(\sqrt{\mu} \boldsymbol{\xi}) .
$$

Moreover, recalling Section 3.3 and Section 3.4, we have the corresponding dispersion relation for the linearized interfacial waves system with rigid-lid:

$$
\begin{equation*}
\frac{\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}=\frac{\frac{\tanh (\sqrt{\mu}|\boldsymbol{\xi}|)}{\sqrt{\mu}|\boldsymbol{\xi}|} \frac{\tanh \left(\sqrt{\mu} \delta^{-1}|\boldsymbol{\xi}|\right)}{\sqrt{\mu} \delta^{-1}|\boldsymbol{\xi}|}}{\frac{\delta}{\delta+\gamma} \frac{\tanh (\sqrt{\mu}|\boldsymbol{\xi}|)}{\sqrt{\mu}|\boldsymbol{\xi}|}+\frac{\gamma}{\delta+\gamma} \frac{\tanh \left(\sqrt{\mu} \delta^{-1}|\boldsymbol{\xi}|\right)}{\sqrt{\mu} \delta^{-1}|\boldsymbol{\xi}|}} . \tag{15.19}
\end{equation*}
$$

Hence we immediately infer the following.
Proposition 15.3. For any $N \in \mathbb{N}$ and setting $N_{2}=N_{1}=N$ and $p_{i}=2 i$ for $i \in\left\{0,1, \ldots, N_{2}\right\}$, there exists a constant $C_{N}>0$, depending only on $N \in \mathbb{N}$ such that

$$
\left|\frac{\omega_{\mathrm{K}}(\boldsymbol{\xi})^{2}-\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}\right| \leq C_{N} \mu^{2 N+1}\left(\left(1+\delta^{-1}\right)|\boldsymbol{\xi}|\right)^{4 N+2}
$$

and for any fixed $\boldsymbol{\xi} \in \mathbb{R}^{d}, \omega_{\mathrm{K}}(\boldsymbol{\xi})^{2} \rightarrow \omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}$ as $N \rightarrow \infty$.
Remark 15.4. The good behavior for small wavenumbers does not extend to high wavenumbers, since for any $\left(N_{1}, N_{2}\right) \in \mathbb{N}^{2}$ and $0=p_{0}<p_{1}<\cdots<p_{N_{2}}$, there exists $c>0$ such that

$$
\forall \boldsymbol{\xi} \in \mathbb{R}^{d}, \quad\left|\frac{\omega_{\mathrm{K}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}\right| \geq c>0
$$

while $\left|\frac{\omega_{\mathrm{ww}}(\boldsymbol{\xi})^{2}}{|\boldsymbol{\xi}|^{2}}\right| \rightarrow 0$ as $|\boldsymbol{\xi}| \rightarrow \infty$. Yet this discrepancy can be seen as a good feature of the model, as shown by the stability analysis in the following section.

### 15.2.2 Stability analysis

Now we linearize eq. (15.1) about any solution ( $\zeta_{2}, \phi_{1}, \phi_{2}$ ), in the flat bottom case ( $\beta=0$ ): plugging

$$
\left(\widetilde{\zeta}_{2}=\zeta_{2}+\epsilon \dot{\zeta}, \widetilde{\phi}_{1}=\phi_{1}+\epsilon \dot{\phi}_{1}, \widetilde{\phi}_{2}=\phi_{2}+\epsilon \dot{\phi}_{2}\right)
$$

in eq. (15.1) (where we denote as usual $\phi_{\ell}=\left(\phi_{\ell, 0}, \phi_{\ell, 1}, \ldots, \phi_{\ell, N_{\ell}}\right)^{\top}$ and similarly with dots and tildes), keeping only first-order terms in $\epsilon$ and neglecting lower order terms in regularity: ${ }^{74}$

$$
\begin{cases}\partial_{t} \dot{\zeta}_{2}+\varepsilon \boldsymbol{u}_{1} \cdot \nabla \dot{\zeta}-\sum_{j=0}^{N_{1}} \frac{h_{1}^{2 j+1}}{2 i+2 j+1} \nabla \cdot \nabla \dot{\phi}_{1, j}=0 & \forall i \in\left\{0,1, \ldots, N_{1}\right\}  \tag{15.20}\\ \partial_{t} \zeta_{2}+\varepsilon \boldsymbol{u}_{2} \cdot \nabla \dot{\zeta}+\sum_{j=0}^{N_{2}} \frac{h_{2}^{p_{j}+1}}{p_{i}+p_{j}+1} \nabla \cdot \nabla \dot{\phi}_{2, j}=0 & \forall i \in\left\{0,1, \ldots, N_{2}\right\} \\ \left(\sum_{j=0}^{N_{2}} h_{2}^{p_{j}}\left(\partial_{t} \dot{\phi}_{2, j}+\varepsilon \boldsymbol{u}_{2} \cdot \nabla \dot{\phi}_{2, j}\right)-\gamma \sum_{j=0}^{N_{1}} h_{1}^{2 j}\left(\partial_{t} \phi_{1, j}+\varepsilon \boldsymbol{u}_{1} \cdot \nabla \dot{\phi}_{1, j}\right)\right)+\mathfrak{a}_{\mathrm{K}} \dot{\zeta}_{2}=0\end{cases}
$$

where $h_{1} \stackrel{\text { def }}{=} 1-\varepsilon \zeta_{2}$ and $h_{2} \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{2}-\beta b, \boldsymbol{u}_{\ell}$ and $w_{\ell}$ are defined in eq. (15.8)-(15.9), and

$$
\begin{align*}
\mathfrak{a}_{\mathrm{K}} & \stackrel{\text { def }}{=}(\delta+\gamma)+\varepsilon\left(\sum_{j=0}^{N_{1}} 2 j h_{1}^{2 j-1}\left(\partial_{t} \phi_{1, j}+\varepsilon \boldsymbol{u}_{1} \cdot \nabla \phi_{1, j}\right)-\mu^{-1} \varepsilon w_{1} \sum_{j=0}^{N_{1}} 2 j(2 j-1) h_{1}^{2 j-2} \phi_{1, j}\right) \\
& +\varepsilon\left(\sum_{j=0}^{N_{2}} p_{j} h_{2}^{p_{j}-1}\left(\partial_{t} \phi_{2, j}+\varepsilon \boldsymbol{u}_{2} \cdot \nabla \phi_{2, j}\right)+\varepsilon\left(\mu^{-1} w_{2}-\boldsymbol{u}_{2} \cdot(\beta \nabla b)\right) \sum_{j=0}^{N_{2}} p_{j}\left(p_{j}-1\right) h_{2}^{p_{j}-2} \phi_{2, j}\right) . \tag{15.21}
\end{align*}
$$

If we set

$$
\left\{\begin{array}{l}
\dot{\psi}_{1}=\left(\dot{\phi}_{1,0}, h_{1}^{2} \dot{\phi}_{1,1}, \ldots, h_{1}^{2 N_{1}} \dot{\phi}_{1, N_{1}}\right)^{\top}, \\
\dot{\boldsymbol{\psi}}_{2}=\left(\dot{\phi}_{2,0}, h_{2}^{p_{1}} \dot{\phi}_{2,1}, \ldots, h_{2}^{p_{N 2}} \dot{\phi}_{2, N_{2}}\right)^{\top},
\end{array}\right.
$$

and use the notations in Section 15.2.1, we can write eq. (15.20) compactly as

$$
\left(\begin{array}{ccc}
0 & -\gamma \mathbf{1}^{\top} & \mathbf{1}^{\top} \\
h_{1} \mathbf{1} & \mathrm{O} & \mathrm{O} \\
-h_{2} \mathbf{1} & \mathrm{O} & \mathrm{O}
\end{array}\right) \partial_{t}\left(\begin{array}{c}
\dot{\zeta}_{2} \\
\dot{\psi}_{1} \\
\dot{\psi}_{2}
\end{array}\right)=-\left(\begin{array}{ccc}
\mathfrak{a}_{\mathrm{K}} & -\gamma \mathbf{1}^{\top}\left(\varepsilon \boldsymbol{u}_{1} \cdot \nabla\right) & \mathbf{1}^{\top}\left(\varepsilon \boldsymbol{u}_{2} \cdot \nabla\right) \\
h_{1} \mathbf{1}\left(\varepsilon \boldsymbol{u}_{1} \cdot \nabla\right) & -h_{1}^{2} A_{1,0} \Delta & \mathrm{O} \\
-h_{2} \mathbf{1}\left(\varepsilon \boldsymbol{u}_{2} \cdot \nabla\right) & \mathrm{O} & -h_{2}^{2} A_{2,0} \Delta
\end{array}\right) .
$$

If we now freeze the coefficients in the above, we arrive - after some linear algebra - to the following dispersion relation:

$$
\begin{equation*}
\frac{\gamma}{h_{1} \alpha_{1}}\left(\omega-\varepsilon \boldsymbol{u}_{1} \cdot \boldsymbol{\xi}\right)^{2}+\frac{1}{h_{2} \alpha_{2}}\left(\omega-\varepsilon \boldsymbol{u}_{2} \cdot \boldsymbol{\xi}\right)^{2}=\mathfrak{a}_{\mathrm{K}}|\boldsymbol{\xi}|^{2} . \tag{15.22}
\end{equation*}
$$

where we denote, for $\ell \in\{1,2\}$,

$$
\alpha_{\ell} \stackrel{\text { def }}{=} \frac{\operatorname{det} A_{\ell, 0}}{\operatorname{det} \widetilde{A}_{\ell, 0}}, \quad \widetilde{A}_{\ell, 0} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
0 & \mathbf{1}^{\top}  \tag{15.23}\\
-\mathbf{1} & A_{\ell, 0}
\end{array}\right) .
$$

Solutions $\omega$ to the above dispersion relation are real for any wave vector $\boldsymbol{\xi} \in \mathbb{R}^{d}$ if and only if

$$
\begin{equation*}
\mathfrak{a}_{\mathrm{K}}-\frac{\frac{\gamma}{h_{1} \alpha_{1}} \frac{1}{h_{2} \alpha_{2}}}{\frac{\gamma}{h_{1} \alpha_{1}}+\frac{1}{h_{2} \alpha_{2}}}\left|\varepsilon \boldsymbol{u}_{2}-\varepsilon \boldsymbol{u}_{1}\right|^{2} \geq 0 \tag{15.24}
\end{equation*}
$$

[^59]we neglect all contributions bounded in $H^{s}\left(\mathbb{R}^{d}\right)$ (resp. $H^{s+1}\left(\mathbb{R}^{d}\right)$ ) for the first $\left(N_{1}+1\right)+\left(N_{2}+1\right)$ equations (resp. the last equation).

Otherwise there exists $\boldsymbol{\xi} \in \mathbb{R}^{d}$ with $|\boldsymbol{\xi}|=1$ with associated wave frequencies $\omega(\boldsymbol{\xi})=\omega_{r}(\boldsymbol{\xi}) \pm i \omega_{i}(\boldsymbol{\xi})$ with $\omega_{r}(\boldsymbol{\xi}), \omega_{i}(\boldsymbol{\xi}) \in \mathbb{R}$ and $\omega_{i}(\boldsymbol{\xi}) \neq 0$. By homogeneity, $\omega(\lambda \boldsymbol{\xi})=\lambda \omega(\boldsymbol{\xi})$ for any $\lambda \in \mathbb{R}$, and we observe the high frequency instability of the problem.
Remark 15.5. We have

$$
\mathfrak{a}_{\mathrm{K}} \stackrel{\text { def }}{=}-\left.\left(\partial_{z}\left(P_{2}^{\text {app }}-P_{1}^{\text {app }}\right)\right)\right|_{z=\varepsilon \zeta}
$$

where $P_{1}^{\text {app }}$ and $P_{2}^{\text {app }}$ are approximate pressures in the upper and the lower layers calculated from Bernoulli's equations using the approximate velocity potentials that is,

$$
P_{\ell}^{\mathrm{app}}=-\gamma^{2-\ell}\left(\varepsilon \partial_{t} \Phi_{\ell}^{\mathrm{app}}+\frac{\varepsilon^{2}}{2}\left(\left|\nabla \Phi_{k}^{\mathrm{app}}\right|^{2}+\mu^{-1}\left(\partial_{z} \Phi_{k}^{\mathrm{app}}\right)^{2}\right)+\frac{\delta+\gamma}{1-\gamma} z\right)
$$

with $\Phi_{\ell}^{\text {app }}$ defined in eq. (15.4) (with $\ell \in\{1,2\}$ ). Hence the stability criterion is a natural extension of the approximate Rayleigh-Taylor criterion of the Isobe-Kakinuma model in the free-surface homogeneous case (see Remark 13.16) to interfacial waves. In fact, setting $\gamma=0$, we recover exactly the result of the free-surface homogeneous framework. Observe from eq. (15.21) that, contrarily to the case of the full interfacial waves system (recall the discussion in Section 3.3), the stability criterion is always satisfied for $\varepsilon$ sufficiently small. Incidentally, the singular behavior as $\mu \searrow 0$ is only apparent, as a vigilant analysis shows that $\mu^{-1} w_{\ell}($ for $\ell \in\{1,2\})$ is in fact bounded. It is an exercise of linear algebra (whose answer was kindly provided to me by T. Iguchi) to show that

$$
\alpha_{1}=\frac{1}{\sum_{j=0}^{N_{1}}(4 j+1)}, \quad \alpha_{2}=\frac{1}{\sum_{j=0}^{N_{2}}\left(2 p_{j}+1\right)} .
$$

Hence $\alpha_{\ell} \rightarrow 0$ as $N_{\ell} \rightarrow \infty$, so that the domain of stability eq. (15.24) shrinks as $N_{1}$ and $N_{2}$ grow. As a last remark, if $N_{1}=N_{2}=0$, one has $\mathfrak{a}_{\mathrm{K}}=\delta+\gamma$ and $\alpha_{1}=\alpha_{2}=1$, and we recover the hyperbolicity criterion for the bilayer hydrostatic system stated in Section 6.2.3.
Remark 15.6. An alternative approach to the one developed in this section would consist-as in Section 14.4 and other modal analyses in this document-to linearize the Kakinuma systems, eq. (15.1), against constant shear solutions, that is

$$
\zeta_{2}=0, \quad \phi_{1,0}=\boldsymbol{u}_{1} \cdot \boldsymbol{x}, \quad \phi_{1,1}=\cdots=\phi_{1, N_{1}}=0, \quad \phi_{2,0}=\boldsymbol{u}_{2} \cdot \boldsymbol{x}, \phi_{2,1}=\cdots=\phi_{2, N_{2}}=0
$$

with $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ constant vectors. This yields the dispersion relation

$$
\begin{equation*}
\left(\omega(\boldsymbol{\xi})-\boldsymbol{c}_{\mathrm{K}}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi}\right)^{2}=a_{\mathrm{K}}(\boldsymbol{\xi}) b_{\mathrm{K}}(\boldsymbol{\xi}) \tag{15.25}
\end{equation*}
$$

with

$$
\begin{aligned}
& a_{\mathrm{K}}(\boldsymbol{\xi}) \stackrel{\text { def }}{=}(\delta+\gamma)-\frac{\frac{\gamma \delta}{\delta+\gamma}}{\frac{\delta}{\delta+\gamma} \frac{\left|A_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\mu|\boldsymbol{\xi}|^{2}\left|\tilde{A}_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}+\frac{\gamma}{\delta+\gamma} \frac{\left|A_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\delta^{-2} \mu|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}} \frac{\left(\varepsilon\left(\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right) \cdot \boldsymbol{\xi}\right)^{2}}{|\boldsymbol{\xi}|^{2}}, \\
& b_{\mathrm{K}}(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \frac{1}{\delta+\gamma} \frac{\frac{\left|A_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\mu|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{1}\right|(\sqrt{\mu} \boldsymbol{\xi} \boldsymbol{\xi}} \frac{\left|A_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\delta^{-2} \mu|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}}{\frac{\delta}{\delta+\gamma} \frac{\left|A_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\mu|\boldsymbol{\xi}|^{2}\left|\tilde{A}_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}+\frac{\gamma}{\delta+\gamma} \frac{\left.\left|A_{2}\right| \mid \sqrt{\mu} \boldsymbol{\xi}\right)}{\delta^{-2} \mu|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}}|\boldsymbol{\xi}|^{2}, \\
& \boldsymbol{c}_{\mathrm{K}}(\boldsymbol{\xi}) \stackrel{\text { def }}{=} \frac{\frac{\delta}{\delta+\gamma} \frac{\left|A_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\mu|\boldsymbol{\xi}|^{2}\left|\tilde{A}_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})} \boldsymbol{u}_{2}+\frac{\gamma}{\delta+\gamma} \frac{\left|A_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\delta^{-2} \mu\left|\boldsymbol{\xi} \boldsymbol{\xi}^{2}\right| \tilde{A}_{2} \mid(\sqrt{\mu} \boldsymbol{\xi})} \boldsymbol{u}_{1}}{\frac{\delta}{\delta+\gamma} \frac{\left|A_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\mu|\boldsymbol{\xi}|^{2}\left|\tilde{A}_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}+\frac{\gamma}{\delta+\gamma} \frac{\left|A_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\delta^{-2} \mu|\boldsymbol{\xi}|^{2}\left|\tilde{A}_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}} .
\end{aligned}
$$

This approach does not allow to recover the nonlinear Rayleigh-Taylor criterion, $\mathfrak{a}_{\mathrm{K}}$ defined in eq. (15.21), but only its linear approximation, namely $\delta+\gamma$. On the plus side, it provides some information outside of the high frequency limit. Yet since

$$
\frac{\left|A_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\mu|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{1}\right|(\sqrt{\mu} \boldsymbol{\xi})} \rightarrow \alpha_{1} \quad \text { and } \quad \frac{\left|A_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})}{\delta^{-2} \mu|\boldsymbol{\xi}|^{2}\left|\widetilde{A}_{2}\right|(\sqrt{\mu} \boldsymbol{\xi})} \rightarrow \alpha_{2} \quad \text { as }|\boldsymbol{\xi}| \rightarrow \infty
$$

the outcome is matching: unstable modes with unbounded exponential growth arise if and only if

$$
(\delta+\gamma)<\frac{\frac{\gamma \delta}{\delta+\gamma}}{\frac{\delta}{\delta+\gamma} \alpha_{1}+\frac{\gamma}{\delta+\gamma} \alpha_{2}}\left(\varepsilon\left|\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right|\right)^{2}=\frac{\frac{\gamma \delta}{\alpha_{1} \alpha_{2}}}{\frac{\gamma}{\alpha_{1}}+\frac{\delta}{\alpha_{2}}}\left(\varepsilon\left|\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right|\right)^{2} .
$$

We plot the angular frequencies provided by eq. (15.25), and compare with the corresponding formula for the full interfacial waves system and Miyata-Choi-Camassa model in Figure 15.1. In the situation at stake, instabilities arise starting from $N_{1}=N_{2}=N \geq 2$.


Figure 15.1 - Dispersion relation. We plot $(\omega(\boldsymbol{\xi})-\boldsymbol{c}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi})^{2} /|\boldsymbol{\xi}|^{2}=a(\boldsymbol{\xi}) b(\boldsymbol{\xi}) /|\boldsymbol{\xi}|^{2}$ (with $\mu=1$ ) for the full bilayer interfacial waves system, Kakinuma systems and Miyata-Choi-Camassa model, as predicted by eq. (3.12), eq. (15.25) and eq. (14.7); negative values indicate unstable modes.

We set $\gamma=0.9, \delta=\frac{1}{4}, \boldsymbol{u}_{2}-\boldsymbol{u}_{1}=\frac{1}{2}, N_{1}=N_{2}=N$ and $p_{i}=2 i(i \in\{0,1, \ldots, N\})$.

### 15.3 Rigorous justification

In this section we extend some results concerning the rigorous justification of the Isobe-Kakinuma systems as high order asymptotic models for the water waves system, which are displayed and discussed in Section 13.6, to the Kakinuma model for interfacial waves. These results are proved in $[155,156]$.

We denote $\mathfrak{p}_{\frac{\mathrm{sw}}{}}^{\mathrm{SW}}$ the set of parameters

$$
\mathfrak{p} \frac{\mathrm{sw}}{\mathrm{sw}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\}
$$

and we set (although this is not necessary for the well-posedness results stated afterwards)

$$
\begin{cases}N_{2}=N_{1}=N \text { and } \forall i \in\left\{1, \ldots, N_{2}\right\}, p_{i}=2 i & \text { in the flat bottom case, } \beta b \equiv 0  \tag{15.26}\\ N_{2}=2 N_{1}=2 N \text { and } \forall i \in\left\{1, \ldots, N_{2}\right\}, p_{i}=i & \text { for variable bottom topographies. }\end{cases}
$$

Recall (see Section 15.1) that eq. (15.1) can be written compactly as

$$
\left\{\begin{array}{l}
\boldsymbol{l}_{1}\left(h_{1}\right) \partial_{t} \zeta_{2}+\mathcal{L}_{1}^{\mu}\left[h_{1}\right] \boldsymbol{\phi}_{1}=\mathbf{0}  \tag{15.27}\\
-\boldsymbol{l}_{2}\left(h_{2}\right) \partial_{t} \zeta_{2}+\mathcal{L}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right] \boldsymbol{\phi}_{2}=\mathbf{0} \\
\boldsymbol{l}_{2}\left(h_{2}\right) \bullet \partial_{t} \boldsymbol{\phi}_{2}-\gamma \boldsymbol{l}_{1}\left(h_{1}\right) \bullet \partial_{t} \boldsymbol{\phi}_{1}+(\delta+\gamma) \zeta_{2}+\frac{\varepsilon}{2}\left(\left|\boldsymbol{u}_{2}\right|^{2}+\mu^{-1} w_{2}^{2}\right)-\gamma \frac{\varepsilon}{2}\left(\left|\boldsymbol{u}_{1}\right|^{2}+\mu^{-1} w_{1}^{2}\right)=0
\end{array}\right.
$$

where $\boldsymbol{l}_{1} \stackrel{\text { def }}{=}\left(1, h_{1}^{2}, \ldots, h^{2 N_{1}}\right)^{\top}, \boldsymbol{l}_{2} \stackrel{\text { def }}{=}\left(h^{p_{0}}, h^{p_{1}}, \ldots, h^{p_{N_{2}}}\right)^{\top}$, • denotes the $\left(N_{1}+1\right)$ or $\left(N_{2}+1\right)$ inner-product, $\boldsymbol{\phi}_{\ell} \stackrel{\text { def }}{=}\left(\phi_{\ell, 0}, \phi_{\ell, 1}, \ldots, \phi_{\ell, N_{\ell}}\right)^{\top}$ and $\mathcal{L}_{\ell}^{\mu}, \boldsymbol{u}_{\ell}, w_{\ell}$ are defined in eq. (15.6) to (15.9) (for $\ell \in\{1,2\}$ ).

By combining all but the last equations, we infer that solutions to eq. (15.27) must satisfy

$$
\begin{cases}\sum_{j=0}^{N_{1}} \mathcal{L}_{1, i j}^{\mu} \phi_{1, j}=h_{1}^{2 i} \sum_{j=0}^{N_{1}} \mathcal{L}_{1,0 j}^{\mu} \phi_{1, j} & \forall i \in\left\{1, \ldots, N_{1}\right\}  \tag{15.28}\\ \sum_{j=0}^{N_{2}} \mathcal{L}_{2, i j}^{\mu} \phi_{2, j}=h_{2}^{p_{i}} \sum_{j=0}^{N_{2}} \mathcal{L}_{2,0 j}^{\mu} \phi_{2, j} & \forall i \in\left\{1, \ldots, N_{2}\right\} \\ \sum_{j=0}^{N_{1}} \mathcal{L}_{1,0 j}^{\mu} \phi_{1, j}+\sum_{j=0}^{N_{2}} \mathcal{L}_{2,0 j}^{\mu} \phi_{2, j}=0 . & \end{cases}
$$

In the following, we denote

$$
\begin{aligned}
& X_{\mu}^{s} \stackrel{\text { def }}{=}\left\{\phi=\left(\phi_{0}, \phi_{1}, \ldots, \phi_{N}\right) \in \stackrel{\circ}{H}^{s+1}\left(\mathbb{R}^{d}\right) \times H^{s+1}\left(\mathbb{R}^{d}\right)^{N},\right. \\
& \left.\qquad|\phi|_{X_{\mu}^{s}}^{2} \stackrel{\text { def }}{=} \sum_{i=0}^{N}\left|\nabla \phi_{i}\right|_{H^{s}}^{2}+\sum_{j=1}^{N} \mu^{-1}\left|\phi_{j}\right|_{H^{s}}^{2}<\infty\right\} .
\end{aligned}
$$

where $N=N_{1}$ or $N=N_{2}$. We can now state the justification of the Kakinuma model as a shallow water model for the interfacial waves system, eq. (3.15), in the sense of consistency.
Theorem 15.7 (Consistency). Let $d \in \mathbb{N}^{\star}, N \in \mathbb{N}, h_{\star}>0, \mu^{\star}>0, \delta^{\star} \geq \delta_{\star}>0$ and $M^{\star} \geq 0$. Let $s \in \mathbb{N}$ be such that $s \geq 4 N+2$ and $s>d / 2+2 N+2$ in the flat bottom case, $\beta b \equiv 0$; or $s \geq \max (\{3,4\lfloor N / 2\rfloor+2\})$ and $s>d / 2+2\lfloor N / 2\rfloor+2$ otherwise. There exists $C>0$ such that for any $(\mu, \varepsilon, \beta, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{SW}}{\mathrm{SW}}}$, any $b \in W^{s+1, \infty}\left(\mathbb{R}^{d}\right), T>0$ and $\left(\zeta_{2}, \phi_{1}, \phi_{2}\right) \in L^{\infty}\left(0, T ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s} \times X_{\mu}^{s}\right)$ solution to eq. (15.27) and satisfying

$$
\begin{equation*}
\forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad h_{1}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} 1-\varepsilon \zeta(t, \boldsymbol{x}) \geq h_{\star}>0 \quad h_{2}(t, \boldsymbol{x}) \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta(t, \boldsymbol{x})-\beta b(\boldsymbol{x}) \geq h_{\star}>0 \tag{15.29}
\end{equation*}
$$

uniformly for $t \in(0, T)$ and

$$
M \stackrel{\text { def }}{=} \underset{t \in(0, T)}{\operatorname{ess} \sup }\left(\left|\varepsilon \zeta_{2}(t, \cdot)\right|_{H^{s}}\right)+|\beta b|_{W^{s+1, \infty}} \leq M^{\star}
$$

then, denoting $\psi_{2} \stackrel{\text { def }}{=} \boldsymbol{l}_{2}\left(h_{2}\right) \bullet \boldsymbol{\phi}_{2}$ and $\varphi_{1}=\boldsymbol{l}_{1}\left(h_{1}\right) \bullet \boldsymbol{\phi}_{1}$, one has

$$
\left\{\begin{array}{l}
\partial_{t} \zeta_{2}-\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=r_{1} \\
\partial_{t} \zeta_{2}-\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=r_{2}, \\
\partial_{t}\left(\psi_{2}-\gamma \varphi_{1}\right)+(\delta+\gamma) \zeta_{2}+\left(\frac{\varepsilon}{2}\left|\nabla \psi_{2}\right|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}+\varepsilon \nabla \zeta_{2} \cdot \nabla \psi_{2}\right)^{2}}{2\left(1+\mu\left|\varepsilon \nabla \zeta_{2}\right|^{2}\right)}\right) \\
\\
\quad-\gamma\left(\frac{\varepsilon}{2}\left|\nabla \varphi_{1}\right|^{2}-\mu \varepsilon \frac{\left(\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}+\varepsilon \nabla \zeta_{2} \cdot \nabla \varphi_{1}\right)^{2}}{2\left(1+\mu\left|\varepsilon \nabla \zeta_{2}\right|^{2}\right)}\right)=r_{3},
\end{array}\right.
$$

where $\mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right]$ and $\mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right]$ are defined after eq. (3.15) and for almost every $t \in(0, T)$,

$$
\begin{aligned}
& \left|r_{\ell}(t, \cdot)\right|_{H^{s-2 \tilde{N}-4}} \leq C \mu^{1+\tilde{N}}\left|\phi_{\ell}(t, \cdot)\right|_{X_{\mu}^{s}} \quad(\ell \in\{1,2\}), \\
& \left|r_{3}(t, \cdot)\right|_{H^{s-2 \tilde{N}-4}} \leq C \mu^{1+\tilde{N}} \varepsilon\left(\left|\phi_{2}(t, \cdot)\right|_{X_{\mu}^{s}}^{2}+\gamma\left|\phi_{1}(t, \cdot)\right|_{X_{\mu}^{s}}^{2}\right),
\end{aligned}
$$

with $\tilde{N}=2 N$ in the flat bottom case, and $\tilde{N}=2\lfloor N / 2\rfloor$ otherwise.
Proof. The result is a direct consequence of Theorem 13.12 once we remark the identities

$$
\frac{1}{\mu} \mathcal{G}_{1}^{\mu}\left[\varepsilon \zeta_{2}\right] \varphi_{1}=-\frac{1}{\mu} \mathcal{G}^{\mu}\left[-\varepsilon \zeta_{2}, 0\right] \varphi_{1}, \quad \frac{1}{\mu} \mathcal{G}_{2}^{\mu, \delta}\left[\varepsilon \zeta_{2}, \beta b\right] \psi_{2}=\frac{\delta}{\mu} \mathcal{G}^{\mu / \delta^{2}}[\delta \varepsilon \zeta, \delta \beta b] \psi_{2}
$$

as well as corresponding scaling arguments on

$$
\begin{aligned}
\mathcal{L}_{1}^{\mu}\left[h_{1}\right] & =\mathcal{L}^{\mu}\left[h_{1}, \mathbf{0}\right], & \mathcal{L}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right] & =\mathcal{L}^{\mu}\left[h_{2}, \beta \nabla b\right], \\
\boldsymbol{u}_{1}\left[h_{1}, \boldsymbol{\phi}_{1}\right] & =\boldsymbol{u}\left[h_{1}, \mathbf{0}, \boldsymbol{\phi}_{1}\right], & \boldsymbol{u}_{2}\left[h_{2}, \beta \nabla b, \boldsymbol{\phi}_{2}\right] & =\boldsymbol{u}\left[h_{2}, \beta \nabla b, \boldsymbol{\phi}_{2}\right], \\
w_{1}\left[h_{1}, \boldsymbol{\phi}_{1}\right] & =-w\left[h_{1}, \mathbf{0}, \boldsymbol{\phi}_{1}\right], & w_{2}\left[h_{2}, \boldsymbol{\phi}_{2}\right] & =w\left[h_{2}, \beta \nabla b, \boldsymbol{\phi}_{2}\right]
\end{aligned}
$$

where $\mathcal{L}^{\mu}, \boldsymbol{u}$ and $w$ are defined in eq. (13.23) and eq. (13.25) (with slight but obvious misuse of notations as for the dependency with respect to $N$ ).

Remark 15.8. As for the Isobe-Kakinuma model (see Theorem 13.12 and the Remark afterwards), the statement of the consistency result is in the opposite direction with respect to other consistency statements in this document, and in particular Theorem 14.1, where solutions to the master equations are shown to satisfy the model up to a small remainder terms. One of the benefits from this choice is that there exists a large class of solutions to eq. (15.27) as in the above consistency statement, by the well-posedness result below. However it does not allow-directly-to compare these solutions with regular solutions of the interfacial waves system (such as solitary waves), and the next result is the last of this document.

Theorem 15.9 (Local well-posedness). Let $d \in \mathbb{N}^{\star}, N \in \mathbb{N}, s \in \mathbb{N}, s>1+d / 2, h_{\star}>0, a_{\star}>0$, $\mu^{\star}>0, \delta^{\star} \geq \delta_{\star}>0$ and $M^{\star} \geq 0$. There exist $T>0, C>0$ such that for any $(\mu, \varepsilon, \beta, \delta, \gamma) \in \mathfrak{p}_{\frac{\mathrm{sw}}{\mathrm{sw}}}$, any $b \in W^{s+2, \infty}\left(\mathbb{R}^{d}\right)$, and any $\left(\zeta_{0}, \phi_{0,1}, \phi_{0,2}\right) \in H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s} \times X_{\mu}^{s}$ satisfying the compatibility condition eq. (15.28), the non-cavitation assumptions

$$
h_{0,1} \stackrel{\text { def }}{=} 1-\varepsilon \zeta_{0} \geq h_{\star}>0, \quad h_{0,2} \stackrel{\text { def }}{=} \delta^{-1}+\varepsilon \zeta_{0}-\beta b \geq h_{\star}>0
$$

the hyperbolicity condition

$$
\begin{equation*}
\mathfrak{a}_{\mathrm{K}}-\frac{\frac{\gamma}{h_{1} \alpha_{1}} \frac{1}{h_{2} \alpha_{2}}}{\frac{\gamma}{h_{1} \alpha_{1}}+\frac{1}{h_{2} \alpha_{2}}}\left|\varepsilon \boldsymbol{u}_{2}-\varepsilon \boldsymbol{u}_{1}\right|^{2} \geq a_{\star}>0 \tag{15.30}
\end{equation*}
$$

where $\mathfrak{a}_{\mathrm{K}}$ is defined in eq. (15.21), and

$$
M_{0} \stackrel{\text { def }}{=}\left|\varepsilon \zeta_{0}\right|_{H^{s}}+\left|\varepsilon \gamma^{\frac{1}{2}} \phi_{0,1}\right|_{X_{\mu}^{s}}+\left|\varepsilon \phi_{0,2}\right|_{X_{\mu}^{s}}+|\beta b|_{W^{s+1, \infty}} \leq M^{\star},
$$

there exists a unique $\left(\zeta_{2}, \phi_{1}, \phi_{2}\right) \in \mathcal{C}^{0}\left(\left[0, T / M_{0}\right] ; H^{s}\left(\mathbb{R}^{d}\right) \times X_{\mu}^{s} \times X_{\mu}^{s}\right)$ solution to the Kakinuma system, eq. (15.27), with initial data $\left.\left(\zeta_{2}, \phi_{1}, \phi_{2}\right)\right|_{t=0}=\left(\zeta_{0}, \phi_{0,1}, \phi_{0,2}\right)$; and for any $t \in\left[0, T / M_{0}\right]$

$$
\left|\zeta_{2}(t, \cdot)\right|_{H^{s}}+\left|\gamma^{\frac{1}{2}} \phi_{1}(t, \cdot)\right|_{X_{\mu}^{s}}+\left|\phi_{2}(t, \cdot)\right|_{X_{\mu}^{s}} \leq C \times\left(\left|\zeta_{0}\right|_{H^{s}}+\left|\gamma^{\frac{1}{2}} \phi_{0,1}\right|_{X_{\mu}^{s}}+\left|\phi_{0,2}\right|_{X_{\mu}^{s}}\right)
$$

$\inf _{\mathbb{R}^{d}}(1-\varepsilon \zeta(t, \cdot)) \geq h_{\star} / 2, \inf _{\mathbb{R}^{d}}\left(\delta^{-1}+\varepsilon \zeta(t, \cdot)-\beta b\right) \geq h_{\star} / 2, \inf _{\mathbb{R}^{d}}\left(\mathfrak{a}_{\mathrm{K}}-\varepsilon^{2} \frac{\frac{\gamma}{h_{1} \alpha_{1}} \frac{1}{\gamma \alpha_{2} \alpha_{2}}}{h_{1} \alpha_{1}}+\frac{1}{h_{2} \alpha_{2}}\left|\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right|^{2}\right) \geq$ $a_{\star} / 2$.

Remark 15.10. As the formula for $\mathfrak{a}_{\mathrm{K}}$ involves time derivatives and the hypersurface $t=0$ in the space-time $\mathbb{R}^{d} \times \mathbb{R}$ is characteristic, the definition of its initial value demands some clarifications. We infer $\left.\left(\partial_{t} \phi_{1}, \partial_{t} \boldsymbol{\phi}_{2}\right)\right|_{t=0}$ by differentiating eq. (15.28), replacing $\left.\left(\partial_{t} \zeta\right)\right|_{t=0}$ therein using eq. (15.27) with $i=0$, and solving the resulting system of differential equations supplemented with the last equation in eq. (15.27) (calling on [155, Lemma 6.4]).

Remark 15.11. The compatibility condition eq. (15.28) imposed on the initial data (and propagating for positive times) is not a limitation of the result. As discussed in Section 15.1, it is proved in [155, Lemma 6.4] that under the assumptions of Theorem 15.9 and for any $\xi_{0} \in \stackrel{\circ}{H}^{s+1}\left(\mathbb{R}^{d}\right)$, there exists $\left(\phi_{0,1}, \phi_{0,2}\right) \in X_{\mu}^{s} \times X_{\mu}^{s}$ (unique up to an additive constant) solution to eq. (15.28) satisfying additionally $\boldsymbol{l}_{2}\left(h_{0,2}\right) \bullet \phi_{0,2}-\gamma \boldsymbol{l}_{1}\left(h_{0,1}\right) \bullet \phi_{0,1}=\xi_{0}$. Hence we could rewrite the above statement using as initial data $\left(\zeta_{0}, \xi_{0}\right)$ in a neighborhood of the origin in $H^{s}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{s+1}\left(\mathbb{R}^{d}\right)$-in fact $H^{s+1}\left(\mathbb{R}^{d}\right) \times H^{s+1}\left(\mathbb{R}^{d}\right)$ to secure uniform estimates-as in Corollary 13.17.

Sketch of the proof. The complete proof is provided in [155, 156]. The strategy of the proof is very similar to that of Theorem 13.15, yet there is an additional key ingredient in order to obtain the sharp hyperbolicity criteria $h_{1} \geq h_{\star}>0, h_{2} \geq h_{\star}>0$, and eq. (15.30).

When we extract the quasilinear structure to the Kakinuma system we find that for $\boldsymbol{k} \in \mathbb{N}^{d}$ a multi index with $|\boldsymbol{k}| \leq s$, solutions to eq. (15.27) satisfy the system

$$
\mathcal{A}_{1}^{\mu} \partial_{t}\left(\begin{array}{c}
\partial^{\boldsymbol{k}} \zeta_{2}  \tag{15.31}\\
\partial^{\boldsymbol{k}} \boldsymbol{\phi}_{1} \\
\partial^{\boldsymbol{k}} \boldsymbol{\phi}_{2}
\end{array}\right)+\mathcal{A}_{0}^{\mu}\left(\begin{array}{c}
\partial^{\boldsymbol{k}} \zeta_{2} \\
\partial^{\boldsymbol{k}} \boldsymbol{\phi}_{1} \\
\partial^{\boldsymbol{k}} \boldsymbol{\phi}_{2}
\end{array}\right)=\left(\begin{array}{c}
r_{\boldsymbol{k}} \\
\boldsymbol{r}_{\boldsymbol{k}, 1} \\
\boldsymbol{r}_{\boldsymbol{k}, 2}
\end{array}\right)
$$

where the remainder term $\left(r_{\boldsymbol{k}}, \boldsymbol{r}_{\boldsymbol{k}, 1}, \boldsymbol{r}_{\boldsymbol{k}, 2}\right)$ is uniformly bounded in an appropriate space, and plays no role for the local-in-time existence and control of solutions; and, recalling the notations $h_{1}=1-\varepsilon \zeta$, $h_{2}=\delta^{-1}+\varepsilon \zeta-\beta b, \boldsymbol{l}_{1}\left(h_{1}\right) \stackrel{\text { def }}{=}\left(1, h_{1}^{2}, \ldots, h_{1}^{2 N_{1}}\right)^{\top}, \boldsymbol{l}_{2}\left(h_{2}\right) \stackrel{\text { def }}{=}\left(h_{2}^{p_{0}}, h_{2}^{p_{1}}, \ldots, h_{2}^{p_{N_{2}}}\right)^{\top}$,

$$
\mathcal{A}_{1} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
0 & -\gamma \boldsymbol{l}_{1}\left(h_{1}\right)^{\top} & \boldsymbol{l}_{2}\left(h_{2}\right)^{\top} \\
\gamma \boldsymbol{l}_{1}\left(h_{1}\right) & \mathrm{O} & \mathrm{O} \\
-\boldsymbol{l}_{2}\left(h_{2}\right) & \mathrm{O} & \mathrm{O}
\end{array}\right)
$$

and, defining $\left(\mathcal{L}_{1}^{\mu}, \mathcal{L}_{2}^{\mu}\right)$ by eq. (15.6)-(15.7), ( $\left.\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)$ by eq. (15.8) and $\mathfrak{a}_{\mathrm{K}}$ by eq. (15.21),

$$
\mathcal{A}_{0} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
\mathfrak{a}_{\mathrm{K}} & -\gamma \boldsymbol{l}_{1}\left(h_{1}\right)^{\top}\left(\varepsilon \boldsymbol{u}_{1} \cdot \nabla\right) & \boldsymbol{l}_{2}\left(h_{2}\right)^{\top}\left(\varepsilon \boldsymbol{u}_{2} \cdot \nabla\right) \\
-\gamma\left(\varepsilon \boldsymbol{u}_{1} \cdot \nabla\right)^{\star} \boldsymbol{l}_{1}\left(h_{1}\right) & \gamma \mathcal{L}_{1}^{\mu}\left[h_{1}\right] & \mathrm{O} \\
\left(\varepsilon \boldsymbol{u}_{2} \cdot \nabla\right)^{\star} \boldsymbol{l}_{2}\left(h_{2}\right) & \mathrm{O} & \mathcal{L}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]
\end{array}\right) .
$$

While this structure has the same symmetry properties as the one exhibited for the Isobe-Kakinuma model in the sketch of the proof of Theorem 13.15, it should be pointed out that the energy estimate inferred by testing the above against $\left(\partial_{t} \partial^{\boldsymbol{k}} \zeta_{2}, \partial_{t} \partial^{\boldsymbol{k}} \boldsymbol{\phi}_{1}, \partial_{t} \partial^{\boldsymbol{k}} \boldsymbol{\phi}_{2}\right)^{\top}$ is not satisfactory. Indeed,
considering for simplicity the case of the Saint-Venant system, that is $N_{1}=N_{2}=0$, we see that for any $\boldsymbol{U} \stackrel{\text { def }}{=}\left(\eta, \boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}\right) \in \boldsymbol{X} \stackrel{\text { def }}{=} L^{2}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right) \times \stackrel{\circ}{H}^{1}\left(\mathbb{R}^{d}\right)$, and denoting $\boldsymbol{V} \stackrel{\text { def }}{=}\left(\eta, \nabla \boldsymbol{\varphi}_{1}, \nabla \boldsymbol{\varphi}_{2}\right)$, we have

$$
\left\langle\boldsymbol{U}, \mathcal{A}_{0} \boldsymbol{U}\right\rangle_{\boldsymbol{X}-\boldsymbol{X}^{\prime}}=\int_{\mathbb{R}^{d}} \boldsymbol{V} \cdot A_{0} \boldsymbol{V} \mathrm{~d} \boldsymbol{x} \quad \text { with } \quad A_{0} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
\delta+\gamma & -\gamma \varepsilon \boldsymbol{u}_{1}^{\top} & \varepsilon \boldsymbol{u}_{2}^{\top} \\
-\gamma \varepsilon \boldsymbol{u}_{1} & \gamma h_{1} \mathrm{Id}_{d} & \mathrm{O}_{d} \\
\varepsilon \boldsymbol{u}_{2} & \mathrm{O}_{d} & h_{2} \mathrm{Id}_{d}
\end{array}\right) .
$$

and the coercivity of the energy functional is equivalent to the positiveness of the matrix $A_{0}$. Since

$$
\operatorname{det} A_{0}=\left(h_{1} h_{2}\right)^{d}\left((\delta+\gamma)-\gamma \frac{\left|\varepsilon \boldsymbol{u}_{1}\right|^{2}}{h_{1}}-\frac{\left|\varepsilon \boldsymbol{u}_{2}\right|^{2}}{h_{2}}\right),
$$

we see that coercivity may fail even when $\boldsymbol{u}_{1}=\boldsymbol{u}_{2}$, in discrepancy with the hyperbolicity condition eq. (15.30) which for the Saint-Venant system reads simply (see Theorem 6.12)

$$
(\delta+\gamma)-\gamma \frac{\varepsilon^{2}\left|\boldsymbol{u}_{2}-\boldsymbol{u}_{1}\right|^{2}}{h_{1}+\gamma h_{2}} \geq a_{\star}>0
$$

However, we can write $A_{0}=\widetilde{A}_{0}+T_{0}$ with

$$
\widetilde{A}_{0} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
\delta+\gamma & \varepsilon \frac{\gamma h_{1} \boldsymbol{v}^{\top}}{h_{1}+\gamma h_{2}} & \varepsilon \frac{\gamma h_{2} \boldsymbol{v}^{\top}}{h_{1}+\gamma h_{2}} \\
\varepsilon \frac{\gamma h_{\boldsymbol{v}}}{h_{1}+\gamma h_{2}} & h_{1} \mathrm{Id}_{d} & \mathrm{O}_{d} \\
\varepsilon \frac{\gamma h^{v}}{h_{1}+\gamma h_{2}} & \mathrm{O}_{d} & h_{2} \mathrm{Id}_{d}
\end{array}\right), \quad T_{0} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
0 & -\gamma \varepsilon \boldsymbol{u}^{\top} & \varepsilon \boldsymbol{u}^{\top} \\
-\gamma \varepsilon \boldsymbol{u} & \mathrm{O}_{d} & \mathrm{O}_{d} \\
\varepsilon \boldsymbol{u} & \mathrm{O}_{d} & \mathrm{O}_{d}
\end{array}\right)
$$

with $\boldsymbol{u} \stackrel{\text { def }}{=} \frac{\gamma h_{2} \boldsymbol{u}_{1}+h_{1} \boldsymbol{u}_{2}}{h_{1}+\gamma h_{2}}, \boldsymbol{v}=\boldsymbol{u}_{2}-\boldsymbol{u}_{1}$. The contribution from $T_{0}$ can be treated as an advection term, and we have as desired

$$
\operatorname{det} \widetilde{A}_{0}=\left(h_{1} h_{2}\right)^{d}\left((\delta+\gamma)-\gamma \frac{\varepsilon^{2}|\boldsymbol{v}|}{h_{1}+\gamma h_{2}}\right) .
$$

Following this approach in the general case $N_{1}, N_{2} \in \mathbb{N}^{d}$, we rewrite eq. (15.31) as

$$
\mathcal{A}_{1}^{\mu}\left(\partial_{t}+\varepsilon \boldsymbol{u} \cdot \nabla\right)\left(\begin{array}{c}
\partial^{\boldsymbol{k}} \zeta_{2}  \tag{15.32}\\
\partial^{\boldsymbol{k}} \phi_{1} \\
\partial^{\boldsymbol{k}} \boldsymbol{\phi}_{2}
\end{array}\right)+\widetilde{\mathcal{A}}_{0}^{\mu}\left(\begin{array}{c}
\partial^{\boldsymbol{k}} \zeta_{2} \\
\partial^{\boldsymbol{k}} \phi_{1} \\
\partial^{\boldsymbol{k}} \phi_{2}
\end{array}\right)=\left(\begin{array}{c}
r_{\boldsymbol{k}} \\
\widetilde{\boldsymbol{r}}_{\boldsymbol{k}, 1} \\
\widetilde{\boldsymbol{r}}_{\boldsymbol{k}, 2}
\end{array}\right)
$$

where $\boldsymbol{u} \stackrel{\text { def }}{=} \frac{\gamma h_{2} \alpha_{2} \boldsymbol{u}_{1}+h_{1} \alpha_{1} \boldsymbol{u}_{2}}{h_{1} \alpha_{1}+\gamma h_{2} \alpha_{2}}$, with $\alpha_{1}, \alpha_{2}$ defined in eq. (15.23), $\mathcal{A}_{1}$ is as above and

$$
\widetilde{\mathcal{A}}_{0} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
\mathfrak{a}_{\mathrm{K}} & \gamma \theta_{1} \boldsymbol{l}_{1}\left(h_{1}\right)^{\top}(\varepsilon \boldsymbol{v} \cdot \nabla) & \theta_{2} \boldsymbol{l}_{2}\left(h_{2}\right)^{\top}(\varepsilon \boldsymbol{v} \cdot \nabla) \\
\gamma \theta_{1}(\varepsilon \boldsymbol{v} \cdot \nabla)^{\star} \boldsymbol{l}_{1}\left(h_{1}\right) & \gamma \mathcal{L}_{1}^{\mu}\left[h_{1}\right] & \mathrm{O} \\
\theta_{2}(\varepsilon \boldsymbol{v} \cdot \nabla)^{\star} \boldsymbol{l}_{2}\left(h_{2}\right) & \mathrm{O} & \mathcal{L}_{2}^{\mu}\left[h_{2}, \beta \nabla b\right]
\end{array}\right)
$$

with $\boldsymbol{v} \stackrel{\text { def }}{=} \boldsymbol{u}_{2}-\boldsymbol{u}_{1}, \theta_{1} \stackrel{\text { def }}{=} \frac{h_{1} \alpha_{1}}{h_{1} \alpha_{1}+\gamma h_{2} \alpha_{2}}, \theta_{2} \stackrel{\text { def }}{=} \frac{\gamma h_{2} \alpha_{2}}{h_{1} \alpha_{1}+\gamma h_{2} \alpha_{2}}$. We will then obtain energy estimates by testing eq. (15.32) against

$$
\left(\partial_{t}+\varepsilon \boldsymbol{u} \cdot \nabla\right)\left(\begin{array}{c}
\partial^{\boldsymbol{k}} \zeta_{2} \\
\partial^{\boldsymbol{k}} \phi_{1} \\
\partial^{\boldsymbol{k}} \phi_{2}
\end{array}\right)
$$

and using that the contribution from the first term vanishes identically. The last key ingredient consists in showing that, restricting to the flat bottom case for the sake of readability (the case of variable topography adds only lower order contributions) there exists $c, C>0$ such that for any $\boldsymbol{U} \stackrel{\text { def }}{=}\left(\eta, \boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}\right) \in \boldsymbol{X} \stackrel{\text { def }}{=} L^{2}\left(\mathbb{R}^{d}\right) \times\left(\dot{H}^{1}\left(\mathbb{R}^{d}\right) \times H^{1}\left(\mathbb{R}^{d}\right)^{N_{1}}\right) \times\left(\dot{H}^{1}\left(\mathbb{R}^{d}\right) \times H^{1}\left(\mathbb{R}^{d}\right)^{N_{2}}\right)$ we have

$$
c\left(|\eta|_{L^{2}}^{2}+\left|\boldsymbol{\varphi}_{1}\right|_{X_{\mu}^{0}}^{2}+\left|\boldsymbol{\varphi}_{2}\right|_{X_{\mu}^{0}}^{2}\right) \leq\left\langle\boldsymbol{U}, \mathcal{A}_{0} \boldsymbol{U}\right\rangle_{\boldsymbol{X}-\boldsymbol{X}^{\prime}} \leq C\left(|\eta|_{L^{2}}^{2}+\left|\boldsymbol{\varphi}_{1}\right|_{X_{\mu}^{0}}^{2}+\left|\boldsymbol{\varphi}_{2}\right|_{X_{\mu}^{0}}^{2}\right) .
$$

After integrating by parts we find

$$
\begin{aligned}
\left\langle\boldsymbol{U}, \mathcal{A}_{0} \boldsymbol{U}\right\rangle_{\boldsymbol{X}-\boldsymbol{X}^{\prime}}= & \left(\mathfrak{a}_{\mathrm{K}} \eta, \eta\right)_{L^{2}} \\
& +\gamma\left(h_{1} A_{1,0} D_{1} \nabla \boldsymbol{\varphi}_{1}, D_{1} \nabla \boldsymbol{\varphi}_{1}\right)_{L^{2}}+\gamma \mu^{-1}\left(h_{1}^{-1} A_{1,1} D_{1} \boldsymbol{\varphi}_{1}, D_{1} \boldsymbol{\varphi}_{1}\right)_{L^{2}} \\
& +\left(h_{2} A_{2,0} D_{2} \nabla \boldsymbol{\varphi}_{2}, D_{2} \nabla \boldsymbol{\varphi}_{2}\right)_{L^{2}}+\mu^{-1}\left(h_{2}^{-1} A_{2,1} D_{2} \boldsymbol{\varphi}_{2}, D_{2} \boldsymbol{\varphi}_{2}\right)_{L^{2}} \\
& +2 \varepsilon\left(\eta, \gamma \theta_{1} \boldsymbol{v} \cdot\left(\mathbf{1} \bullet D_{1} \nabla \boldsymbol{\varphi}_{1}\right)+\theta_{2} \boldsymbol{v} \cdot\left(\mathbf{1} \bullet D_{2} \nabla \boldsymbol{\varphi}_{2}\right)\right)_{L^{2}}
\end{aligned}
$$

where $A_{\ell, 0}$ and $A_{\ell, 1}$ (for $\ell \in\{1,2\}$ ) have been defined in eq. (15.16)-(15.17), and $D_{1}$ and $D_{2}$ are the diagonal matrices

$$
D_{1}=\operatorname{diag}\left(1, h_{1}^{2}, \ldots, h_{1}^{2 N_{1}}\right), \quad D_{2}=\operatorname{diag}\left(h_{2}^{p_{0}}, h_{2}^{p_{1}}, \ldots, h_{2}^{p_{N_{2}}}\right)
$$

The upper bound is obvious by product estimates, and the lower bound is the crucial element. From the non-cavitation assumptions $h_{1} \geq h_{\star}>0, h_{2} \geq h_{\star}>0$, and using that when withdrawing their first (null) row and column $A_{1,1}$ and $A_{2,1}$ are definite positive, we infer immediately the $L^{2}$-control of $\varphi_{1}, \varphi_{2}$ - except the first component. The remaining control follows from the lower bounds ${ }^{75}$

$$
\forall \boldsymbol{\psi}_{1} \in \mathbb{R}^{N_{1}+1}, A_{1,0} \boldsymbol{\psi}_{1} \bullet \boldsymbol{\psi}_{1} \geq \alpha_{1}\left(\mathbf{1} \bullet \boldsymbol{\psi}_{1}\right)^{2}, \quad \forall \boldsymbol{\psi}_{2} \in \mathbb{R}^{N_{2}+1}, A_{2,0} \boldsymbol{\psi}_{2} \bullet \boldsymbol{\psi}_{2} \geq \alpha_{2}\left(\mathbf{1} \bullet \boldsymbol{\psi}_{2}\right)^{2}
$$

and the fact that the matrix

$$
\left(\begin{array}{ccc}
\mathfrak{a}_{\mathrm{K}} & -\gamma \theta_{1}|\boldsymbol{v}| & -\theta_{2}|\boldsymbol{v}| \\
-\gamma \theta_{1}|\boldsymbol{v}| & \gamma h_{1} \alpha_{1} & 0 \\
-\theta_{2}|\boldsymbol{v}| & 0 & h_{2} \alpha_{2}
\end{array}\right)
$$

is positive-definite under the hyperbolicity criterion eq. (15.30), in addition to the non-cavitation assumptions.

From the above, we infer a priori energy estimates on smooth solutions satisfying the compatibility condition, hyperbolicity criterion and non-cavitation assumptions, as in the statement. The remaining of the proof is very similar to that of Theorem 13.15, and we conclude here.

[^60]and notice
\[

\left(\tilde{A}_{\ell, 0}\right)^{-1}=\left($$
\begin{array}{cc}
q_{\ell, 0} & \boldsymbol{q}^{\top} \\
-\boldsymbol{q} & Q_{\ell, 0}
\end{array}
$$\right)
\]

with $q_{\ell, 0}=\frac{\operatorname{det} A_{\ell, 0}}{\operatorname{det} \widetilde{A}_{\ell, 0}}=\alpha_{\ell}$ and $Q_{\ell, 0}$ is non-negative, since for any $\boldsymbol{\phi} \in \mathbb{R}^{N_{\ell}+1}$, $\operatorname{denoting}\binom{\zeta}{\boldsymbol{\psi}}=\left(\widetilde{A}_{\ell, 0}\right)^{-1}\binom{0}{\boldsymbol{\phi}}$, we
have

$$
\phi \bullet Q_{\ell, 0} \boldsymbol{\phi}=\binom{0}{\boldsymbol{\phi}} \bullet\left(\begin{array}{cc}
q_{\ell, 0} & \boldsymbol{q}^{\top} \\
-\boldsymbol{q} & Q_{\ell, 0}
\end{array}\right)\binom{0}{\boldsymbol{\phi}}=\binom{\zeta}{\boldsymbol{\psi}} \bullet\left(\begin{array}{cc}
0 & \mathbf{1}^{\top} \\
-\mathbf{1} & A_{\ell, 0}
\end{array}\right)\binom{\zeta}{\boldsymbol{\psi}}=\boldsymbol{\psi} \bullet A_{\ell, 0} \boldsymbol{\psi} \geq 0
$$

where the positivity of $A_{\ell, 0}$ follows from

$$
\boldsymbol{\psi} \bullet A_{\ell, 0} \boldsymbol{\psi}=\int_{0}^{1}(\boldsymbol{\psi} \bullet \boldsymbol{z})^{2} \mathrm{~d} z, \quad \boldsymbol{z} \stackrel{\text { def }}{=}\left(z^{p_{0}}, z^{p_{1}}, \ldots, z^{p_{N_{\ell}}}\right)
$$

Now, for any $\boldsymbol{\psi} \in \mathbb{R}^{N_{\ell}+1}$, we set $\eta \stackrel{\text { def }}{=} \mathbf{1} \bullet \boldsymbol{\psi}, \boldsymbol{\phi} \stackrel{\text { def }}{=} A_{\ell, 0} \boldsymbol{\psi}$, and remark

$$
\boldsymbol{\psi} \bullet A_{\ell, 0} \boldsymbol{\psi}=\binom{0}{\boldsymbol{\psi}} \bullet\left(\begin{array}{cc}
0 & \mathbf{1}^{\top} \\
-\mathbf{1} & A_{\ell, 0}
\end{array}\right)\binom{0}{\boldsymbol{\psi}}=\binom{\eta}{\boldsymbol{\phi}} \bullet\left(\begin{array}{cc}
q_{\ell, 0} & \boldsymbol{q}^{\top} \\
-\boldsymbol{q} & Q_{\ell, 0}
\end{array}\right)\binom{\eta}{\boldsymbol{\phi}}=q_{\ell, 0} \eta^{2}+\boldsymbol{\phi} \bullet Q_{\ell, 0} \boldsymbol{\phi}
$$

which gives the thesis.

## Appendix

This is the end [...] of our elaborate plans, the end of everything that stands, the end.

- Jim Morrison, The End
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## I Numerics

## I. 1 Numerical schemes

In the forthcoming Appendix I. 4 we present some numerical experiments, which have been generated using spectral methods, and the explicit four-step Runge-Kutta scheme for the time integration. In order to simplify the exposition, we will focus in this section on the use of such numerical scheme on the initial-value problem for the Whitham equation, eq. (x), which in dimensionless variables reads

$$
\begin{equation*}
\partial_{t} \zeta+\partial_{x}\left(\mathrm{~L}(D) \zeta+\frac{3 \varepsilon}{4} \zeta^{2}\right)=0 \tag{I.1}
\end{equation*}
$$

where $\mathrm{L}(D)=\sqrt{\frac{\tanh (\sqrt{\mu}|D|)}{\sqrt{\mu}|D|}}$, and $\varepsilon, \mu>0$ are dimensionless parameters. The discussion can be extended without any change to general class of self-adjoint linear Fourier multipliers $\mathrm{L}(D)$, and in particular to the Korteweg-de Vries equation, eq. (viii). When $\varepsilon \ll 1$ and solutions are computed over large times, or when the operator $\mathrm{L}(D)$ is of high order (stiff) as in the Korteweg-de Vries equation, it is beneficial to solve eq. (I.1) for $\eta \stackrel{\text { def }}{=} \exp \left(t \partial_{x} \mathrm{~L}\right) \zeta$, that is

$$
\partial_{t} \eta+\frac{3 \varepsilon}{4} \exp \left(t \partial_{x} \mathrm{~L}\right) \partial_{x}\left(\left(\exp \left(-t \partial_{x} \mathrm{~L}\right) \eta\right)^{2}\right)=0
$$

Solvers based on such representation are often called exponential integrators; see [324] for more details and references. We shall stick to eq. (I.1) for simplicity in this presentation.

## I.1.1 Fourier spectral methods

There are many textbooks introducing spectral methods, e.g. [392] to name only one, and only the basics shall be recalled here. In this section, time is freezed and we consider only the discretization in space.

Periodization Our first approximation consists in considering eq. (I.1) on a periodic domain of period 2 L rather than on the full real line. We apply a periodization operator, for instance

$$
\zeta_{\mathrm{p}}(x) \stackrel{\text { def }}{=} \sum_{\ell \in \mathbb{Z}} \zeta(x+2 \mathrm{~L} \ell)
$$

In practice, we consider functions $\zeta$ rapidly decreasing (with $|x|$ ) and choose $L$ sufficiently large so that $\zeta$ decays up to machine precision for $|x| \geq \mathrm{L}$, and so the difference between $\zeta_{\mathrm{p}}$ and $\zeta$ on $[-\mathrm{L}, \mathrm{L}]$ is immaterial.

The Fourier multiplier $\mathrm{L}(D)$ (respectively $\partial_{x}$ ), extended as an operator from $\mathcal{S}^{\prime}(\mathbb{R})$ (the tempered distributions) to itself, maps periodic functions to periodic functions and acts by pointwise multiplication on the $k^{\text {th }}$ coefficients of the Fourier series with $\sqrt{\frac{\tanh (\sqrt{\mu} \pi|k| / L)}{\sqrt{\mu} \pi|k| / L}}$ (respectively $\frac{i \pi k}{L}$ ). However, since $\mathrm{L}(D)$ is a nonlocal operator, $\mathrm{L}(D) \zeta_{\mathrm{p}} \neq(\mathrm{L}(D) \zeta)_{\mathrm{p}}$. Yet the symbol being smooth, its inverse Fourier transform (and derivatives), which we denote $K,{ }^{76}$ is exponentially decaying, and hence

$$
\mathrm{L}(D)\left(\zeta_{\mathrm{p}}-\zeta\right)(x)=\frac{1}{\sqrt{2} \pi} \sum_{\ell \in \mathbb{Z}^{*}} \int_{\mathbb{R}} K(x-y) \zeta(y+2 \mathrm{~L} \ell) \mathrm{d} y
$$

is exponentially decaying on $[-\mathrm{L}, \mathrm{L}]$ with respect to L , provided that $\zeta(x)$ is exponentially decaying with $|x|$. As a consequence, for $\zeta$ in the Schwartz space $\mathcal{S}(\mathbb{R})$, the error made by the periodization procedure is exponentially decaying with L .

[^61]Fourier spectral methods On a problem with periodic boundary conditions, Fourier spectral methods consist in approaching solutions considering finite Fourier sums of the form

$$
\begin{equation*}
\zeta_{\mathrm{p}}(x) \approx \sum_{\mathrm{k}=1}^{\mathrm{N}} \mathrm{a}_{\mathrm{k}} e^{i \frac{\pi}{\mathrm{~L}} \mathrm{k} x} \tag{I.2}
\end{equation*}
$$

In practice, we give ourselves the values $\left(\zeta\left(\mathrm{x}_{\mathrm{i}}\right)\right)_{\mathrm{i}=1, \ldots, \mathrm{~N}}$ at the regularly spaced collocation points $x_{i} \stackrel{\text { def }}{=}-L+2 i \frac{L}{N}$, and use the discrete Fourier transform (computed efficiently with a Fast Fourier transform (FFT)) to deduce the coefficients $a_{k}$. In that way, the coefficients are related to the coefficients of the infinite Fourier series

$$
\begin{equation*}
\zeta_{\mathrm{p}}(x)=\sum_{k \in \mathbb{Z}} c_{k} e^{i \frac{\pi}{\mathrm{~L}} k x} \tag{I.3}
\end{equation*}
$$

through the relation

$$
\mathrm{a}_{\mathrm{k}}=\sum_{j \in \mathbb{Z}} c_{\mathrm{k}+j \mathrm{~N}} .
$$

With an abuse of definition, we will still refer to $a_{k}$ as "Fourier coefficients", and will identify $a_{k}$ and $a_{k+2 j N}$ for any $j \in \mathbb{Z}$. That $a_{k}$ encompasses a full series of Fourier coefficient is of course unavoidable as $e^{i \frac{\pi}{\mathrm{~L}} \mathrm{k} x}$ and $e^{i \frac{\pi}{\mathrm{~L}}(\mathrm{k}+j \mathrm{~N}) x}$ are indistinguishable on the discrete grid $x \in\left\{\mathrm{x}_{1}, \cdots, \mathrm{x}_{\mathrm{N}}\right\}$, and is called aliasing. For functions in the Schwartz space, Fourier coefficients decrease exponentially fast, and hence the error between (I.2) and (I.3) is exponentially decaying with respect to $\delta \mathrm{x}^{-1} \propto \mathrm{~N} / \mathrm{L}$; this is called spectral accuracy and is, together with the extraordinary efficiency of the FFT (whose cost grows theoretically as $\mathrm{N} \log (\mathrm{N})$ ), the main reason for the popularity of spectral methods. The simplicity of the resulting numerical codes is another incentive for using them.

After decomposition (I.2), the action of Fourier multipliers - and in particular differentiationcan be obtained exactly via multiplication on the discrete Fourier coefficients, and only nonlinear terms require some attention. The simplest way to approximately compute products is by pointwise multiplication on collocation points (which can be obtained from the discrete Fourier coefficients via discrete inverse Fourier transform), and then apply the discrete Fourier transform. When doing so, since

$$
\zeta_{\mathrm{p}}^{2}\left(\mathrm{x}_{\mathrm{i}}\right)=\left(\sum_{\mathrm{k}=1}^{\mathrm{N}} \mathrm{a}_{\mathrm{k}} e^{i \frac{\pi}{\mathrm{~L}} \mathrm{k} \mathrm{x}_{\mathrm{i}}}\right)^{2}=\sum_{\mathrm{j}=1}^{\mathrm{N}} \sum_{\mathrm{l}=1}^{\mathrm{N}} \mathrm{a}_{\mathrm{j}} \mathrm{a}_{\mathrm{l}} e^{i \frac{\pi}{\mathrm{~L}}(\mathrm{j}+1) \mathrm{x}_{\mathrm{i}}}
$$

one obtains

$$
\zeta_{\mathrm{p}}^{2}(x) \approx \sum_{\mathrm{k}=1}^{\mathrm{N}} \mathrm{~b}_{\mathrm{k}} e^{i \frac{\pi}{\mathrm{~L}} \mathrm{k} x} \quad \text { with } \quad \mathrm{b}_{\mathrm{k}}=\sum_{\mathrm{j}+1 \in \mathrm{~N} \mathbb{Z}} \mathrm{a}_{\mathrm{j}} \mathrm{a}_{1} .
$$

For $j, k, l \in\{-N / 2, \cdots, N / 2-1\}$, the contribution $a_{j} a_{1}$ such that $j+l \neq k$ is a spurious effect from aliasing, and sometimes contributes to numerical instabilities. In order to suppress such terms, one can add a sufficient number of modes ${ }^{77}$ (in the case of quadratic nonlinearity, the so-called Orszag's $3 / 2$ rule [342]) with coefficients set to zero, so that $a_{j} a_{l}=0$ when $|j+1-k|=N$ (with $\mathrm{j}, \mathrm{k}, \mathrm{l} \in\{-\mathrm{N} / 2, \cdots, \mathrm{~N} / 2-1\}$ ). The use of such dealiasing techniques separate (Galerkin) spectral approximations (since the error of the approximation is orthogonal to the expansion functions) from pseudospectral approximations [341]. The dealiasing technique deserves some comments. Firstly, it can be performed exactly only for power nonlinearities, and the number of additional coefficients grows with the power, as $(p+1) / 2$ where $p$ is the power. This prevents its use (again, if perfection is aimed at) for the second Whitham equation, eq. (ix), for instance. Secondly, it should be noticed

[^62]that the magnitude of the error generated by the spurious aliasing term is not necessarily greater (nor smaller) than the contributions omitted from the exact formula: by eq. (I.3),
$$
\zeta_{\mathrm{p}}^{2}(x)=\left(\sum_{k \in \mathbb{Z}} c_{k} e^{i \frac{\pi}{\mathrm{~L}} k x}\right)^{2}=\sum_{k \in \mathbb{Z}} \sum_{l \in \mathbb{Z}} c_{k-l} c_{l} e^{i \frac{\pi}{\mathrm{~L}} k x}
$$

Finally, low-pass filters, $\Pi$, having discontinuous symbols, they do not enjoy good commutator properties (that is, $[\Pi, \zeta]$ is not regularizing of order -1 ); it is hence advisable for equations of quasilinear type to use regularized (at least Lipschitz) symbols. In practice, one can use when possible sufficiently many modes, N, so that discrete Fourier coefficients decrease to machine precision with room to spare and hence dealiasing is theoretically immaterial, and use dealiasing only when it appears necessary or beneficial.

In any case, we find that for data in the Schwartz space, the error made using the Fourier (pseudo-)spectral method is exponentially decaying with $\mathrm{N} / \mathrm{L}$ (in addition to the error exponentially decaying with $L$ from the periodization procedure).

## I.1.2 Time integration

After discretization in space using the Fourier (pseudo-)spectral method, eq. (I.1) becomes a system of differential equations,

$$
\frac{\mathrm{d} \mathrm{U}}{\mathrm{~d} t}=\mathcal{F}(t, \mathrm{U})
$$

where $\mathrm{U}(t)$ is the N -dimensional vector of discrete Fourier coefficients of $\zeta_{\mathrm{p}}$ at time $t$.
We numerically solve the initial-value problem using the explicit four-step Runge-Kutta method (RK4). Hence, given $\delta \mathrm{t}$ the timestep, we compute the approximate value of $\mathrm{U}(\mathrm{t}+\delta \mathrm{t})$ from the knowledge of $\mathrm{U}(\mathrm{t})$ with the formula

$$
\mathrm{U}(\mathrm{t}+\delta \mathrm{t})=\mathrm{U}(\mathrm{t})+\frac{\delta \mathrm{t}}{6}\left(\mathrm{U}_{1}+2 \mathrm{U}_{2}+2 \mathrm{U}_{3}+\mathrm{U}_{4}\right)
$$

where

$$
\left\{\begin{array}{l}
\mathrm{U}_{1}=\mathcal{F}(\mathrm{t}, \mathrm{U}(\mathrm{t})), \\
\mathrm{U}_{2}=\mathcal{F}\left(\mathrm{t}+\frac{\delta \mathrm{t}}{2}, \mathrm{U}(\mathrm{t})+\frac{\delta \mathrm{t}}{6} \mathrm{U}_{1}\right), \\
\mathrm{U}_{3}=\mathcal{F}\left(\mathrm{t}+\frac{\delta \mathrm{t}}{2}, \mathrm{U}(\mathrm{t})+\frac{\delta \mathrm{t}}{2} \mathrm{U}_{2}\right), \\
\mathrm{U}_{4}=\mathcal{F}\left(\mathrm{t}+\delta \mathrm{t}, \mathrm{U}(\mathrm{t})+\delta \mathrm{t} \mathrm{U}_{3}\right)
\end{array}\right.
$$

The RK4 method is a fourth-order method, meaning that the local truncation error is on the order of $\mathcal{O}\left(\delta t^{5}\right)$, while the total accumulated error is of the order of $\mathcal{O}\left(\delta t^{4}\right)$.

Working with stiff problems (since operators at stake, and in particular space-differentiation are not bounded), the RK4 method suffers from numerical instabilities unless a Courant-FriedrichsLevy (CFL) condition on the timestep is ensured. This is not a strong issue in practice, since we aim at high accuracy on smooth functions, and that the exponential rates of spectral methods associated with the algebraic rate of the RK4 method will typically urge to use small time stepsize/space intervals ratios anyway.

## I.1.3 Code samples and validation

In this section we validate the numerical method by propagating in time a solitary wave for the Whitham equation, eq. (I.1). Given a velocity $c>1$ (sufficiently small; see Figure vi), the solitary wave $\zeta(t, x)=\zeta_{c}(x-c t)$ satisfies

$$
-c \zeta_{c}+\mathrm{L}(D) \zeta_{c}+\frac{3 \varepsilon}{4} \zeta_{c}^{2}=0
$$

The profile $\zeta_{c}$ can be numerically obtained by using the Fourier spectral method, and solving the resulting system of nonlinear equations

$$
\mathcal{G}(\mathrm{U})=\mathbf{0}
$$

by a standard Newton iteration,

$$
U^{(m+1)}=U^{(m)}-\delta U^{(m)} \quad \text { with }\left.\quad \operatorname{Jac}(\mathcal{G}(U))\right|_{U=U^{(m)}} \delta U^{(m)}=\mathcal{G}\left(U^{(m)}\right)
$$

where $U^{(m)}$ denotes the $\mathrm{m}^{\text {th }}$ iterate, and where $\operatorname{Jac}(\mathcal{G}(\mathrm{U}))$ is the Jacobian of $\mathcal{G}(U)$ with respect to $U \in \mathbb{C}^{\mathbb{N}}$. Due to the translation invariance of the problem, the Kernel of the Jacobian of the continuous (infinite-dimensional) vector-field is non-empty when evaluated at the solution $\zeta_{c}$, since $\partial_{x} \zeta_{c}$ is an element of the nullspace. It is hence advisable to add the corresponding spectral projection to $\operatorname{Jac}(\mathcal{G}(\mathrm{U}))$. The initial iterate $\mathrm{U}^{(0)}$ can be chosen from the explicit KdV solitary wave; see Section v.

Our numerical illustrations have been performed using the Julia language [48]. We provide below a self-contained code, favoring conciseness and readability to performance.

First we generate the solitary wave solution to eq. (I.1) (with $\varepsilon=\mu=1$ ) of velocity $c=1.1$, using $N=2^{11}$ modes on the torus of half-period $L=60$. Figure I. 1 represents the outcome. The alteration of values at collocation points is of the order of $10^{-16}$, i.e. machine precision, when multiplying by two the number of modes, N , or both N and the half-period, L , indicating a maximal resolution of the real-line problem.

```
using FFTW,LinearAlgebra
" Compute the solitary wave of the Whitham equation with velocity c. "
function SolitaryWaveWhitham(; c=1.1,N=2^11,L=60)
    # Initialize
    dx = 2*L/N; X = -L:dx:L-dx # mesh of collocation points
    dk = pi/L; K = dk.* [0:N\div2-1 ; -N\div2:-1] # Fourier wavenumbers
    FFT = exp.(-1 im*K*(X.-X[1])') #FFT as a matrix operator
    IFFT= exp.(1im*K*(X.-X[1])')/length(X) #IFFT as a matrix operator
    Dx = 1im * K # Differentiation (symbol)
    LD = sqrt.(tanh.(K)./K); LD[1]=1 # Fourier multiplier L(D) (symbol)
    Z = 2*(c-1)*sech.(sqrt (3/2* (c-1))*X).^2 # Initial guess(KdV formula)
    # Solve G(Z) = 0
    for i in 1:10 # Newton iteration with maximum 10 steps
        G = -c*Z+ifft(LD.*fft(Z))+3/4*Z.^2 # Compute G(Z)
        if norm(G)<10^(-15) break end
        # Stop if |G(Z)| is below tolerance
        JacG = (IFFT*(Diagonal(LD)*FFT) # Compute Jac(G(Z))
                +Diagonal(3/2*Z . - C))
            dxZ = ifft(Dx.*fft(Z));
            dZ = dxZ./norm(dxZ); Proj = dZ*dZ', # Compute the projection onto span(\partialZ)
        Z = Z - JacG + Proj ) \ G # Compute next Newton iterate
        end
        return X,real.(Z),K,fft(Z)
end
```



Figure I. 1 - Computed solitary wave of eq. (I.1) with velocity $c=1.1$.
Then we integrate in time eq. (I.1) starting with this solitary wave, using the pseudospectral method (without dealiasing) and explicit RK4 solver, with $10^{5}$ time steps on $t \in[0,40]$. The
comparison of the numerically computed solution and the exact solution (obtained from the previous function by a Fourier phase shift) is represented in Figure I.2. Augmenting the number of modes, N , or decreasing the time step-size, $\delta \mathrm{t}$, by a factor of two does not significantly improve (nor deteriorates) the accuracy.

```
" Solve the initial-value problem for the Whitham equation with a solitary wave
    as initial data."
function SolveWhitham(;T=40,dt=0.0004)
    # Initialize mesh of collocation points X, Fourier wavenumbers K
    # and initial data (Z = values at collocation points, U = Fourier coefficients)
    X,Z,K,U=SolitaryWaveWhitham(c=1.1,N=2^11,L=60)
    Dx = 1im * K # Differentiation (symbol)
    LD = sqrt.(tanh.(K)./K); LD[1]=1 # Fourier multiplier L(D) (symbol)
    # Solve \partialt U = F(U)
    F(U) = -Dx.*LD.*U - 3/4*Dx.*fft(ifft(U).^2)
    for i in dt:dt:T # trerate explicit solver RK4
            U1 = F( U )
            U2 = F( U + dt/2 * U1 )
            U3 = F( U + dt/2 * U2 )
            U4 = F( U + dt * U3 )
            U =U + dt/6*(U1 + 2*U2 + 2*U3 + U4 )
    end
    return (X,real.(ifft(U)),K,U)
end
```


(a) Physical space

(b) Fourier coefficients (modulus, in log scale)

Figure I. 2 - Difference between the computed solution at final time and the translated initial data.

## I. 2 The special case of the (Whitham-)Green-Naghdi system

Let us describe further on the numerical scheme we employ for integrating in time the (onedimensional with flat bottom) Green-Naghdi equations (see Section 8) and their fully dispersive counterparts (see Section 10), which read in dimensionless variables

$$
\left\{\begin{array}{l}
\partial_{t} \zeta+\partial_{x}(h u)=0  \tag{I.4}\\
\partial_{t} v+\partial_{x}\left(\zeta+\varepsilon u v-\frac{\varepsilon}{2} u^{2}-\frac{\mu \varepsilon}{2} h^{2}\left(\partial_{x} \mathrm{~F} u\right)^{2}\right)=0
\end{array}\right.
$$

where $h=1+\varepsilon \zeta$ and F is the Fourier multiplier operator with symbol $F(k)=\sqrt{\frac{3}{\mu|k| \tanh (\mu|k|)}-\frac{3}{\mu|k|^{2}}}$; and $v$ and $u$ are related through the elliptic equation

$$
\begin{equation*}
v=u-\frac{\mu}{3 h} \partial_{x}\left(h^{3} \partial_{x} \mathrm{~F} u\right) \tag{I.5}
\end{equation*}
$$

Sufficiently regular solutions to the Green-Naghdi equations satisfy the above, replacing F by the identity. By Lemma $8.9 u$ is uniquely determined by eq. (I.5) from sufficiently regular $(v, \zeta)$ with $\inf _{\mathbb{R}}(1+\varepsilon \zeta)>0$, and we can solve eq. (I.4) as evolution equations for $(\zeta, v)$. The presence of Fourier multipliers naturally leads to Fourier pseudospectral methods described above. As described in Section 9, one of the difficulties when integrating in time eq. (I.4) is that we are led to solve the elliptic problem eq. (I.5) at each time-step. However, it turns out to be not too costly-at least in the one-dimensional framework - to solve the elliptic problem at each time step while maintaining high resolution thanks to the efficiency of pseudospectral methods and of the Krylov subspace iterative method GMRES for solving the elliptic problem.

Let us now be more precise. We use the same Fourier pseudospectral approach as outlined in the previous section, i.e., we approximate the solution $u, \zeta$ via discrete Fourier transforms. With this spatial discretization, eq. (I.4) become finite-dimensional systems of ODEs coupled with a system of equations of the form

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \hat{\zeta}}{\mathrm{~d} t}=\mathcal{G}_{1}(\hat{\zeta}, \hat{u}),  \tag{I.6}\\
\frac{\mathrm{d} \hat{v}}{\mathrm{~d} t}=\mathcal{G}_{2}(\hat{\zeta}, \hat{u}, \hat{\mathrm{v}}), \\
\mathcal{M}(\hat{\zeta}) \hat{\mathrm{u}}=\hat{\mathrm{v}}
\end{array}\right.
$$

where $\hat{\zeta}(t), \hat{u}(t), \hat{v}(t)$ are the $N$-dimensional vectors of discrete Fourier coefficients, and $\mathcal{M}(\hat{\zeta})$ is an N -by- N matrix. The two ODEs in system (I.6) are integrated with the standard explicit fourth order Runge-Kutta method. The system of linear equations in (I.6) is a convolution in the space of Fourier coefficients: the matrix $\mathcal{M}(\hat{\zeta})$ is constructed using (inverse) Fast Fourier Transform and multiplication in collocation points. As already mentioned, the inversion is performed with the very efficient Krylov approach GMRES [360]. This numerical method has been discussed and successfully employed in a variety of computationally challenging situations in [161].

## I. 3 The special case of the water waves system

Numerical methods based on conformal mapping allow to solve very efficiently the time integration of the water waves system, eq. (2.2), in the framework of horizontal dimension $d=1$. The idea of using conformal mapping to transform the Laplace problem, eq. (2.4) into an equivalent Laplace problem in a more convenient-and in particular fixed-domain can be found ${ }^{78}$ as early as in [67, 343,207 ] (the latter acknowledging the original idea in [258] on the linearized equations) and has been revisited several times, in particular in [166, 97, 416, 329, 280, 312, 397, 316] (see also [407, 279, $214,218,219,6,406]$ for the use of the conformal mapping in studies on the initial-value problem).

We briefly recall some principles below, following closely the exposition in [97], and in particular restricting ourselves to the flat bottom situation (in addition to dimension $d=1$ ). The first step (after the non-dimensionalization, Section 2.4) consists in introducing suitable holomorphic coordinates, that is a map

$$
(X, Y)[\varepsilon \zeta(t, \cdot)]:(\xi, \eta) \in \mathbb{R} \times(-\delta, 0) \mapsto(x, y) \in\left\{(x, y) \in \mathbb{R}^{2}:-1<y<\varepsilon \zeta(t, x)\right\}
$$

which is a conformal transformation when identifying the real plane and complex plane (and unrescaling variables), i.e. is differentiable and satisfies the anisotropic Cauchy-Riemann equations

$$
\partial_{\xi} X=\partial_{\eta} Y \quad ; \quad \mu \partial_{\xi} Y=\partial_{\eta} X
$$

[^63]The function $Y$ satisfies the Laplace problem

$$
\begin{cases}\mu \partial_{\xi}^{2} Y+\partial_{\eta}^{2} Y=0 & \text { in } \mathbb{R} \times(-1,0)  \tag{I.7}\\ Y(t, \cdot, 0)=\varepsilon \zeta(t, X(\cdot, 0)), \\ Y(t, \cdot,-\delta)=-1 & \end{cases}
$$

Solving eq. (I.7) in Fourier space and denoting denoting $z(t, \xi)=\zeta(t, X(t, \xi, 0))$, we find

$$
Y(t, \cdot, \eta)=\frac{\eta}{\delta}+\varepsilon \frac{\sinh (\sqrt{\mu}|D|(\delta+\eta))}{\sinh (\sqrt{\mu} \delta|D|)} z(t, \cdot)
$$

and the Cauchy-Riemann equations, yield

$$
\partial_{\xi} X(t, \cdot, \eta)=\frac{1}{\delta}+\varepsilon \frac{\sqrt{\mu}|D| \cosh (\sqrt{\mu}|D|(\delta+\eta))}{\sinh (\sqrt{\mu} \delta|D|)} z(t, \cdot)
$$

Up to here $\delta>0$ is a free parameter, possibly depending on the time variable, $t \in \mathbb{R}$. In the periodic framework-which we will use henceforth unless otherwise noted-it is convenient to set the parameter so that the conformal map preserves the periodicity (with same period). ${ }^{79}$ This can be done by choosing

$$
\delta(t)=1+\varepsilon \frac{1}{L} \int_{-L / 2}^{L / 2} z(t, \xi) \mathrm{d} \xi
$$

where $L$ is the wave period. Setting $\eta=0$ in the above identity, we obtain

$$
\begin{equation*}
\partial_{\xi} X(t, \cdot, 0)=\frac{1}{\delta}+\varepsilon \sqrt{\mu}|D| \operatorname{cotanh}(\sqrt{\mu} \delta|D|) \zeta(t, X(t, \cdot, 0)) \tag{I.8}
\end{equation*}
$$

which-after integration-implicitly defines $X(t, 0, \cdot)$ up to a constant which can be arbitrarily set, and hence $z(t, \cdot)=\zeta(t, X(t, \cdot, 0))$ and as a result the holomorphic coordinates $(X, Y)(t, \cdot, \cdot)$, from the knowledge of the surface deformation $\zeta(t, \cdot)$.

As a second step we rewrite the water waves system, eq. (2.7), using the holomorphic coordinates. Denoting $\Phi$ the solution to eq. (2.8) (with flat bottom and dimension $d=1$ ), we have that $F(t, \xi, \eta) \stackrel{\text { def }}{=} \Phi(t, X(t, \xi, \eta), Y(t, \xi, \eta))$ satisfies

$$
\left\{\begin{array}{l}
\mu \Delta_{\xi} F+\partial_{\eta}^{2} F=0 \quad \text { in } \mathbb{R} \times(-1,0), \\
\Phi=\psi(t, X(t, \cdot, 0)) \\
\left(\partial_{\eta} \Phi\right)(t, \cdot,-\delta)=0
\end{array}\right.
$$

which is immediately solvable in Fourier space. By using the chain rule we can rewrite the two equations in eq. (2.7) equivalently using the unknowns $X(t, \cdot, 0), Y(t, \cdot, 0)$, and $f(t, \cdot) \stackrel{\text { def }}{=} \psi(t, X(t, \cdot, 0))$. Yet these equations are not readily under the form of evolution equations for which $\{t\} \times \mathbb{R}$ are non-characteristic hypersurfaces in the space-time $\mathbb{R} \times \mathbb{R}$. It demands some clever manipulations and the help of analytic function theory to arrive at the following set of two evolution equations:

$$
\left\{\begin{array}{l}
\partial_{t} z-\frac{\left(1+\varepsilon \varepsilon_{0}^{\mu, \delta} z\right)\left(\frac{1}{\mu} \mathrm{G}_{0}^{\mu, \delta} f\right)}{\left(1+\left.\varepsilon\right|_{0} ^{\mu, \delta} z\right)^{2}+\mu \varepsilon^{2}\left(\partial_{\xi} z\right)^{2}}+\mu \varepsilon\left(\partial_{\xi} z\right) \mathrm{H}_{0}^{\mu, \delta} \partial_{\xi}\left(\frac{\frac{1}{\mu} \mathrm{G}_{0}^{\mu, \delta} f}{\left(1+\varepsilon \varepsilon \varepsilon_{0}^{\mu, \delta} z\right)^{2}+\mu \varepsilon^{2}\left(\partial_{\xi} z\right)^{2}}\right)=\mu \varepsilon q_{0} \partial_{\xi} z,  \tag{I.9}\\
\partial_{t} f+z+\frac{\varepsilon}{2} \frac{\left(\partial_{\xi} f\right)^{2}-\mu\left(\frac{1}{\mu} \mathrm{G}_{0}^{\mu, \delta} f\right)^{2}}{\left(1+\left.\varepsilon\right|_{0} ^{\mu, \delta} z\right)^{2}+\mu \varepsilon^{2}\left(\partial_{\xi} z\right)^{2}}+\mu \varepsilon\left(\partial_{\xi} f\right) \mathrm{H}_{0}^{\mu, \delta} \partial_{\xi}\left(\frac{\frac{1}{\mu}\left(1+\varepsilon \varepsilon_{0}^{\mu, \delta} z\right)^{2}+\mu \varepsilon^{2}\left(\partial_{\xi} z\right)^{2}}{(1)}\right)=\mu \varepsilon q_{0} \partial_{\xi} f,
\end{array}\right.
$$

where we define the following Fourier multipliers

$$
\mathrm{G}_{0}^{\mu, \delta} \stackrel{\text { def }}{=} \sqrt{\mu}|D| \tanh (\sqrt{\mu} \delta|D|), \quad \mathrm{H}_{0}^{\mu, \delta} \stackrel{\text { def }}{=} \frac{\operatorname{cotanh}(\sqrt{\mu} \delta|D|)}{\sqrt{\mu}|D|}, \quad \stackrel{I}{0}_{\mu, \delta}^{\stackrel{\text { def }}{=} \sqrt{\mu}|D| \operatorname{cotanh}(\sqrt{\mu} \delta|D|), ~, ~}
$$

[^64](we use the convention $\frac{\operatorname{cotanh}(0)}{0}=0$, that is we first subtract the average before applying $\mathrm{H}_{0}^{\mu, \delta}$ ) and ${ }^{80}$
$$
q_{0}=\frac{1}{L} \int_{-L / 2}^{L / 2}\left(1+\left.\varepsilon\right|_{0} ^{\mu, \delta} z\right) \mathrm{H}_{0}^{\mu, \delta} \partial_{\xi}\left(\frac{\frac{1}{\mu} \mathrm{G}_{0}^{\mu, \delta} f}{\left(1+\left.\varepsilon\right|_{0} ^{\mu, \delta} z\right)^{2}+\mu \varepsilon^{2}\left(\partial_{\xi} z\right)^{2}}\right)+\varepsilon \frac{\left(\partial_{\xi} \zeta\right)\left(\frac{1}{\mu} \mathrm{G}_{0}^{\mu, \delta} f\right)}{\left(1+\left.\varepsilon\right|_{0} ^{\mu, \delta} z\right)^{2}+\mu \varepsilon^{2}\left(\partial_{\xi} z\right)^{2}} \mathrm{~d} \xi
$$

Remark I.1. In the real-line setting, we set $\delta=1$, and $q_{0}=0$, accordingly with the limit $L \rightarrow \infty$. The action of $\mathrm{H}_{0}^{\mu, \delta} \partial_{\xi}$ must be precised, since it is not a Fourier multiplier in the sense of Definition III.1, due to the singularity at wavenumber $\xi=0$. Yet it applies to functions which can be decomposed as $\partial_{\xi} f_{0}+f_{1}$ where $f_{0} \in L^{2}(\mathbb{R})$ and $f_{1} \in L^{1}(\mathbb{R})$ (we measure here spatial decay at infinity rather than regularity). The singularity is removed for the first contribution, and the Fourier transform of the second contribution is continuous at $\xi=0$, hence its pointwise multiplication with $\frac{i \xi \operatorname{cotanh}(\sqrt{\mu} \delta|\xi|)}{\sqrt{\mu}|\xi|}=\frac{1}{\xi} \frac{i \xi}{\sqrt{\mu} \tanh (\sqrt{\mu} \xi)}$ defines a distribution via the Cauchy principal value, and its inverse Fourier transform is well-defined in $L^{\infty}(\mathbb{R})$.

The numerical strategy for numerically solving eq. (2.7) for given initial data ( $\zeta_{0}, \psi_{0}$ ) then consists in the following steps:

- First we solve eq. (I.8) with $\zeta=\zeta_{0}$, and infer the corresponding initial data

$$
\left.z\right|_{t=0}=\zeta_{0}(t, X(0, \cdot, 0)) \quad \text { and }\left.\quad f\right|_{t=0}=\psi_{0}(t, X(0, \cdot, 0))
$$

Numerically solving eq. (I.8) demands an iteration scheme ${ }^{81}$ which requires to evaluate $\zeta_{0}$ at any given location $x$, either through a specified formula or a reconstruction from its values at collocation points (e.g. through the Fourier spectral method). In the latter case each iteration costs $\mathcal{O}\left(\mathrm{N}^{2}\right)$ operations where N is the number of collocation points. Hence this step can be relatively costly, but needs to be performed only once.

- Then we integrate in time eq. (I.9). Since the equations involve only pointwise operations and Fourier multiplications (and extracting average values, that is the first Fourier coefficient), the equations - after differentiating the second one to consider periodic or spatially decaying functions - are perfectly suited to Fourier pseudospectral methods presented in Appendix I.1.1. Thanks to the efficiency of the Fast Fourier Transform, each time-step of your favorite timeintegration scheme will require $\mathcal{O}(\mathrm{N} \log (\mathrm{N}))$ operations.
- At prescribed time $t=T$, we can plot solutions-and in particular the surface deformation through the graph $(X(T, \cdot, 0), z=\zeta(T, X(T, \cdot, 0)))$-using again eq. (I.8) to infer $X(T, \cdot, 0)$. Optionally, if we desire to recover the values of solutions in physical space, $(\zeta(T, \cdot), \psi(T, \cdot))$ at prescribed collocation points (to compare with the results of other models for instance), then we need to use a costly interpolation. ${ }^{82}$
Remark I.2. It should be pointed out that the time integration of eq. (I.9) through Fourier pseudospectral methods turns out to be much more efficient than the corresponding time integration of the (Whitham-)Green-Naghdi system, eq. (I.4), due to the expensive operation of inverting $\mathcal{M}(\hat{\zeta})$ at each time step. This does not mean that the latter models (and any of the models subsequently described in this document) are pointless! One should remind that the present strategy for solving the water waves system is limited to simple geometries, and in particular dimension $d=1 .{ }^{83}$

[^65]
## I. 4 Numerical experiments

Finally we present some numerical experiments. These experiments are fairly naive, and are meant as an illustration of the improved accuracy of solutions the (fully dispersive) Whitham-GreenNaghdi system (WGN) with respect to solutions to its standard Serre-Green-Naghdi (SGN) counterpart, as approximations of solutions to the water waves system (ww). We used numerical scripts written in the Julia language [48], and more specifically the package developed in collaboration with P. Navaro and available at https://github.com/WaterWavesModels. The numerical schemes for the time integration of the SGN and WGN systems, based on the strategy presented in Appendix I.2, has been written in collaboration with C. Klein and used in much more demanding situations in [161]. The numerical scheme for the time integration of the water waves system, based on the strategy presented in Appendix I.3, is based on a preliminary version written by L. Emerald.

In these numerical simulations we will observe the evolution of an initial disturbance of the surface elevation, with zero velocity, depending on scales of the system determined by the dimensionless parameters $\varepsilon$ and $\mu$. We restrict ourselves to the flat bottom situation and dimension $d=1$, and set

$$
\begin{equation*}
\left.\zeta\right|_{t=0}(x)=\zeta_{0}(x)=\exp \left(-|x|^{3}\right),\left.\quad \psi\right|_{t=0}=\psi_{0} \equiv 0 \tag{I.10}
\end{equation*}
$$

so that the initial disturbance is spatially localized but not smooth. We compute numerically (in the flat bottom case and dimension $d=1$ ) the emerging solution to the water waves system, eq. (2.7), to the Serre-Green-Naghdi system, eq. (8.2), and to the Whitham-Green-Naghdi system, eq. (10.2), for several values of $\varepsilon$ and $\mu$. We use the pseudospectral method (without dealiasing) with $\mathrm{N}=2^{10}$ collocation points on the torus of half-period $L=15$, and the standard explicit RK4 solver with $10^{4}$ time steps on $t \in[0,10]$. The time evolution of the free surface predicted by the models and a snapshot of the difference between the water waves solution and the corresponding solutions of the weakly dispersive models for $\varepsilon \in\{0.5,0.25,0.125\}$ are represented in Figure I. $3(\mu=1)$, Figure I. 4 ( $\mu=0.1$ ), and Figure I. $5(\mu=0.01)$. The corresponding $\ell^{\infty}$-norm of the differences (at collocation points defined by the water waves numerical integration) are aggregated in Table I.1.

|  | Serre-Gren-Naghdi |  |  | Whitham-Green-Naghdi |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\varepsilon=0.5$ | $\varepsilon=0.25$ | $\varepsilon=0.125$ |  | $\varepsilon=0.5$ | $\varepsilon=0.25$ | $\varepsilon=0.125$ |
| $\mathrm{t}=1$ |  |  |  |  |  |  |  |
| $\mu=1$ | 0.0666 | 0.0595 | 0.0538 |  | 0.0201 | 0.0109 | 0.00558 |
| $\mu=0.1$ | $9.0810^{-3}$ | $7.8610^{-3}$ | $7.3610^{-3}$ |  | $3.8110^{-3}$ | $1.710^{-3}$ | $8.6310^{-4}$ |
| $\mu=0.01$ | $2.6710^{-4}$ | $3.1410^{-4}$ | $2.7410^{-4}$ |  | $1.3510^{-4}$ | $7.9810^{-5}$ | $3.810^{-5}$ |
| $\mathrm{t}=10$ |  |  |  |  |  |  |  |
| $\mu=1$ | 0.116 | 0.137 | 0.133 |  | 0.0575 | 0.0296 | 0.0133 |
| $\mu=0.1$ | 0.0441 | 0.0263 | 0.0279 |  | 0.0204 | $4.4210^{-3}$ | $1.4710^{-3}$ |
| $\mu=0.01$ | 0.144 | 0.0242 | $5.4610^{-3}$ |  | 0.0909 | $7.1410^{-3}$ | $7.0310^{-4}$ |

Table I. 1 - Errors produced by the Serre-Green-Naghdi and Whitham-Green-Naghdi models.

(a) Evolution in time. $\mu=1, \varepsilon=0.125$
surface deformation at $\mathrm{t}=0.0$

(c) Evolution in time. $\mu=1, \varepsilon=0.25$
surface deformation at $\mathrm{t}=0.0$

(e) Evolution in time. $\mu=1, \varepsilon=0.5$
(b) Difference at time $\mathrm{t}=10 . \mu=1, \varepsilon=0.125$ difference (surface deformation) at $t=10.0$

(d) Difference at time $\mathrm{t}=10 . \mu=1, \varepsilon=0.25$ difference (surface deformation) at $\mathrm{t}=10.0$

(f) Difference at time $\mathrm{t}=10 . \mu=1, \varepsilon=0.5$

Figure I. 3 - Disintegration of a heap of water, eq. (I.10), according to the water waves system, the Serre-Green-Naghdi system, and the Whitham-Green-Naghdi system, in "deep" water situations $(\mu=1)$.

(a) Evolution in time. $\mu=0.1, \varepsilon=0.125$
surface deformation at $\mathrm{t}=0.0$

(c) Evolution in time. $\mu=0.1, \varepsilon=0.25$
surface deformation at $\mathrm{t}=0.0$

(e) Evolution in time. $\mu=0.1, \varepsilon=0.5$
(b) Difference at time $t=10 . \mu=0.1, \varepsilon=0.125$
difference (surface deformation) at $t=10.0$

(d) Difference at time $\mathrm{t}=10 . \mu=0.1, \varepsilon=0.25$
difference (surface deformation) at $\mathrm{t}=10.0$

(f) Difference at time $\mathrm{t}=10 . \mu=0.1, \varepsilon=0.5$

Figure I. 4 - Disintegration of a heap of water, eq. (I.10), according to the water waves system, the Serre-Green-Naghdi system, and the Whitham-Green-Naghdi system,
in moderately shallow water situations $(\mu=0.1)$.

(a) Evolution in time. $\mu=0.01, \varepsilon=0.125$ surface deformation at $\mathrm{t}=0.0$

(c) Evolution in time. $\mu=0.01, \varepsilon=0.25$
(b) Difference at time $\mathrm{t}=10 . \mu=0.01, \varepsilon=0.125$
difference (surface deformation) at $\mathrm{t}=10.0$

(d) Difference at time $\mathrm{t}=10 . \mu=0.01, \varepsilon=0.25$

(f) Difference at time $t=10 . \mu=0.01, \varepsilon=0.5$
surface deformation at $\mathrm{t}=0.0$

(e) Evolution in time. $\mu=0.01, \varepsilon=0.5$

Figure I. 5 - Disintegration of a heap of water, eq. (I.10), according to the water waves system, the Serre-Green-Naghdi system, and the Whitham-Green-Naghdi system, in shallow water situations $(\mu=1)$.

## II Technical tools

We provide elementary proofs of product, commutator and composition estimates, based on the following Hölder, Hausdorff-Young, interpolation and Sobolev embedding inequalities. The price to pay for the simplicity of the proof is that results are restricted to Sobolev spaces with integer indices; adapting the proofs Sobolev spaces with real indices would require for instance the LittlewoodPaley technology; see [13]. The reader can refer to [263, Appendix B] for sharp results and relevant references.

## II. 1 Basic inequalities

Lemma II. 1 (Hölder inequality). Let $d, n \in \mathbb{N}^{\star}, n \geq 2, r, p_{1}, \ldots, p_{n} \in(0,+\infty]$ such that

$$
\frac{1}{p_{1}}+\cdots+\frac{1}{p_{n}}=\frac{1}{r} .
$$

There exists $C>0$ such that for any $f_{i} \in L^{p_{i}}\left(\mathbb{R}^{d}\right)(i \in\{1, \ldots, n\}), \prod_{i=1}^{n} f_{i} \in L^{r}\left(\mathbb{R}^{d}\right)$ and

$$
\left|\prod_{i=1}^{n} f_{i}\right|_{L^{r}} \leq C \prod_{i=1}^{n}\left|f_{i}\right|_{L^{p_{i}}}
$$

Proof. The case $n=2$ and $r=1$ is the standard Hölder inequality following from Young's inequality, i.e. the concavity of the logarithm. The case $r \in(0,+\infty)$ is deduced applying the case $r=1$ to $\left|f_{i}\right|^{r} \in L^{p_{i} / r}\left(\mathbb{R}^{d}\right)$, the case $r=\infty$ is obvious. The result for $n \geq 2$ follows by induction on $n$.

Lemma II. 2 (Hausdorff-Young inequality). Let $d \in \mathbb{N}^{\star}, p \in[1,2]$ and denote $q \in[2,+\infty]$ such that $p^{-1}+q^{-1}=1$. There exists $C>0$ such that for any $f \in L^{p}\left(\mathbb{R}^{d}\right), \widehat{f} \in L^{q}\left(\mathbb{R}^{d}\right)$ and

$$
|\hat{f}|_{L^{q}} \leq C|f|_{L^{p}}
$$

Proof. The case $p=1$ is obvious from its integral representation, the case $p=2$ is Parseval's theorem, and the case $1<p<2$ follows from Riesz-Thorin interpolation theorem.

Lemma II. 3 (Interpolation inequality). Let $d \in \mathbb{N}^{\star}$ and $s, s_{-}, s_{+} \in \mathbb{R}$ such that $s_{-}<s_{+}$and $s_{-} \leq s \leq s_{+}$. There exists $C>0$ such that for any $f \in H^{s_{+}}\left(\mathbb{R}^{d}\right)$,

$$
|f|_{H^{s}} \leq C|f|_{H^{s-}}^{\theta}|f|_{H^{s}+}^{1-\theta},
$$

with $\theta=\frac{s_{+}-s}{s_{+}-s_{-}}$.
Proof. We have

$$
|f|_{H^{s}}^{2} \lesssim \int_{\mathbb{R}^{d}}|\widehat{f}|^{2}\langle\cdot\rangle^{2 s} \mathrm{~d} \boldsymbol{x}=\int_{\mathbb{R}^{d}}\left(|\widehat{f}|\langle\cdot\rangle^{s_{-}}\right)^{2 \theta}\left(|\widehat{f}|\langle\cdot\rangle^{s_{+}}\right)^{2(1-\theta)} \mathrm{d} \boldsymbol{x}
$$

and we conclude by Hölder's inequality.
Lemma II. 4 (Sobolev embedding). Let $d \in \mathbb{N}^{\star}$, and $p \in[2,+\infty]$ Let $s \in \mathbb{R}$ such that $s>d\left(\frac{1}{2}-\frac{1}{p}\right)$. There exists $C>0$ such that for any $f \in H^{s}\left(\mathbb{R}^{d}\right), f \in L^{p}\left(\mathbb{R}^{d}\right)$ and

$$
|f|_{L^{p}} \leq C|f|_{H^{s}}
$$

Proof. We have with $q=\frac{p}{p-1}$ and $r=\frac{2(p-1)}{p-2}((q, r)=(2, \infty)$ if $p=2$, and $(q, r)=(1,2)$ if $p=\infty)$

$$
|f|_{L^{p}} \lesssim|\widehat{f}|_{L^{q}}=\left(\int_{\mathbb{R}^{d}}|\widehat{f}|^{q}\langle\cdot\rangle^{s q}\langle\cdot\rangle^{-s q}\right)^{\frac{1}{q}} \lesssim|f|_{H^{s}}\left|\langle\cdot\rangle^{-s q}\right|_{L^{r}}^{\frac{1}{q}}
$$

where we used Hausdorff-Young inequality applied to the inverse Fourier transform, and then Hölder's inequality. Notice $\langle\cdot\rangle^{-s q} \in L^{r}\left(\mathbb{R}^{d}\right)$ since $s q r>d$.

## II. 2 Product, commutator and composition estimates

Proposition II.5. Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}$, and $s_{1}, s_{2} \in \mathbb{R}$ satisfying $s_{1} \geq s, s_{2} \geq s$ and $s_{1}+s_{2}>s+d / 2$. There exists $C>0$ such that for any $f \in H^{s_{1}}\left(\mathbb{R}^{d}\right)$ and $g \in H^{s_{2}}\left(\mathbb{R}^{d}\right)$, then $f g \in H^{s}\left(\mathbb{R}^{d}\right)$ and

$$
|f g|_{H^{s}} \leq C|f|_{H^{s_{1}}}|g|_{H^{s_{2}}}
$$

Proof. Let us first deal with the case $s=0$. The case $s_{1}=0$ or $s_{2}=0$ is straightforward by Sobolev embedding, Lemma II.4. Otherwise there exists $p_{i}>2$ such that $\frac{1}{2}-\frac{1}{p_{i}}<\frac{s_{i}}{d}$ and $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{2}$. The result follows from Hölder's inequality, Lemma II.1, and again Sobolev embedding.

We consider now the case $s \in \mathbb{N}^{\star}$. By Leibniz rule, we have for any $\boldsymbol{k} \in \mathbb{N}^{d}$ with $|\boldsymbol{k}| \leq s$ :

$$
\partial^{\boldsymbol{k}}(f g)=\sum_{\boldsymbol{i}+\boldsymbol{j}=\boldsymbol{k}}\binom{\boldsymbol{k}}{\boldsymbol{i}}\left(\partial^{\boldsymbol{i}} f\right)\left(\partial^{\boldsymbol{j}} g\right)
$$

we estimate each summand using the $s=0$ case:

$$
\left|\left(\partial^{i} f\right)\left(\partial^{j} g\right)\right|_{L^{2}} \lesssim\left|\partial^{i} f\right|_{H^{s_{1}-|i|} \mid}\left|\partial^{j} g\right|_{H^{s_{2}-|j|}}
$$

and the result follows.
Corollary II.6. Let $d \in \mathbb{N}^{\star}$ and $s \in \mathbb{N}$. The space $H^{s}\left(\mathbb{R}^{d}\right)$ is a Banach algebra as soon as $s>d / 2$.
Proposition II.7. Let $d \in \mathbb{N}^{\star}, s \in \mathbb{N}$ and $s_{\star}>d / 2$. There exists $C>0$ such that for any $f \in H^{\max \left(\left\{s_{\star}, s\right\}\right)}\left(\mathbb{R}^{d}\right)$ and $g \in H^{s}\left(\mathbb{R}^{d}\right)$, one has $f g \in H^{s}\left(\mathbb{R}^{d}\right)$ and

$$
\left.|f g|_{H^{s}} \leq C|f|_{H^{s_{\star}}}|g|_{H^{s}}+\left.C\langle | f\right|_{H^{s}}|g|_{H^{s_{\star}}}\right\rangle_{s>s_{\star}}
$$

where we recall the notation $\langle C\rangle_{a>b}= \begin{cases}C & \text { if } a>b, \\ 0 & \text { otherwise. }\end{cases}$
Proof. We consider the Leibniz rule for any $\boldsymbol{k} \in \mathbb{N}^{d}$ with $|\boldsymbol{k}| \leq s$ :

$$
\partial^{\boldsymbol{k}}(f g)=\sum_{i+\boldsymbol{j}=\boldsymbol{k}}\binom{\boldsymbol{k}}{\boldsymbol{i}}\left(\partial^{\boldsymbol{i}} f\right)\left(\partial^{\boldsymbol{j}} g\right)
$$

and estimate each summand independently.
If $|\boldsymbol{k}| \leq s_{\star}$, we may apply Proposition II.5 with $s_{1}=s_{\star}-|\boldsymbol{i}|$ and $s_{2}=s-|\boldsymbol{j}|$, and deduce

$$
\left|\left(\partial^{i} f\right)\left(\partial^{j} g\right)\right|_{L^{2}} \lesssim|f|_{H^{s_{\star}}}|g|_{H^{s}}
$$

Assume now $|\boldsymbol{k}|>s_{\star}$. If $|\boldsymbol{i}| \leq s_{\star}$, we have as above $\left|\left(\partial^{i} f\right)\left(\partial^{\boldsymbol{j}} g\right)\right|_{L^{2}} \lesssim|f|_{H^{s_{\star}}}|g|_{H^{s}}$. If $|\boldsymbol{j}| \leq s_{\star}$, we obtain symmetrically $\left|\left(\partial^{i} f\right)\left(\partial^{j} g\right)\right|_{L^{2}} \lesssim|f|_{H^{s}}|g|_{H^{s_{\star}}}$. In the remaining cases, we let $s_{1}, s_{2} \in \mathbb{R}$ be such that $s_{\star}<|\boldsymbol{i}| \leq s_{1} \leq|\boldsymbol{k}|, s_{\star}<|\boldsymbol{j}| \leq s_{2} \leq|\boldsymbol{k}|$ and $s_{1}+s_{2}=|\boldsymbol{k}|+s_{\star}$. By Proposition II. 5 and Lemma II.3, we deduce

$$
\left|\left(\partial^{i} f\right)\left(\partial^{j} g\right)\right|_{L^{2}} \lesssim|f|_{H^{s_{1}}}|g|_{H^{s_{2}}} \lesssim|f|_{H^{s_{\star}}}^{\theta}|f|_{H^{s}}^{1-\theta}|g|_{H^{s_{\star}}}^{1-\theta}|g|_{H^{s}}^{\theta}
$$

with $\theta=\frac{|\boldsymbol{k}|-s_{1}}{|\boldsymbol{k}|-s_{\star}}=\frac{s_{2}-s_{\star}}{|\boldsymbol{k}|-s_{\star}}$. We conclude by Young's inequality.
Remark II.8. A close inspection on the proof shows that the result may be sharpened by assuming only $f \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap H^{\max \left\{s_{\star}, s\right\}}\left(\mathbb{R}^{d}\right)$ and one has

$$
\left.|f g|_{H^{s}} \leq C\left(|f|_{L^{\infty}}+|\nabla f|_{H^{s_{\star}-1}}\right)|g|_{H^{s}}+\left.C\langle | \nabla f\right|_{H^{s-1}}|g|_{H^{s_{\star}}}\right\rangle_{s>s_{\star}} .
$$

Proposition II.9. Let $d \in \mathbb{N}^{\star}, \boldsymbol{k} \in \mathbb{N}^{d}$, and $s_{\star}>d / 2$. There exists $C>0$ such that for any $f \in H^{\max \left\{1+s_{\star},|\boldsymbol{k}|\right\}}\left(\mathbb{R}^{d}\right)$ and $g \in H^{|\boldsymbol{k}|-1}\left(\mathbb{R}^{d}\right),\left[\partial^{\boldsymbol{k}}, f\right] g \in L^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\left.\left|\left[\partial^{\boldsymbol{k}}, f\right] g\right|_{L^{2}} \leq C|\nabla f|_{H^{s_{\star}}}|g|_{H^{|\boldsymbol{k}|-1}}+\left.C\langle | \nabla f\right|_{H^{|\boldsymbol{k}|-1}}|g|_{H^{s_{\star}}}\right\rangle_{|\boldsymbol{k}|-1>s_{\star}}
$$

Proof. By Leibniz rule, we have

$$
\left[\partial^{\boldsymbol{k}}, f\right] g=\sum_{i+\boldsymbol{j}=\boldsymbol{k}, \boldsymbol{i} \neq \mathbf{0}}\binom{\boldsymbol{k}}{\boldsymbol{i}}\left(\partial^{\boldsymbol{i}} f\right)\left(\partial^{\boldsymbol{j}} g\right)
$$

We then proceed as in the proof of Proposition II. 7 with $\partial^{i} f=\partial^{\tilde{\boldsymbol{i}}} \partial^{\boldsymbol{e}} f, \tilde{\boldsymbol{i}}+\boldsymbol{e}=\boldsymbol{i},|\tilde{\boldsymbol{i}}|+|\boldsymbol{j}|=|\boldsymbol{k}|-1$.
Proposition II.10. Let $n, d, s \in \mathbb{N}^{\star}$, and $s_{\star}>d / 2$. There exists $C>0$ such that for any $f \in H^{\max \left(\left\{s, s_{\star}\right\}\right)}\left(\mathbb{R}^{d}\right), H^{\max \left(\left\{s, s_{\star}\right\}\right)}\left(\mathbb{R}^{d}\right)$ and

$$
\left|f^{n}\right|_{H^{s}} \leq C|f|_{H^{s_{\star}}}^{n-1}|f|_{H^{s}}
$$

Proof. The case $n=1$ is trivial, and the case $n=2$ is a particular case to Proposition II.7. We first notice

$$
\left|f^{n}\right|_{L^{2}} \lesssim|f|_{L^{\infty}}^{n-1}|f|_{H^{s}} \lesssim|f|_{H^{s_{*}}}^{n-1}|f|_{H^{s}}
$$

by Sobolev embedding, Lemma II.4.
Now consider $\boldsymbol{k} \in \mathbb{N}^{d}$ and $|\boldsymbol{k}|=s$. By the general Leibniz rule, we have to estimate

$$
\left|\prod_{i=1}^{n} \partial^{\boldsymbol{j}_{i}} f\right|_{L^{2}}
$$

where $\sum_{i=1}^{n} \boldsymbol{j}_{i}=\boldsymbol{k}$. We may consider without loss of generality that $\left|\boldsymbol{j}_{i}\right| \geq 1$ for any $i \in\{1, \ldots, n\}$ thanks to the Sobolev embedding $H^{s_{\star}} \subset L^{\infty}$ as above. We have

$$
\left|\prod_{i=1}^{n} \partial^{\boldsymbol{j}_{i}} f\right|_{L^{2}} \lesssim \prod_{i=1}^{n}\left|\partial^{j_{i}} f\right|_{L^{p_{i}}} \lesssim \prod_{i=1}^{n}\left|\partial^{\boldsymbol{j}_{i}} f\right|_{H^{s_{i}}}
$$

as soon as $\sum_{i=1}^{n} \frac{1}{p_{i}}=\frac{1}{2}$ (using Lemma II.1) and $s_{i}>\frac{d}{2}\left(1-\frac{2}{p_{i}}\right)$ (using Lemma II.4)
Let us first consider the case $s \leq s_{\star}$. We choose $s_{i}=s_{\star}-\left|\boldsymbol{j}_{i}\right|$ for $i \in\{0, \ldots, n-1\}$ and $s_{n}=s-\left|\boldsymbol{j}_{n}\right|$. Recall, since $n \geq 1$, that $1 \leq\left|\boldsymbol{j}_{i}\right| \leq s-1$, and hence $1 \leq s_{i} \leq s_{\star}-1$ for any $i \in\{1, \ldots, n\}$. Then we set $p_{i}=2 \frac{s_{\star}}{s_{\star}-s_{i}} \in(2,+\infty)$, so that $s_{i}=s_{\star}\left(1-\frac{2}{p_{i}}\right)>\frac{d}{2}\left(1-\frac{2}{p_{i}}\right)$, and $\sum_{i=1}^{n} \frac{2}{p_{i}}=n-\frac{1}{s_{\star}} \sum_{i=1}^{n} s_{i}=1$, and the result follows.

Let us now consider the case $s>s_{\star}$. We choose $s_{i}$ such that

$$
\max \left(\left\{\left|\boldsymbol{j}_{i}\right|, s_{\star}\right\}\right)<s_{i}+\left|\boldsymbol{j}_{i}\right|<\min \left(\left\{s, s_{\star}+\left|\boldsymbol{j}_{i}\right|\right\}\right) \quad \text { and } \quad \sum_{i=1}^{n} s_{i}=(n-1) s_{\star}
$$

This is possible since $1 \leq\left|\boldsymbol{j}_{i}\right| \leq s-1$ and hence one has $\max \left(\left\{\left|\boldsymbol{j}_{i}\right|, s_{\star}\right\}\right)<\min \left(\left\{s, s_{\star}+\left|\boldsymbol{j}_{i}\right|\right\}\right)$ and $\sum_{i=1}^{n} \max \left(\left\{\left|\boldsymbol{j}_{i}\right|, s_{\star}\right\}\right)<(n-1) s_{\star}+s<\sum_{i=1}^{n} \min \left(\left\{s, s_{\star}+\left|\boldsymbol{j}_{i}\right|\right\}\right)$. Then we set as above $p_{i}=2 \frac{s_{\star}}{s_{\star}-s_{i}}$. Finally, we use the interpolation estimate of Lemma II.3:

$$
\left|\partial^{j_{i}} f\right|_{H^{s_{i}}} \lesssim|f|_{H^{s}}^{\theta_{i}}|f|_{H^{s_{\star}}}^{1-\theta_{i}}
$$

with $\theta_{i}=\frac{s_{i}+\left|\boldsymbol{j}_{i}\right|-s_{\star}}{s-s_{\star}}$. This completes the proof, remarking that $\sum_{i=1}^{n} \theta_{i}=1$.

Proposition 1I.11. Let $d, s \in \mathbb{N}^{\star}$, and $s_{\star}>d / 2$. Let $F: \mathbb{R} \rightarrow \mathbb{R}$ such that $F \in \mathcal{C}^{s}(\mathbb{R})$ and $F(0)=0$. For any $M>0$, there exists $C>0$ such that for any $f \in H^{\max \left(\left\{s, s_{\star}\right\}\right)}\left(\mathbb{R}^{d}\right)$ satisfying

$$
|f|_{H^{s_{\star}}} \leq M
$$

then $F(f) \in H^{s}\left(\mathbb{R}^{d}\right)$ and

$$
|F(f)|_{H^{s}} \leq C|f|_{H^{s}} .
$$

Proof. By the Sobolev embedding, Lemma II.4, there exists $C>0$, such that for any $f \in H^{s_{\star}}\left(\mathbb{R}^{d}\right)$, $|f|_{L^{\infty}} \leq C|f|_{H^{s_{\star}}}$. Hence we can define a closed interval, $I$ such that for any $f \in H^{s_{\star}}\left(\mathbb{R}^{d}\right)$,

$$
\operatorname{supp} f \subset I
$$

It follows from the mean value theorem that

$$
|F(f)|_{L^{2}}=|F(f)-F(0)|_{L^{2}} \leq \sup _{x \in I}\left|F^{\prime}(x)\right||f|_{L^{2}} .
$$

We now use Faà di Bruno's formula: for any $\boldsymbol{k} \in \mathbb{N}^{d}$ such that $|\boldsymbol{k}|=s$, we have

$$
\partial^{\boldsymbol{k}} F(f)=\sum_{n=1}^{|\boldsymbol{k}|} \sum_{\substack{\boldsymbol{j}_{1}, \ldots, \boldsymbol{j}_{\boldsymbol{n}} \neq \mathbf{0} \\ \boldsymbol{j}_{1}+\cdots+\boldsymbol{j}_{n}=\boldsymbol{k}}} C_{\boldsymbol{j}_{1}, \ldots, \boldsymbol{j}_{n}} F^{(n)}(f) \times \prod_{i=1}^{n} \partial^{\boldsymbol{j}_{i}} f .
$$

We have $\left|F^{(n)}(f)\right|_{L^{\infty}} \leq \sup _{x \in I}\left|F^{(s)}(x)\right|$ and we estimate

$$
\left|\prod_{i=1}^{n} \partial^{\boldsymbol{j}_{i}} f\right|_{L^{2}} \lesssim|f|_{H^{s \star}}^{n-1}|f|_{H^{s}}
$$

as in the proof of Proposition II.10.
Remark II.12. The estimates can be sharpened by making use of the following Gagliardo-Nirenberg estimate (see e.g. [390]): for any $s \in \mathbb{N}$, and $\boldsymbol{k} \in \mathbb{N}^{d}$ such that $|\boldsymbol{k}| \leq s$, and any $s_{\star}>d / 2$, there exists $C>0$ such that for any $u \in H^{\max \left\{s, s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$,

$$
\left|\partial^{\boldsymbol{k}} f\right|_{L^{2 s /|\boldsymbol{k}|}} \leq C|f|_{L^{\infty}}^{1-|\boldsymbol{k}| / s}|\nabla f|_{H^{s-1}}^{|\boldsymbol{k}| / s} .
$$

We deduce, under the (respective) assumptions of Propositions II.7, II.9, II. 10 and II.11,

$$
\begin{aligned}
|f g|_{H^{s}} & \leq C\left(|f|_{L^{\infty}}|g|_{H^{s}}+|f|_{H^{s}}|g|_{L^{\infty}}\right), \\
\left|\left[\partial^{\boldsymbol{k}}, f\right] g\right|_{L^{2}} & \leq C\left(|\nabla f|_{L^{\infty}}|g|_{H^{|\boldsymbol{k}|-1}}+|\nabla f|_{H^{|\boldsymbol{k}|-1}}|g|_{L^{\infty}}\right), \\
\left|\partial^{\boldsymbol{k}}(f g)-f \partial^{\boldsymbol{k}} g-g \partial^{\boldsymbol{k}} f\right|_{L^{2}} & \leq C\left(|\nabla f|_{L^{\infty}}|\nabla g|_{H^{|\boldsymbol{k}|-2}}+|\nabla f|_{H^{|\boldsymbol{k}|-2}}|\nabla g|_{L^{\infty}}\right), \\
\left|f^{n}\right|_{H^{s}} & \leq C|f|_{L^{\infty}}^{n-1}|f|_{H^{s}}, \\
|F(f)|_{H^{s}} & \leq C\left(|f|_{L^{\infty}}\right)|f|_{H^{s}} .
\end{aligned}
$$

## II. 3 Estimates with non-decreasing functions

We sometimes need to deal with nonlinear estimates involving a non square-integrable function, typically when a non-trivial topography is taken into account. We extend the result of the previous section to this framework.

Lemma II. 13 (Interpolation inequality). Let $d \in \mathbb{N}^{\star}$ and $s, s_{-}, s_{+} \in \mathbb{N}$ such that $s_{-}<s_{+}$and $s_{-} \leq s \leq s_{+}$. There exists $C>0$ such that for any $f \in W^{s_{+}, \infty}\left(\mathbb{R}^{d}\right)$,

$$
|f|_{W^{s, \infty}} \leq C|f|_{W^{s_{-}, \infty}}^{\theta}|f|_{W^{s_{+}, \infty}}^{1-\theta},
$$

with $\theta=\frac{s_{+}-s}{s_{+}-s_{-}}$.
Proof. We use the identity, valid for any $\boldsymbol{e} \in \mathbb{N}^{d}$ such that $|\boldsymbol{e}|=1$ and any $\lambda>0$ :

$$
\left(-\partial^{e} f\right)(\boldsymbol{x})=\int_{0}^{+\infty}\left(\partial^{2 e} f-\lambda^{2} f\right)(\boldsymbol{x}+s \boldsymbol{e}) e^{-\lambda s} \mathrm{~d} s+\lambda f(\boldsymbol{x})
$$

which follows by integration by parts. We deduce, with $\lambda=\left(2\left|\partial^{2 e} f\right|_{L^{\infty}} /|f|_{L^{\infty}}\right)^{1 / 2}$

$$
\left|\partial^{e} f\right|_{L^{\infty}} \leq 2 \sqrt{2}|f|_{L^{\infty}}\left|\partial^{2 e} f\right|_{L^{\infty}}
$$

and the result is proved for $\left(s_{-}, s, s_{+}\right)=(0,1,2)$. One obtains the result for $\left(s_{-}, s, s_{+}\right)=\left(0, s, s_{+}\right)$ with any $0<s<s_{+}$by induction on $s_{+} \geq 2$ (the equality cases $s=0$ or $s=s_{+}$being straightforward), and the general case is immediately deduced.

Proposition II.14. Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2$ and $s \in \mathbb{N}$. There exists $C>0$ such that for any $f \in W^{s, \infty}\left(\mathbb{R}^{d}\right)$ and $g \in H^{s}\left(\mathbb{R}^{d}\right)$, one has $f g \in H^{s}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{aligned}
|f g|_{H^{s}} & \leq C\left(|f|_{W^{s, \infty}}|g|_{L^{2}}+|f|_{L^{\infty}}|g|_{H^{s}}\right) \\
& \left.\leq 2 C|f|_{W^{s_{\star}}, \infty}|g|_{H^{s}}+\left.C\langle | f\right|_{W^{s, \infty}}|g|_{H^{s_{\star}}}\right\rangle_{s>s_{\star}} .
\end{aligned}
$$

Proof. The result is an immediate consequence of Leibniz rule, Lemma II. 3 and Lemma II.13, and Young's inequality.

Proposition II.15. Let $d \in \mathbb{N}^{\star}, s_{\star}>d / 2, \boldsymbol{k} \in \mathbb{N}^{d}$. There exists $C>0$ such that for any $f \in W^{|\boldsymbol{k}|, \infty}\left(\mathbb{R}^{d}\right)$ and $g \in H^{|\boldsymbol{k}|-1}\left(\mathbb{R}^{d}\right),\left[\partial^{\boldsymbol{k}}, f\right] g \in L^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{aligned}
\left|\left[\partial^{\boldsymbol{k}}, f\right] g\right|_{L^{2}} & \leq C\left(|\nabla f|_{L^{\infty}}|g|_{H^{|\boldsymbol{k}|-1}}+|\nabla f|_{W^{|\boldsymbol{k}|-1, \infty}}|g|_{L^{2}}\right) \\
& \left.\leq 2 C|\nabla f|_{W^{s_{\star}, \infty}}|g|_{H^{|\boldsymbol{k}|-1}}+\left.C\langle | \nabla f\right|_{W^{|\boldsymbol{k}|-1, \infty}}|g|_{H^{s_{\star}}}\right\rangle_{|\boldsymbol{k}|-1>s_{\star}}
\end{aligned}
$$

Proof. We use once again Leibniz rule, Lemma II. 3 and Lemma II.13, and Young's inequality.
Proposition II.16. Let $d, s \in \mathbb{N}^{\star}$, and $s_{\star}>d / 2$. Let $I \ni 0$ be a closed interval, $F: I \rightarrow \mathbb{R}$ such that $F \in \mathcal{C}^{s}(I)$ and $F(0)=0$. For any $M>0$, there exists $C>0$ such that for any $f \in W^{s, \infty}\left(\mathbb{R}^{d}\right)$ and $g \in H^{\max \left(\left\{s, s_{\star}\right\}\right)}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\operatorname{supp}(f+g) \subset I \quad \text { and } \quad|f|_{L^{\infty}}+|g|_{H^{s_{\star}}} \leq M
$$

and for any $\boldsymbol{k} \in \mathbb{N}^{d}$ such that $|\boldsymbol{k}|=s$, one has $\partial^{\boldsymbol{k}}(F(f+g))=F_{\boldsymbol{k}}+G_{\boldsymbol{k}}$ with

$$
\left|F_{\boldsymbol{k}}\right|_{L^{\infty}} \leq C|g|_{W^{s, \infty}} \quad \text { and } \quad\left|G_{\boldsymbol{k}}\right|_{L^{2}} \leq C\left(|f|_{H^{s}}+|g|_{W^{s}, \infty}\right)
$$

Proof. By reasoning as in the proof of Proposition II.11, we are left with the estimate of a sum of products of the form

$$
\left(\prod_{i=1}^{n_{1}} \partial^{\boldsymbol{j}_{i}} f\right)\left(\prod_{i=1}^{n_{2}} \partial^{\boldsymbol{j}_{i}} g\right)
$$

where $n \in\{1, \ldots,|\boldsymbol{k}|\}, n_{1}+n_{2}=n$, and $\boldsymbol{i}_{i} \neq \mathbf{0}\left(i \in\left\{1, \ldots, n_{1}\right\}\right), \boldsymbol{j}_{j} \neq \mathbf{0}\left(j \in\left\{1, \ldots, n_{2}\right\}\right)$ are such that $\boldsymbol{i}_{1}+\cdots+\boldsymbol{i}_{n_{1}}+\boldsymbol{j}_{1}+\cdots+\boldsymbol{j}_{n_{2}}=\boldsymbol{k}$. We may separate between two cases, depending on whether $n_{1}=0$ or $n_{1} \neq 0$. We estimate as in Proposition II.10, if $n_{1} \in \mathbb{N}^{\star}$,

$$
\left|\prod_{i=1}^{n_{1}} \partial^{\boldsymbol{j}_{i}} f\right|_{L^{2}} \lesssim|f|_{H^{s \star}}^{n_{1}-1}|f|_{H^{\left|k_{1}\right|}}
$$

and similarly, if $n_{2} \in \mathbb{N}^{\star}$,

$$
\left|\prod_{i=1}^{n_{2}} \partial^{j_{i}} g\right|_{L^{\infty}} \lesssim|g|_{L^{\infty}}^{n_{2}-1}|g|_{W^{\left|k_{2}\right|, \infty}}
$$

We conclude by using Lemma II.3, Lemma II.13, and Young's inequality.
Proposition II.17. Let $d, s \in \mathbb{N}^{\star}, s_{\star}>d / 2$ and $\boldsymbol{k} \in \mathbb{N}^{d}$. Let $I \ni 0$ be a closed interval, $F: I \rightarrow \mathbb{R}$ such that $F \in \mathcal{C}^{s}(I)$ and $F(0)=0$. For any $M>0$, there exists $C>0$ such that for any $f \in W^{|\boldsymbol{k}|, \infty}\left(\mathbb{R}^{d}\right)$ and $g \in H^{\max \left(\left\{|\boldsymbol{k}|, s_{\star}+1\right\}\right)}\left(\mathbb{R}^{d}\right)$ satisfying

$$
\operatorname{supp}(f+g) \subset I \quad \text { and } \quad|f|_{W^{1, \infty}}+|g|_{H^{1+s_{\star}}} \leq M
$$

and for any $h \in H^{|\boldsymbol{k}|-1}\left(\mathbb{R}^{d}\right)$, one has $\left[\partial^{\boldsymbol{k}}, F(f+g)\right] h \in L^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\left.\left|\left[\partial^{\boldsymbol{k}}, F(f+g)\right] h\right|_{L^{2}} \leq C\left(|h|_{H^{|\boldsymbol{k}|-1}}+|\nabla f|_{W^{|\boldsymbol{k}|-1, \infty}}|h|_{L^{2}}+\left.\langle | \nabla g\right|_{H^{|\boldsymbol{k}|-1}}|h|_{H^{s_{\star}}}\right\rangle_{|\boldsymbol{k}|-1>s_{\star}}\right)
$$

If, additionally, one has $|f|_{W^{1+s_{\star}, \infty}}+|g|_{H^{1+s_{\star}}} \leq M$, then we may write the above as

$$
\left.\left|\left[\partial^{\boldsymbol{k}}, F(f+g)\right] h\right|_{L^{2}} \leq C\left(|h|_{H^{|\boldsymbol{k}|-1}}+\left.\left\langle\left(|\nabla f|_{W^{|\boldsymbol{k}|-1, \infty}}+|\nabla g|_{H^{|\boldsymbol{k}|-1}}\right)\right| h\right|_{H^{s_{\star}}}\right\rangle_{|\boldsymbol{k}|-1>s_{\star}}\right)
$$

Proof. The result is obtained with a combination of the techniques used in Proposition II.9, Proposition II. 15 and Proposition II. 16 .

## II. 4 Estimates for functions on the flat strip

All the product, results concerning functions defined on $\mathbb{R}^{d}$ have counterparts for functions defined on the strip $\mathcal{S}=(-1,0) \times \mathbb{R}^{d}$. For $f \in L^{2}(\mathcal{S})$, we denote for $s \in \mathbb{N}, \Lambda^{s} f=(\operatorname{Id}-\Delta)^{s / 2} f$ where the differentiation applies to the horizontal variable $\boldsymbol{x} \in \mathbb{R}^{d}$, and remark

$$
\left\|\Lambda^{s} f\right\|_{L^{2}(\mathcal{S})}^{2}=\iint_{\mathcal{S}}\left|\Lambda^{s} f\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z=\int_{-1}^{0}|f(z, \cdot)|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} z
$$

Let us write as an example a counterpart to the product estimate.
Proposition II.18. Let $d, s \in \mathbb{N}^{\star}, s_{\star}>d / 2$. There exists $C>0$ such that for any $f \in$ $H^{\max \left\{s_{\star}, s\right\}}\left(\mathbb{R}^{d}\right)$ and $g \in L^{2}(\mathcal{S})$ such that $\Lambda^{s} g \in L^{2}(\mathcal{S})$, one has $\Lambda^{s}(f g) \in L^{2}(\mathcal{S})$ and

$$
\left.\left\|\Lambda^{s}(f g)\right\|_{L^{2}(\mathcal{S})} \leq C|f|_{H^{s_{\star}}}\left\|\Lambda^{s} g\right\|_{L^{2}(\mathcal{S})}+\left.\langle | f\right|_{H^{s}}\left\|\Lambda^{s_{\star}} g\right\|_{L^{2}(\mathcal{S})}\right\rangle_{s>s_{\star}}
$$

Proof. We have, for any $\boldsymbol{k} \in \mathbb{N}^{d}$ such that $|\boldsymbol{k}|=s$,

$$
\begin{aligned}
\left\|\partial^{\boldsymbol{k}}(f g)\right\|_{L^{2}(\mathcal{S})}^{2} & =\iint_{\mathcal{S}}\left|\partial^{\boldsymbol{k}}(f g)\right|^{2}(\boldsymbol{x}, z) \mathrm{d} \boldsymbol{x} \mathrm{~d} z=\int_{-1}^{0}\left|\partial^{\boldsymbol{k}}(f g)(\cdot, z)\right|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} z \\
& \left.\lesssim \int_{-1}^{0}|f|_{H^{s_{\star}}}^{2}|g(\cdot, z)|_{H^{s}}^{2}+\left.\langle | f\right|_{H^{s}} ^{2}|g(\cdot, z)|_{H^{s_{\star}}}^{2}\right\rangle_{s_{\star}>k} \mathrm{~d} z \\
& \left.=|f|_{H^{s_{\star}}}^{2}\left\|\Lambda^{s} g\right\|_{L^{2}(\mathcal{S})}^{2}+\left.\langle | f\right|_{H^{s}} ^{2}\left\|\Lambda^{s_{\star}} g\right\|_{L^{2}(\mathcal{S})}^{2}\right\rangle_{s_{\star}>k},
\end{aligned}
$$

and the result follows.
Remark II.19. The result obviously generalizes to $z \mapsto f(z, \cdot) \in L^{\infty}\left(-1,0 ; H^{\max \left\{s_{\star}, s\right\}}\left(\mathbb{R}^{d}\right)\right)$.

## III Notations

- The notation $a \lesssim b$ means that $a \leq C_{0} b$, where $C_{0}$ is a nonnegative constant whose exact expression is of no importance. $a \nearrow b$ means $a \rightarrow b, a<b$ and $a \searrow b$ means $a \rightarrow b, a>b$. $a(\xi)=\mathcal{O}(b(\xi))$ means $|a|(\xi) \lesssim b(\xi)$ almost everywhere, with multiplicative constant independent of $\xi \in \mathbb{R}$. We denote by $C\left(\lambda_{1}, \lambda_{2}, \ldots\right)$ a nonnegative constant depending on the parameters $\lambda_{1}, \lambda_{2}, \ldots$ and whose dependence on the $\lambda_{j}$ is generally assumed to be nondecreasing. Straightforward dependence with respect to other parameters may be omitted.
- Id is the identity operator. For $d \in \mathbb{N}^{\star}, \mathrm{Id}_{d}$ is the $d \times d$ identity matrix, $\mathrm{O}_{d}$ is the $d \times d$ null matrix, O a null matrix, $\mathbf{0}$ a null vector, $\boldsymbol{e}$ a unit vector, $\boldsymbol{e}_{z}$ the vertical unit vector.
- We use the multi-index notation for multi-dimensional differentiation: for $\boldsymbol{k}=\left(k_{1}, k_{2}\right) \in \mathbb{N}^{2}$, $\partial^{\left(k_{1}, k_{2}\right)} f(x, y)=\partial_{x}^{k_{1}} \partial_{y}^{k_{2}} f(x, y)$ and $|\boldsymbol{k}|=k_{1}+k_{2}$. For $\boldsymbol{i}, \boldsymbol{j} \in \mathbb{N}^{2},\binom{\boldsymbol{i}}{\boldsymbol{j}}=\binom{i_{1}}{j_{1}}\binom{i_{2}}{j_{2}}$. If $\boldsymbol{k} \in \mathbb{N}$, then $\partial^{\boldsymbol{k}}=\partial^{k}$ is the standard differentiation operator.
- For $1 \leq p<\infty$ and $d \in \mathbb{N}^{\star}$, we denote $L^{p}\left(\mathbb{R}^{d}\right)$ the Lebesgue spaces associated with the norm

$$
|f|_{L^{p}} \stackrel{\text { def }}{=}\left(\int_{\mathbb{R}^{d}}|f(\boldsymbol{x})|^{p} \mathrm{~d} \boldsymbol{x}\right)^{\frac{1}{p}}<\infty
$$

The real inner product of any functions $f_{1}$ and $f_{2}$ in the Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$ is denoted by

$$
\left(f_{1}, f_{2}\right)_{L^{2}} \stackrel{\text { def }}{=} \int_{\mathbb{R}^{d}} f_{1}(\boldsymbol{x}) f_{2}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}
$$

The space $L^{\infty}\left(\mathbb{R}^{d}\right)$ consists of all essentially bounded, Lebesgue-measurable functions $f$ with the norm

$$
|f|_{L^{\infty}} \stackrel{\text { def }}{=} \operatorname{ess} \sup _{\boldsymbol{x} \in \mathbb{R}^{d}}|f(\boldsymbol{x})|<\infty
$$

We define similarly $L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{d}\right)$ the locally $p$-integrable functions such that the above holds when restricting the integration (or essential supremum) to $\boldsymbol{x} \in K$ for any $K \subset \mathbb{R}^{d}$ compact.

- For $k \in \mathbb{N}$, we denote the Sobolev space $H^{k}\left(\mathbb{R}^{d}\right)$ the subspace of $L^{2}\left(\mathbb{R}^{d}\right)$ such that all weak derivatives of order $k$ are square-integrable, endowed with

$$
|f|_{H^{k}}^{2} \stackrel{\text { def }}{=} \sum_{|\boldsymbol{k}| \leq k}\left|\partial^{\boldsymbol{k}} f\right|_{L^{2}}^{2} .
$$

Similarly, we denote by $W^{k, \infty}\left(\mathbb{R}^{d}\right) \stackrel{\text { def }}{=}\left\{f \in L^{\infty}\left(\mathbb{R}^{d}\right): \forall 0 \leq|\boldsymbol{k}| \leq k, \partial^{\boldsymbol{k}} f \in L^{\infty}\left(\mathbb{R}^{d}\right)\right\}$ endowed with its canonical norm, and $\mathcal{C}^{k}\left(\mathbb{R}^{d}\right) \stackrel{\text { def }}{=}\left\{f \in L^{\infty}\left(\mathbb{R}^{d}\right): \forall 0 \leq|\boldsymbol{k}| \leq k, \partial^{\boldsymbol{k}} f \in \mathcal{C}^{0}\left(\mathbb{R}^{d}\right)\right\}$, where $\mathcal{C}^{0}\left(\mathbb{R}^{d}\right)$ denotes the space of (scalar) continuous functions. We denote the Beppo Levi space $\dot{H}^{k+1}\left(\mathbb{R}^{d}\right) \stackrel{\text { def }}{=}\left\{f \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right): \nabla f \in H^{k}\left(\mathbb{R}^{d}\right)^{d}\right\}$, endowed with the semi-norm

$$
|f|_{\dot{H}^{k+1}} \stackrel{\text { def }}{=}|\nabla f|_{H^{k}}
$$

- We denote $\mathcal{D}\left(\mathbb{R}^{d}\right)$ the space of infinitely differentiable functions with compact support, and $\mathcal{S}\left(\mathbb{R}^{d}\right)$ the Schwartz space of smooth rapidly decreasing functions.
- For any real constant $s \in \mathbb{R}, H^{s}\left(\mathbb{R}^{d}\right)$ denotes the Sobolev space obtained by completing $\mathcal{S}\left(\mathbb{R}^{d}\right)$ for the norm $|f|_{H^{s}} \stackrel{\text { def }}{=}\left|\Lambda^{s} f\right|_{L^{2}}<\infty$, where $\Lambda$ is the Fourier multiplier (see Definition III.1) $\Lambda \stackrel{\text { def }}{=}(\operatorname{Id}-\Delta)^{1 / 2}=\left(\operatorname{Id}+|D|^{2}\right)^{1 / 2}$.
- We use double bars for norms associated to functional spaces defined on $\Omega \subset \mathbb{R}^{d+1}$. For instance, square-integrable functions on $\Omega$ are endowed with the norm

$$
\|\Phi\|_{L^{2}(\Omega)}^{2} \stackrel{\text { def }}{=} \iint_{\Omega}|\Phi(\boldsymbol{x}, z)|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} z .
$$

Sobolev and Beppo Levi spaces with integer indices $H^{k}(\Omega)$ and ${ }^{\circ}{ }^{k+1}(\Omega)$ are defined as above.

- For functions defined on $\Omega \subset \mathbb{R}^{d+1}=\left\{(\boldsymbol{x}, z): \boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)\right\}$, we denote the gradients $\nabla_{\boldsymbol{x}} \stackrel{\text { def }}{=}\left(\partial_{x_{1}}, \ldots, \partial_{x_{d}}\right)^{\top}$ and $\nabla_{\boldsymbol{x}, z} \stackrel{\text { def }}{=}\left(\partial_{x_{1}}, \ldots, \partial_{x_{d}}, \partial_{z}\right)^{\top}$ (where $\top$ is the transpose operator), and $\Delta_{\boldsymbol{x}}=\nabla_{\boldsymbol{x}} \cdot \nabla_{\boldsymbol{x}}, \Delta_{\boldsymbol{x}, z}=\nabla_{\boldsymbol{x}, z} \cdot \nabla_{\boldsymbol{x}, z}$.
- Given $X$ any of the previously defined functional spaces, we denote by $X^{\prime}$ its topological dual, endowed with the norm $|\varphi|_{X^{\prime}} \stackrel{\text { def }}{=} \sup \left\{|\varphi(f)|:|f|_{X} \leq 1\right\}$; and by $\langle\cdot, \cdot\rangle_{X^{\prime}-X}$ the $\left(X^{\prime}-X\right)$ duality brackets.
- For $T>0$ and any of the previously defined functional spaces, $X$, we denote $L^{\infty}(0, T ; X)$ the space of functions such that $u(t, \cdot)$, taking values in the Banach space $X$, is essentially bounded for $t \in(0, T)$, and denote the associated norm

$$
\|u\|_{L^{\infty}(0, T ; X)} \stackrel{\text { def }}{=} \underset{t \in(0, T)}{\operatorname{ess} \sup }|u(t, \cdot)|_{X}<\infty .
$$

Spaces $L^{p}(0, T ; X)$ for $p \in[1, \infty)$ are defined similarly. For $k \in \mathbb{N}$, and $I$ a real interval, $\mathcal{C}^{k}(I ; X)$ denotes the space of $X$-valued continuous functions on $I$ with continuous derivatives up to order $k$.

Definition III. 1 (Fourier multipliers). Let $F \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{d}\right)$ be such that there exists $C>0$ and $m \in \mathbb{R}$ such that for almost every $\boldsymbol{\xi} \in \mathbb{R}^{d}$,

$$
|F(\boldsymbol{\xi})| \leq C\langle\boldsymbol{\xi}\rangle^{m}
$$

For any $s \in \mathbb{R}$, we denote $\mathrm{F}=F(D): H^{s}\left(\mathbb{R}^{d}\right) \rightarrow H^{s-m}\left(\mathbb{R}^{d}\right)$ the operator defined by $\widehat{\mathrm{F} g}=F \widehat{g}$, i.e.

$$
\forall g \in \mathcal{S}\left(\mathbb{R}^{d}\right), \quad \forall \boldsymbol{x} \in \mathbb{R}^{d}, \quad(\mathrm{~F} g)(\boldsymbol{x})=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} e^{i(\boldsymbol{x}-\boldsymbol{y}) \cdot \boldsymbol{\xi}} F(\boldsymbol{\xi}) g(\boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \xi
$$

The operator is continuously extended to $g \in H^{s}\left(\mathbb{R}^{d}\right)$ by the density of $\mathcal{S}\left(\mathbb{R}^{d}\right)$ in $H^{s}\left(\mathbb{R}^{d}\right)$.


Figure III. 1 - Sketch of the fluid domain and notations.

For the sake of readability, we use different fonts for physical variables (e.g. $\boldsymbol{x}, z, \zeta, \boldsymbol{u}, \Phi, \psi)$ and corresponding dimensionless variables (e.g. $\boldsymbol{x}, z, \zeta, \boldsymbol{u}, \Phi, \psi)$. Here are some key notations:
$g$ is the gravity acceleration.
$d$ is the reference depth at rest.
$x \in \mathbb{R}^{d}$ is the horizontal space variable, $z \in \mathbb{R}$ the vertical space variable, $t \in \mathbb{R}$ the time.
$\zeta(t, x)$ represents the surface deformation. $b(\boldsymbol{x})$ represents the bottom topography.
$h(t, \boldsymbol{x})=d+\zeta(t, \boldsymbol{x})-b(\boldsymbol{x})$ is the height of the fluid layer at time $t$ and position $\boldsymbol{x} \in \mathbb{R}^{d}$.
$\rho(t, \boldsymbol{x}, z)$ is the fluid mass density at time $t$ and position $(\boldsymbol{x}, z) \in \mathbb{R}^{d+1}$.
$\boldsymbol{U}(t, \boldsymbol{x}, z)$ is the flow velocity, $U$ and $w$ its horizontal and vertical components.
$P(t, \boldsymbol{x}, z)$ is the pressure inside the fluid, $p_{\mathrm{atm}}(t, \boldsymbol{x})$ the pressure at the surface.
When $\boldsymbol{U}=\nabla_{x, z} \Phi, \psi(t, \boldsymbol{x})$ is the trace of the velocity potential, $\Phi$, at the surface.
$\boldsymbol{u}(t, \boldsymbol{x})$ is a (typically layer-averaged) horizontal velocity.
$\boldsymbol{v}(t, \boldsymbol{x})$ is (typically) a tangential velocity at the surface, or a shear velocity.
Asymptotic regimes are characterized as admissible sets of dimensionless parameters. These are defined, together with dimensionless versions of the above variables, in eq. (2.6) (in the one-layer case) and in eq. (3.13) (in the bilayer case).
$\mu$ measures the strength of dispersive effects. $\varepsilon$ measures the strength of nonlinear effects.
$\beta$ measures the strength of topography effects.
Additionally, in the bilayer framework,
$\gamma$ measures the density contrast.
$\alpha$ measures the size of surface deformations with respect to interface deformations.
$\delta$ is the upper layer depth to lower layer depth ratio.
Bo is the Bond number measuring the ratio of gravity forces over capillary forces.
Definition III. 2 (Shallow water asymptotic regime). Given $\mu^{\star}>0$, we let

$$
\mathfrak{p}_{\mathrm{SW}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1]\right\} .
$$

Definition III. 3 (Long wave asymptotic regime). Given $\mu^{\star}>0$ and $\theta>0$, we let

$$
\mathfrak{p}_{\mathrm{LW}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0, \theta \mu], \beta \in[0, \theta \mu]\right\} .
$$

Definition III. 4 (Shallow water/shallow water asymptotic regime). Given $\mu^{\star}, \delta_{\star}, \delta^{\star}>0$, we let (in the free-surface framework)

$$
\mathfrak{p}_{\frac{\mathrm{SW}}{}}^{\mathrm{SW}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta, \alpha, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \alpha \in(0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\}
$$

or (in the rigid-lid framework)

$$
\mathfrak{p}_{\frac{\mathrm{SW}}{}} \stackrel{\text { def }}{=}\left\{(\mu, \varepsilon, \beta, \delta, \gamma): \mu \in\left(0, \mu^{\star}\right], \varepsilon \in[0,1], \beta \in[0,1], \delta \in\left[\delta_{\star}, \delta^{\star}\right], \gamma \in[0,1)\right\} .
$$

## IV Asymptotic models: another reader's digest

Lannes offered a reader's digest of asymptotic models for the water waves system in [263, Appendix C]. Let us augment this digest with a brief a review of the main asymptotic models derived and discussed in the present monograph.

The full Euler equations, eq. (1.1) page 3, are the "master" equations for (free-)surface gravity waves, from which all other models are subsequently derived. When restricting to homogeneous fluids and potential flows, the corresponding equations are called water waves system, eq. (2.2) page 7. In the presence of two layers of homogeneous fluids with a free interface, we arrive at interfacial waves systems, eq. (3.1) page 18, or eq. (3.5) page 19 (among other formulations) in the rigid-lid situation.

Hydrostatic equations can be derived as first order asymptotic models the shallow water limit. Starting from the full Euler equations we arrive at the hydrostatic Euler equations, eq. (7.3) page 79 and, assuming additionally that the density is (continuously) stratified, eq. (7.10) page 82. Starting from the full Euler system we arrive at the Saint-Venant system, eq. (5.4) page 48. Starting from the interfacial waves system we arrive at the bilayer hydrostatic systems, eq. (6.3) page 54 in the free-surface case and eq. (6.12) page 63 in the rigid-lid case.

By keeping the next order terms in shallow water asymptotic expansions, we arrive at the (Serre-) Green-Naghdi system, eq. (8.9) page 91 in the one-layer (homogeneous) framework, and at the Miyata-Choi-Camassa system, eq. (14.5) page 207 in the bilayer framework (with rigid lid). These systems have fully dispersive counterparts, which we named respectively the Whitham-Green-Naghdi system, eq. (10.5) page 133, and the Whitham-Choi-Camassa system, eq. (14.10)-(14.12) page 214.

These models can be simplified in the long wave regime, that is assuming additional smallness on the data and bottom topography. One arrives in the one-layer (homogeneous) framework at the Boussinesq systems, eq. (10.13) page 142-or eq. (vii) page ix—and fully dispersive counterparts, named Whitham-Boussinesq systems, eq. (10.12) page 142. Obviously Boussinesq-type systems for interfacial waves system can be (and have been) derived, but are not discussed in this monograph.

By keeping an arbitrary number of terms in shallow water asymptotic expansions, we arrive at Friedrichs-type (sometimes called Boussinesq-type) systems, in particular the high order shallow water systems, eq. (11.16) page 156, and the extended Green-Naghdi systems, eq. (11.18) page 157. Other strategies yield different high order systems, such as the augmented GreenNaghdi system, eq. (12.13) page 174 and the "multilayer" Green-Naghdi system, eq. (12.18) page 176; as well as the Isobe-Kakinuma systems, eq. (13.8) page 185. The latter has an extension to the bilayer framework (with rigid lid) which we named the Kakinuma systems, eq. (15.2) page 219.

Some interplays between these models (and others) are represented in Figure B page 46, Figure C page 88, Figure D page 150, Figure E page 204, as well as Figure 6.2 page 68, Figure 7.1 page 80, and Figure 7.2 page 81.
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[^0]:    ${ }^{1}$ The main issue arising when considering non-hydrostatic equations is that Kelvin-Helmholtz instabilities prevent the propagation of sharp interfaces; see discussion in the Foreword of Chapter E.
    ${ }^{2}$ That the limit is singular can also be inferred from the fact that the nature of the system changes in the (formal) limit, and in particular the (limit) rigid-lid system is non-local through the contribution of a pressure term which acts as a Lagrangian multiplier associated with the constraint stemming from rigid-lid assumption: compare eq. (6.3) with eq. (6.12).

[^1]:    ${ }^{3}$ that is $\Pi \boldsymbol{V}_{\epsilon}$ where $\boldsymbol{\Pi}$ is the orthogonal projection onto $\operatorname{ker}(\mathrm{L})$. This corresponds to the incompressible mode in the incompressible limit for the Euler equations, while the "fast" component-i.e. (Id $-\boldsymbol{\Pi}) \boldsymbol{V}_{\epsilon}-$ describes the acoustic mode. In the context of interfacial gravity waves, these components describe respectively the baroclinic and barotropic propagation modes [199, §6.2].
    ${ }^{4}$ I detailed this fact in the unpublished note [L], before finding out that the analysis was somewhat standard and could be found for instance in $[46,33]$.

[^2]:    ${ }^{5}$ yet with the price of solving inductively elliptic differential equations; see eq. (9.17) for the first non-trivial step.

[^3]:    ${ }^{6}$ Roughly speaking the analysis on the $(d+1)$-dimensional Laplace problem, eq. (2.8), is replaced by a much simpler analysis on the elliptic $d$-dimensional operator, $\mathfrak{T}^{\mu}[h, \beta \nabla b]$; see eq. (8.5).

[^4]:    ${ }^{7}$ In particular, a celebrated result of Miles [309] and Howard [212] provides a sufficient condition preventing the existence of unstable modes for the linearized system about shear flows.

[^5]:    ${ }^{8}$ To quote Feynman during his well-known Lectures on Physics (Vol. I, Ch. 51: Waves): "Now, the next waves of interest, that are easily seen by everyone and which are usually used as an example of waves in elementary courses, are water waves. As we shall soon see, they are the worst possible example, because they are in no respects like sound and light; they have all the complications that waves can have."
    ${ }^{9}$ We do not attempt at exhaustiveness. The relentless reader will find more in the present document and much more in the literature, using for instance [ $288,263,364,62,264]$ as starting points.
    ${ }^{10}$ The interested reader will find in [130] a detailed historical account on the early studies on water waves.

[^6]:    ${ }^{11}$ The one-dimensional framework $d=1$ is relevant for instance for waves propagating along a narrow channel.

[^7]:    ${ }^{12}$ Sufficiently regular solutions with initial data in the hyperbolicity domain cannot leave the hyperbolicity domain due to first equation (mass conservation) in eq. (iii). Indeed, denoting $h_{x_{\star}}(t)=h\left(t, x_{X_{\star}}(t)\right)$ where $x_{x_{\star}}(t)$ is defined by the final condition $x_{x_{\star}}\left(t_{\star}\right)=x_{\star}$ and the ordinary differential equation $x_{x_{\star}}^{\prime}(t)=\boldsymbol{u}\left(t, x_{x_{\star}}(t)\right)$ for $t \in\left[0\right.$, $\left.t_{\star}\right]$, we find $h\left(t_{\star}, x_{\star}\right)=h_{x_{\star}}\left(t_{\star}\right)=h\left(0, x_{x_{\star}}(0)\right) \exp \left(-\int_{0}^{t_{\star}}(\nabla \cdot \boldsymbol{u})\left(t, x_{x_{\star}}(t)\right) \mathrm{d} t\right)>0$.

[^8]:    ${ }^{13}$ The transport term $(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}$ is often replaced with $\frac{1}{2} \nabla\left(|\boldsymbol{u}|^{2}\right)$, trading the direct comparison with the SaintVenant system, eq. (iii), with conservative form. The change is immaterial in dimension $d=1$, or when $\operatorname{rot} \boldsymbol{u}=0$. Similar systems can be derived using momentum-type variables instead of velocity variables, thus slightly altering the nonlinear/dispersive interplay; see [183]. These systems, sometimes called Abbott systems [2, 3], have conservative form. Other ad hoc transformations can be performed, for instance to improve the mathematical properties of the system; see [51]. Finally, the models can also be written as second order scalar equations similar to eq. (i), as in the original work of Boussinesq [57, (26), p. 75]:

[^9]:    ${ }^{14}$ We will not discuss in this document the interesting question of justifying such scalar equations from aforementioned systems of equations. Let me just mention that this justification is relatively straightforward for well-prepared initial data accounting for the assumption of unidirectional propagation, and much more involved for general initial data where we want to express that the flow can be decomposed at first order as the superposition of two counterpropagating unidirectional waves. Let me also refer-once again-to [263] and references therein (see also [34] for a recent development) for all details concerning the Korteweg-de Vries equation and to [176] for the Whitham equation.
    ${ }^{15}$ Far from being simply some entertaining special solutions, solitary waves play a very important role as they allow to describe the large-time dynamics of generic solutions; a phenomenon designated as soliton resolution. We will not discuss further on this feature as it relies on the integrability of the Korteweg-de Vries equation, a property which is not shared by other models in this document.

[^10]:    ${ }^{16} \mathrm{He}$ also proposed [404, §13.14]
    $\partial_{t} \zeta+\sqrt{g \frac{\tanh (d|D|)}{|D|}} \partial_{\times} \zeta+(3 \sqrt{g(d+\zeta)}-3 \sqrt{g d}) \partial_{\times} \zeta=0$,

[^11]:    ${ }^{17}$ The $L^{1}-L^{\infty}$ estimate is of course consistent with the large-time behavior described in Section ii. In particular, the power of $\lambda$ is sharp, and the estimate does not hold uniformly for any $N \in \mathbb{Z}$.

[^12]:    ${ }^{18}$ More precisely, our results will be valid uniformly for data in a given ball around the origin of a Banach space (typically Sobolev-based spaces with a given index of regularity) and the dependency with respect to the scales of the setting will be measured only through the two dimensionless parameters, $\varepsilon$ and $\mu$. Of course, describing a whole set of functions using only a handful of parameters is quite restrictive, and as a consequence our results offer only a rough description of the solutions.

[^13]:    ${ }^{19}$ Specifically, the proof relies on the control of the energy functional

    $$
    \mathcal{E}_{s}(t) \stackrel{\text { def }}{=}|\zeta(t, \cdot)|_{H^{N}}^{2}+\left|\left(\mathcal{G}_{0}^{\mu}\right)^{1 / 2} \psi\right|_{H^{N-1}}^{2}+\sum_{|\boldsymbol{k}|=0}^{N}\left|\left(\partial^{\boldsymbol{k}}\left(\mathcal{G}_{0}^{\mu}\right)^{1 / 2} \psi-\varepsilon \underline{w} \partial^{\boldsymbol{k}}\left(\mathcal{G}_{0}^{\mu}\right)^{1 / 2} \zeta\right)(t, \cdot)\right|_{L^{2}}^{2}
    $$

[^14]:    ${ }^{20}$ The right-hand side may be defined pointwise in time (that is, without involving time derivatives) from $\left(\varepsilon \zeta_{0}, \varepsilon \psi_{0}, \beta b\right)$ after solving the Laplace problem and using the water waves equations; see [263, §4.3.1].

[^15]:    ${ }^{21}$ that is $(\zeta, \psi) \in \mathcal{C}^{\infty}(\mathbb{R} \times \mathbb{R})^{2}$ solutions to eq. (2.7) of the form

    $$
    (\zeta, \psi)(t, x)=\left(\zeta_{c}, \psi_{c}\right)(x-c t), \quad \lim _{|x| \rightarrow \infty}\left|\left(\zeta_{c}, \psi_{c}^{\prime}\right)\right|(x)=0
    $$

[^16]:    ${ }^{22}$ Let me simply mention [82] for an extension of Theorem 2.9 to the rotational framework and [110] for a seminal work on traveling waves with vorticity.

[^17]:    ${ }^{23}$ As in the one-layer framework, homogeneity and irrotationality assumptions are needed only at initial time, and then propagate for positive times.
    ${ }^{24}$ Hence we assume that particles of fluid initially at the interface remain trapped at the interface, or in other words that no mixing occurs between the two fluids. Notice in particular that while the normal derivative of the velocity is continuous at the interface, the horizontal-or the tangential-velocity cannot remain continuous even if this holds at initial time.

[^18]:    ${ }^{25}$ It should be warned however that there is no interfacial tension effects in the oceanographic context where the top fluid is warm and fresh water and the bottom fluid is cold and salted water. Interfacial tension should be considered as a mathematical artifact, in view of explaining the existence and robustness of interfacial waves despite Kelvin-Helmholtz instabilities. See the discussion in the prologue of Chapter E.

[^19]:    ${ }^{26}$ The reader can refer to Section 15.2 .2 for a display of such approach, and in particular to Remark 15.6 for a comparison with the linearization about the constant shear solutions. For our purpose the outcome-that is the presence of high frequency instabilities due to shear velocities-is captured equally by both approaches.

[^20]:    ${ }^{27}$ although not (necessarily) in the prefactors $(\delta+\gamma)$ and $\frac{\delta+\gamma}{\text { Bo }}$. Of course, $\gamma$ therein can indeed be set to 1 by a slightly different choice of scalings.

[^21]:    ${ }^{28}$ see [263] or [220] for more involved—regularizing-diffeomorphisms which are useful for obtaining optimal regularity estimates. The latter ones are crucial when studying the well-posedness of the water waves problem, but not so much for deriving asymptotic models since we allow losses of derivatives.

[^22]:    ${ }^{29}$ We need to take into account that the role of bottom topography is played by the interface deformation, and we have $\zeta_{2} \in H^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$ while $b \in W^{\max \left\{s+4,2+s_{\star}\right\}}\left(\mathbb{R}^{d}\right)$. We could ask more regularity on the data and use the continuous Sobolev embedding $H^{\sigma+s_{\star}}\left(\mathbb{R}^{d}\right) \subset W^{\sigma}\left(\mathbb{R}^{d}\right)$ for $\sigma \geq 0$, but in fact we claim that the announced result holds without asking more regularity on the data, adapting the proof of Proposition 4.10 by using exclusively product and commutator estimates in Appendix II. 2 in place of the ones in Appendix II.3.

[^23]:    ${ }^{30}$ This criterion is not sharp. In particular it does not correspond to the explicit conditions for hyperbolicity given in Section 6.1.2 as $\gamma \nearrow 1$ or $\gamma \searrow 0$.

[^24]:    ${ }^{31}$ Recall $\boldsymbol{u}_{1}=\nabla \psi_{1}$ and $\boldsymbol{u}_{2}=\nabla \psi_{2}+\gamma \nabla\left(\psi_{1}-\varphi_{1}\right)$ and hence, by Theorem 6.2,
    $\left|\left(\nabla \psi_{2}-\boldsymbol{u}_{2}\right)(t, \cdot)\right|_{H^{s+1}} \leq C \mu\left(\left|\alpha \zeta_{1}(t, \cdot)\right|_{H^{s+4}}+\left|\zeta_{2}(t, \cdot)\right|_{H^{s+4}}+\left|\nabla \psi_{1}(t, \cdot)\right|_{H^{s+3}}+\left|\nabla \psi_{2}(t, \cdot)\right|_{H^{s+3}}\right)$.

[^25]:    ${ }^{32}$ In the dimension $d=2$. When $d=1$ the system reduces to a (symmetrizable) quasilinear hyperbolic system of order one which can be treated by standard methods, as for the Saint-Venant system in Section 5.3.

[^26]:    ${ }^{33}$ Notice that the fact that we can set $p^{\mathrm{RL}}$ with finite energy from $\nabla p^{\mathrm{RL}} \in \mathcal{C}^{0}\left(\left[0, T^{\prime}\right] ; H^{s-1}\left(\mathbb{R}^{d}\right)\right)$ stems from the Boussinesq approximation; since in eq. (6.19) $h_{1}^{\mathrm{RL}}+h_{2}^{\mathrm{RL}}$ is constant and the right-hand side is the action of differential operators with symbol homogeneous of degree 2 acting on functions in $L^{2}\left(\mathbb{R}^{d}\right)$. It is shown in $[68,69]$ that, without the Boussinesq approximation, initial conditions do generate horizontal pressure imbalances which in turn yield an apparently paradoxical evolution in time of the total horizontal momentum.

[^27]:    ${ }^{34}$ the "acoustic component" in the context of weakly compressible flows, the "barotropic mode" in our context.
    ${ }^{35}$ the "incompressible component" in the context of weakly compressible flows, the "baroclinic mode" in our context.

[^28]:    ${ }^{36}$ The only rigorous result on this limit to my knowledge is [88] for traveling waves in the non-hydrostatic framework.

[^29]:    ${ }^{37}$ yet slightly different, as we wish the nonlinearity parameter $\varepsilon$ to measure the deviation to non-trivial shear flows:

    $$
    \rho(t, \boldsymbol{x}, z)=\underline{\rho}(z)+\varepsilon \widetilde{\rho}(t, \boldsymbol{x}, z), \quad U(t, \boldsymbol{x}, z)=\underline{U}(z)+\varepsilon \widetilde{U}(t, \boldsymbol{x}, z), \quad w(t, \boldsymbol{x}, z)=\varepsilon \widetilde{w}(t, \boldsymbol{x}, z)
    $$

[^30]:    ${ }^{38}$ It is said the variable $w$ is no longer prognostic but diagnostic.
    ${ }^{39}$ Incidentally, the Benney equation has a quite striking connection with kinetic equations. By using a Lagrangian formulation akin to the isopycnal coordinates described later on [415], the equations turn out to be a representation of the Vlasov-Poisson equation, where the "Coulomb potential" is replaced by the Dirac mass; see [35, 36]. The system is not only Hamiltonian, but also "quasi-integrable"; see aforementioned references.

[^31]:    ${ }^{40}$ It should be pointed out that the remainder term $R_{k}$ contains-outside of the Boussinesq approximation framework-contributions from $p_{\text {lid }} \in \stackrel{\circ}{H}^{s}\left(\mathbb{R}^{d}\right)$ which are bounded through elliptic estimates on the Poisson equation

    $$
    \nabla_{x} \cdot\left(\left(\int_{-d}^{0} \frac{1}{\underline{\rho}+\widetilde{\rho}} \mathrm{d} z\right) \nabla p_{\mathrm{lid}}\right)=-\int_{-d}^{0} \nabla_{x} \cdot\left(\left((\underline{U}+\widetilde{U}) \cdot \nabla_{x}+w \partial_{z}\right)(\underline{U}+\widetilde{U})+\frac{g}{\underline{\rho}+\widetilde{\rho}} \int_{z}^{0} \nabla_{x} \widetilde{\rho}\left(\cdot, z^{\prime}\right) \mathrm{d} z^{\prime}\right) \mathrm{d} z
    $$

[^32]:    ${ }^{41}$ by elliptic estimates on the Poisson equation stemming from eq. (7.11):

    $$
    \nabla \cdot\left(\int_{\rho_{0}}^{\rho_{1}} \frac{h(\cdot, \varrho)}{\varrho} \mathrm{d} \varrho \nabla p_{\mathrm{lid}}\right)=-\int_{\rho_{0}}^{\rho_{1}} \nabla_{x} \cdot\left(\left(h(\underline{\boldsymbol{u}}+\widetilde{\boldsymbol{u}}) \cdot \nabla_{x}\right) \widetilde{\boldsymbol{u}}+\frac{g h}{\varrho} \int_{\rho_{0}}^{\varrho} \nabla_{x} \widetilde{H}\left(\cdot, \varrho^{\prime}\right) \mathrm{d} \varrho^{\prime}\right) \mathrm{d} \varrho
    $$

[^33]:    ${ }^{42}$ in both cases one can solve the linearized equations about no-shear flows: $U^{\prime}(z) \equiv 0$ or $\boldsymbol{u}^{\prime}(\varrho) \equiv 0$; see the

[^34]:    ${ }^{43}$ Other possibilities include the Leray- $\alpha$ and LANS- $\alpha$ models; see [292, 198, 208] and references therein.

[^35]:    - Blaise Pascal, traité du vide

[^36]:    ${ }^{46}$ The following discussion can be extended to construct cnoidal (i.e. periodic) traveling waves; see e.g. [77, 194].

[^37]:    ${ }^{47}$ the result holds as well assuming instead that $b \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap H^{\max \left\{s+1,2+s_{\star}\right\}, \infty}\left(\mathbb{R}^{d}\right)$, replacing $|\beta b|_{W^{2+s_{\star}, \infty}}$ with $|\beta \nabla b|_{H^{1+s_{\star}}}+|\beta b|_{L^{\infty}}$, and $|\beta \nabla b|_{W^{s, \infty}}$ with $|\beta \nabla b|_{H^{s}}$.

[^38]:    ${ }^{48}$ in fact in our framework we only need a generalization of the product and commutator estimates given in Appendix II for Fourier multipliers such as $(\operatorname{Id}-\nu \Delta)^{-1 / 2}$, which follow for instance using the Littlewood-Paley theory, i.e. dyadic decomposition of the frequency space.

[^39]:    ${ }^{49}$ Here we use that the hyperbolicity criterion $\inf _{\boldsymbol{x} \in \mathbb{R}^{d}} h_{2}>0$ remains satisfied as a consequence of the conservation of mass; see footnote 12 page vii.
    ${ }^{50}$ In order to deal with non-smooth topographies, we may consider the sequence of solutions corresponding to the mollified topographies

    $$
    b^{\iota} \stackrel{\text { def }}{=} \rho_{\iota} \star b=\int_{\mathbb{R}^{d}} \frac{1}{\iota^{d}} \rho\left(\frac{\cdot-\boldsymbol{y}}{\iota}\right) b(\boldsymbol{y}) \mathrm{d} \boldsymbol{y}
    $$

    where $\rho$ is smooth, non-negative with compact support, and $|\rho|_{L^{1}}=1$.

[^40]:    ${ }^{51}$ see e.g. [230] for a discussion and several examples of hyperbolic systems with stiff relaxations.
    ${ }^{52} \mathrm{We}$ do not relax the constraint on $v_{\mathrm{b}}$ but simply use $v_{\mathrm{b}}=\frac{3}{2} v+\frac{1}{4} \dot{b}$, and hence $q_{\mathrm{b}}=\frac{3}{2} q+\frac{1}{4} h \ddot{b}$ in eq. (8.8). The authors in [39] relax both constraints simultaneously-henceforth avoiding second-order differential operators acting on bottom topography contributions-and arrive at a first-order hyperbolic systems of balance laws involving four additional unknowns instead of two; see also [202] for another relaxation system with three additional unknowns, and [54, (104)-(106)] for yet another system with two additional unknowns. See also [177, 178, 203] for previous approaches (with two additional unknowns) where the effect of bottom topography was not fully taken into account.

[^41]:    ${ }^{53}$ Of course the notation in (9.23) and (9.24) is abusive as the right-hand side does not define a norm.

[^42]:    ${ }^{54}$ See also to [177, 178, 203, 39, 202] for numerical experiments on closely related systems, as discussed in Remark 9.1.

[^43]:    ${ }^{55}$ The reasoning expressed in footnote 44 to discard the direct approximation

    $$
    \frac{1}{\mu} \mathcal{G}^{\mu}[\varepsilon \zeta, \beta b] \psi=-\nabla \cdot(h \nabla \psi)+\mu \nabla \cdot\left(h \mathcal{T}^{\tilde{F}^{\mu}}[h, \beta \nabla b] \nabla \psi\right)+\mathcal{O}\left(\mu^{2}(\varepsilon+\beta)\right)
    $$

    where

    $$
    \tilde{\mathbf{F}}^{\mu}=\tilde{F}(\sqrt{\mu}|D|), \quad \tilde{F}(\xi)=\sqrt{\frac{3}{|\boldsymbol{\xi}|^{2}}\left(1-\frac{\tanh (|\boldsymbol{\xi}|)}{|\boldsymbol{\xi}|}\right)}
    $$

    is no longer valid since the modal analysis of the resulting fully dispersive system coincides with the one of the water waves system. Yet a closer look indicates that some extra-but harmless-regularization, as exhibited in eq. (10.10), is needed to secure the well-posedness of the initial-value problem. A closely related system is derived and justified in the sense of consistency in [175, Section 3], and the rigorous well-posedness analysis could be carried out in the lines of [174]. It should be pointed out that these models have a great practical benefit-at least from the numerical point of view-with respect to eq. (10.2) from the fact that the inversion of an elliptic operator is not needed to consider the system as closed evolution equations; see discussion in Section 9.

[^44]:    ${ }^{57}$ among which other models have been introduced in [5,320, 216, 140] (see also [131] for a second-order WhithamBoussinesq equation), discussed and compared in [76, 253, 103, 140], and investigated in [235, 349, 400] for the well-posedness of the initial-value problem, [217] for finite-time wavebreaking, [337, 142, 138, 170] for the existence of small-amplitude and large-amplitude traveling waves, $[216,346,128]$ for the modulational and high frequency (in)stability of periodic traveling waves.

[^45]:    ${ }^{58}$ The list is by no means complete. In particular it lacks spectral methods based on expansions with respect to the steepness parameter, $\epsilon=\varepsilon \sqrt{\mu}$, initiated in [144, 402, 126] (see e.g. [271, 367, 405, 336] for a detailed account and comparisons). Among them the strategy brought to light by Craig and Sulem in [126], consisting in expanding the Dirichlet-to-Neumann operator, $\mathcal{G}^{\mu}[\varepsilon \zeta]$, along the variable $\varepsilon \zeta$, is particularly elegant and effective. Contrarily to the models introduced in this chapter, the family of models involve Fourier multipliers in addition to differential operators; see [93] for discussion, references and the explicit display of the models up to fifth order. This method has been extended and successfully employed in many situations (see [204] and references therein), despite the claimbased on numerical experiments and formal arguments-in [17] that the Cauchy problem associated with any of the systems in the family is ill-posed in Sobolev spaces.

[^46]:    ${ }^{59}$ Lagrange [260] used a similar expansion, yet using the rest state instead of the bottom as the reference depth. The works of Boussinesq and Rayleigh is restricted to the flat bottom case; Mei and Le Méhauté [297] for instance extended the expansion to general topographies. The expansion produces equivalent results to the one we would obtain by extending the procedure developed in Section 4-based on Lemma 4.7-but has the advantage of being somewhat more explicit. Another important pioneering work is the one by Friedrichs which appears in the appendix of [383]. Friedrichs introduces the full Euler equations for homogeneous and potential flows with rescaled (dimensionless) variables, clearly expresses the role of the shallow water dimensionless parameter, $\mu$-in contrast with ad hoc hypotheses such as the hydrostatic assumption-and sketches a procedure to derive models of arbitrary high order with respect to the shallow-water parameter, of which the Saint-Venant system is the first iterate. Yet Friedrichs does not pursue with the derivation of higher order models, and one could-depending on the choice of the velocity variable to describe higher order terms-obtain different models, including the two families of systems we describe in Section 11.2. Interestingly, Friedrichs also comments on the convergence of his expansion procedure; see footnote 27 therein. We shall use the terminology of Friedrichs-type models in place of the also-used Boussinesq models so as to avoid confusion with the first order long wave model described in Section iv.

[^47]:    ${ }^{60}$ Here we remark also that $\phi_{n}$ for $n \geq 1$ depends only on $\beta \nabla b$ and $\nabla \phi_{0}$. Similarly, the dependency in ( $\varepsilon \zeta, \beta b$ ) of the differential operators below could be replaced by ( $h, \beta \nabla b$ ).
    ${ }^{61} \mathrm{We}$ could also, equivalently, use eq. (11.4) to infer

    $$
    \nabla \phi_{0}=\overline{\boldsymbol{u}}+\sum_{n \geq 1} \mu^{n} \widetilde{\mathcal{B}}_{n}[\epsilon \zeta, \beta b](\overline{\boldsymbol{u}})
    $$

    and infer eq. (11.11)-(11.12)-(11.13) from the above and eq. (11.3)-(11.5)-(11.6).

[^48]:    ${ }^{62}$ among which the case $N=0$ (corresponding to the Saint-Venant system; Section 5) for which $\mathcal{U}^{(0)}[\epsilon \zeta, \beta b]=$ Id and the case $N=1$ (corresponding to the Green-Naghdi system; Section 8) since $\mathcal{U}^{(1)}[\epsilon \zeta, \beta b]=(\operatorname{Id}+\mu \mathcal{T}[h, \beta \nabla b])^{-1}$.

[^49]:    ${ }^{63}$ By Galilean invariance, linearizing about the constant solution $(\zeta=0, \psi=\boldsymbol{u} \cdot \boldsymbol{x})$ yields only an additional advection term with velocity $\boldsymbol{u}$.

[^50]:    ${ }^{64}$ The are several important consequences to Proposition 11.6 concerning properties of eq. (11.15) (resp. eq. (11.17)) when linearized about the rest state. From item $i$. and eq. (11.22) (resp. eq. (11.24)) we see that the dispersion relation fits the one of the water-waves system, eq. (11.25), at order $\mathcal{O}\left(\mu^{N+1}\right)$, for sufficiently small wavenumbers. From item $i$ i. we see that for larger wavenumbers, the angular frequency predicted by the models fail to converge towards the one of the water waves system as $N$ goes to infinity. This failure shows that the limitations in the results at the nonlinear level presented in Section 11.5 are not technical, but in fact a consequence of the detrimental behavior of high rank systems. From item iii. we see that when $N \geq 1$ is odd (resp. $N \geq 2$ even), the linearized system suffers from extremely strong instabilities at large wavenumbers. On the contrary, if $N \geq 0$ is even (resp. $N=0$ or $N \geq 1$ odd), then the plane waves are stable for all wavenumbers. While it is true that it is possible to improve the behavior of Friedrichs-type models at the linear level by suitable choice of variables and/or ad hoc manipulations, the models that we obtain in that way typically do not enjoy the variational structure exhibited in Section 11.3, and still suffer from all the difficulties at the nonlinear level described in Section 11.5.

[^51]:    ${ }^{65}$ Systems (11.17) appear more favorable since-as in our analysis of the Green-Naghdi (and obviously the SaintVenant) system - the system can be interpreted as quasilinear of order 1 when using relevant functional spaces.

[^52]:    ${ }^{66}$ It is interesting to notice how the symmetry of $\mathfrak{T}^{\mu}$ in $L^{2}\left(\mathbb{R}^{d}\right)$ relates to the symmetry of $\Pi_{1} \mathcal{L}[\varepsilon \zeta, \beta b] \Pi_{1}$ in $L^{2}(\Omega)$.

[^53]:    ${ }^{67}$ Here and thereafter, the "multilayer" terminology comes with quote marks. It should not be confused with the bilayer or multilayer framework studied in Section 3 and Section 6 where layers are defined by the density stratification. Here the layers simply correspond to a discretization strategy along the vertical variable. In particular, particles of fluid freely cross the "interfaces".

[^54]:    ${ }^{68}$ We assume here and henceforth that the bottom topography is time-independent.

[^55]:    ${ }^{69}$ By "nice" it is meant regularity and linear independence. See [334, Proposition 1.3] for the rigorous result when $\Psi_{i}(\boldsymbol{x}, z)=(z+1-\beta b(\boldsymbol{x}))^{p_{i}}$ with $0=p_{0}<p_{1}<\cdots<p_{N}$.

[^56]:    ${ }^{70}$ This estimate shows an apparent loss of one derivative between the regularity of the data at positive time, and the initial regularity. We can withdraw this loss of derivative by measuring the size of data with the functional

    $$
    \mathcal{E}_{s}(t) \stackrel{\text { def }}{=}|\zeta(t, \cdot)|_{H^{s}}^{2}+|\nabla \psi(t, \cdot)|_{H^{s-1}}^{2}+\sum_{|\boldsymbol{k}|=0}^{s}\left|\left(\partial^{\boldsymbol{k}} \nabla \psi-\varepsilon w \partial^{\boldsymbol{k}} \nabla \zeta\right)(t, \cdot)\right|_{L^{2}}^{2}
    $$

    which stems from considering $\boldsymbol{l}(h) \bullet\left(\partial^{\boldsymbol{k}} \nabla \boldsymbol{\phi}\right)$ instead of $\partial^{\boldsymbol{k}} \nabla \psi=\partial^{\boldsymbol{k}} \nabla(\boldsymbol{l}(h) \bullet \boldsymbol{\phi})$. Here we recognize the natural energy functional in terms of Alinhac's good unknowns; see Remark 2.10.

[^57]:    ${ }^{71}$ see e.g. $[98,52]$ for related studies in other physically relevant asymptotic regimes.
    ${ }^{72}$ see e.g. $[96,148,149]$ for related studies in the free-surface framework.

[^58]:    ${ }^{73}$ Recall the discussion in Section 3.3: contrarily to the homogeneous case with free-surface, one cannot invoke Galilean invariance to reduce the study to the linearization about the rest (no-shear) solution.

[^59]:    ${ }^{74}$ Lower order terms do not play any role for the high frequency stability analysis, or short-time well-posedness of the nonlinear problem. They can be anticipated from the results in Section 13.6, and particularly Theorem 13.15: assuming $\left(\zeta_{2}, \phi_{1}, \phi_{2}\right),\left(\dot{\zeta}_{2}, \dot{\phi}_{1}, \dot{\phi}_{2}\right) \in \mathcal{C}\left([0, T] ; X^{s}\right) \cap \mathcal{C}^{1}\left([0, T] ; X^{s-1}\right)$ with $s>1+d / 2$ and

    $$
    X^{s} \stackrel{\text { def }}{=} H^{s}\left(\mathbb{R}^{d}\right) \times\left(\stackrel{\circ}{H}^{s+1}\left(\mathbb{R}^{d}\right) \times H^{s+1}\left(\mathbb{R}^{d}\right)^{N_{1}}\right) \times\left(\stackrel{\circ}{H}^{s+1}\left(\mathbb{R}^{d}\right) \times H^{s+1}\left(\mathbb{R}^{d}\right)^{N_{2}}\right)
    $$

[^60]:    ${ }^{75}$ In order to see this, set $\ell \in\{1,2\}$, introduce

    $$
    \widetilde{A}_{\ell, 0} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
    0 & \mathbf{1}^{\top} \\
    -\mathbf{1} & A_{\ell, 0}
    \end{array}\right)
    $$

[^61]:    ${ }^{76}$ More properties on the Whitham Kernel $K$ (and its periodic counterpart) can be found in [171].

[^62]:    ${ }^{77}$ In practice it is more convenient to use low-pass filters, that is set to zero extreme modes, so as to work with vectors with a fixed given length.

[^63]:    ${ }^{78}$ in the context of the time integration of the evolution equations with general initial data. Holomorphic coordinates can also be used to compute or construct special solutions such as traveling waves [333, 274, 385, 372, 107, 30]; see also the recent $[111,164,105,141]$ and references therein.

[^64]:    ${ }^{79}$ This discussion is of course essential in view of numerical simulations using Fourier (pseudo-)spectral methods.

[^65]:    ${ }^{80}$ In [97], the authors choose to prescribe $q_{0}=0$ rather than the choice of the origin of the the $X$-coordinate in the physical domain (say $X(t, 0,0)=0$ ), which causes a (possibly time-dependent) spatial shift.
    ${ }^{81}$ In the numerical experiments of Appendix I. 4 we simply use the contraction mapping fixed point algorithm.
    ${ }^{82}$ Alternatively, one may evaluate at the collocation points defined by $X(T, \cdot, 0)$ some data defined on regularlyspaced collocation points, which requires $\mathcal{O}\left(\mathrm{N}^{2}\right)$ operations.
    ${ }^{83}$ The high order spectral methods presented in Chapter D, including the so-called spectral methods mentioned in footnote 58, are valuable substitutes in dimension $d=2$. The interested reader can find in [405] a thorough numerical investigation and comparison-in dimension $d=1$ —along with important bibliographic references of several methods which extend to the framework of dimension $d=2$.

