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Introduction

Research in the field of materials has never been so fertile as over the last century. In the
pursuit of improved performance in regard of mechanical, electrical and optical properties, new
materials were discovered and already known ones improved. From new and old materials, new
physics were discovered such as superconductivity [1], leading to breakthroughs in the field of
particle physics, medical diagnosis and train transportation. Superconducting Nb3Sn magnets
are instrumental for the production of high intensity magnetic fields, permitting the bending
of the trajectories of charged particles traveling at a velocity close to the speed of light in
particle accelerators. Powerful magnetic fields, produced by rare-earth compound magnets, are
the center piece behind magnetic resonance imaging (MRI) scanners. Similar magnets are used
in special train tracks allowing for a friction-free means of transportation.

New materials are also the focal point of the upcoming energy revolution. With the climate
change generated by excessive CO2 emissions, energy production is expected to abandon fossil
fuels for renewable resources eventually. In particular, the development of solar energy allows
for inexpensive, carbon-free energy production. A cumulative photovoltaic energy production
reaching the terawatt is planned for 2023 [2] with the help of the increased number of available
technologies and their continuous improvement [3]. A particularly hot field concerns the elabo-
ration of solar cells using organic/inorganic hybrid compounds such as the MAPbI3 perovskite
[4].

Several strategies exist for devising new materials and modifying their properties. In the
case of semiconductors for light-emitting diodes, a first strategy has been to explore the chemical
substitution of column-III and V elements. This strategy was successful for the elaboration of
light emitting devices for all wavelengths in the visible spectrum. Originally, the first compound
used for near-infrared light was GaAs [5]. Then, different wavelengths from the visible spectrum
followed, AlGaAs/GaAs quantum well [6] for red, AlGaP for green and finally GaN [7] for blue.
The latter color was particularly difficult to obtain with a good efficiency. As a result, its
invention by the team of Nakamura was awarded the Physics Nobel Prize in 2014 [8].

Another strategy is to reduce the materials dimensionality. Unique and new properties are
known to rise from this approach because of quantum confinement effects [9]. From 3D crystals,
researchers move to 2D semiconducting films and finally 2D materials such as MoS2 or graphene.
Graphene [10], for instance, is known to exhibit peculiar electron transport properties such as
a high electron-hole mobility. Its discovery by Geim and Novoselov was also awarded with a
Physics Nobel Prize in 2010 [11]. By further reducing the dimensionality, we can go from 2D
materials to 1D materials such as nanotubes and nanowires.
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Finally, one last possible approach is to modify the spatial arrangements of atoms in the
material. Tin, for example, is known to undergo a phase transition at 13.2 ◦C between α-Sn
and β-Sn, two solid forms of tin but with a different crystal structure, cubic diamond for the
former and body-centered tetragonal for the latter. α-Sn is brittle and nonmetallic while β-Sn
is ductile and conductive.

Of course, these three approaches can be combined. In this thesis, dimension reduction and
change in the crystalline order are put together in order to elaborate silicon and germanium one-
dimensional nanowires with a "non-standard" hexagonal diamond crystalline structure, which
would have remarkable optical properties (see Section 1.4.2). While this structure is no longer
a novelty, it had not been obtained with standard growth techniques until recent years, when J.
Tang, a PhD student in the Laboratory of Thin Film Physics and Interfaces (LPICM), obtained
such nanowires by chance. The aim of this thesis is "to replace chance by understanding" and
explore the growth conditions that deliver this structure.

Chapter 1 of this thesis introduces silicon and germanium nanowires, as well as the hexagonal-
diamond crystalline structure. The motivations for choosing silicon and germanium are stated.
Some notions are given about nanowires, notably what are their unique properties and what are
the techniques used to grow them. Following this, a brief reminder about crystals is given, with
the aim of better introducing the hexagonal diamond structure, and what separates it from the
standard cubic diamond structure. The state of the art on their synthesis is then detailed.

Chapter 2 describes the strategy employed in the present work to obtain these hexagonal
diamond nanowires. For that purpose, several experimental apparatuses were used. They will be
introduced. In particular, we will present NanoMAX, an in situ transmission electron microscope
where nanowire growth will be carried out, and we will detail the unique challenges that it
poses, notably in terms of sample preparation and irradiation damage. Some elements on how
to identify the hexagonal diamond structure through numerical simulations are also given.

Chapter 3 reports all the experimental results gathered from the growth of germanium
nanowires using Au nanoparticles. Two types of germanium precursors were used, a gas and a
solid source that led to structural differences in the nanowires. We will compare and explain
the structural differences that rise from the two sources. Several aspects of the growth are also
discussed here. Notably, the important role of hydrogen is investigated.

Chapter 4 will demonstrate the relevance of the experimental results obtained in the in situ
microscope by confronting them with those produced in standard chemical vapor deposition
reactors. We chose the growth of silicon nanowires catalyzed by Au particles as the subject of
comparison.

Chapter 5 is dedicated to the plasma-assisted growth of silicon nanowires catalyzed by com-
plex particles composed of different amounts of copper and tin. Depending on the copper/tin
ratio, nanowire characteristics and growth dynamics vary greatly. In situ data analysis pro-
vides key insights that disclose an original mechanism of growth with dual-phased, liquid-solid
catalysts.

In Chapter 6, we present and discuss the results obtained on the hexagonal diamond struc-
ture. In particular, the growth parameters that promote this structure in silicon nanowires are
examined. Using all the results established in previous chapters, we propose a model that could
explain how this unique structure forms.
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Finally, the conclusion summarizes the work and gives some perspectives for further studies.
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CHAPTER 1

Polytypism in column-IV semiconductor nanowires

In this introductory chapter, basic properties and growth principles about silicon and germanium
nanowires (Si and Ge NWs) are introduced. In particular, we highlight their advantages as
building blocks for devices and the methods used to grow them. Following this, the notion of
crystal allotropes is explained as a way to define the 2H polytype in Si and GeNWs, which is
the main focus of this thesis. Attention is then shifted towards the motivations for their study.
The state of the art on their synthesis will then conclude this chapter.

1.1 Silicon and germanium nanowires for devices

1.1.1 The use of Si and Ge in modern day electronics

Silicon, a group-IV element, is omnipresent in microelectronics and, therefore, in today’s society.
It is, indeed, the basic material in metal-oxide-semiconductor field effect transistors (MOSFET),
a critical component in computers, smartphones and many other electronic devices. Several
reasons explain its widespread use. At start of microelectronics, the fact that it possesses a
stable and insulating oxide, SiO2 that can be formed by oxidation of bulk Si, played a role in
its leading position. Now that gate oxides are no longer made of SiO2, other advantages keep
it in demand. Indeed, Si is also less expensive and readily available in comparison to other
semiconductors. It is the second most abundant element in Earth’s crust after oxygen [12]
(Figure 1.1). Thus, there is no risk of depletion unlike other semiconductor compounds. Finally,
it is non-toxic as it is present naturally in various living organisms. Pure Si in the form of a
wafer is a common substrate used in micro-electronics and the absorbing material in c-Si solar
cells. In addition, the chemical element Si is widespread in construction materials, such as glass.

One major characteristic of a semiconductor is its band gap. Band theory states that elec-
trons populate a continuum of electronic states, called bands, defined by their energies and
wavevectors. Some bands are filled and others are not. In semiconductors, the valence band
defines the band with the highest energy which is filled with electrons. The conduction band is
the band just above the valence band in terms of energy, and it is empty of electrons when in a
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Figure 1.1: Abundance of various elements of the periodic table in Earth’s crust in weight per-
centage. Si and Ge are indicated in red. Other elements that are relevant for the semiconductors
industry are marked in blue. Data from [12].

ground state at 0 K. Energies between the valence band and the conduction band are forbidden.
The energy difference between those two bands is the so-called band gap of the material, and is
usually given in eV. In other words, it is the energy required for an electron in the valence band
to be promoted to the conduction band. This physical quantity is of extreme importance since
it determines the energy threshold where the material starts absorbing or emitting photons in
statistically significant amounts. Crystalline Si with cubic structure, for instance, has a band
gap of 1.12 eV, so that only light with equal or higher energy can be absorbed. A characteristic
of a band gap is its direct or indirect nature. As stated above, an electronic state is defined by
its energy and wavevector. Therefore, the energy maximum of the valence band does not always
coincide with the energy minimum of the conduction band in terms of wavevectors. Because
of the law of conservation of momentum, if an electron is to be promoted to the conduction
band and there is no coincidence, it also needs to acquire momentum in addition to energy. In
general, this momentum is provided by vibrations in the material, modeled by phonons. In such
situation, the band gap is qualified as indirect. If the energy maximum of the valence band and
the energy minimum of the conduction band are positioned at the same wavevector, the band
gap is direct. The distinction between the two types of band gaps is important due to the lower
probability for an electron to be promoted in the case of an indirect band gap. Even if radiations
of sufficient energy interact with an indirect band gap material, the promotion of an electron
from the valence band to the conduction band must be assisted by a phonon. The macroscopic
consequence of an indirect band gap is less efficient light emission or absorption in the spectral
region close to the bandgap when compared to materials with a direct bandgap.

Due to its indirect band gap, Si is neither a good light emitter nor a good absorber of photons
in the visible spectrum. This is why Si is rarely used in light emitting devices, where other -
direct band gap - semiconductor compounds are preferred. In solar cells, Si is chosen for its
combination of low cost and performance. Although it is not a good absorber, strategies like
the use of back reflector or surface modulation help alleviate this problem in exchange of more
process steps.

Germanium is also a column-IV semiconductor and also has an indirect band gap, worth
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0.67 eV this time. It still has several applications thanks to improved properties compared
to Si, specifically its higher charge carrier mobility. In particular, it has one of the highest
hole mobility values of all semiconductor materials [13]. It is thus suitable for high-frequency
applications. Due to its high hole mobility, it was actually the main semiconductor in bipolar-
transistor based early stages of microelectronics, before Si MOSFET technology took over. What
ultimately prevented its dominance is the lack of a stable oxide. GeO2 is soluble in water and
often amorphous. Contrary to SiO2, GeO2 cannot simply be grown thermally from Si. Ge is
also used in the bottom cell of high-performance multi-junction solar cells because of its low
bandgap.

Ge research has recently regained interest. Its better performance became more appealing
due to the physical limits reached by the scaling down of Si devices. Indeed, further miniatur-
ization poses problem due to quantum effects. For instance, in MOSFETs, a leakage current
can occur due to quantum tunneling through ultrathin gate oxides, rendering the transistor use-
less. The improvement of lithography techniques also comes with increased financial cost and
complexity. The complete replacement of Si by Ge is unlikely however. This is due to the lack
of complementary metal oxide semiconductor (CMOS) compatible processes with Ge, which are
standard techniques used in the industry for Si to bring the cost down. One of the main points
of CMOS-compatible processes is the use of Si substrate. For devices using Ge layers, using a
Si substrate is especially problematic as there exists a lattice misfit between Si and Ge of about
4 %. Thus, strain will appear and will need to be relaxed in some ways. Interface between Si
and Ge will be therefore filled with dislocations and other defects, reducing the charge carrier
mobility, one of the selling points of Ge, and degrading the resulting device performances.

Mixing Si and Ge forms the SixGe1−x alloy. It combines the high performance of Ge and
easier integration on a Si substrate compared to pure Ge. A successful utilization of this alloy is
the heterojunction bipolar transistor (HBT), capable of handling high frequency operations and
consuming a small amount of power. SiGe alloys are also used to create complex heterojunctions.
Indeed, by modifying the ratio of Si/Ge, electronic and mechanical properties are altered. This
opens up the possibility of band and strain engineering, techniques that prove useful in present
day devices [14]. Strain engineering could also bring the use SixGe1−x as a buffer layer between
Si and Ge [15].

1.1.2 "One-dimensional" object advantages

The use of Si as a substrate limits the number of usable compounds for the elaboration of
devices, to those which have a lattice parameter close to that of Si. One way to circumvent this
issue is to use nanowires: objects with high aspect ratio where their lengths is far larger than
their width. Depending on their purpose, their length can range from tens of nanometers up to
several micrometers, while their width, or diameter, is generally below the micrometer scale. An
assembly of Si nanowires (SiNWs) is shown in Figure 1.2. One of the prime interests of nanowires
is their ability to grow on a wide variety of substrates, while retaining good crystallinity and
little structural defects. This is due to nanowires being able to easily accommodate stress. Such
property allows for the growth of SiNWs on flexible substrate [16]. The used substrates should
be able to tolerate the growth process conditions. Most processes involve high temperatures
so the selected substrates must be thermally stable. Recent advances in growth techniques are
pushing for low temperature processes though, which allowed growth on plastic substrates [17].

Another strong property concerning nanowires is their high surface to volume ratio. This is
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a) b)

Figure 1.2: a) Scanning electron microscopy image of an ordered array of SiNWs produced by
selective etching of a p-doped Si (100) wafer. b) Transmission electron microscopy image of a
single SiNW. Reproduced from [18].

of interest when the surface has to be maximized in order to increase the number of interactions
between the nanowires and the external environment. In the case where chemical reactivity is
sought, one can vary the diameter and length of the nanowire to tune the surface to volume
ratio of the object. The decoration of nanowire sidewalls by catalytic particles also constitutes a
promising pathway to increase reactivity. Functionalization of nanowire surfaces can also create
chemical selectivity and tailor the surfaces for specific applications.

Standard devices often involve the stacking of two or more chemically different layers of
varying thicknesses. This is the case in thin-film solar cells and light-emitting quantum dots for
example. Similar stackings are achievable using nanowires but the number of possible structures
is richer: the direction of stacking can either be perpendicular to the axis of the nanowire, or
parallel to it. The former case yields heterojunctions while the latter gives core-shell nanowires.
Without using nanowires, creating a horizontal stacking requires the use of selective area depo-
sition techniques, which are often very long and complex processes.

1.1.3 Bottom-up approaches to grow nanowires: VLS and VSS

Several techniques exist to synthesize nanowires which all have their own advantages. They can
be separated into two categories:

• Top-down approaches: objects are obtained by carving them from bulk crystals. Lithog-
raphy combined with other etching techniques are commonly used for that purpose [19,
20, 21]. They provide a high amount of control on the final structure and properties of
the nanowires. The quality of the nanowires is generally good because it is an inherited
property from the material. These approaches require many process steps which limits
their applicability in an industrial context.

• Bottom-up approaches: objects are obtained by the growth on a substrate through the
supply of atoms. Processes that fall into this category are scalable and the resulting
nanowires are more cost efficient. Precise control over the growth is more complicated
though, as the growth process depends on many parameters. Arrays of nanowires grown
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with this kind of approach are often disordered, with nanowires growing in every possible
direction. However, they can also be ordered, when prepared on patterned substrates [22].

In this thesis, we are interested in the growth of Si and GeNWs in the non-standard hexagonal
diamond structure and our goal is to elucidate the growth mechanisms of this structure. As such,
we are aiming for bottom-up techniques. One that is especially suited for Si and GeNWs is the
vapor-liquid-solid (VLS) method and its variants, which was reported for the first time in 1964
[23] to grow SiNWs. It was also successful in the growth of other semiconductor nanowires
such as GaAs, GaP and others. This technique rests on the precipitation of a solid nanowire
by enrichment in atomic precursors, through a vapor phase, of a liquid catalytic metallic seed,
hence the name of the technique. The metallic catalyst can also be solid; in that case, the
method is known as the vapor-solid-solid (VSS) technique.

In order to fabricate SiNWs by VLS, a Si source is required. That source can be a melting
Si pellet in the case of molecular beam epitaxy [24] (MBE) or a gaseous precursor in the case
of chemical vapor deposition (CVD). For other types of nanowires, other techniques exist. For
instance, III-V nanowires are often grown by metalorganic chemical vapor deposition (MOCVD).
Suppose we want to grow SiNWs with a gaseous precursor. In this case, prior to the growth,
metallic seeds, Au for instance, are deposited on a substrate. The substrate is then loaded into
a CVD reactor. In this reactor, the substrate is heated up to 400 ◦C (for example) while the
reactor chamber is filled with precursor gases. Silane (SiH4) or tetrachlorosilane (SiCl4) are often
used for that purpose. Such molecules crack upon contacting the catalyst surface, so that single
silicon atoms are adsorbed by the metallic particles (Figure 1.3a). From that point, the catalytic
seeds are no longer pure Au but rather a mixture of Au and Si. With time, the concentration
of Si increases. When the concentration in Si reaches a value around 19 %, the initially solid
Si and Au alloyed seeds melt, forming a liquid eutectic. If further Si is added to the mix, the
eutectic melt becomes supersaturated in Si, thus the precipitation of a solid Si nucleus begins
and the SiNW starts growing (Figure 1.3b). From the Si nucleus, the growth occurs in a step-
flow manner. The solid expands laterally under the catalyst, creating an atomic monolayer.
After the monolayer is completed, a new Si nucleus appears on top when the conditions are
favorable, and the cycle restarts (Figure 1.3c-d). The time between the introduction of gases in
the chamber and the start of the growth is called the incubation time of the growth. At a given
pressure of gaseous silicon, it depends on both the temperature and the choice of the catalyst.
The catalyst will also influence the growth rate of the nanowire, the supersaturation threshold
is different between chemical elements [25]. The growth rate also evolves with temperature by
an Arrhenius law:

dl

dt
= k exp

(
− Ea

kBT

)
(1.1)

where k is a kinetic constant, Ea the activation energy of the growth, kB the Boltzmann constant
and T the temperature.

The diameter of the grown nanowires is initially given by the size of the catalyst particle.
Thus, if a specific distribution of nanowire diameters is required, using the catalyst size engi-
neering is a good way to control nanowire diameter. When the catalyst is deposited thanks to a
colloidal suspension of nanoparticles, a laser ablation technique can help reduce the size of the
particle and thus yield smaller diameter nanowires [26]. If the catalytic seeds come from the
thermal evaporation of a metallic nugget, the evaporation time can be tuned in order to give
the desirable diameter distribution by controlling the total amount of the evaporated material
which will naturally form particles. As the nanowire growth advances, the diameter can change.
The diameter close to the base of the nanowire may thicken due to sidewall deposition and,
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Figure 1.3: Schematics of the VLS growth of a SiNW using SiH4 as a precursor. a) Si
atoms are adsorbed by the Au catalyst while H2 gas is created through the dissociation of SiH4
molecules. b) Supersaturation in Si in the seed is achieved, giving a solid precipitate known
as the nucleus. This nucleus then expands laterally to form a complete layer thanks to the
continuous incorporation of Si atoms. d) Additional layers are formed and a nanowire is born.
The forces acting on the triple phase-boundary - liquid (L), solid (S) and vapor (V) - that are
responsible for the droplet staying on top of the nanowire are also indicated.

inversely, the nanowire diameter may decrease at the top due to eventual losses of the catalyst.
These two phenomena can create tapered nanowires [27, 28].

Several catalysts for VLS growth have already been tested. Among them, Au [29, 30, 31, 32],
Cu [33, 34], Sn [35, 36, 37], Ga [38, 39, 40], In [35] and Al [41] can be cited. The choice of the
catalyst for the growth of nanowires requires the careful consideration of several physical and
technical factors. For the physical factors, the first one is the ability of the metallic catalyst to
form a liquid alloy with the material of the nanowire. Then, the liquid catalyst must be pinned
to the top of the solid precipitate. The surface tension of the liquid catalyst is the deciding
factor on whether it can stay on top or not. Indeed, if the liquid catalyst is destabilized during
the growth by fluctuations of forces acting on the droplet (Figure 1.3d), it may slide down
from the nanowire it created. Metals with high surface tension, like Au or Cu for example,
are relatively stable; while low surface tension metals are more easily destabilized. In theory,
a metal like Sn should not allow the growth of SiNWs because of its very low surface tension
[42] but growth can still be achieved under a plasma environment. The plasma modifies the
surface energies involved in the droplet equilibrium. For the technical factors, the maximum
temperature that can be reached with the growth equipment dictates the choice of catalyst for
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the VLS technique. Indeed, the eutectic temperature of Si-metal alloys varies with the metal.
Si-Cu eutectic temperature is 802 ◦C while for Si-Au it is 363 ◦C. Si-Sn eutectic temperature
is even lower, at 232 ◦C. Thus, if low temperature growth is important, Au or Sn catalysts are
better. It is also important to know that the choice of catalyst has an impact on the quality
of the nanowires. Some catalysts, like Cu, are known to generate more faults and defects in
the nanowire. On the other hand, Au creates deep level electronic defects which act as charge
carrier recombination centers [43]. Thus, it is unsuited if electronic or photovoltaic devices are
to be created from the grown nanowires.

In the case of the vapor-solid-solid growth (VSS) [44], the temperature of the growth is
below the eutectic temperature of the alloy. An immediate consequence of the solid nature of
the catalyst is a reduced growth rate compared to VLS. The main reason for this is primarily
related to the slower diffusion in solids compared to liquids. This effect is moreover increased
by the fact that, for a given catalyst, the growth temperature is lower for VSS [45]. The VSS
technique, coupled with the VLS technique, is particularly useful when both fast and slow
growths are desirable. This is the case when one wants a chemically abrupt heterojunction in
a nanowire. When a pure section is grown, a fast growth by VLS helps reducing the process
time. When a heterojunction is grown, one can lower the temperature to switch to the VSS
mode, which gives better control over the growth allowing for the formation of chemically-abrupt
heterojunctions [46].

Single element metallic catalysts are frequently used for the growth of nanowires. However,
it is possible to mix two metals together in order to create a single alloyed catalyst. Thus, when
a precursor is added to the catalyst, it creates a ternary system. Using an alloyed catalyst may
enable one to tune specific parameters of the growth. For instance, AuAg catalysts have varying
eutectic temperatures with Si depending on the Au/Ag ratio [47] which gives flexibility in the
choice of growth temperature. Doping of nanowires can also be achieved with an alloyed catalyst
such as Bi-Sn [48] by incorporation of a small amount of Bi inside growing nanowires.

1.1.4 Application of nanowires in devices

1.1.4.1 Nanowires in solar cells

Let us briefly remind the working principle of a solar cell using an amorphous Si layer (a-
Si:H). A standard photovoltaic cell consists in a semiconductor p-i-n junction with a front and
back conductive contact. The first step towards electricity production is the absorption of a
photon of energy above the band gap of the material. When a photon is effectively absorbed,
an electron-hole pair is created. In the case of a p-i-n structure (Figure 1.4a), an electric field
exists within the whole cell, which separates the photogenerated charge carriers. In the layout
shown in Figure 1.4a, positive charges (holes) will drift towards the p-doped layer and join the
front contact. Negative charges (electrons) on the other hand go towards the n-doped layer to
join the back contact. This results in the formation of an electrical current.

The most used semiconductor material in the photovoltaic industry is crystalline Si. Some
reasons for that were mentioned previously. The main problem with c-Si is its indirect band gap
which reduces light absorption, especially in the near infra-red part of the spectrum. For that
reason, thick layers (around 200 µm) are common in order to maximize the amount of absorbed
light. This comes with several drawbacks [49]. The most obvious one is the quantity of Si used to
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manufacture a cell. A second, more subtle, issue concerns the diffusion of charge carriers through
the thicker layers. Indeed, thicker layers increase the distance traveled by charge carriers. Thus,
the likelihood of charge recombination is higher, creating losses of performance. One solution is
to improve the absorbing layers quality by using highly pure and defect-free Si.

Using SiNWs can solve this issue [49, 50], because it allows for a different architecture of
solar cells. Typical solar cells use planar p-n junctions. With arrays of SiNWs, it is possible to
create radial junctions [51] (Figure 1.3b), which present vertical interfaces between layers, thus
creating core-shell structures. In this application, the primary nanowires, the growth of which
we are interested in, are used as p-doped cores for the radial-junction solar cells. Their main role
is to carry the photovoltaic current produced by individual radial cells towards the back-surface
electrode. This architecture presents several advantages: the diffusion of charge carriers through
the junction is facilitated by the proximity of the doped layer. Charge separation now occurs
in radial direction. Furthermore, less Si is used overall compared to standard planar junctions.
Also, the radial architecture gives an appealing solution to the reflectivity problem caused by
planar junctions, where the light can be reflected back, although this problem can be mitigated
by adding anti-reflective coating or micro-texturing [52]. By using radial junction devices this
problem is not so detrimental because light can be trapped by bouncing several times between
individual junctions, thus increasing the absorption. Optimizing the length and density of the
SiNWs helps in achieving the maximum efficiency [53, 54].

To this day, the maximum efficiency obtained by an array of single radial junction a-Si:H
solar cells made from SiNWs grown by VLS developed at LPICM is 9.2 % [55]. Improving this
efficiency requires overcoming some technical challenges. Better conformal interfaces between
doped layers and the top transparent contact may help increase performance. Additionally,
surface passivation is necessary to prevent the surface recombination of charge carriers, which
is an important channel of loss in nanowire solar cells [56]. This is especially true for cells using
InP III-V nanowires where the record efficiency between planar (17.8 %) and radial junctions
(6.35 %) differs greatly [57].
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Figure 1.4: Schematics of two a-Si:H solar cell architectures. a) Planar junction solar cell.
Light is absorbed in the intrinsic layer, creating an electron-hole pair which is then separated
by the electric field produced by the p-n junction towards the front and back contact. b) Radial
junction nanowire solar cell. The front contact is made out of a transparent conductive oxide
(TCO) to allow entry of photons.
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1.1.4.2 Nanowire sensors

Thanks to their high aspect ratio, SiNWs are good building blocks for many types of highly-
sensitive sensors. Also, due to their very small size, they can be implemented into high-density
sensor arrays. Current research aims towards the integration of SiNWs into field-effect transistors
(FETs) as shown in Figure 1.5. A p or n-doped SiNW is placed between the source and drain
terminals and acts as the conductive channel. When a chemical agent interacts with the surfaces
of the SiNW, the threshold voltage VT of the device changes and this affects the current flowing
through the SiNW IDS when in the linear regime:

IDS = µ
CW

L
(VG − VT )VDS − 1

2V 2
DS (1.2)

where µ is the charge carrier mobility, C the capacitance of the gate oxide, W corresponds to the
width of the SiNW, L its length, VG the gate voltage and VDS the channel voltage. Thus, the
change in the current indicates a modification in the chemical environment around the SiNW.
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Figure 1.5: a) Schematics of a FET where a SiNW is used as the conductive channel. b)
Scanning electron microscopy image of a SiNW FET functionalized with APTMS. c) Close-up
view of the white squared area. Reproduced from [58].

In order to make the sensor specific to a chemical compound, the SiNWs have to be functional-
ized with a receptor. For pH sensors, a common technique is to use 3-aminopropyltrimethoxysilane
(APTMS) as an agent [58]. In this geometry, the surface of the SiNW is terminated by both
amine groups and silicon-hydroxyl groups. In the presence of a low pH, the amine groups are
protonated, depleting the majority carriers in the SiNW conductive channel, and thus decreas-
ing the conductance. At high pH, the silicon-hydroxyl groups are deprotonated, increasing the
conductance instead. Other functionalizing agents can be used for other purposes. Sensors for
heavy metal ions, such as Pb2+ [59] or Hg2+ [60] for the evaluation of water quality were re-
ported. Nucleic acids were also successfully detected with nanowire sensors, which opened the
path for the biological sensors [61, 62, 63].
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1.1.4.3 Energy storage

Portable energy storage relies mainly on the Lithium-Ion battery technology, which, in present-
day devices relies in turn on the back and forth movement of Li+ ions between an oxide cathode
and a graphite anode. One of the bottlenecks of the current technology is the low electrode
capacity. This can be improved by using other compounds for the electrodes. However, it must
be noted that the chosen material for the electrode must tolerate the repeated alloying with
Li, known as lithiation, which changes the structural properties of the anode. In that respect,
Si bulk material is a rather poor candidate for replacing graphite for the anode. Indeed, while
it has a very high capacity compared to graphite, it undergoes significant structural changes
when alloyed with Li [64]. This includes an increase in the volume of the LiSi alloy, resulting in
mechanical failures after few charging-discharging cycles. This does not happen with graphite,
as the volume expansion after lithiation is negligible.

This problem can be circumvented by using SiNWs instead of bulk Si [65, 66]. An example
of architecture is given in Figure 1.6. Contrary to bulk Si, nanowires are able to accommodate
much larger strain, and thus handle the volume expansion experienced during lithiation. There
is still however one caveat to the use of SiNWs as anode. When alloyed with Li, the initially
crystalline Si becomes amorphous [67]. After delithiation, Si remains in this amorphous state.
This is not ideal because it reduces the conductivity of the anode. Consequently, the rate of
charge-discharge is reduced after a single cycle. Solutions to this include the use of core-shell
structured SiNWs [68]. The core is crystalline while the outer shell is amorphous. In this
configuration, lithiation is limited to the shell while the transport of charge carriers occurs
through the pristine crystalline core. It is also possible to coat the SiNWs with a layer that is
both conductive and permeable to Li ions. Cu seems to be a good candidate in that regard [69].

Figure 1.6: Schematic of the structure of a Li-ion battery with an anode composed of a random
array of SiNWs. Reproduced from [65].

1.2 Crystallography and allotropes of Si and Ge

In this section, we introduce the concept of crystallographic phase for solid state materials.
We will also see that some of these phases, while they should theoretically not exist at a given
temperature and pressure, can still be synthesized under very specific conditions. This will prove
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useful to understand what is the diamond hexagonal phase in group-IV elements, which is the
main subject of this thesis.

1.2.1 Basic concepts of crystallography

In a solid, atoms are arranged in a certain way which depends on their chemical properties. If
the solid is said to be amorphous, then there is no long-range order in the material, i.e, there is
no correlation in the positions of distant atoms belonging to the solid (Figure 1.7a). Amorphous
materials can be obtained by rapid quenching of their liquid state, which is the case for glass,
of main compound SiO2, a typical example of an amorphous solid. If the solid is said to be
crystalline, then atoms are arranged in a way that presents long-range order: it is possible to
find a geometrical operation (such as a rotation, a mirror symmetry, a translation...) which
leaves the positions of atoms unchanged. The arrangement of atoms is also periodic (Figure
1.7b). This means that the arrangement of the unit cell is the same, regardless of where we
look. In other words, there is translational invariance of the crystal along some axes.

Thus, to generate a crystal, we only need two things: a lattice, which tells us how to translate,
and a motif, which is the shape that is translated. In three-dimensional space, one can show that
all the different combinations possible of lattice and motif give 230 unique possibilities. These
possibilities are called space groups, and each group has its own symmetry. The Hermann-
Mauguin notation system can be used to label each space group depending on their symmetries.

a) b)

Figure 1.7: 2D representations of a material with either amorphous or crystalline structure. a)
Schematic of an amorphous material, lacking any long-range order. b) Schematic of an example
of a crystalline material. Arrows represent directions with translational invariance. A unit cell
is marked by the red square.

Because a crystal is periodic, we can simplify its study by only considering the smallest
finite volume which presents all its symmetries. This volume is called the unit cell of the crystal.
Then, the crystal can be generated by simply translating the unit cell along the directions with
translational invariance. The unit cell has several important characteristics. The size and shape
are completely defined by six numbers: a, b and c, also known as the lattice parameters, which
are the lengths of the edges of the unit cell; and α, β and γ the angles between the unit cell
edges. From these, the unit cell vectors a, b and c are defined. Another set of characteristics are
the positions of the atoms in the unit cell. Because of symmetries, only certain sets of atomic
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a) b)

Figure 1.8: Example of directions and planes in a cubic unit cell. a) Three different directions
and their notation using direction indices. The unit cell vectors a, b and c are represented. b)
Three different planes and their notation using Miller indices. The reciprocal lattice vectors a∗,
b∗ and c∗ are represented.

positions are possible. All the possible sets can be labelled given their multiplicity, which is the
number of positions the set defines. This is known as the Wyckoff notation.

Atoms in the unit cell are located by coordinates which can be expressed as fractions of the
lattice parameters. Reticular directions in the unit cell (Figure 1.8a) are represented by vectors
r, written as linear combinations of the unit cell vectors:

r = ua + vb + wc (1.3)

where u, v and w are three numbers. If r corresponds with an atomic position, then one can find
a (u, v, w) triplet where u, v, w are all integers. Such directions are noted [uvw]. The (u, v, w)
triplet are the direction indices. Note that, due to symmetries in the unit cell, some directions
are equivalent and can be regrouped in a family of directions. They are noted 〈uvw〉. To define
planes, we use the reciprocal lattice unit vectors a∗, b∗ and c∗, obtainable from the unit cell
vectors:

a∗ = b × c
a · (b × c) ; b∗ = c × a

b · (c × a) ; c∗ = a × b
c · (a × b) (1.4)

Thus, directions g in the reciprocal space are written as linear combinations of the reciprocal
space unit vectors:

g = ha∗ + kb∗ + lc∗ (1.5)

The direction g defines (hkl) planes perpendicular to it (Figure 1.8b). Similar to directions,
some planes are equivalent and are regrouped in a family noted {hkl}. In the cubic system, any
given unit cell vector is parallel to its corresponding reciprocal lattice unit vector, so that the
direction indices [uvw] defines planes with Miller indices (uvw).

For hexagonal lattices, one defines for planes a notation with four indices for planes is used,
known as the Bravais-Miller indices, so that planes are noted (hkil) where i = −(h+k). Members
of a family of planes {hkil} can all be obtained by a cyclic permutation of the h, k and i indices.
For directions, it is more complicated. A fourth index is also used, but going from the three-
index system to the four-index one is not as straightforward. Let [uvw] be a direction in the
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three-index system, the same direction in the four-index system is written [uvtw] where:

u′ = 1
3(2u − v)

v′ = 1
3(2v − u)

t = −(u′ + v′)
w′ = w

(1.6)

The reason for this system is to clearly distinguish families of planes and directions. For instance,
the planes (11̄0) and (010) seem to be from different families at first sight. However, when the
four-index system is used, this gives (11̄00) and (011̄0). We see that a cyclic permutation shows
that these two planes belong to the same family.

1.2.2 Equilibrium structure of Si and Ge

For both Si and Ge, the crystalline structure at room temperature and ambient pressure is the
cubic diamond structure, of space group Fd3̄m in Hermann-Mauguin notation, dubbed Si-I and
Ge-I respectively. This structure has a cubic unit cell with Si and Ge having a lattice parameter
a of 5.431 Å and 5.658 Å, respectively. It is a face-centered cubic structure, but with a two-atom
motif at (0, 0, 0) and (1/4, 1/4, 1/4). With this structure, both Si and Ge are indirect band gap
semiconductors. The wafers, which are widely used for the fabrication of devices, typically have
this structure.

The cubic diamond structure shares some similarities with the zinc blende (ZnS) structure.
Both have a cubic symmetry and have exactly the same atomic sites. However, the zinc blende
term is used for crystals with at least two different elements in their two-atom motifs, such as
ZnS indeed or GaAs, another widely used semiconductor.

By significantly changing the pressure and temperature, the equilibrium crystalline structure
of solid materials can change. It means that the material still retains its solid crystalline state
but the arrangement of atoms is different. A specific stable crystalline arrangement of atoms is
called an allotrope. A given compound can possess several allotropes. An example is carbon,
where the equilibrium structure at standard temperature and pressure is graphite, but at high
pressure, typically several GPa, the equilibrium one is cubic diamond. For the same material,
allotropes can have different mechanical, electronic and optical properties. Going back to carbon,
graphite is an opaque, black and brittle conductor while diamond is a transparent, colorless and
hard semiconductor.

To summarize all the possible allotropes a specific compound can have, we can build a phase
diagram for this compound that gives the equilibrium allotrope for a specific temperature and
pressure. The phase diagram of Si and Ge were both explored experimentally and numerically,
and are remarkably similar below 15 GPa (see Figure 1.9). Both Si and Ge undergo a phase
transition at high pressure to a tetragonal structure [70] (space group I41/amd), similar to β-
Sn, another group-IV element. They are respectively named Si-II and Ge-II. Experiments using
diamond anvils have shown that other allotropes could form at even higher pressure for both Si
and Ge [71]. For Si, these include two hexagonal phases Si-V and Si-VII [72], a face-centered
cubic phase Si-X [73] and an orthorhombic phase Si-XI [74]. For Ge, we have two hexagonal,
hcp-Ge and sh-Ge, and two orthorhombic phases, Imma-Ge and cmca-Ge [75, 76].
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a) b)

Figure 1.9: Si and Ge pressure and temperature phase diagrams for pressures below 16 GPa.
Lines are theoretical predictions and symbols are experimental results. a) Si phase diagram.
Data are collected from literature and graph was reproduced from [77]: solid lines [77], dashed
lines [78], dotted lines [79], open circles [80], open squares [81], open pointing up triangles [82],
open pointing down triangles [82], crosses [83], open diamonds [83], filled diamonds [83], filled
circles [78]. b) Ge phase diagram. Data for solid lines [84], dashed lines [78], open circles [80],
crosses [81], open triangles [82]. Reproduced from [84].

1.2.3 The 2H metastable phase and other polytypes

The allotropes that were mentioned in the previous section are all obtained by increasing pressure
to several GPa. Upon reversal at atmospheric pressure, one could expect that the high-pressure
phases should revert back to the usual cubic diamond phase, as indicated by both Si and Ge phase
diagrams. It is however not always the case as pressure release can yield allotropes at pressure
and temperature that are not predicted in the original phase diagram. Allotropes produced
that way or by other means, that are not in the phase diagram, are qualified as metastable. An
allotrope that is of interest because of its properties is the hexagonal diamond phase, also called
lonsdaleite, for both Si (named Si-IV [85]) and Ge [86].

To better visualize the diamond hexagonal phase, we can go back to the standard cubic
diamond phase, and observe it in an orientation where the [111] direction points to the right
and the [110] direction is perpendicular to the plane defined by the paper. This is shown in
Figure 1.10b. From this viewpoint, it can be seen that the cubic diamond phase consists in a
stacking of three alternating layers along the [111] direction, that we can name A, B and C,
which is then repeated, generating the crystal. Because the periodicity of this structure is three
layers (ABC), and because it has a cubic symmetry, we can also label this phase 3C. This is
called the Ramsdell notation for polytypes. From now on, we can create other structures by
modifying the stacking along the [111] direction. For instance, 4H is a stacking of periodicity
four (ABCB) and has a hexagonal symmetry (Figure 1.10c). 6H is a stacking of periodicity six
(ABCACB) and again has hexagonal symmetry (Figure 1.10d). All the possible stackings are
regrouped under the name polytype.

A polytype that is of special interest for us in this work is 2H, a stacking with a two-layer
periodicity (AB) and hexagonal symmetry (Figure 1.10a). It is also known as the diamond
hexagonal phase or lonsdaleite and belongs to the space group P63/mmc. The lattice constants
of this structure are a = 3.84 Å and c = 6.27 Å. A parallel can be drawn between the 2H and
wurtzite structure, as both belong to the hexagonal system and have the same atomic structure,
except that wurtzite alternates the two types of atoms of a binary compound material. Hence
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a)

A B A B A B A BA B A B A
b)

A B C A B C A B C A B C A
c)

A B C AB B C AB B C AB
d)

A B C A BC A B C A BC A

Figure 1.10: Examples of Si and Ge polytypes projected along the [110] direction. Black
lines show the unit cells limits. a) Polytype 2H (hexagonal diamond). b) Polytype 3C (cubic
diamond). c) Polytype 4H. d) Polytype 6H.

why the term wurtzite silicon is sometimes encountered in the literature although it is not the
correct name in the case of a single element. Typical compounds with the wurtzite structure
include GaN, a common semiconductor used in LED, and ZnS. The latter is metastable at
standard temperature and pressure as the 3C phase (the generic zinc blende) is the equilibrium
one.

Concerning the 6H polytype, it is interesting to note that the reversal of the stacking ABC-
A-CBA is akin to a twin plane, a type of planar defect. In crystallography, twin planes act as
a mirror plane, so that one atomic site on one side of the twin plane has its symmetric image
on the other side. However, the reversal of the stacking in 6H is not a twin as it is not a
localized single defect in the structure, but is present in every 6H unit cell. Incidentally, twin
planes can occur in polytype crystals as well as stacking faults. These defects complicate the
characterization of polytypes. For instance, studies using Raman spectroscopy have shown that
twins and stacking faults can shift Raman peaks, overlapping with the Raman peaks associated
with the polytypes [87, 88], although Ge might be a special case [89]. In TEM studies, such
defects can give patterns that are similar to those obtained with pure polytypes [90, 91].

1.3 Synthesis of the 2H phase

We have introduced the 2H crystalline structure in the previous section. The different ways of
synthesizing it will be the focus of this section.
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1.3.1 Stress application in bulk

The first report of the 2H polytype was on bulk crystalline Si. Wentorf and Kasper [85] noticed
that after the compression and recovery of a pure cubic diamond Si piece, an irreversible change
in its electric resistivity occurs. They attributed this change to the appearance of a new phase
in Si with a hexagonal symmetry, related to the wurtzite structure, and presented by X-ray
diffraction data. The authors however conceded that they could not exclude the possibility that
stacking faults were responsible for the intriguing X-ray pattern. It was later Eremenko and
Nikitenko [92] who carried out the first transmission electron microscopy (TEM) study of the
2H polytype. By Vickers indentation above 400 ◦C, they generated a high amount of stress on
a Si single crystal. After retrieval of the sample, they found several dislocations, twin defects
and ribbons of 2H Si, giving additional reflections in electron diffraction patterns that could not
be explained by defects. The synthesis of the 2H phase in Si was later reproduced through the
same technique [93] and characterized using high-resolution transmission electron microscopy
(HRTEM) (see Figure 1.11a). Models based on crystallographic analysis were proposed [94, 95],
showing that the 2H structure could appear because of the intersection of twin planes. This
created a shear stress, relaxed through the formation of diamond hexagonal Si ribbons. In such
a case, the cubic diamond to hexagonal diamond transformation is martensitic, meaning that it
does not involve diffusion processes.

a) b)

Figure 1.11: HRTEM images of ribbons of 2H polytypes. a) 2H Si. Reproduced from [93]. b)
2H Ge. Reproduced from [86].

Ion implantation was also found to induce shear stress, resulting in the formation of hexagonal
diamond Si. This technique consists in bombarding a target with high-energy ions, which
creates irradiation damage in the crystalline materials, causing heating and change in physical or
chemical properties. Beams of As+ [96, 97] and Ar+ [98] ions were used to attempt the synthesis
of hexagonal diamond Si. While these studies claimed to have obtained it, no clear evidence
was provided. The polytype 9R was also obtained with a beam of N+ ions [99]. Hexagonal
diamond Ge was realized through indentation [86, 100, 101] and observed by HRTEM (Figure
1.11b). There are also reports that pulsed laser ablation [102], locally heating a sample, could
form films of hexagonal diamond Ge.
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1.3.2 Shear stress in nanowires

Thermo-mechanical treatments can also be used to obtain the 2H polytype in both Si and Ge
nanowires. Vincent et al. [103] pioneered the technique on GeNWs. Cubic diamond GeNWs
were first grown epitaxially by the bottom-up VLS approach in a UHV-CVD reactor with Au as
catalyst on a Si (111) surface. The precursor used for Ge was a mixture of Ge2H6 and H2. The
substrate was then heated at 320 ◦C before the start of the growth. The obtained GeNWs were
then embedded in a hydrogenated silesquioxane (HSQ) resist, an organosilicon compound. The
whole sample was then transferred in an oven, and brought to 400 ◦C. The densification of the
HSQ mold, followed by its transformation into SiO2 and the subsequent cooling, created a high
amount of shear stress on the GeNWs. This stress was then relaxed by formation of ribbons
of hexagonal diamond Ge in the GeNWs. The GeNWs thus presented an alternance of cubic
diamond and hexagonal diamond structure over their lengths, creating heterostructures (Figure
1.12c-d).

a) b) c) d)

Figure 1.12: SiNWs with ribbons of 2H polytypes obtained by a shear-driven process. a) TEM
micrograph of a SiNW with an alternance of 3C and 2H polytypes. b) STEM micrograph of an
area with a 2H-3C interface. c) TEM micrograph of a GeNW with an alternance of 3C and 2H
polytypes. d) HAADF-STEM image an interface. a), b) reproduced from [104], c) and d) from
[103].

The same technique was used successfully to synthesize SiNWs with 2H structure [105].
Diamond cubic SiNWs were fabricated through the etching of a Si wafer. Tetraethyl orthosilicate
was then deposited by CVD on the substrate in order to fill the spacings between the SiNWs.
The sample was then baked, resulting in the oxide densification. Ribbons of 2H on SiNWs were
observed by TEM and analyzed similarly to the study of Vincent et al. The same authors later
published another study using again HSQ resist to realize 2H SiNWs [104] (Figure 1.12a-b).
They found that the baking temperature influences the size and the number of 2H ribbons in
SiNWs.

1.3.3 Epitaxy of the 2H phase in core-shell GaP/Si nanowires

Shear-driven transformations have the disadvantage of lacking precise control on the size, po-
sition and number of 2H domains. Bottom-up approaches are thus more appealing as more
strategies can be applied to tune their characteristics. To circumvent the metastable nature of
this phase, one promising pathway is to grow hexagonal diamond nanowires epitaxially from
a template with a similar structure. This is known as the crystal structure transfer technique
[106]. For hexagonal diamond SiNWs, wurtzite GaP NWs proved to be an efficient platform
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[107]. First, GaP NWs were grown with the VLS method using Au as catalyst on a GaP (111)
substrate. Then, Si precursors were introduced to grow hexagonal diamond Si from the GaP NW
sidewalls, forming a GaP/Si core-shell nanowire with an atomically sharp interface. Wurtzite
GaAs/Ge core-shell nanowire, with Ge presenting the 2H polytype, were also grown using a
similar technique [108] (see Figure 1.13).

Temperature was found to be an important parameter during this process, as it increases the
growth rate of the Si 2H shell [109]. Using higher order silanes, the growth temperature could be
reduced, while retaining a relatively fast growth of the Si hexagonal shell. This is helpful if one
desires a constant diameter shell along the whole nanowire. Indeed, there is an inverse tapering
of the Si shell when grown at high temperature. The Si hexagonal shell is thicker at the top,
while the bottom part, closer to the substrate is thinner. The authors suggest that the substrate
acts as a sink for Si atoms. Because of the reduced length of diffusion of Si atoms, those arriving
at the top of the wire are incorporated into the Si shell, while those impinging at the bottom
diffuse towards the substrate. The end result is an uneven growth rate along the wire. This is
exacerbated by growth at high temperature due to the reduced length of diffusion of Si atoms at
these temperatures thanks to the high density of dangling bonds. At lower temperature, these
dangling bonds are passivated by hydrogen.

a) b) c) d)

Figure 1.13: Epitaxy of the 2H polytype on a core-shell GaAs/Ge NW. a) Schematic of a core-
shell GaAs/Ge NW. b) SEM image of an array of core-shell GaAs/Ge NWs. c) HAADF-STEM
image combined with EDX data of the nanowire. d) HAADF-STEM image of the interface
between the Ge shell and the GaAs core. Reproduced from [108].

1.3.4 Direct synthesis of the 2H polytype through the VLS method

The previously described techniques have a common point in that they require several treatments
to synthesize the 2H polytype, thus increasing the number of steps during the process. This is
a potential obstacle for the implementation of polytype growth in the fabrication of low-cost
devices. Furthermore, none of these approaches gave NWs that were pure 2H. The crystal
transfer technique would only give a 2H shell and the shear-induced transformation technique
yields only random ribbons. However, it was found that this structure could also be prepared
using the bottom-up VLS SiNW growth approach. Tang et al. [110] successfully obtained the
2H polytype, while providing unambiguous proof through HRTEM analysis. These SiNWs were
obtained in a plasma-enhanced chemical vapor deposition (PECVD) reactor by the VLS method
with Sn catalyst. The precursor used was a gas mixture of SiH4 and H2. SiNWs were grown on a
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TEM Cu grid. Some of the NWs were fully hexagonal, contrary to what has been obtained with
previously described methods, see Figure 1.14. This suggests that the mechanism of formation of
the 2H phase in this experiment may be fundamentally different from the shear-driven methods.
The reason why the 2H phase formed was however not clear, as plasma processes completely
change the growth environment: presence of radical species, ion bombardment, temperature
gradient and presence of electric fields.

Figure 1.14: Hexagonal diamond SiNW grown by the plasma-assisted VLS method. a)
HRTEM micrograph of a fully 2H SiNW. b) Low magnification view of the full wire of a).
Reproduced from [110].

Another study [111] showed that the 2H structure could also be grown without the use of
plasma-assisted process. Using In nanoparticles, the authors obtained faulted SiNWs, with twin
planes. Those twin planes were found to be either perpendicular to the growth axis or parallel.
Some SiNWs have kinked, changing their growth direction during the process. Because of this,
some twin planes could intersect, creating a grain in the SiNW with the hexagonal diamond
structure. The mechanism of formation of the 2H polytype in this study seems similar to what
Dahmen et al. have proposed [94] that 2H occurs due to two or more twin planes intersecting.

While the spontaneous growth of GeNWs with the 2H polytype with the VLS method has
not yet been reported, it is worth noting that the 4H polytype was obtained [112] by LPCVD,
where an organometallic Ge gas precursor was used.

1.4 Properties of the 2H phase

In the previous section, we have reviewed different approaches of synthesis of Si and GeNWs
presenting the 2H polytype. Here we discuss the properties of such objects and their potential
use in novel devices.

1.4.1 Modifications in the band structure

Both bulk Si and Ge, in their standard cubic diamond structure, are indirect band gap semicon-
ductors with a gap width of respectively 1.12 eV and 0.66 eV at 300 K. Because of the structural
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differences between polytype 3C and 2H, there will be modifications in the electronic proper-
ties of Si and Ge, as they depend on the overlap of atomic orbitals. These modifications have
been investigated in the literature for both Si and Ge by ab initio calculations using the density
functional theory [113] (DFT).

For bulk diamond hexagonal Si, the band gap is predicted to be narrower, when compared
with the standard cubic diamond structure; it decreases to 0.95 eV and remains indirect [108,
114, 115] (Figure 1.15a, c). The lowering of the gap is also accompanied by a splitting of the
valence bands. The application of strain to the hexagonal diamond Si lattice modifies the lattice
parameters, and allows to change the value of the gap [114]. In particular, biaxial strain acting
on the lattice parameter a of the 2H polytype was predicted to modify the nature of the gap,
making it direct. For Ge, calculations also predict a lowering of the band gap [108, 115, 116]
from 0.72 eV at 0 K to 0.32 eV. Contrary to Si, the band gap becomes direct without the need
of lattice deformation (Figure 1.15b, d). Again, a splitting of the valence band is predicted.

a) b)

c) d)

Figure 1.15: Band structure of bulk Si and Ge given by DFT calculations. a) Bulk cubic
diamond Si. b) Bulk cubic diamond Ge. c) Bulk hexagonal diamond Si. d) Bulk hexagonal
diamond Ge. Reproduced from [115].

As I write this manuscript, there are no experimental reports confirming the bulk 2H band
structure predicted by the simulations, in either Si or GeNWs because the synthesis of large
quantities of the 2H polytype remains a challenge. However, it is interesting to note that
hexagonal diamond Si1−xGex core-shell nanowires were investigated experimentally [108]. Pho-
toluminescence measurements have shown that the value of the gap could be tuned by changing
the composition. Furthermore, for x ∼ 0.65, the authors measured a strong variation in the
photoluminescence intensity of the nanowires. This suggests an indirect-to-direct band gap
transition for x > 0.65. Given that hexagonal Si1−xGex should have an intermediate behavior
between hexagonal Si and Ge, this gives us an important clue pointing towards the plausibility
of the predictions of the above mentioned simulations.

For the moment, only the bulk was considered. In the case of nanowires, size effects may
occur. For Si and GeNWs with diameter greater than 10 nm, results in bulk are also valid
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[117, 118]. For very thin nanowires, electrons are in a state of quantum confinement, as their
motion is restricted in directions perpendicular to the nanowire axis. A textbook analogy would
be like a particle inside an infinite potential well in a two-dimensional space. As a result,
there will be differences in the band structure of the material. Ab initio calculations [119, 120],
validated experimentally in cubic SiNWs by scanning tunneling spectroscopy [121] (STS), show
that the band gap should increase with the reduction in diameter. The variation of the gap
value in SiNWs can be fitted using this equation [120]:

ENW
gap (d) = Ebulk

gap + C

dα
(1.7)

where ENW
gap (d) is the value of the gap in the nanowire of diameter d, Ebulk

gap the value of the gap
in the bulk and C and α are positive fitting parameters. Figure 1.16 illustrates this variation for
both cubic and hexagonal SiNWs. Thus, careful control of the diameter allows for the tuning of
electronic properties. Additionally, the band gap becomes direct for small diameter hexagonal
SiNWs, without the need for a strain. Both theoretical and experimental studies on quantum
confinement in GeNWs are lacking at the time of the writing of this thesis.

Figure 1.16: Effect of quantum confinement in SiNWS on the value of the band gap. The
calculations are done by DFT using local-density approximation (LDA). The arrows denote
direct band gap. The inset shows results obtained with other methods. Reproduced from [120].
Note that only the relative trend of band gap values can be considered reliable, the absolute
values are not reliable due to the used DFT approach.

The differences between the band gap values of the 2H and 3C polytypes immediately bring
out a potential application. When cubic Si (Ge) is connected with hexagonal Si (Ge), a homo-
junction is created. At the interface, the mismatch in band gap creates a misalignment of the
bands, called band offset. Thus, on one side of the junction, the valence (conduction) band is
lower in energy than the other side valence (conduction) band. Two types of band offset are
possible [115, 120]:

• Type I refers to a situation where the lowest valence band and the highest conduction band
are located on the same side of the interface. Here, both types of charge carriers, electrons
and holes, will have the tendency to move towards the same side of the heterojucntion
(Figure 1.17a).

• Type II refers to a case where the lowest valence band and the lowest conduction band
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Figure 1.17: Examples of band diagrams that depict: a) a type I band offset or b) a type II
band offset.

are on the same side. Electrons and holes will drift towards opposite directions of the
heterojunction (Figure 1.17b).

This situation is of interest for devices because, by providing a band profile similar to that of
a p-n junction, it suppresses the need for dopants. Semiconductor doping requires additional
processes, which often involve toxic gasses. Thus, type I heterojunctions could be used for light-
emitting devices, while type II are better for solar cells. Because of the quantum confinement,
the value of the gap can be theoretically tuned, changing the type of band offset. Consequently,
Si (Ge) heterojunctions could be multi-purpose objects.

The fact that the band gap becomes direct in Si and GeNWs is of crucial importance. As
stated in Section 1.1.1, the indirect band gap limits the usefulness of Si and Ge, making them
neither a good light absorber nor emitter. This is why direct band gap semiconductors, such as
GaAs or InGaN, are preferred for LEDs, although toxic and less abundant. Thus, direct band
gap Si or Ge could be important platform for future devices.

1.4.2 Optical absorption and emission

By means of DFT simulations, the optical absorption at 0 K of hexagonal Si can be predicted as
shown in Figure 1.18 [114, 120]. Contrary to cubic Si, hexagonal Si should present an ordinary
and an extraordinary axis because the a and c lattice parameters are different. Thus, the
absorption should be different depending on the direction of polarization with respect to the c
axis. It can be seen that hexagonal Si starts absorbing sooner, especially along the extraordinary
axis ([0001] direction). Furthermore, the absorption is higher for energies in the range 1 eV-4
eV, which correspond to those present in the solar spectrum. Because of this, hexagonal Si can
be relevant as an absorbing layer in solar cells allowing to reduce the thickness of the latter.
The reduced band gap might be a problem if the Schockley-Queisser limit is considered, but
the loss in performance should not exceed a few % [122]. If shear strain is considered, the
calculations show that the hexagonal Si starts absorbing even sooner as the imaginary part of
the dielectric function becomes non-zero at lower photon energies. Coupled with the predicted
direct band gap transformation, it can be seen how hexagonal Si can become an appealing
material. There is however concern over the fact that the direct band gap transition is dipole
forbidden. For Ge, calculations show that the radiative lifetime is several orders of magnitude
higher in hexagonal Ge than in cubic Ge in a range of temperature from 0 K to 400 K, giving
smaller carrier recombination rate [116] and greater absorption. The 0.32 eV direct transition
should be dipole forbidden according to the study.
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Very few experimental studies on the optical characterization of SiNWs with the 2H structure
exist, due to the difficulty of synthesizing large quantities of SiNWs presenting this structure
[123, 124]. B-doped SiNWs were characterized by cathodoluminescence and were found to radiate
in the near infrared. While the NWs were called "wurtzite" the characterization studies never
provided a proof that the objects had the 2H structure. However, the structure of cubic SiNWs
often includes a high density of microtwins and stacking faults which, in turn, may look like
2H regions. Thus, the published results could give an interesting trend of the evolution of
the optical properties when a structure changes towards 2H. According to a photoluminescence
study [123], high density arrays of such SiNWs give intense luminescence peaks around 2.14 eV,
corresponding to the green-yellow part of the visible spectrum. When p-doped with B2H6 [124],
emissions are observed in the near-infrared (0.76 eV) and in the red (1.5 eV) while bulk Si emits
around 1.1 eV with an intensity three orders of magnitude lower. The situation is different for
2H-GeNWs, as such objects (actually microtubes) have been obtained and their structures duly
characterized [108]: their band gap is direct; emissions are observed mainly in the infrared at
0.3 eV. By alloying with Si, the band gap can be shifted towards higher energy. An emission at
0.66 eV is observed for Si0.35Ge0.65, while still keeping the direct band gap [108].

a) b)

Figure 1.18: Imaginary part of the dielectric function as a function of photon energy, predicted
from ab initio calculations. Grey line corresponds to cubic diamond Si, blue line to hexagonal
diamond Si, red line to biaxial strained hexagonal diamond Si and black line to the solar emission
spectrum. a) Imaginary part for ordinary polarization. b) Imaginary part for extraordinary
polarization. Reproduced from [116].

1.4.3 Reduction in thermal conductivity

Thermoelectricity describes the physical effect that links heat flux and electrical current. It is
particularly used for portable cooling, such as Peltier module, and autonomous power generation
for spatial applications. The efficiency of a thermoelectric device is given by its figure of merit,
noted ZT which depends on the temperature T and intrinsic physical quantities of the used
material. It is given by:

ZT = σS2T

κ
(1.8)



28 Chapter 1. Polytypism in column-IV semiconductor nanowires

where σ is the electrical conductivity, S the Seebeck coefficient and κ the thermal conductivity
of the material. A figure of merit ZT > 1 is considered good. Thus, high electrical conductivity
and Seebeck coefficients are desirable for efficient energy conversion, while thermal conductivity
must be as low as possible. In practice, it is quite difficult to achieve this since metals typically
have both high electrical and thermal conductivity. On the other hand, semiconductors have
lower electrical and thermal conductivity, but the electrical conductivity can be improved by
doping. Typical semiconducting compounds with widespread uses include Bi2Te3 [125] or SiGe
[126]. Bulk Si is a very poor choice for thermoelectric devices because of its high thermal
conductivity [127] (150 W · m−1 · K−1), yielding ZT = 0.01 at room temperature.

There are two main contributions to thermal conductivity. The first one is linked to heat
transport by electrons which depends on the density of free electrons in the semiconductor. A
second contribution is from lattice vibrations modeled by phonons. Consequently, increasing
phonon scattering is a good strategy to reduce thermal conductivity and thus improve the
figure of merit. Incidentally, it was found that low dimensionality materials, such as nanowires,
create spatial confinement for phonons, reducing the thermal conductivity [128]. This is true
for SiNWs [129, 130]: experiments showed that the figure of merit could be improved to 0.7.
Creating heterostructured devices is also a good pathway towards lowering thermal conductivity,
as interfaces and defects lower phonon mean free path [131]. In particular, interfaces between
polytypes is expected to lower thermal conductivity [132].

DFT calculations have predicted that the 2H polytype in SiNWs should have a lower thermal
conductivity than 3C nanowires, regardless of the temperature or the nanowire diameter, as
shown in Figure 1.19 [133]. For instance, room temperature hexagonal diamond SiNWs have
a predicted thermal conductivity of 25 W · m−1 · K−1, giving a six-fold reduction compared to
bulk Si. This concept, coupled with heterostructures, was demonstrated experimentally in both
Si-2H/3C NWs and Ge-2H/3C NWs [134]. By using scanning thermal microscopy (SThM),
the authors were able to measure a reduction in the thermal conductivity with the increasing
number of 2H/3C interfaces. Thus, heterostructured Si and GeNWs can be good candidates for
future thermoelectric devices.

Figure 1.19: Thermal conductivity of cubic and hexagonal SiNWs as a function of diame-
ter for a temperature of 200, 300 and 400 K. The inset shows the ratio between the thermal
conductivities of hexagonal and cubic SiNWs. Reproduced from [133].
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1.5 Theoretical predictions on the presence of the 2H phase in group-
IV nanowires

The metastability of the 2H polytype in Si and Ge was referred to in Section 1.2.2. We now
discuss this aspect in further details, by considering it from the equilibrium and kinetical points
of view.

1.5.1 Stability and metastability of crystalline allotropes

In general, for a given number of atoms in a system, the total energy of the system is lowered
if interactions exist between the atoms than if each of them is taken individually. This can also
happen for crystals, where atoms and electrons interact with each other through the electrostatic
force. This difference is the so-called bulk cohesive energy, and its value, positive or negative,
determines if the crystal is stable or not. Positive values mean that the system is more stable
if atoms are not interacting with each other, thus the crystal is unstable and will most likely
dissociate spontaneously. Negative values signify the stable or metastable nature of the crystal. If
a specific structure achieves the lowest bulk cohesive energy for a given temperature and pressure,
then this structure should be stable under these conditions while all the other structures with
negative cohesive energy are metastable instead. Thus, the bulk cohesive energy constitutes a
clue towards the likelihood of achieving a specific crystalline structure since each one has its
own cohesive energy.

A higher temperature increases lattice vibrations, while increasing the pressure changes the
equilibrium lattice parameters. Both modify how atoms are positioned relatively to each other,
changing the interaction energies, and thus changing the bulk cohesive energy. Because of these
modifications, it is possible that at some temperature or pressure threshold, another crystal
structure becomes the one with the lowest bulk cohesive energy. Understanding how the bulk
energy evolves is critical to evaluate the stability of polytype 2H.

For both Si and Ge, the cubic diamond structure is the stable one, i.e the one that achieves
the lowest cohesive energy of all possible allotropes. A clearer picture on the likelihood of
obtaining hexagonal polytypes, mentioned in Section 1.2.3 can be harnessed if we assess the
difference in bulk cohesive energy between the cubic diamond structure and the other hexagonal
polytypes. In that regard, ab initio calculations, based on the density functional theory (DFT),
are capable of computing these bulk cohesive energies [135] and provide theoretical predictions
on the polytype stability. Such calculations confirm that, for both elements, the cubic diamond
phase has the lowest total energy, and hence is the stable one. When the stacking sequence
deviates from the cubic diamond one, the total energy of the system increases. Polytype 6H
for example has an excess of energy of 1.0 meV/atom in Si and 4.3 meV/atom in Ge crystal,
respectively. Polytype 4H is even more energetic with an excess of respectively 2.4 and 6.9
meV/atom. Polytype 2H deviates the most, where the excess reaches 10.7 meV/atom for Si and
16.1 meV/atom for Ge. From these numbers, the metastable nature of the 2H phase is clearly
visible. If the polytypes are arranged depending on their degree of hexagonality (3C followed by
6H, 4H and finally 2H), we see that the energy increases with the hexagonality of the polytypes
(see Figure 1.20). The nature of the element also plays a role, as the increase in energy for
increasing hexagonality is steeper for Ge as compared to Si. Thus, in theory, Ge 2H should be
much more difficult to obtain than Si.
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Figure 1.20: Relative energy of hexagonal polytypes compared to the stable cubic diamond
structure for four different compounds of group-IV elements. The values are calculated using
DFT method in [135], image is adapted from this publication.

When hydrostatic pressure is applied to a bulk material, the interatomic distances change
and so does the bulk cohesive energy. The latter is then expected to evolve with changing
pressure. For polytypes that are sufficiently close to each other in terms of cohesion, it is
possible that their energy curves cross at a specific value of pressure. Pressures below or above
this value favor different phases. For Si and Ge, the study [135] predicts that these changes in
energy could allow for phase transitions between the cubic diamond phase and the 6H and 4H
hexagonal polytypes, as they are not so far apart in terms of bulk cohesive energy. However,
because the 2H polytype is much more energetic than the others, hydrostatic pressure would not
be sufficient to trigger a phase transition in both Si and Ge. Obtaining bulk Si 2H and Ge 2H
from simple pressure change is therefore much more difficult. Experiments mentioned in Section
1.3.1 confirm this, as the observed ribbons of polytype 2H were most likely due to a mechanism
involving twin intersections and not compression only [95].

1.5.2 Influence of surfaces on the stability of polytype 2H in nanowires

Figure 1.20 shows how difficult obtaining the 2H polytype can be. It only concerns bulk material
though. In nanowires, these results can be different since both surfaces and edges have to be
considered for the calculation of the total energy of the system. The chemical environment is
also expected to play a role, as adatoms may change surface energies. As the dimension of
nanowires decreases, the surface to volume ratio increases. Consequently, the contribution of
surfaces to the total energy becomes more and more important. For extremely thin nanowires
of diameter below 2 nm, it was shown that the cubic diamond phase might not be the stable
phase anymore in Si [136]. Another study predicted that the 2H polytype should become stable
in SiNWs for all diameters below 100 nm [137]. However, the cubic diamond structure remains
the norm even for nanowires below this diameter threshold [30, 31, 138].

The two reported studies [136, 137] were on [111]C/[0001]H grown SiNWs with an hexagonal
cross-section. This is quite limited since SiNWs can have different morphologies. For instance,
growth of SiNWs with a [110] or [112] growth direction is feasible. Because the growth direction
can be different, so do the displayed facets. Reports of dodecagonal SiNWs also exist [139],
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indicating that this structure should increase the contribution of edges to the total energy. For
all these reasons, if a clear picture concerning the stability of polytype 2H is to be achieved,
testing multiple SiNW and GeNW configurations is mandatory.

a)

b) c)

Figure 1.21: Diameter-H chemical potential phase diagrams for Si and GeNWs. a) Nanowire
configurations. Atoms in white are H atoms, while the others are Si atoms. For them, the
colors indicate how many nearest-neighbors they have. (i) Nanowire configuration with a 2H
structure and [0001] growth direction, displaying {11̄00} lateral surfaces. (ii) 3C nanowire with
a [110] growth direction with two different lateral surfaces: {100} and {111}. (iii) 3C nanowire
with a [111] growth direction and {110} lateral surfaces. (iv) 3C nanowire with a [112] growth
direction and two different lateral surfaces: {111} and {113}. b)-c) Phase diagram of Si and
Ge. Each colored area corresponds to one most stable nanowire configurations indicated by the
roman numeral. The numeral refers to the configuration in a). Modified from [140].

In an extensive study of both surfaces and edges in Si and Ge, Béjaud and Hardouin Duparc
found that polytype 2H surfaces are overall less energetic than those displayed in 3C [140], except
in the case of large area surface reconstructions. This and the larger bulk cohesive energy of
2H implies the existence of a critical diameter where the most favorable phase switches between
2H and 3C. Those authors tested multiple configurations of Si and GeNWs and calculated their
total energy in order to confirm the existence of a critical diameter. From this, they estimated
the critical diameter at 13 nm in Si. Thus, as suggested previously, size effects should impact
the stability of 2H. In the case of Ge, the differences in energy between surfaces in 2H and those
in 3C are not as large as in Si. Consequently, the critical diameter is predicted to be lower at 6
nm. These results are consistent with previous calculations in [135].
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Let us now consider the chemical environment. In the VLS technique, Si and Ge atoms are
usually supplied to the catalyst by the dissociation of SixH2x+2 or GexH2x+2 molecules that are
often mixed with H2. The reactor therefore contains atomic hydrogen and partially dissociated
silicon and germanium hydrides. H atoms are known to fix themselves to Si and Ge surfaces,
by filling dangling bonds. Modifications of surface energies is the result of this change in the
chemical environment. The effect of H atoms can be summarized in a single quantity: the
chemical potential of H atoms ∆µH . There are therefore two degrees of freedom: the diameter
Deff and chemical potential of hydrogen ∆µH . A phase diagram was built [140] (Figure 1.21)
which summarizes the most stable polytype as a function of those two quantities.

The phase diagrams show a clear trend. When H atoms are included in the calculations,
the critical diameter, represented by a thick black line, decreases as the chemical potential of
H increases. The effect is more pronounced for Ge. Also, we see that the 2H polytype has
a clear tendency to prefer nanowires with a [111]C/[0001]H growth direction and a hexagonal
cross-section (configuration (i)). Experimental growth of 2H seems to support these simulation
results [110]. These results provide valuable guidelines for our experiments. The authors have
warned however, that interpreting the physical meaning of the chemical potential ∆µH is not
straightforward. Furthermore, the phase diagrams only indicate which phase is the equilibrium
one at the temperature of 0 K, while the growth is clearly an out-of-equilibrium process involving
high temperature and important physical and chemical effects such as diffusion and nucleation.
Thus, more theoretical studies involving these aspects are necessary for getting the full picture
at the typical experimental conditions.

1.5.3 Kinetic aspects and nucleation theory

The positions of atoms are chosen when new layers are grown. Which polytype is formed is
then determined at the time of the growth. Careful considerations of the growth kinetics should
thus complete the guidelines obtained from Section 1.5.2. While the temperature and pressure
are generally constant during experiments, the total number of precursor atoms in the nanowire
system is fluctuating since atoms are adsorbed from the vapor phase to the catalyst droplet,
and atoms are leaving the droplet after they precipitate to form the nanowire. There can
also be other channels such as diffusion of precursor atoms from the nanowire sidewalls to the
catalyst, increasing the number of precursors in the droplet; or desorption from the catalyst to
the vapor phase, which has an opposite effect (Figure 1.22). It is important to note that the
effects described are temperature dependent, often following an Arrhenius law. DFT studies
are unable to consider these kinetical aspects that affect how much precursor atoms are in the
catalyst, which is the driving force for the growth of the nanowire [141].

Crystal growth generally involves the formation of small solid nuclei, obtained for example
from the condensation of dissolved atoms in a liquid solution. A physical description of this
process can be given through classical nucleation theory. In this theory, the chemical potentials
of the old µd (dissolved) and new (solid) phase µs are considered. The difference between
the two quantities ∆µ = µd − µs is the driving force for the phase transition. A physical
interpretation of this value could be the gain in free energy per atom associated with the phase
change. Depending on its value, different situations arise. If the chemical potential difference is
negative, the catalyst particle is undersaturated in precursor atoms, the natural trend will be
to increase the concentration of precursor atoms in the catalyst, thus the formation of a solid
precipitate is unfavorable while the dissolution of the solid phase is preferred. If the difference
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Figure 1.22: Example of temperature-activated phenomena during nanowire growth.

is zero, the catalyst is saturated, and a situation of equilibrium is reached. The formation of
solid precipitates is stopped and so is dissolution. If the difference is positive, the growth is
resumed. The latter is the situation that is of interest in the context of nanowire growth. The
supersaturation s is the ratio between the current concentration of dissolved atoms in the liquid
c and the equilibrium concentration in the liquid ceq: s = c/ceq. This quantity is linked to the
difference of chemical potential between the two phases:

s = exp
(

µd − µs

kBT

)
(1.9)

Suppose that a positive chemical potential difference is reached. In this case, the continuous
formation of solid nuclei is still not guaranteed. Indeed, an energy barrier is associated with the
creation of a new phase because an interface of energy σ per unit area between the dissolved
phase and the solid phase is created, which adds up surface energy cost. Thus, depending on the
typical nucleus size and the interfacial energy, precipitation only occurs once a threshold excess
chemical potential is reached. The value of the threshold depends on whether the nucleation is
said to be homogeneous, the nucleus is completely immersed in the catalyst, or heterogeneous,
the nucleus is located at another interface in the catalyst. Homogeneous nucleation is in general a
rarer process compared to heterogeneous nucleation as the supersaturation threshold is higher,
more interfaces are created in the former case. A textbook example is the supercooling of
water. In the absence of impurities, pure liquid water can be brought to temperature below
0 ◦C. Adding impurities at these temperatures will provide favorable nucleation sites for ice
formation. In nanowires, heterogeneous nucleation is also preferred, as precipitation occurs at
the catalyst-nanowire interface.

An important result derived from nucleation theory is that the growth rate of nanowires
using the VLS technique depends on the growth conditions. It was shown by solving adatom
diffusion equations that the growth rate dl/dt depended on: the effective arrival flux of precursor
atoms in the catalyst V , the temperature T , the nanowire radius R and the chemical nature of
the catalyst through the excess chemical potential in the liquid ∆µ∞

LS and the Gibbs-Thomson
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radius RGT [142]:

1
V

dl

dt
=
[
1 − exp

(
∆µ∞

LS − ∆µAS

kBT
+ RGT

R

)]
×
[ 1

sin2 β
exp

(
∆µAS − ∆µV S

kBT

)
+ 2λ

R

K1(R/λ)
K0(R/λ)

] (1.10)

with RGT = 2γLV ΩL sin β/kBT in which γLV is the liquid-vapor surface energy, ΩL is the
elementary volume in the liquid phase and β the contact angle. Decreasing nanowire diame-
ter below RGT induces lower growth rate because of the Gibbs-Thomson effect [143]. Other
quantities in Equation (1.10) involve the adatom diffusion length λ and the chemical potential
differences between the substrate (S), the adatoms (A) and the vapor (V). K0 and K1 are the
modified Bessel function of the second kind of the zeroth and first order respectively.

1.5.4 Application of nucleation theory to III-V nanowires

The use of nucleation theory can also determine which phase is most likely to form. This is
of special interest to us since we want to know under which conditions the different Si and Ge
polytypes will arise. Unfortunately, no such study exists on Si and Ge NWs at the time of the
writing of this thesis. This framework was however successful in explaining some experimental
results in III-V nanowires, in particular why the wurtzite phase would form instead of the zinc
blende phase. Indeed, there is a rule stating that the heavier the column-V elements, the more
stable the zinc blende structure will be compared to wurtzite [144]. GaAs for instance is supposed
to crystallize into the zinc blende structure. The difference in bulk cohesive energy between zinc
blende and wurtzite is on the order of 24 meV per III-V atom pair [144]. Nevertheless, it was
found that the wurtzite structure can be present in GaAs NWs of up to 50 nm in diameter [145].
This has to be compared with what is predicted for bulk Si and Ge (see Section 1.5.1) and the
observations in SiNWs (see Section 1.3.4).

Thus, GaAs NWs are objects that, although they do not behave quite similarly to Si and
Ge NWs, can give guidelines for the growth of the 2H polytype. Also, contrary to Si or Ge
NWs, multiple experimental studies successfully synthesized the GaAs wurtzite structure using
the VLS technique [146]. Although earlier studies showed wurtzite phase with a high density of
stacking faults [147, 148, 149], more advanced experiments showed GaAs NWs with alternating
wurtzite and zinc blende sections with controllable length. This is done by modifying growth
conditions in real time, in particular the III/V gas or flux ratio [150, 151, 152]. Low ratios favor
the formation of wurtzite sections while high ratios yield zinc blende sections. By stabilizing the
ratio, long pure sections of wurtzite with a diameter of around 30 nm are synthesized [151, 152].

These observations can be understood in the framework of nucleation theory [153]. As
described in Section 1.1.3, the growth of NWs by VLS occurs in a monolayer by monolayer
fashion. A monolayer is created through the growth of a small nucleus. This nucleus is created
by the III-V elements present in the catalyst particle in supersaturation. A critical point in the
theory resides in the location where the nucleus appears. Indeed, depending on this location,
the formation energy of the nucleus is not the same because of different involved interfaces. This
is shown in Figure 1.23. When the nucleation site is fully contained in the catalyst particle, no
nucleus-vapor interface is created. If the nucleation site is located at the edge of the nanowire
on the triple phase boundary, one nucleus-catalyst interface is replaced by a nucleus-vapor one.
In the latter case, wurtzite is nucleated while in the former, zinc blende is obtained.
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a) b)

Figure 1.23: Interface created by the formation of a nucleus during a VLS growth in the case
where: a) the nucleus is formed completely inside the catalyst particle; b) the nucleus is formed
at the nanowire edge. β is the contact angle. Reproduced from [153].

The nucleation site in GaAs NWs can be selected by changing the shape of the catalyst
particle, and in particular its contact angle. The latter is the angle defined by the catalyst-
nanowire interface and the tangent to the catalyst particle. Indeed, the contact angle β is a
quantity that appears in the equation governing the cost in energy of the formation of a nucleus
∆Gj [153]:

∆Gj = − Ah∆µ + AγSN

+ Ph

[
(1 − α)γ`L + α

(
γj

cos θj
+ (γLS + γLV cos β) sin θj − γLV sin β

)]
(1.11)

where the j index denotes whether the nucleus is wurtzite (W), zinc blende with Ga-terminated
lateral edges (A) or zinc blende with As-terminated lateral edges (B). A is the area covered by the
nucleus, h its height, P its perimeter. γij are surface energies between phase i and j (see Figure
1.23), α is the fraction of the nucleus perimeter in contact with the vapor phase and θj is the
angle between the wire sidewall and the catalyst-nanowire interface. By analyzing the equation,
Glas et al. showed that, depending on the nucleation site: either at the triple phase boundary
or inside the liquid droplet, the energy cost was different and depended on the contact angle
and the nucleated polytype. In another study, Dubrovskii et al. [154] linked the contact angle
and nanowire tapering with the formation of either the zinc blende or the wurtzite structure.
High (> 128◦) and low (< 111◦) contact angles should favor zinc blende while intermediate
values favor the wurtzite structure. Because As is more difficult to be absorbed by the catalyst
particle than Ga, the growth of GaAs NWs is often limited by the amount of As in the catalyst
particle. Therefore, if too much Ga is supplied to the catalyst, the excess Ga cannot be used to
nucleate GaAs, thus increasing the catalyst volume, which in turn increases the contact angle
and consequently the nucleus formation energy. This explains how a change in the III-V ratio
can induce a phase transition.

While the formation of the metastable wurtzite structure in GaAs NWs is now well under-
stood, the direct application of results derived from nucleation theory and experimental protocol
to group-IV nanowires is not trivial for several reasons. First, Si and Ge are monoatomic com-
pounds, so a similar technique involving a flow ratio between two compounds for synthesizing
polytype 2H is not possible. Furthermore, the equations obtained from nucleation theory involve
surface energies. However, the surfaces found in Si and GeNWs are different compared to those
in GaAs NWs. Also, while this theory explained nicely these phenomena with both Au-catalyzed
and Ga-self-catalyzed growth, it was not tested with a Sn catalyst, which was the catalyst used
to grow 2H SiNWs in the first place. The few experimental studies for Si [110] suggest that (i)
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stabilizing a 2H nucleus through the above-described mechanism does not occur, probably due
to a different hierarchy in surface energies and (ii) a small diameter could stabilize the 2H phase.
Due to the lack of experimental data and a complete theory tailored to group-IV nanowires, the
consistent synthesis of the 2H phase in both Si and GeNWs remains a challenge at this point.

Conclusion of the chapter

In this chapter, we have seen that Si and Ge are indirect band gap semiconductors, which
fundamentally limits their usefulness in terms of both electronic and optical properties. The-
oretical investigations show that the indirect nature of the band gap could disappear when Si
or Ge crystallize in the hexagonal diamond structure, or polytype 2H, with a wire-like shape,
improving Si and Ge optical absorption properties. Several domains of applications could use
the improved performance of Si and Ge 2H NWs such as optoelectronics or thermoelectricity.
Obtaining the hexagonal diamond structure spontaneously in SiNWs and GeNWs is however
challenging, which is problematic for synthesizing large quantities, necessary for these applica-
tions. Indeed, the established way involves either the application of shear stress or the epitaxial
growth on a wurtzite template. The spontaneous formation of the 2H polytype in SiNWs was
observed but the formation mechanisms are unclear. Furthermore, no complete theory involving
both equilibrium and kinetical aspects yet exists.

In this context, the aim of this thesis is to get insights on what stabilizes polytype 2H in
Si and GeNWs. We propose an experimental approach to this problem. Indeed, one of the
biggest issues at this point is the lack of experimental data concerning the growth mechanism of
polytype 2H. We propose to follow the evolution of the system in real time during our growth
experiments. Ideally, we want to access pertinent physical quantities and to test the response
of the system to changes in growth conditions in real time. The elaboration of an experimental
protocol capable of coping with such requirements poses a unique challenge and will be developed
in further details in the next chapter.



CHAPTER 2

Experimental setup for growth and observations

2.1 Why in situ transmission electron microscopy?

The goal of this thesis is to understand the mechanisms of formation of the metastable 2H
phase in Si and GeNWs. Thus, we want to use an experimental apparatus that is able to syn-
thesize this particular phase. The most obvious candidate for this task is the same piece of
equipment with which this phase was first obtained [110]: the plasma-enhanced chemical vapor
deposition (PECVD) reactor Plasfil. The growth technique and experimental conditions can
be taken similar to those used in that study. However, while reproduction of that experiment
should eventually give hexagonal diamond SiNWs, this will not provide more information on
the growth itself than it is already explained in the previous work as the PECVD reactor lacks
high-resolution imaging during growth. Indeed, since nanowire growth via the VLS method
generally occurs in a monolayer by monolayer fashion (see Section 1.1.3), the ability to distin-
guish individual atoms in the growing nanowires provides the ultimate approach to differentiate
between the 3C and the 2H phases. Furthermore, this investigation must be done in real time
in order to understand the kinetics of the growth. Also, growth followed by in situ observations
prevents the formation of an oxide shell around the nanowires, since there is no air exposure
during the sample observation. This is not the case for PECVD growth, as the oxidation during
the transfer of the sample to a characterization tool is unavoidable.

Very few characterization tools have atomic resolution. Among them, we can cite scan-
ning tunneling microscopy (STM), atomic force microscopy (AFM) and transmission electron
microscopy (TEM). The first two techniques are limited to surfaces only while also lacking suffi-
cient time resolution for a real time study. Indeed, both techniques require the displacement in
a scanning fashion of a sharp physical tip over a surface to gather information on the position
of atoms. This scanning can take several seconds before an image is formed. To give an order of
magnitude, the growth rate of the 2H SiNWs in the above-mentioned study [110] is in the order
of 8.3 Å · s−1 or a little more than two atomic monolayers per second. Obviously, AFM is not
adapted for the purpose of our experiments. There are however some research on high-speed
AFM that brings the time resolution to below 100 ms but with impaired spatial resolution [155].
Thus, transmission electron microscopy is a better choice, with up to 0.08 nm spatial resolution
and time resolution not limited by the scanning of a physical tip.



38 Chapter 2. Experimental setup for growth and observations

Conventional TEM was initially not designed for growth experiments. Indeed, to function
properly, it requires high vacuum (less than 10−6 mbar). The development of differential pump-
ing systems in TEM [156, 157] contributed to the elaboration of the environmental transmission
electron microscopy (ETEM) technique, where a pressure up to a few mbar can be obtained
in the specimen chamber. This is of relevance to us because the VLS technique involves the
supply of precursor atoms to catalytic seeds via a vapor phase. Finally, adding a fast acquisition
camera allows for the real time recording of the growth. The NanoMAX microscope, which has
been developed by LPICM in partnership with the Centre de Nanoscience and Nanotechnolo-
gies (C2N) in the framework of the TEMPOS "Equipex", is equipped to fulfill all the previous
requirements for such an operando system.

In situ TEM growth is therefore an appealing solution for the problems raised above, given
that this technique has been successful in highlighting new phenomena [158, 159]. However, the
conditions may differ between TEM and the PECVD growth done in the Plasfil reactor, such
as the geometry, how the gas is injected and how reactive species generated in a remote plasma
reach the substrate under the electron beam. Therefore, we will first test a specific growth
condition in the PECVD reactor and then try to replicate the experiment in the NanoMAX
TEM. The comparison between the two growth results may be very informative and will help
identifying the dynamics and the most important conditions necessary for the growth of 2H
NWs.

We have formulated the experimental needs in terms of resolution and growth, and concluded
that only an in situ ETEM can achieve them. The rest of the chapter is focused on presenting
the experimental techniques, equipment, and the preparation of samples for the growth.

2.2 Plasma-enhanced chemical vapor deposition growth

Plasma-enhanced chemical vapor deposition (PECVD) is a type of thin-film deposition technique
which uses an electrical discharge to generate a plasma resulting from the dissociation of the
gas precursor molecules [160]. In standard CVD, dissociation is done through high temperature
conditions only. The use of plasma has several advantages. First, the growth can be carried out
at lower temperature because the precursor dissociation process is due to collisions between the
molecules and electrons. For instance, SiH4 is known to dissociate rapidly above 500 ◦C [161],
while SiNWs growth can start for temperature as low as 300 ◦C and thin film deposition at
room temperature in PECVD processes. Low temperature processes are especially useful when
dealing with thermally fragile substrates [162]. The film quality is comparable to that obtained
in standard CVD [163].

The substrate is placed in the reactor chamber which is pumped down (between 3 × 10−6 mbar
and 5 × 10−5 mbar) to prevent the incorporation of impurities (O, C and N) during the process.
Precursor gases are introduced into the chamber through the inlet. Several gases are available
in this equipment and are used for different purposes. Those which are of interest to us are
SiH4, GeH4, H2, and Ar. SiH4 and GeH4 will provide the necessary Si and Ge for the growth of
nanowires. Note that while SiH4 inside the gas cylinder is pure, it is not the case for GeH4 which
is diluted in 99 % H2 due to its toxicity. There are mass flow controllers that can individually
set the desired flow for each gas. The total pressure of the reactor is controlled by both the gas
flow and the pumping speed. A butterfly valve located at the outlet with a controllable opening
regulates the pumping rate. Typical pressures for nanowire growth are in the range of a few
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Figure 2.1: a) Photography of the Plasfil PECVD reactor. b) Schematic of the reactor.

There are two heating elements in the reactor, also doubling down as electrodes. They are
located on the top and bottom of the chamber. The substrate is placed on the bottom one.
While the top one can, for safety reasons, only be heated to 200 ◦C (nominal heater temper-
ature), the bottom one is set for a maximum nominal temperature of 650 ◦C. Note that the
substrate is not in the direct contact with the heating element, but with the bottom electrode,
and therefore, the temperature provided by the heating element is not the real substrate tem-
perature. To accurately assess the substrate temperature, a calibration has been performed with
a probe placed on the substrate holder itself. Therefore, we are able to give the correct surface
temperature as a function of the nominal temperature of the bottom heating element.

Plasfil is a capacitively-coupled plasma (CCP) reactor. It has two electrodes, the bottom
one is grounded while the top one is connected to a 13.56 MHz radio-frequency generator.
When the power is switched on, an electric field is created between the two electrodes which
accelerates residual electrons alternatively towards the top and bottom electrodes. These initial
electrons are produced from particles ionized by cosmic rays or existing photoelectrons. Electrons
with sufficient kinetic energy may start to dissociate the gas molecules in the chamber. When
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dissociation occurs, positively charged ions, radical species and electrons are generated. The
newly generated electrons will in turn dissociate the gas molecules and a chain reaction begins.
The plasma state is achieved, and a static electric field establishes itself. Positive ions are
accelerated towards the substrate by the electric field, bombarding it. Due to the reactive
nature of these species and the electrons high kinetic energy, we have an increased growth
rate compared to CVD without plasma and film growth is possible even at room temperature
[164, 165, 166].

An issue mentioned in previous subsection is the direct feedback during growth process.
The Plasfil reactor is equipped with a spectrometric ellipsometer (SE) system providing data in
real-time during nanowire growth [167]. This ellipsometer has two arms. On one arm, a lamp
followed by a polarizer emits a polarized light directed towards the substrate. Part of the beam
is reflected by the latter and travels to the second arm of the ellipsometer, where the detector
and analyzer are located. When the light interacts with the sample, changes in its polarization
occur. The detector is able to measure the change, and deduce various parameters related to
the growth if an optical model of the substrate is provided. For example, thickness of deposited
amorphous Si layer, the presence of nanowires, or catalyst transformation processes in real time.
A limitation of this instrument is its macroscopic nature, allowing us to only see an averaged
optical response from large sample area (up to tens of square millimeters).

In Plasfil, nanowires are usually grown on Si wafer. These can be directly transferred to a
scanning electron microscope for observation. This is not the case for the transmission electron
microscope where thin samples are a necessity as we will explain later. Thus, we must first
transfer the nanowires from the Si wafer onto the amorphous carbon membrane of a carbon-
coated Cu or Au TEM grid. We use the scratching technique to do so. Several droplets of
isopropyl alcohol which will act as a solvent are poured on the nanowire-full face of the Si wafer.
The Si wafer is then scratched repeatedly with a metallic tweezer to detach the nanowires from
the wafer and join the aqueous phase to form a suspension. This solution is then transferred to
the Cu grid with a micropipette. A sufficient number of nanowires on the grid is obtained when
this process is repeated five to eight times.

2.3 Observing nanowires with electron microscopy

2.3.1 Principles of electron microscopy

2.3.1.1 The choice of electrons for the probe

To observe an object through an optical system requires the use of a light source. In every
day’s life, visible light is the most common choice. Since light is a wave, it will diffract on
the structures we grow, which determines the spatial resolution at which they can be observed.
Diffraction always occurs, but its effects are lower if the wavelength of the probe is below the size
of the obstacles. Typically, the resolution power d of an optical system, which is the smallest
distance between two points of the observed object that the system is able to distinguish, is
given by:

d = 0.61λ

NA
(2.1)
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where NA is the numerical aperture, with NA = n sin α. n is the refractive index and α the
aperture angle (the maximum angle from the optical axis a ray can enter the optical system).
We see in this equation that λ, the wavelength of the probe intervenes. However, because visible
light has a large wavelength compared to the typical dimensions of the nanoscale objects that we
grow, it is a very ill-suited choice for the type of observations we want to carry out. Indeed, the
wavelength of visible light ranges from 400 nm to 700 nm, while nanowires can have diameter
from a few nm to a hundred nm. Also, we also want to precisely determine the position of
atoms. Since the inter atomic distance is in the order of 0.1 nm, we thus prefer to use lower
wavelength probes instead of visible light to have a good resolution that is to have a resolution
that is not limited by diffraction.

X-Rays are a potential candidate because of their short wavelength. With them, structural
analysis of samples is possible via the X-ray diffraction (XRD) technique [168]. However, they
are not charged and as a result they weakly interact with matter. In order to have sufficient
signal intensity, thick samples are necessary. This requirement is not compatible with the char-
acterization of thin nanowires. Electrons interact more strongly with matter than X-Rays, so
thin samples can be studied. Furthermore, they are easily produced by electron guns and can
be manipulated by the application of a magnetic field. Therefore, electrons are the best choice.

Electrons are produced from an electron gun which comes in two types: thermionic or field
emission [169]. When a material is heated, its electrons acquire thermal kinetic energy. Once a
threshold temperature is reached, their kinetic energy becomes higher than the work function ϕ
of the material and electrons are able to exit the material altogether. Value of ϕ is around a few
eV which leads to the high operating temperature of thermionic guns. That is why thermionic
guns are made of a W filament either raw or with a LaB6 crystal welded to it. The W is chosen
because of its very high melting point and relatively low cost. LaB6 boast a higher lifetime than
W tip and also have superior brightness, and its lower work function (2.4 eV) means that its
operating temperature is also lower. It is generally present in most modern thermionic guns.
Electrons are then accelerated by an electric field so that their resulting kinetic energy is from
tens to hundreds of keV depending on the accelerating tension of the anode creating an electron
beam. Field-emission guns (FEGs) extract electrons from a sharp tip by tunneling upon the
application of an electric field. With this gun type, no heating is required at all so that the tip
remains at room temperature. Such sources are called cold-field-emission (CFE) guns. There
also exist FEGs that are heated for the purpose of having a more stable beam. These are called
Schottky FEGs. The kinetic energy of the electrons determines their wavelength, which is then
used in the calculation of the resolution of the microscope (Equation (2.1)). Given the velocity
of the electrons accelerated by the strong electric field on the anode, they have to be considered
as relativistic objects. The relation between the accelerating tension V and wavelength λ is
given by:

λ = h√
2meeV

(
1 + eV

2mec2

) (2.2)

where h is the Plank constant, me the electron rest mass, e the electron charge, V the acceleration
voltage and c the speed of light. The obtained wavelength from Equation (2.2) can be injected
into Equation (2.1) to obtain the theoretical resolution of the microscope as a function of the
accelerating tension. For a typical 300 kV accelerating voltage and maximum angle α of 0.015
rad, an ideal resolution of 0.08 nm can be achieved, which is sufficient to distinguish atoms in a
crystalline arrangement.
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Figure 2.2: Schematic depicting the possible outcomes of an electron-matter interaction.

The focusing or defocusing of the electron beam is possible by using magnetic lenses. These
consist of a cylindrical coil where a strong electrical current flows. A magnetic field is created
inside the coil, modifying the electrons trajectory through the Lorentz force. Changing the
current intensity induces variation of the magnetic field amplitude, which in turn changes the
electron trajectories. Thus, contrary to typical optical lenses, the magnetic lenses focal length
can be adjusted. Another difference between the two types of lenses is the angular aperture
α. Magnetic lenses are more prone to optical abberations, so that α is limited to only tens of
mrad, where optical lenses can be used for angles in tens of degree. Other aberrations may also
decrease the real resolution, some of which are mentioned in Section 2.3.1.3. The high current
in the lenses means that they require water cooling.

The sample, electron gun and beam are all placed in a closed vacuum enclosure. There
are multiple reasons for this. The absence of air prevents the scattering of electrons due to
collisions with the air molecules. In the gun, it also prevents the formation of electric arcs that
would rapidly destroy the tip. Moreover, that vacuum must be ultra-high in the case of a cold
field emitter, as the deposition of remaining atoms on the tip would rapidly disable the electron
emission.

When the electron beam hits the sample, there is a multitude of electron-matter interactions
[170], mainly scattering, which creates different kinds of radiations that can then be detected in
order to characterize the sample or to create an image of it (see Figure 2.2). The nature of these
interactions depends on the chemical composition of the sample and the incident electron energy.
They can either be elastic or inelastic, the latter occur when the incident electron transfers a
part of its kinetic energy to other particles. Different electron microscopy techniques detect
different byproducts of these interactions. In the following sections, we will focus on scanning
electron microscopy (SEM) and transmission electron microscopy (TEM) that are used in this
thesis.
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2.3.1.2 Scanning electron microscopy

In a scanning electron microscope, electrons are produced and focused into a very thin beam
that rapidly scans the substrate surface. A possible result of high energy electrons hitting one
of the sample atoms is the production of secondary electrons (SE). It is an inelastic interaction.
The secondary electrons come from the ejection of valence electrons from their atomic orbitals.
They typically have low energy and therefore, get often absorbed by the neighboring atoms.
However, if the secondary electrons come from an atom that is close to the surface, it may
escape the sample and thus be used for imaging purposes. Consequently, this technique is best
suited for the study of the topography of a sample at nanoscale.

Another type of signal that can be exploited by a SEM is that of the backscattered electrons
(BSE). Backscattered electrons are electrons from the incident beam which trajectories were
deviated because of the sample atom nuclei. They have the same energy as the incident beam
so that the interaction producing them is elastic. A very interesting property of this interaction
is that its cross-section is Z sensitive. Thus, heavier nuclei are more likely to deviate incident
electrons than lighter ones, which leads to a contrast between two chemically different areas
of the sample. Methods based on the analysis of backscattered electrons offer basic localized
chemical analysis.
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Figure 2.3: a) Simplified schematic of a SEM. b) Photography of the SEM used for our
nanowire observations: the CFE Hitachi S-4700, which is also equipped with an energy dispersive
X-Ray spectrometer, see Section 2.3.2.

The resolution of a SEM is generally limited by the size of the electron probe. Most SEMs
have a resolution down to 5 nm with the accelerating voltage being from 5 kV to 40 kV. This
means that a SEM is unable to distinguish individual atoms in the sample, as well as catalytic
seeds with diameter below this 5 nm distance threshold. More specialized techniques such as
electron channeling contrast imaging (ECCI) [171] or electron backscatter diffraction (EBSD)
[172] can visualize defects and obtain some data on the crystal structure. These techniques
require thick samples though, and thus the atomic structure in thin nanowires remains inacces-
sible. While this limits the usefulness of the technique, since we are interested in discriminating
the hexagonal diamond phase from the cubic diamond, the SEM still holds unique advantages.
For instance, the angle range of tilting in SEM is quite large, so that a sample can be viewed
under several angles. Measuring nanowire length is therefore feasible even when they do not
grow perpendicular to the substrate. The shape of nanowire cross-sections is also very acces-
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sible, something that is more difficult in a TEM. Moreover, SEM allows one to observe thick
substrates such as Si wafers, contrary to TEM. Finally, it is non-damaging, contrary to TEM.

2.3.1.3 Transmission electron microscopy

In SEM, we detect the byproducts of the interaction between the incident beam and the sample.
In transmission electron microscopy (TEM), we are interested in the incident electron beam
itself after it has gone through the sample. Due to this, information about the sample is no
longer limited to its topology but rather its whole volume. To allow a significant portion of
the beam to traverse the sample, the accelerating voltage of the electron gun (80 to 300 kV)
is set much higher than in SEM and the sample must be thin enough (typically below 100
nm). For sufficiently thin substrates, the majority of the electrons from the incident beam are
transmitted through the sample without any alterations on their kinetic energies or trajectory.
Some electrons will be deviated.
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Figure 2.4: a) Simplified schematic of a TEM. b) Photography of the TEM used for our ex-situ
nanowire observations: the Jeol 2010F equipped with a Schottky FEG.

The trajectory deviation experienced by the incident electrons depends on the arrangement
of the atoms in the sample, it adopts the projected symmetry of the material. If the observed
area of the sample is amorphous, the deviation presents a cylindrical symmetry related to the
radial distribution function of the material. The latter represents the probability of finding an
atom at a distance r from a reference one. Physically, it gives the average distance with first and
higher order nearest neighbors. If the area is crystalline, then the action of atomic planes in the
crystal is similar to a beam splitter where some electrons are transmitted and others reflected.
Thus, for a given family of planes (hkl), the electrons are always reflected with the same angle
(Figure 2.5). Bragg’s law allows to derive the deviation angle:

sin θ = nλ

2dhkl
(2.3)
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Figure 2.5: Electrons (in red) deviation by a set of (hkl) atomic planes according to Bragg’s
law.

where θ is the angle between the incident electron and the (hkl) planes, n is the diffraction
order, λ the electron wavelength and dhkl the interplanar distance of the (hkl) planes. The
total deviation of the beam will be twice the angle θ. Suppose that the sample presents two
areas with the same dhkl spacing and the same thickness but oriented differently with respect
to the electron beam, one in Bragg condition, the other not. Even though the deviation angle
is the same, the diffraction patterns will be rotated to each other and the two areas will present
different contrast even if they are structurally similar. This is called diffraction contrast.

We have seen that some directions are privileged in crystalline materials. In order to get
a cartography of all these privileged directions, we need diffraction patterns. In TEM, we can
modulate the strength of the intermediate lens: instead of projecting an image of the sample,
we can rather expose the focal plane of the objective lens where there is an electron diffraction
pattern. This will give a 2D image of the 3D reciprocal lattice of the sample perpendicular to the
direction of observation. In orientations called zone axes (if the sample is crystalline), we will
get a periodic set of spots. Adding a selected area electron diffraction (SAED) aperture allows to
perform the diffraction operation on a chosen part of the sample. A second aperture, called the
objective aperture, can select the central beam or a given diffracted beam in the pattern. In the
latter case, going back to imaging mode with both apertures will yield a dark field image of the
sample. Domains of the sample that contributed to the intensity of the selected diffraction spot
will appear bright, while those which did not will appear dark. A popular use of this imaging
mode is to clearly separate grains (domain with a unique structure).

To make the best use of the high resolution, aberrations in the optical system of the mi-
croscope should be kept at the minimum. There are mainly two types: chromatic (Cc) and
spherical (Cs). Chromatic aberration rises from two contributions: the polychromatic nature of
the beam and the inelastic scattering of the electrons in the sample. Electrons with different
energies are focused differently by the magnetic lenses of the microscope, so that the image
of a point in the sample is a circle. This results in a less sharp image. Spherical aberrations
are due to electrons being focused differently the farther they are from the optical axis of the
lenses. They are responsible for most of the resolution losses. Both aberration types can be
corrected to some degree to acquire sharp images. An aberration corrector, which is present in
most advanced tools, can remove most of the spherical aberration [173], while monochromators
help alleviate the chromatic aberration [174].
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2.3.2 Energy dispersive X-ray spectroscopy

When a high energy electron interacts with the core electrons of an atom, it may transfer its
energy to a core electron, effectively ejecting it from its host atom. What is left for a short
moment is a hole in the deep electronic layer of the atom. This state is not stable however, as
this hole will be filled almost immediately by another electron transiting from the upper layers
to the hole layer. When this occurs, the descending electron may liberate its excess energy in
the form of an X-ray photon, as shown in Figure 2.6. In some cases, the descending electron
may transfer its energy to another upper shell electron and eject it from its orbital: an Auger
electron. The final outcome is random although the probability of either is known for each
element. Higher Z elements have a higher probability of emitting an X-ray photon while lower
Z elements will more often produce Auger electrons.

a)
Energy

b)
γ

Figure 2.6: Schematics of X-ray photon emission by scattering of a high energy electron on
a core electron. a) An electron with high kinetic energy (in red) interacts with a core electron.
b) The core electron is ejected from the host atom, creating an excited state for the atom. It
then relaxes by an upper shell electron filling the newly created hole. The transition creates an
excess of energy, liberated as an X-ray photon (in purple).

For a given element, the energy levels of the electronic layers are discrete and well-known.
Thus, the chemical nature of the element can be deduced from the energy of either the X-ray
photon or the Auger electron. Energy dispersive X-ray spectroscopy (EDX) is focused towards
detecting and measuring X-ray photons. For example, Si has a distinct X-ray line at 1.739 keV,
called the Kα line. It corresponds to the transition from the electronic states 2p to 1s. Some
lines from an element may overlap with lines from other elements, in particular if the energy
resolution of the EDX detector is low. Confirming the presence of the other spectral lines for a
given element is primordial to avoid misinterpretations.

In TEM, as seen in Figure 2.4a, a large area of the sample is bombarded. In scanning trans-
mission electron microscopy (STEM), the beam is focused into a spot, then scanned along the
sample, in a fashion similar to SEM. First, we acquire a high-angle annular dark-field (HAADF)
image of a part of the sample that gives its topography. It allows one to select the analyzed
area. Then, we slowly scan the sample in order to build a map of emitted X-ray photons: a full
X-ray spectrum is recorded at each pixel. Coupling the EDX technique with STEM allows to
acquire an EDX map with a very good resolution [175].

Although the technique is quite precise, it is limited by the very long exposure time required
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to gather a statistically significant amount of photons. This is especially problematic for two
reasons. On the one hand, the sample may drift due to thermal expansion or dilatation, on the
other hand, long exposure to a high energy electron beam may induce severe irradiation damage.
This can lead to change in morphology, composition or even destruction of the irradiated area.

2.3.3 Identification of the 2H phase

2.3.3.1 Image simulations

We presented the TEM technique whose resolution allows to distinguish the crystalline arrange-
ment of atoms. At first glance, one could then assume that the simple observation of nanowires
is enough to discriminate between polytype 3C and 2H. Indeed, they have different crystal struc-
ture. Despite this apparent simplicity, unfolding the polytype nature is not so straightforward.
The reason comes from how TEM images are formed. They are 2D projections of a 3D structure
along a specific axis. The imaging of crystals is especially dependent on the choice of this axis
since they are anisotropic. Some axes will give more information than others due to their high
symmetry. These are called zone axes and coincide with preferential directions in the crystal
structure (see Section 1.2). Because we are interested in the crystal structure itself to discrimi-
nate between polytypes 3C and 2H, it is necessary to be in the right zone axis. When in relevant
zone axis, an image can provide clear information about the observed crystal structure.

Thus, a TEM image needs to be interpreted before drawing any conclusions. In order
to facilitate this part of the work, we can use computer simulated TEM images to compare
between the experimental image and the calculated image of the hypothesized crystal structure.
If the contrast patterns visible in both images are similar, we can then reliably conclude on the
structure of the observed object. In the opposite case, the initial guess is most likely incorrect.
In addition, electron diffraction pattern can be simulated to be directly compared with the
measured one.

Electrons interact strongly with atoms, which means that the dynamic diffraction framework
needs to be used as opposed to the kinematic one. In the former, a given electron can scatter
multiple times over its course in the sample while the latter only considers one scattering event
during the whole duration of the electron interaction with the crystal. The kinematic frame-
work is generally less time-consuming in terms of computation but it does not work well with
increasing thickness. Furthermore, it cannot explain double diffraction [176], a phenomenon
where additional spots can appear on the diffraction pattern, even when they would not happen
in an infinite crystal due to destructive interferences.

Algorithms that produce a TEM image of a crystal of thickness t have to take into account
the scattering of electrons due to their interaction with matter. Therefore, they aim to solve
the Schrodinger’s equation in a periodic potential V (r) to determine the amplitude and phase
of the electronic wavefunction Ψ(r) along directions given by the Bragg’s law:

− ~2

2m
∆Ψ(r) − eV (r)Ψ(r) = EΨ(r) (2.4)

Solving this equation is computationally demanding because of the very small wavelength of the
incident high energy electrons. For example, 200 keV electrons have a wavelength of 0.025 Å.
Thus, to accurately obtain variations of the wavefunction Ψ(r) along the whole thickness of the
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Slice 1
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Figure 2.7: Schematics of the multislice algorithm for simulating TEM images. The left
crystal is cut into three slices of equal thickness. The wavefunction of the incident beam is then
transmitted and propagated through each slice and empty layer between them.

crystal, it is necessary to sample the crystal volume very finely. This leads to extremely high
computer memory usage for crystals with only a moderate thickness (∼ 10 Å). The multislice al-
gorithm [177, 178] can provide a relatively fast way to find solutions by making two assumptions.
The first one is that the wavefunction Ψ(r) can be factored in two terms: one fast oscillating
term due to the electron small wavelength and a slow varying one that accounts for scattering
by the crystal:

Ψ(r) = Φ(r) exp(ik · r) (2.5)

with |k| = 2π/λ and Φ(r) the slow varying term. The slow variation of Φ(r) is guaranteed by
the high electron energy, which should not change significantly on the scale of their wavelength.
With this ansatz, we now solve Schrodinger’s equation in Φ(r) and this does not require a space
sampling as dense as before. The second assumption is that the crystal of thickness t is composed
of multiple slices of equal thickness δt separated by empty layers (see Figure 2.7), which is where
the multislice method derives its name from. The incident beam interacts with the projected
potential of the first slice of thickness δt. The Schrodinger’s equation is solved for this slice.
Then, the solution is propagated to the second slice through Fresnel diffraction. This process
is repeated for subsequent slices. The number of slices chosen depends on the thickness of the
simulated crystal. Thicker samples require larger number for an accurate computation of the
wave function.

Once the wavefunction at the exit of the crystal is acquired, its convolution with the contrast
transfer function of the microscope will yield the desired simulated image. The contrast transfer
function is unique to each microscope as it depends on parameters like the chromatic and
spherical aberrations. It also depends on the defocus parameter δf = f − f0, where f0 is the
distance between the sample and the front focal plane of the objective lens. For our simulations,
we need to know the specificity of the used TEM in order to retrieve a reliable image directly
comparable to a measured one. Fortunately, these are known, as they are provided by the
manufacturer.
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2.3.3.2 Relevant zone axes

Let us use the simulations previously described to calculate images and diffraction pattern of the
2H polytype. For that purpose, we use the JEMS package developed by P. Stadelmann [179] to
carry out the necessary calculations. First, we build a supercell containing several unit cells of
the 2H structure. The same is done for polytype 3C to make comparison between both polytypes
possible. For convenience, both supercells have a cuboid shape with similar dimensions. The
latter are chosen so that periodicity is preserved. In the following, the subscript indicates to
which polytype the direction or plane belongs to. For example, [111]C designates the [111]
direction in polytype 3C. As described in Section 1.2, the stacking direction of polytype 3C is
[111]C and is [0001]H in polytype 2H. These two directions are parallel and we use the notation
[111]C/[0001]H in the following. Additionally, directions in the supercell coincide with high
symmetry directions in both polytypes 2H and 3C. For example, the supercell a direction is
parallel to the [110]C/[121̄0]H , b is parallel to [112]C/[101̄0]H and c to [111]C/[0001]H .

a) b)

Figure 2.8: Twin defects occur frequently in group-IV crystals. A crystal grain is said to be
in a twinning relationship with another grain when their orientations are related by a symmetry
of the space group, but applied to the wrong axis or plane. In face centered cubic materials,
natural twinning corresponds to a mirror symmetry about a {111}C plane ({111}C planes are no
mirror planes in face centered cubic space groups). a) TEM image of two Si grains in a twinning
relationship. b) Schematic of two grains A and B in a twinning relationship. The red line is a
twin plane and also acts as a mirror plane.

We have carried out the dynamical diffraction calculations along the above-mentioned high
symmetry directions. The diffraction patterns of both polytypes 3C and 2H in the [112]C/[101̄0]H
are shown in Figure 2.9a-b. We see that in both patterns, the spots are arranged in a similar
rectangular lattice. It means that this specific zone axis does not allow for discrimination be-
tween polytype 3C and 2H. This is not particularly surprising as both polytypes have similar
structure when viewed along this direction. Along the [110]C/[121̄0]H direction (Figure 2.9d-e),
the patterns widely differ. Polytype 3C exhibits a honeycomb arrangement, while polytype 2H is
more rectangular like. Therefore, the [110]C/[121̄0]H direction should allow distinction between
the two polytypes. This is fortunate because since most Si and GeNWs grow in the [111]C or
[112]C directions (see Chapter 3 and 4), the [110]C/[121̄0]H zone axis will be perpendicular to
the nanowires growth axis. In general, this is how we want to observe them. Finally, we consider
the [111]C/[0001]H direction (Figure 2.9g-h). This is a special case, as we clearly see a hexago-
nal symmetry in both diffraction patterns. However, the spacing between spots is different, 3C
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having a 5.205 nm−1 spacing, while 2H is 3.015 nm−1. In theory, 3C and 2H are distinguish-
able in this zone axis. In practice, this is true only for defect free nanowires. Depending on
the growth conditions, cubic Si and GeNWs can present twin planes that lie perpendicular to
the [111]C direction. These defects break the order in the crystal and may change periodicity.
This in turn can add additional spots in diffraction patterns. To test the previous statement,
we can build a new supercell of 3C polytype with a twin plane (Figure 2.8) perpendicular to
the c direction. Its dimensions are similar to the two previous ones. The diffraction patterns
of the twinned structure are shown in Figure 2.9c, f, i. Along the [112]C direction, there are
no major changes aside from a visible streaking between spots. Streaking due to twin planes
is a very common occurrence. When viewed in the [110]C zone axis, streaking is again visible
and we see some additional spots. However, we can still differentiate it from the 2H diffraction
pattern. The real problem is with the [111]C direction, as the additional spots due to twinning
coincide exactly with the new spots the 2H polytype has. Thus, when observation is done in
this zone axis, the risk of confusion between twinned cubic and hexagonal diamond is very high.
Consequently, the only common zone axis where differentiation between 2H and 3C is possible
is the [110]C/[1210]H direction. This has caused problem in previous literature, where claims
have been made about the 2H polytype in SiNWs with [111]C/[0001]H zone axis images. Cayron
et al. [90] have warned about this risk and the same argument was used to doubt the existence
of lonsdaleite [91]. In the next chapters, we will take great care to always be in the correct
[110]C/[121̄0]H zone axis to identify polytypes.

Let us verify the conclusions by simulating HRTEM images of the problematic [111]C/[0001]H
zone axis. To do so, we create several supercells of identical thickness set to 37.62 nm, which
is equal to 40 times the unit cell length of polytype 3C along the [111]C direction or 60 times
the unit cell length of polytype 2H along the [0001]H direction. In Figure 2.10a-b, we show
the simulation result for a pure 3C and 2H supercell, respectively. While both images show
hexagonal symmetry, they are still distinguishable from each other as the distance between
bright spots is different between the two polytypes. Now, we add a twin plane perpendicular to
the [111]C direction. Note that the position of the twin plane is carefully selected so that periodic
boundary condition along the [111]C is still satisfied. We obtain the images shown in Figure
2.10c-f. While the position of the bright spots remains mostly the same, we start to see some
change in the contrast. As more twin planes are added into the supercell, we observe more and
more modifications in the simulated images. For a supercell containing six twin planes (Figure
2.10f), the exhibited spot configuration is now strikingly similar to the one displayed in the pure
2H supercell, which resembles a honeycomb. That means that there is a strong ambiguity of
the [111]C/[0001]H zone axis regarding the discrimination between polytype 2H and 3C when
multiple twin planes are present. When there only are a few twin planes, discrimination may
still be possible, although it is preferable to use another zone axis to unambiguously confirm the
nature of the observed polytype.
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a) b) c)

d) e) f)
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Figure 2.9: Simulated electron diffraction pattern of bulk Si for polytype 3C (a,d,g), 2H (b,e,h)
and faulted 3C with several twin planes (c,f,i), noted T in the figures in three different zone
axes: [112]C/[101̄0]H , [110]C/[121̄0]H and [111]C/[0001]H .
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a) b)

c) d)

e) f)

Figure 2.10: Simulated HRTEM images of polytype 3C, 2H and several twinned 3C structure
in the [111]C/[0001]H zone axis. The defocus is set to -60 nm for all simulated micrograph. a)
Pure 3C. b) Pure 2H c) 3C supercell with one twin plane. d) With two twin planes. e) With
four twin planes. f) With six twin planes.
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a) b)

c) d)

Figure 2.11: Simulated HRTEM images of polytype 3C and 2H in the [110]C/[121̄0]H zone
axis. The defocus is set to -59 nm. a)-b) 3C supercell and simulated image. The red dots in b)
show the position of some atoms. c)-d) 2H supercell and simulated image.

Given the previous result, we now simulate what polytype 2H and 3C look like along the
[110]C/[121̄0]H direction. In this direction, the supercell thickness is 0.38 nm. Even a single
slice is enough to accurately simulate a high resolution TEM image in this case. Using the
characteristics of a Titan 80-300 TEM, we obtain the images shown in Figure 2.11. In both
the 3C and 2H polytype, atoms are arranged in layers of dimers. When simulated, individual
dimer yields a dumbbell-shaped contrast pattern. Thus, each bright spot in the HRTEM images
corresponds to the contribution of a column of dimers. In the 3C polytype supercell (see Figure
2.11a), we can see that all dimers are oriented similarly and arranged in parallel diagonal lines.
This is exactly why we also see diagonal stripes in the simulated image in Figure 2.11b. Ergo, the
bright spots can be visualized in a diamond-shaped lattice where the angle between the diagonals
is either (approximately) 110◦ or 70◦. In the 2H polytype supercell, between each horizontal
layer, the dimer orientation is flipped so that the diagonal arrangement of 3C vanishes (see
Figure 2.11c). Subsequently, dimers in the HRTEM image belong to a square-shaped lattice as
shown in Figure 2.11d. The clear difference between Figure 2.11b, d allows for the unambiguous
differentiation between the 3C and 2H polytypes.
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2.4 Growing nanowires in situ

We have presented the characterization techniques used for the purpose of this thesis. We now
focus on the NanoMAX TEM used to grow Si and GeNWs in situ.

2.4.1 General characteristics of the NanoMAX microscope

NanoMAX is an environmental transmission electron microscope (ETEM) that we use to per-
form in situ growth of SiNWs. It is a modified Thermo Fisher Titan 80-300 microscope with a
Schottky FEG and is equipped with an aberration corrector of the objective lens (Figure 2.12a).
This grants a very high spatial resolution of 0.08 nm in TEM mode. Furthermore, the micro-
scope is placed on a separated concrete slab to prevent external vibrations from disturbing the
observations. For the same purpose, the microscope room is fitted with a magnetic field com-
pensator, protecting it from electromagnetic perturbations. The microscope is equipped with
an UltraScan 1000 camera thay is capable of recording in situ videos at a frame rate of 4 frames
per second (fps) at a resolution of 1M pixels.

An EDX module is also fitted to the microscope, which, in combination with the STEM
mode, allows to acquire detailed chemical maps. Additionally, a residual gas analyzer (RGA)
allows to measure the concentration of gas species in the TEM column, provided that they can
reach the detector. Detected gas molecules are classified depending on their molar masses.

a) b)

Figure 2.12: a) Photography of the NanoMAX microscope. b) Photography of the sample
holder. Notice the four metallic tips in contact with the substrate.

Due to the special nature of the substrate used during our experiments, we also require a
special TEM sample holder, shown in Figure 2.12b. It is provided by Protochips and contains
an internal circuitry. It enables a connection to a power supply which can output an electrical
current to the sample causing its heating. More details are provided in Section 2.4.4. The holder
can be titled along two angles which is very useful for orienting the grown nanowires in a desired
zone axis.
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2.4.2 Atomic sources for growth

The originality of the NanoMAX microscope comes from the material sources that can be plugged
into it to enable the growth of desired nanostructures. For that purpose, there are two ports on
the side of the TEM column where such sources can be installed. These are located at the same
height as the sample holder. In that way, the traveling distance of precursors inside the TEM is
minimized (Figure 2.13a).

Sources in NanoMAX come in two types. The first type is Molecular Beam Epitaxy (MBE)
sources (Figure 2.13b). This type of source relies on pure metallic pellets placed in a crucible,
which is heated by the current flowing through W wiring around the crucible. By heating at a
temperature above the evaporation point of the pellet, effusion of individual atom starts. The
installation of a collimator directly in front of the source selects the emitted atoms with the
correct trajectory. At the output of the MBE source, an atomic beam is created with the vapor
pressure controlled by the temperature. A manually controlled shutter at the output of the
source can stop the atomic beam whenever needed. Two MBE sources can be plugged to the
microscope at the same time. Binary compounds can then be grown. For our experiments, we
have used a Ge MBE source. No Si source was designed for the microscope due to the required
high temperature (high Si melting point of 1414 ◦C), which could damage the O rings between
the source and the microscope, compromising the structural integrity of the equipment.

The second type of sources used in NanoMAX is based on chemical vapor deposition (CVD).
Such sources inject gaseous molecules into the TEM chamber. Mass flow controllers set up
the desired flow for each gas type. Similar to PECVD growth, we use SiH4 as the source for
Si atoms. However, for GeNWs, the gas precursor was a mixture of 10 % Ge2H6 and 90 %
H2. The dilution in the gas cylinder is due to the high toxicity of germanium hydrides. Using
higher order hydrides has some advantages: it requires less thermal energy to dissociate and
for the same partial pressure of hydrides, the growth rate is significantly higher. H2 acts in
our experiments as the carrier gas. In some experiments, a specially developed gas injection
is used (Figure 2.13c). Unlike in normal conditions, where gases are simply injected inside the
column, it has a supplementary pipe which directly delivers the gas to the substrate. Therefore,
in this configuration, molecules travel a shorter distance when compared to the simply filling
the column. We find that this increases the pressure near the sample by a factor of 1.5.

Several gauges monitor the total pressure inside the TEM column in real time. The pressure
values displayed tend to change slightly with time due to film deposition because of the cracking
of the gases in the gauges themselves. Consequently, the total pressure values given are rather
imprecise but should nevertheless give a good order of magnitude. For a given flux of SiH4, the
relative uncertainty on the pressure is around 20 %.

Having two types of sources is interesting from a chemical point of view. For GeNWs, MBE
provides a source of pure Ge, while CVD sources deliver also H2. Hydrogen is known to fill
the dangling bonds on Si and Ge surfaces [180, 181], which leads to surface energy variations
between MBE and CVD conditions. This will cause dramatic changes in the growth dynamics
as we will see in Chapter 3.

To approach more closely the conditions in Plasfil reactor, where the 2H polytype has been
previously demonstrated, an electron cyclotron resonance (ECR) plasma source was installed
on the microscope. Electrons of charge −e, with mass me and velocity v in a stationary and
homogeneous magnetic field of intensity B have their trajectories modified by the Lorentz force.
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Their trajectories become a circle of radius rc, called the cyclotron radius, with angular velocity
ωc:

rc = mev

eB
; ωc = eB

me
(2.6)

a) b)

c) d)

Figure 2.13: Showcase of the available sources in NanoMAX. a) Photography of the inside of
the microscope through the EDX detector port. The upper and lower pole pieces are visible. The
holder is located between the two pieces. Two pipes, next to the holder, deliver the precursors
for the growth. b) Photography of the Ge MBE source. c) Photography of the special gas
injection system fitted on a trial vacuum chamber (courtesy of Daniel Bouchier). Inset: SEM
micrograph of the tip of the injector. d) Photography of the ECR plasma source. H2 must go
through it to join the TEM column.

When exposed to an electric field of exact frequency fc = ωc/2π with polarization perpen-
dicular to the magnetic field, electrons are continuously accelerated in a spiral-like motion. This
phenomenon is called electron cyclotron resonance and allows electrons to acquire great kinetic
energy [182, 183]. Such electrons may then collide with the gas molecules, creating ions and
radical species. In our case, the microwave generator has a frequency of 2.45 GHz and adjustable
power up to 200 W. The plasma chamber is plugged in one of the side ports of the equipment
and is connected to the H2 CVD source (Figure 2.13d). Thus, the H2 coming out of the gas
cylinder goes through the plasma chamber where it partly cracks. It then arrives at the sample
in the TEM column as a mixture of molecular and atomic hydrogen.
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Compared to the Plasfil PECVD reactor, the plasma operated in NanoMAX is thought
to generate atomic hydrogen more effectively. However, the plasma region is just above the
substrate in Plasfil. In NanoMAX, the plasma is remote as it is not possible to have such a con-
figuration for practical reasons. Indeed, the plasma may interfere with the electron beam of the
microscope and disturb observations. Consequently, to reach the substrate in NanoMAX, radi-
cals and ions must travel a much longer distance, close to 30 cm. This is especially problematic
for hydrogen radicals which have low lifetime and may recombine before being able to modify
surface chemistry. Even though the number of radicals should be higher in the ECR plasma
source, we estimate the effective arrival rate of hydrogen radicals on the substrate to be much
lower than in Plasfil. This can be eventually improved by improving the pumping efficiency in
the column to make recombination less probable, or by creating a pressure difference between
the remote plasma chamber and the TEM column. That solution also prevents gases such as
SiH4 or GeH4 from depositing in the plasma chamber.

2.4.3 Effect of the electron beam on the sample

While in situ TEM allows the collection of data unobtainable by other means, it is important
to remember that the high energy of the electrons used for imaging directly influences the
experiment. The effects of the beam are already documented [184] and we summarize some of
them here. We also show how they affect the growth and some means to counter them.

The most visible aspect of damage induced by the electron beam is atomic displacement
and sputtering, also known as knock-on processes. High energy electrons can transfer energy to
atoms they cross. If the energy transferred is above a so-called displacement energy Ed, then the
atom may leave its equilibrium position in the crystal lattice and migrate to an interstitial site,
creating a vacancy-interstitial atom pair, also known as a Frenkel defect. The energy required
depends on the chemical element. For example, Si has a knock-on energy threshold of 18 eV.
Thus, incident electrons must transfer more than 18 eV to successfully displace Si atoms. To
transfer an amount E of energy expressed in eV to an atom of atomic weight A, electrons must
have an incident energy V expressed in keV of [185]:

V [keV] =
(√

1 + AE

561[eV] − 1
)

× 511[keV] (2.7)

Thus, for E = Ed, we can deduce the incident threshold energy Vd at which displacement
effect starts. Typical values for some elements are given in Table 2.1. TEMs are typically
operated with an incident energy of 80, 200 or 300 keV. It is clear that transition metals are
not affected by displacement. Elements C and Si (and light elements in general) are however,
sensitive to the electron beam, so precautions must be taken. Note that previous calculations
are valid for atoms in the bulk. For those close to the surface, sputtering may occur, which can
eject atoms from the crystal altogether and break chemical bonds. The sputtering energy Es is
usually lower than the displacement one Ed. Using Equation (2.7) and setting E = Es, a new
sputtering threshold energy Vs can be defined. While heavy metals remain stable, C, Si, Ge
and Cu become problematic. In the context of our experiment, we should consider sputtering
physics when growing SiNWs, especially for those with low diameter.

If the beam is focused into a single spot for long enough, irradiation damage where the
beam was focused may occur (see Figure 2.14). This is irreversible, so that the catalytic seeds
are completely removed, killing the growth at this spot. Focusing the beam is necessary for
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Table 2.1: Threshold incident electron energy Vd and Vs for some chemical elements in order
to communicate Ed and Es to displace or sputter atoms [186]. Es can be estimated as 5/3 of
the sublimation energy [185].

Element A Vd(keV) Ed (eV) Vs (keV) Es (eV)
C 12 293 69 67 13
Si 28 352 37 90 7.7
Cu 64 565 30 148 5.8
Ge 73 695 35 181 6.4
Sn 119 660 20 393 10
Au 197 1542 43 406 6.3

EDX to function properly, as we need to gather a statistically significant amount of X-rays to
reliably confirm the presence of a chemical element. At the same time, we are also changing the
chemical environment of the spot we want to observe. A compromise must be reached, between
minimizing the irradiation damage and maximizing photon counts. Even when the beam is
not focused, it is very likely that sputtering may still occur. Working in low dose by reducing
spot size and screen current or minimizing the sample exposure time are solutions, but they
reduce the quality of the gathered data. Low dose imaging implies a loss in image sharpness
and contrast. Minimizing sample exposure means cutting off the electron beam, which of course
completely stop any measurements.

The electron beam may also charge the sample. Nanowires in particular are susceptible to
undergo this charging. When illuminated by the probe, they can start to bend or oscillate due
to electrostatic charging. For long and thin wires, the oscillation amplitude can become high
enough so that we lose information on the crystalline structure of the nanowire. Charging can
also affect neighboring wires and the motion can become widespread for dense arrays, rendering
observations difficult. We can alleviate this problem by growing low density nanowire arrays.

Radiolysis is a common problem when observing organic samples. In our case, it is actually
favorable as atomic precursors produced by the dissociation of gas molecules can help with the
catalytic growth. Electrons of the beam have sufficient energy to break the gas molecules and
therefore, we can expect a surplus of radical species in the TEM column. Data for the cross
section of interaction between electrons and H2 [187], SiH4 [188] and Ge2H6 [188] molecules are
available and allow to predict the cross section by use of the binary encounter-Bethe (BEB)
model [189]. For each molecular orbital, an ionization cross section σMO is determined as:

σMO =
4πa2

0N
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 (2.8)

where V is the incident electron energy, B the binding energy of the orbital, U the average kinetic
energy of the orbital, N the electron occupation number of the orbital, Q the dipole constant of
the orbital, R = 13.60 eV. R is the Rydberg energy constant and a0 = 0.53 Å the Bohr radius,
and n is the scaling factor equal to either 1 or 2 depending on whether the molecule is composed of
light or heavy atoms. The total cross section is the sum of individual molecular orbital ionization
cross sections. For the H2 molecule, the total cross section is 2 × 10−3 Å2 for an incident electron
energy of 300 keV [187]. For the more complex SiH4 and Ge2H6 molecules [188], we have a cross
section of 9 × 10−3 Å2 and 1.9 × 10−2 Å2, respectively. At an incident electron energy of 20 eV,
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a) b)

Figure 2.14: Illustration of beam induced damage. a) TEM micrograph of a SiC membrane
with CuSn metallic catalytic seeds. b) TEM micrograph of the same area of the membrane after
one minute exposure to a focused beam at 300 keV.

the three previously mentioned total cross section become 2.8 × 10−1 Å2, 2.249 Å2 and 2.516 Å2

respectively. Given the small cross sections for 300 keV, the contribution of radiolysis to the
generation of radical species can be neglected.

One last effect of the electron beam which is considered here is the local heating due to
inelastic scattering. The incident electrons may transfer some energy to the sample atoms,
which in consequence may increase the sample temperature. Since the temperature governs
most of the dynamical aspects of the growth, it is critical to estimate the shift in temperature
caused by the electron beam. It has been shown that the shift in temperature ∆T , neglecting
radiative emission from the sample, is given by [184]:

∆T = I〈E〉
4πκeλ

[
0.58 + 2 ln

(2R0
d

)]
(2.9)

where I is the beam current, 〈E〉 is the average energy lost by electrons after inelastic collision,
κ the thermal conductivity of the material, e the elementary charge, λ the inelastic mean free
path of electrons given by λ[nm] = 143/V 2 +0.054

√
V with V being the incident electron energy

in eV, d the diameter of the electron beam, and R0 is the electron range. Value of R0 is defined
as the distance an electron with energy V can travel through a given material before losing all
of its kinetic energy. For electrons with energy greater than 50 keV, the range follows a power
law [190]:

R0(V ) = bV n

1 − 1(
1 + V

Nmec2

)2

 (2.10)

where we take into account relativistic corrections. Numbers b, n and N are fitting parameters.
Let us now consider the maximum heating induced by the beam in Si. For Si, we have b =
0.542 µm · eV−n, n = 0.676 and N = 5 and the beam current I is close to 5 nA [190]. The
energy lost by the electron can be transferred to a phonon, plasmon or another electron in the
electronic shell of an atom. The average energy lost by electrons due to inelastic scattering 〈E〉
depends on the material that is crossed. Let us assume that all the incident electrons transfer a
part of their kinetic energy to other electrons promoting them to a higher energy level. In Si, the
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maximum possible energy transfer recorded by electron energy loss spectroscopy (EELS) is 1839
eV which corresponds to a K transition [191]. The maximum heating can be estimated by taking
〈E〉 = 1839 eV. The thermal conductivity κ of Si [127] is 150 W · m−1 · K−1. For an incident
electron energy of 300 keV, the inelastic mean free path λ is 30 nm while the electron range
R0 is 544 µm. At our working magnification, sufficient to gather information on the nanowire
crystalline structure, the probe diameter d is 70 nm. Putting these numbers into Equation
(2.9) gives a maximum heating of 3 K. This value is most likely overestimated since we only
considered one channel for incident electrons to transfer their kinetic energy. Other channels
such as plasmon excitations result in a much lower energy loss, in the 50 eV range and have
much higher cross-sections. The final conclusion is that the heating effect of the electron beam
is not sufficient to significantly change the growth dynamics.

2.4.4 Preparation of samples

Growing nanowires in a TEM poses unique technical challenges. As we have seen in Section
1.1.3, VLS/VSS requires both sufficient heating and catalytic seeds. In this section, we present
the two types of heating substrates we used for the growth and how we deposited the catalyst
particles.

2.4.4.1 Two types of substrates

The substrates we used for the in situ growth in NanoMAX are of two different kinds. The first
one is a commercial Protochips Fusion substrate. It consists in a Si chip of 8 × 6 mm in size,
with a doped polycrystalline SiC membrane on the top (Figure 2.15a-b). The Si chip has been
etched by the back side up to the SiC membrane over a square of 200 × 200 µm. Over this Si
chip hole, the SiC membrane has an array of 3 × 3 holes of 7 µm diameter each. There are gold
contacts from both sides of the Si chip hole array. Because of the Au contact deposition process
by the manufacturer, there is some Au contamination on the SiC membranes which take the
form of Au nanoparticles of average diameter of 15 nm.

The purpose of these gold contacts is to allow for the passing of an electrical current through
the SiC membrane. This current will heat the substrate so that the temperature necessary for
the growth is reached. The maximum temperature reachable by the chip is 1200 ◦C. The temper-
ature can be tuned by changing the intensity of the electrical current through the manufacturer
software. The calibration between current intensity and substrate temperature is provided by
the chip manufacturer; this calibration is done by measuring the current intensity and the tem-
perature by a pyrometer. It is vital to mention that the resistance of the chip can change during
the preparation step, where we deposit catalytic seeds on top, and during the growth experiment.
Indeed, as-deposited metallic particles may change the path of least resistance for electrons in
the SiC membrane. Furthermore, during the growth, these metallic particles may change both
size and chemical composition, again modifying the resistance value. We find that the resistance
value could decrease from 5 % to 10 % between the growth beginning and the experiment end.
Consequently, the temperature given by the software is only a nominal temperature and does
not necessarily indicate the exact substrate temperature. This issue is even more complicated
since other factors may further modify the real temperature, and no other in situ measurement
of the substrate temperature is available in the TEM column.
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a) b)

c) d)

Figure 2.15: Showcase of the two different types of substrate used for our growth experiment.
a) Optical microscope image of the commercial Protochips Fusion chip. b) SEM image of the
red squared area in a). c) Optical microscope image of the Si cantilever. d) SEM image of the
red squared area in c). The crystalline orientation of each surface is indicated.

We have observed the growth of nanowires on Protochips Fusion chip over one of the 9 holes.
However, as the growth was not epitaxial, the obtained nanowires have random orientation.
Due to this, nanowires will often not be in a favorable zone axis for their observation and the
crystalline arrangement of Si atoms is not immediately visible. Therefore, a time-consuming
tilting of the sample is usually necessary for every nanowire we want to observe. This was not
always possible, especially for very thin wires of diameters below 10 nm. Putting a nanowire
in the correct zone axis requires the production of an electron diffraction pattern, which for
too thin nanowires may either give too weak and unusable signal or lead to a damage by the
irradiation effect of the focused electron beam.

Therefore, we also used a second type of substrate, kindly provided by Federico Panciera
(C2N) and fabricated at the National University of Singapore. It again consists of a Si chip that
is pierced in its center, but instead of the SiC membrane on the top of the chip, the latter is
etched in such a fashion that monocrystalline Si forms a cantilever geometry (Figure 2.15c-d).
These Si contacts form two loops, so that an electrical current can flow through each to achieve
heating as for the SiC membrane. Note that because the thickness of the loops is not uniform, a
temperature gradient will form. This is convenient, as it will allow us to test different substrate
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temperatures in a single process. Nanowires then grow directly on the Si loops. These two loops
are etched out from monocrystalline Si arranged so that the lateral edges are Si (111) surfaces,
the front edge is (112), while the top surface is (110). The loops are not connected in series, so
that heating through only one loop is feasible. Thanks to this particular configuration, nanowires
will grow epitaxially. In particular, wires growing on the lateral edges will be perpendicular to
the electron beam and in the [110] zone axis. Therefore, significantly less time is spent tilting
the sample to find the correct zone axis for observation.

There are unfortunately several downsides in using this substrate. To begin with, there
is no calibrated relation between the current intensity and the substrate temperature. While
the SiC membrane does not give the correct temperature, it still gives an order of magnitude
in real time. With the Si cantilever, no such information is available. We have proposed two
solutions but both of them come with their limitations. First, we could do the calibration at the
end of the growth experiment thanks to a spatially-resolved IR camera or pyrometer. In this
case, the spatial resolution is too low to precisely map the temperature gradient. The second
solution involves using a known physical phenomenon to calibrate the substrate temperature.
For example, the melting temperature of bulk Sn is known to be 232 ◦C. Thus, we can check
at which current intensity we observe the melting of Sn nanoparticles, therefore providing an
approximate calibration. This solution should provide a precise temperature measurement. The
evolution of the temperature with the current intensity can be known by an extrapolation.
Because of the temperature gradient, the temperature will be correct only for a small area of
the loop. Note that for very small particles, nano-size effects may change the temperature value
where physical phenomena take place. Bulk Au is known to melt at 1064 ◦C. However, for
nanoparticles, as the size decreases, so does the melting temperature [192]. The change can be
very dramatic, with the melting temperature going from approximately 1000 ◦C for 10 nm large
particles to 500 ◦C for particles below 2 nm. Another technique that can be used is to measure
the nanowire growth rate grown on specific parts of the cantilever substrate. As the growth rate
is a function of temperature following an Arrhenius law, a point measurement of the cantilever
temperature is obtained. Extrapolation to other parts of the cantilever is possible through finite-
element modeling [193]. We did not perform any temperature calibrations, although order of
magnitude for the temperature on the cantilever will be provided in the following.

The substrate choice will thus depend on what we want to achieve. If a somewhat accurate
temperature measurement is a priority then the SiC membrane is arguably better. On the other
hand, the Si cantilever will yield more of easily accessible data on the arrangement of atoms in
SiNWs.

2.4.4.2 Thermal evaporation

Catalytic seeds are necessary for the VLS/VSS growth method to work properly. Prior to the
growth, we use thermal evaporation to deposit a metallic thin film on the substrates. It is a
type of physical vapor deposition (PVD) technique like sputtering for example. By melting a
metallic ingot, placed on a W crucible, by an intense electrical current, a flux of metal atoms
is emitted from the crucible. The substrate is fixed to a holder above the crucible, so that the
metal atoms condense on it. High vacuum (∼ 10−5 mbar) will prevent the contamination of the
deposited film. It also prevents collisions between the evaporated atoms and the ambient air.
The thickness deposited on the substrate is monitored by a quartz crystal microbalance. By
providing the density of the metal we want to deposit, the microbalance can give the deposited
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thickness in real time with a minimal step of 0.1 nm. When the ingot has melted, the atom flux
is continuous and the deposition is ended by using a movable shutter when the desired thickness
is obtained. The apparatus is a BocEdwards FL400 shown in Figure 2.16a-b.

a) b)

c) d)

Figure 2.16: Experimental setup for the deposition of the catalytic seeds. a) Exterior of the
thermal evaporator. b) Interior of the evaporator, the important parts are highlighted; QMC
stands for quartz microbalance. c) Si cantilever placed on a tilted metallic plate on the sample
holder. d) Angle between the metallic plate and the sample holder.

Metal evaporation on the SiC membrane does not pose a significant challenge. In general,
we are not interested by the epitaxial growth on this kind of substrate. On the other hand, the
epitaxial growth is the main reason for using the Si cantilever. Si is known to undergo rapid
oxidation under ambient air and when left on a shelf, it naturally exhibits native oxide on its
surface. This means that if the metallic particles are deposited without prior treatment, there
will be a native oxide layer between the particles and the pure crystalline Si. That oxide is
amorphous and prevents any epitaxial growth. Furthermore, there is a SiO2 membrane hanging
over the center hole, which must be stripped off before the cantilever can be used. For both
reasons, it is necessary to remove all SiO2, which can be done efficiently by exposing the cantilever
to HF vapor. Four minutes exposure to 40 % concentrated HF vapor followed by dipping in
deionized water and drying is sufficient to remove the oxide. It is preferable that both the sample
preparation and the growth are done within a short period of time while the hydrogen atoms
left from HF treatment are still passivating the Si surface bonds preventing an immediate oxide
growth. Another difficulty arises due to the geometry of the cantilever. Indeed, we will often
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want to observe SiNWs in the [110] zone axis, the only axis which allows for the unambiguous
discrimination between the 3C and 2H phases. Given the configuration of the cantilever, it
means that we have to deposit the seeds on the lateral edges of the loops. However, the lateral
edges are parallel to the direction of the evaporated atoms flux. Thus, if the cantilever is simply
fixed to the substrate holder, very little metal atoms will be deposited on the lateral edge. By
tilting the Si cantilever as shown in Figure 2.16c-d, the lateral edge will receive a part of the
evaporated flux. Kapton tape stuck to the cantilever will prevent it from falling. The effective
thickness deff of metals on the lateral edge is given by:

deff = dmeas sin θ (2.11)

where dmeas is the thickness measured by the quartz crystal microbalance and θ the angle
between the plane of the Si cantilever and the substrate holder placed perpendicular to the
beam of evaporated atoms.

Conclusion of the chapter

In this chapter, we have presented the experimental setup which will allow us to synthesize the
2H polytype in Si and GeNWs. We have seen that, in order to obtain and observe this phase
in real time, we will need an equipment with a good time resolution and an extreme spatial
resolution. After comparing multiple techniques, we have clearly identified in situ TEM as the
best method that can yield the most complete set of data for giving insights on what stabilizes
the 2H phase.

The principles of electron microscopy which will be the main characterization tool in this
thesis have been introduced: when an incident electron beam interacts with a sample, vari-
ous electrons and photons are generated. They can be detected for various purposes such as
structural analysis at an atomic scale or local chemical analysis. In TEM, since the image is
related to the electrons wavefunction, the action of the sample on the former can be numerically
simulated in order to predict the image of a given crystalline structure. Using this property,
we simulated the image of polytype 3C and 2H in three different zone axes. We found that an
unambiguous discrimination between the two polytypes can only occur when they are observed
along the [110]C/[121̄0]H direction. There is no visual difference between the two polytypes
in the [112]C/[101̄0]H zone axis. As for the [111]C/[0001]H direction, twin defects which are
common in group-IV nanowires can make image interpretation difficult.

NanoMAX, an in situ ETEM, has all the atomic sources needed to grow a variety of nano-
objects as well as a remote plasma produced by an ECR plasma source. Because there are
important differences between the PECVD reactor Plasfil and NanoMAX, it is beneficial to
use both growth methods in parallel. Examples of dissimilarities include having the sample
directly exposed to the plasma in Plasfil and using a remote plasma source in NanoMAX and
the additional effect of the electron beam. Finding and understanding differences in the ob-
tained nanowire structure is critical to fully understand the growth dynamics in both Plasfil and
NanoMAX. The geometry of the TEM forces the use of specially made substrates that come
in two types: a SiC membrane and a monocrystalline Si cantilever. Both substrates can be
connected to a power source that will drive the heating. The deposition of metallic catalytic
seeds, necessary for the VLS growth, is done through thermal evaporation.



CHAPTER 3

Surface dynamics in the growth of germanium nanowires

In this chapter, we focus on the growth of GeNWs. Compared to Si, Ge is a heavier atom and
will appear with more contrast in TEM images. It is also the only column-IV element for which
both MBE and CVD sources are available in the NanoMAX microscope. The catalyst used for
the growth was gold, deposited on a Protochips Fusion SiC membrane by thermal evaporation.
We deposited an amount corresponding to a nominal layer thickness of 1 nm. This resulted in
the particle distribution shown in Figure 3.1.

Figure 3.1: TEM micrograph of a Protochips Fusion SiC membrane with as-deposited Au
particles corresponding to an evaporated layer of 1-nm nominal thickness. The area without
particles on the left is one of the nine holes inside the membrane described in Section 2.4.4.1.

The shape of as-deposited solid seeds depends on their sizes. Small seeds are quasi-spherical
while larger ones are elongated. The average particle length in the Figure is around 10 nm
although some very small Au particles are also visible. In a single particle, the contrast is not
homogeneous over its whole area. The main reason is that some areas are closer to Bragg’s
condition than others. This highlights that a given individual Au particle is not monocrystalline
but is rather composed of several grains. In our experiments, the melting of Au nanoparticles
(NPs) is achieved upon heating above the eutectic temperature of the Au-Ge system (361 ◦C)
and increasing Ge concentration inside particles through the molecular beam issued by the
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melting of a Ge pellet in the case of MBE or the supply provided by the cracking of germanium
hydrides in the case of CVD. Unless specified otherwise, we set the temperature of the substrate
to 400 ◦C.

3.1 In situ growth using a molecular beam epitaxy source

We use the substrates with evaporated Au particles with distribution as in Figure 3.1 to grow
GeNWs using the molecular beam epitaxy source described in Section 2.4.2.

3.1.1 Flux estimation of the Ge atomic beam

The flux of Ge atoms delivered by the MBE source is a function of the source temperature. In
order to get a constant flux over time, we have fixed the temperature of the source to 1200 ◦C.
Note here that the substrate temperature differs from the MBE source temperature and they
have no influence on each other. Let us make a rough estimate of the flux of Ge atoms impinging
on the substrate. To do this, after heating the substrate to the desired 400 ◦C temperature,
we have recorded the time evolution of the Au particles over a few minutes. From the video,
we infer the volume V of a particle at two different moments separated by a time interval
∆t by assuming that particles possess a spherical shape (Figure 3.2) and that the projected
area of the droplet on the substrate S defines its cross-section. The assumption of a spherical
particle is reasonable for small solid ones (Figure 3.1). In addition, when melting is achieved
by reaching the eutectic concentration, faceting disappears and particles now display a curved
shape. Knowing the elementary volume occupied by a Ge atom Ω = 2.26 × 10−29 m3, a flux J
is calculated as:

J = V (t + ∆t) − V (t)
S(t + ∆t)Ω∆t

(3.1)

Note that the flux J calculated by this way suffers from at least three sources of error. First,
there is an underestimation of the flux due to the fact that not all Ge atoms impinging on
the substrate will effectively contribute to the increase in volume of the investigated particle.
Indeed, Ge atoms need to stick to the particle in the first place to be considered in Equation
(3.1). Thus, a sticking coefficient α with value between 0 and 1 modulates the measured flux J .
Therefore, J is more akin to an effective arrival rate rather than the real flux of the Ge MBE
source. The second error source is due to the diffusion of Ge atoms on the substrate, which may
contribute to the increase in volume of a given AuGe liquid particle. Since S is taken as the
projected area of the AuGe particle, we overestimate the incoming flux by underestimating the
total area of the substrate participating to the growth of the measured particle. To have a better
picture, we would need to know the diffusion length of Ge atoms at the substrate temperature.
Also, we have to measure the volume variation on a lonely particle, as neighbor particles may
influence the collection of Ge atoms of the measured particle. The third error source is due
to the assumption that the particles are spherical. While the three error sources prevent an
accurate assessment of the Ge flux at a source temperature of 1200 ◦C, it does yield a good
estimation of the order of magnitude.

Let us use the AuGe liquid particle marked by the arrow in Figure 3.2a to estimate the
incoming flux. Images in Figure 3.2a-b were taken 343 s apart at the same spot during MBE
growth. By measuring the diameter of the particle, we can infer both its volume and the
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a) b)

Figure 3.2: TEM micrograph of a random assembly of AuGe particles taken at a) the initial
stage when the Ge beam is switched on and b) 343 s later at a temperature of 400 ◦C with the
Ge MBE source heated at 1200 ◦C. The red arrow on both images shows the same particle at
different times. Its position is different across both pictures because of image drift.

projected surface S. We take S as the surface of the liquid particle after 343 s. We find the flux
J to be roughly 2.5 × 10−1 atoms · nm−2 · s−1 or 0.07 Ge (111) monolayer per second. Under
these conditions, we expect a very slow growth rate for our GeNWs. This means that the growth
dynamics is observable without using the fast camera. It is particularly important for observing
the early stages of the growth.

3.1.2 Observing the growth

The substrate is heated from room temperature to 400 ◦C. On the Au-Ge phase diagram shown
in Figure 3.3, this corresponds to the first vertical red arrow. When the flux of Ge atoms is
turned on, the as-deposited solid Au particles start to increase in size. Particles may start to
coalesce with time due to their proximity, which increases the particle average diameter, while
also reducing the particle density. Ostwald ripening may also take place. At the same time,
the concentration of Ge in the particles raises which gives a horizontal displacement towards
the right-hand side of the diagram (second red arrow). As Ge atoms are continuously provided,
a point is reached where the initially solid particles melt, leading to the disappearance of once
visible lattice fringes and grain boundaries (Figure 3.4b). Also, rather than displaying facets,
particles adopt a curved shape, becoming more spherical. At this stage, a eutectic melt of liquid
AuGe is obtained. With more supplied Ge, saturation in Ge occurs and any additional atoms
will provoke a state of supersaturation in AuGe liquid droplets. Precipitation of solid Ge nucleus
follows when the supersaturation in Ge reaches a threshold. This is visible in the images by a
clear change of contrast inside the AuGe liquid droplets (Figure 3.4e-f). The dark contrast is
due to the heavier nucleus of Au atoms, which deflects electrons considerably more than Ge.
Notice that the appearance of the nucleus is a very fast process, it took less than a second for it
to precipitate. Once it is obtained, the nucleus can be used as a base for the growth of a GeNW,
as more atomic planes are fabricated in a monolayer by monolayer fashion. There is a noticeable
pause after a layer is formed before the next one starts its growth. This is due to the Au droplet
being no longer supersaturated after the growth of a monolayer. Before starting a new one, the
AuGe melt must first refill to reach supersaturation, a process that is not instantaneous. This
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Figure 3.3: Au-Ge binary phase diagram (reproduced from [32]). The red arrows and the
corresponding circled numbers indicate the trajectory taken by the system during the growth
and their order, respectively.

process is cyclic [194], as shown by the double circling red arrows in Figure 3.3.

From the melting of the AuGe particles (Figure 3.4b) to the appearance of the Ge nucleus
(Figure 3.4c), there is an incubation time of 231 s. However, after that, we see that the elongation
of the newly formed nucleus occurs continuously (Figure 3.4d). The precipitation of the initial Ge
nucleus shows a drastically different characteristic time compared to the monolayer by monolayer
growth after the nucleation. Indeed, Ge atoms are absorbed for 362 s before a nucleation event
takes place while completing a new monolayer only took a few tens of seconds. This can be
understood by considering the energetics of both mechanisms and the size of the Au seeds.
Creating a Ge nucleus involves the assembly of a given volume of Ge crystal and the apparition
of multiple surfaces. This has a certain cost in energy. The excess energy is supplied by the
supersaturation of Ge in the AuGe melt. When the Ge supersaturation reaches a threshold
value, the Ge nucleation barrier can be overcome and a nucleus is formed. In contrast, adding
a new monolayer to a GeNW is easier because it creates less new surfaces. Thus, it is clear that
the energy barrier is smaller for creating a new monolayer compared to the precipitation of the
initial Ge nucleus. Consequently, the amount of excess Ge needs not to be as high for the layer
by layer growth and so the characteristic time for creating a new layer is also lower.

3.1.3 Morphology of grown nanowires

Most of the nanowires grown with our Ge MBE source show a peculiar morphology. Unlike
the ones depicted in the literature [195], they present an asymmetrical trapezoidal shape with a
notably thick bottom while the top part is narrower, giving a tapered aspect. One of such wires
is shown in Figure 3.5a. Given the diameter of the liquid catalyst at the top, it is very unlikely
that the thick bottom is the result of the layer by layer growth described before. Indeed, the
liquid catalyst has a diameter of 18 nm. This value is consistent with the average diameter of
AuGe melt at the start of the growth when the Ge beam is introduced. Consequently, it is not
capable of growing such a large base. It is likely that it is the result of sidewall deposition with
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a) b)

c) d)

e) f)

Figure 3.4: TEM micrographs of the early stages of the growth. a) As-deposited Au solid
particles at 400 ◦C before any Ge flux. b) After 131 s of exposure to a Ge beam, the Au solid
particles have melted and become AuGe liquid droplets. c) At 362 s, the droplet shown by the
red arrow has precipitated a Ge nucleus indicated by the yellow arrow. d) From 362 s to 417 s,
the Ge nucleus has continuously elongated to form a GeNW marked by the yellow arrow. e-f)
Another AuGe liquid particle highlighted by the red squared area gave a Ge nucleus. This is
indicated by the partial brightening of the particle. From the time stamp, we can see that the
nucleation process took less than a second.
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Ge atoms from the MBE flux which keep impinging on the sidewalls as observed in Figure 3.9.
Note that some nanowires had a diameter that could reach 100 nm at the top. Catalysts that
large are likely to be a result of the temperature-activated coalescence of smaller liquid AuGe
droplets. All GeNWs grown with the MBE source have a cubic diamond structure. Furthermore,
observed GeNWs have hexagonal cross-sections as shown in Figure 3.5c.

The sidewall facets of GeNWs grown by MBE appear to be uniquely of the {112} type,
on average, with a slight departure due to tapering. Not surprisingly, due to the three-fold
symmetry of the 〈111〉 growth axis, the faceting does not possess mirror-symmetry. From the
perspective of the [110] zone axis, two different geometries of {112} sidewalls are visible in Figure
3.5b. On one side, the faceting shows a succession of two different surfaces: flat {111} and rough
{113}, where {111} surfaces are longer overall than {113}. On the other, we have a very rough
surface which is close to a {113} due to tapering but with irregularities in the form of atomic
steps.

a) b) c)

Figure 3.5: TEM micrographs of GeNWs grown with the MBE source. a) Low magnification
view. The arrow indicates Ge flux direction. b) Close-up view on the catalyst in a) close to
the [110] zone axis. Inset: Fast Fourier Transform exhibiting the pattern of the [110] zone axis.
Details of the right sidewall. c) Birds eye view of a GeNW, revealing its hexagonal cross-section
and the exclusively {112} mean orientation of its sidewalls.

Due to the coalescence of the catalyst particles during the early stages of the growth, we
have found that the distribution of GeNW diameters was very broad, from 20 nm to 100 nm at
most at the tip. With this diameter distribution, GeNWs were found to grow mostly, if not only,
along a 〈111〉 direction. Quite often, the interface between nanowires and liquid AuGe catalysts
is not a single plane, but it is rather composed of a main plane perpendicular to the growth axis
and a secondary smaller plane rotated 35◦ with respect to the main part (see Figure 3.6). This
geometry is known as a truncation and has been reported for both Si and Ge NWs, regardless of
the source type, CVD or MBE. It plays a role during the growth as the volume of the truncation
fluctuates following the successive formation of new monolayers. The exact angle value should
also fluctuate with time. Gamalski et al. [194] showed that the area of the truncation is at its
lowest just before the nucleation of a new monolayer. Conversely, the area is the smallest just
after the completion of a monolayer. After this, the area increases steadily again until a new
nucleation takes place, which gives a sawtooth like variation. The truncation is thought to act
as a small Ge reservoir for the growth of a layer [194].
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Figure 3.6: TEM micrographs of a GeNW with a truncated facet. The red solid line delimits
the nanowire-catalyst interface. The yellow line delimits the truncated area.

3.1.4 Nanowire retraction

The very low Ge flux of 0.07 Ge (111) monolayers per second mentioned in Section 3.1.1 allows
us to observe interesting dynamics. To better visualize this, we can monitor the length of a given
nanowire for several minutes. This process can be automatized and performed by a written code.
We used the position of the interface at the origin time as the reference. This allows us to trace
the nanowire length as a function of time as shown in Figure 3.7.

Regression

Figure 3.7: Time evolution of the length of the nanowire shown in Figure 3.5a-b.

Over the 30-minute recording, the average growth rate is 7.4 × 10−3 nm · s−1 or 0.02 Ge (111)
monolayers per second. The length evolution shows two interesting features. First, it is quite
clear that the growth at low Ge flux is not linear. As indicated by the two dotted lines in Figure
3.7, there are actually two different growth speed of 1.6 × 10−2 nm · s−1 and 5.5 × 10−3 nm · s−1.
Second, after 10.5 minutes, a significant drop in the nanowire length can be observed. This
suggests that the nanowire has regressed at this instant and lost approximately three Ge (111)
monolayers while the Ge flux from the MBE source did not change. Therefore, it seems that
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Figure 3.8: Regression of the GeNW of Figure 3.5a-b. a) TEM micrographs of the GeNW un-
dergoing regression at three different moments. Yellow lines are always placed at the same pixel
coordinates (after drift correction) and serve as guides for the eyes. Red and green rectangles
show the area for which the plot profiles are calculated. b) Side view schematic of a regressing
nanowire. c) Gray average value profiles of the red and green area as a function of the horizontal
coordinate in nanometers. Gray levels are normalized.
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the AuGe liquid catalyst became undersaturated in Ge at this moment of the growth which
points towards a Ge leakage. Following this, the growth rate decreases. Leaking of Ge atoms
from the catalyst may indicate some form of desorption processes, possibly accelerated by the
electron beam. However, the vapor pressure of Ge at 400 ◦C is vanishingly small and rules out
this possibility [196]. Instead, we propose that Ge atoms diffuse out of the catalyst. Given the
low flux of Ge, the Ge atoms lost are not replaced fast enough to counterbalance the diffusion.
Ge atoms from the nanowire are then extracted to refill the catalyst, leading to the regression
of the nanowire. The decreased growth rate may originate from an increased out-of-catalyst
diffusion rate.
a) b)

Figure 3.9: Lateral deposition on the GeNW of Figure 3.5a-b following the instant when
regression occurred. The timestamps are the same as in Figure 3.8. Yellow lines are always
placed at the same pixel coordinates and serve as guides for the eyes.

Let us examine in more detail the nanowire regression. The state of the nanowire prior
to the regression is shown in Figure 3.8a which consists of three images taken at timestamps
9:52, 10:36 and 10:40. We have drawn yellow lines on the images to serve as reference to better
highlight changes. The time stamps shown in the bottom left corner are consistent with those in
Figure 3.7. We can see that from 9:52 to 10:36, the height of the catalyst droplet has decreased
while no additional monolayers were added. On the contrary, it is apparent that the catalyst-
nanowire interface was also displaced towards the nanowire base by a few Ge (111) planes which
is consistent with the idea of a regression. Its mechanism can be understood by analyzing the
interface evolution. There is a noticeable darkening of the area just below the catalyst-nanowire
interface at 10:36 compared to the same interface at 9:52. To establish this, we can draw a plot
profile at 9:52 of the gray value of the image and compare it to another plot profile done on 10:36
in the same area. Both rectangles are 30 pixels wide in order to use average gray values from
all 30 pixels. The red and green rectangle in both figures display where the plot profile is done.
Gray level profiles of images 9:52 and 10:36 are shown in Figure 3.8c. Note that there were
no changes in observation conditions between the two images: the defocus of the objective lens
was kept constant and so the gray level values can be directly exploited after the background
level is normalized in both images. The plot profiles clearly show a contrast difference below the
interface between moments 9:52 and 10:36. The darkening of the area just below the interface
demonstrates that the catalyst has leaned towards the back side of the nanowire as shown by
Figure 3.8b. This darkening is due to the increased electron scattering property of Au thanks
to its higher nucleus mass compared to Ge. Because of the leaning of the catalyst towards the
backside of the nanowire, it is very likely that the consumption of the nanowire starts at the
triple phase boundary, where the liquid catalyst takes the place of the dissolved monolayers. The
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inner parts are dissolved next, followed by the opposite edge. Thus, "degrowing" seems to occur
in a step-flow like fashion, similar to what has been observed in nanowire growth [197, 198, 199].
The "degrowth" mechanism shown here helps to achieve Ge saturation in the droplet no matter
the incoming flux of Ge and the eventual diffusion of Ge atoms out of the catalyst. Before
growth can restart, there is an incubation time where Ge from the incoming flux continues to fill
the catalyst after which sufficient supersaturation is attained again. This is shown by a plateau
in the nanowire length after the regression in Figure 3.7.

Following the regression, an important restructuration of the left sidewall occurs, reducing
the length of {113} facets and increasing {111} and {112} ones. Figure 3.9 shows this restruc-
turation that occurs from 16 seconds to 36 seconds after the retraction. It is worth noting that
before the regression took place, there is little lateral deposition. It is only after we observed
an increase in the deposition rate on the sidewall. Consequently, we believe that this important
influx of Ge atoms filling the sidewalls comes from the catalyst and explains the difference be-
tween the effective Ge flux and the nanowire growth rate. This creates a shortage of Ge atoms
in the AuGe catalyst. The shortage creates a Ge undersaturation that is then compensated by
the GeNW regression. Once the restructuration is over, "degrowth" will stop and normal growth
of the nanowire resumes. In the next section, we describe why this phenomenon occurs.

3.1.5 Surface restructuration

It is expected that nanowires thicken during the growth, as sidewalls receive a continuous flow
of Ge from the Ge beam. Some Ge atoms can also come from the catalyst itself. This can
lead to a restructuration of the surfaces displayed by the sidewalls. A nanowire undergoing
such a restructuration is shown in Figure 3.10. Over the course of several seconds, we can see
the addition of two {111} layers to the GeNW surface plane on the left (yellow arrows). They
originate from the {113} surfaces shown by the yellow arrow in Figure 3.10a and then propagate
along the sidewall towards the nanowire base in a step-flow fashion. The step propagation front
is not a single plane. Because of this surface restructuration on sidewalls by propagation of
additional {111} layers, the system will tend to extend existing {111} surfaces, push {113}
surfaces to fuse together and reduce the number of edges on the sidewall. By reducing this
number, the system minimizes the energy of the left sidewall.

{113} surfaces have an energy of 0.066 eV · Å−2. {111} surfaces have a slightly greater energy
at 0.069 eV · Å−2 while {112} have the lowest energy of the three, at 0.060 eV · Å−2 [200]. Given
that the sidewalls are made of {111} instead of {112}, it is likely that the {111} surfaces are
reconstructed which lowers their energy below the {112} one. It is therefore surprising that
{113} surfaces are created in the first place. This can be explained by considering the two
following aspects:

• The diameter of the GeNW near the catalyst-nanowire interface is constrained by the
diameter of the liquid catalyst.

• {111} sidewalls which have the lowest energy are not parallel to the nanowire growth axis.

In Figure 3.10, if the catalyst would continue growing the GeNW by prolonging the flat {111}
sidewall on the left, it would lead to the shrinking of the catalyst-nanowire interface. Knowing
that the liquid catalyst is pinned on the edge of the nanowire and assuming it preserves its
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a) b) c)

Figure 3.10: TEM micrographs of a GeNW undergoing surface restructuration. The yellow
arrow shows the position of a step flow. The red line in a) indicates the orientation of {111}
planes; the yellow lines, parallel to it, are guides to the eye to show the thickening of the
nanowire.

volume, we see that the decline in the total area of the interface would result in the deformation
of the droplet. Thus, the system would endure a geometric frustration. This is similar to
what occurs in SiNWs when catalyzed by Au [201]. To reduce the frustration, the catalyst will
alternatively create low energy {111} and higher energy {113} surfaces to maintain a roughly
constant diameter of the catalyst. Therefore, it is the step-bunching of the newly created
{111} planes that creates {113} facets. Alternating {111} and {112} would still lead to the size
reduction of the catalyst-nanowire interface and to a droplet deformation. That is because {112}
surfaces are perpendicular to the interface. In the GeNW of Figure 3.5, the right-hand sidewall
also undergoes significant restructuration. At first, we see a succession of {111} and {113}
surfaces due to the geometrical frustration. However, while the {111} surface at the top remains
stable during the growth, it is different for the other {111} and {113} surfaces below. Indeed,
we observe a gradual transition from two types of surface to a single one thanks to the sidewall
deposition: the incoming Ge atoms preferentially deposit at the top edges of {111} surfaces. This
filling has the following consequences: {113} rough surfaces gradually disappear and a single
and longer {111} is established. Also, atomic steps in other {113} are filled to become a rough
{112}. Overall, we have a replacement of {113} by lower energy {112} (0.071 eV · Å−2) followed
by a reduction in the number of edges on the sidewall. Sidewall deposition thus constitutes a
path towards controlling faceting after the growth of GeNWs which are growing along the 〈111〉
direction.

Because the surface restructuration is dependent on the diffusion of Ge atoms towards the
step, we conjecture that it can be controlled by varying the substrate temperature. To that
effect, we image another sidewall and observe a change in behavior when we change the surface
temperature. At 360 ◦C, Ge atoms seem to preferentially deposit on the rough part of the walls,
composed of facets oriented close to {113} (Figure 3.11a-b). When we reduce the temperature
to 200 ◦C, rather than reducing the wall roughness on the right side of the image, Ge atoms
diffuse towards existing monoatomic steps (Figure 3.11c-d). This results in the propagation
of the said steps and the creation of multiple small {111} surfaces. The distance between the
steps provides a lower bound of around 10 nm for the Ge atoms diffusion length at 200 ◦C.
At room temperature, Ge atoms are unable to diffuse and this leads to the formation of an
amorphous layer of Ge at the surface. We then see that temperature is a key factor for surface
restructuration and also influences the step bunching. Lower temperatures favor their spreading
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Figure 3.11: Effect of temperature on the surface restructuration. Images taken at temper-
atures of 360 ◦C for a) and b) and 200 ◦C for c) and d), respectively. Images at the same
temperature are taken 100 s apart. The yellow arrows indicate area of interest between images
taken at the same temperature.
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while high temperatures stabilize their bunching. Consequently, carefully changing temperature
during growth allows for a fine control on the morphology of GeNW sidewalls.

3.1.6 Unpinning of the catalyst

Under steady growth conditions, the catalyst droplet is pinned at the top edge of the nanowire
thanks to the balance of the forces associated with surface tensions (Figure 3.13). On some
occasions however, it is possible for the liquid catalyst to unpin from the top of the nanowire
and slide along the sidewalls. The nanowire in Figure 3.12, growing along the 〈111〉 direction, has
its catalyst unpinning from the top {111} and sliding along the atomically rough {122} before
joining the flat {111} sidewall. In the initial stage, the nanowire was cooled at 352 ◦C, which
solidified the catalyst. The presence of periodic lattice fringes in the catalyst in Figure 3.12a
is an evidence of the solidification. The spacing measured is 0.36(5) nm. The high uncertainty
is due to the small visible number of fringes in the catalyst. However, the measured spacing is
visibly larger than the Ge (111) spacing (0.326 nm) and any interplanar distances in Au. It is
possible that the observed solid phase is actually a metastable compound of Au and Ge, which
was already reported for GeNW growth [202]. Also, there is a contrast in the catalyst particle.
This suggests a phase separation between the Ge-rich and the Au-rich part.

We then heat the substrate to 450 ◦C, after which the melting and unpinning of the catalyst
is observed. After that, the propagation of atomic steps, as seen in Section 3.1.5, allows the
catalyst droplet to slide back and forth (Figure 3.12b). At the same time, the droplet is visibly
shrinking during its erratic movement, showing not only a loss of Ge atoms but also Au. After
a few seconds, the liquid droplet has stopped moving while the sidewall continuous supply of
Ge leads to the growth of a new branch on the existing nanowire (Figure 3.12c). Finally, the
catalyst completely vanishes (Figure 3.12d). Note that the unpinning was also observed at
constant temperature.

Let us investigate what made the catalyst unpin in the first place. Thermodynamics dictates
that for a droplet to undergo movement while resting on a solid surface, the sum of forces
exercised on the triple phase boundary between the vapor phase, the liquid droplet and the
solid surface should be non-zero. The balance of forces at the edge of a droplet resting on a flat
surface is given by the well-known Young’s relation:

γLV cos β + γSL = γSV (3.2)

where γLV , γSV and γSL are the liquid-vapor, solid-vapor and solid-liquid interfacial energies
respectively. β is the wetting angle of the droplet. When the relation is true, the droplet remains
static. This relation must be modified due to the specific geometry of a nanowire into the form:

γLV cos β + γSL = γSV sin θ (3.3)

where θ is the angle between the normal to the catalyst-nanowire interface and the adjacent
sidewall (Figure 3.13), also called tapering angle.

Because the droplet was initially pinned at the top, it is safe to assume that either change in
the wetting angle, tapering angle or interfacial energies could account for its shift in behavior.
These changes have different implications. The wetting angle is directly linked to the volume
of the liquid droplet and nanowire diameter. We already established that the catalyst could
lose part of its Ge content when we discussed the regression event. It is also possible that Au
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Figure 3.12: Unpinning of the catalyst from the top of a GeNW. a) The solid catalyst at 352
◦C is initially on top of the nanowire. b) 103 s after heating at 450 ◦C, the catalyst has unpinned
and is sliding back and forth on a flat 111 surface. The red line shows that the droplet rests on
an atomic step. The image is rotated to better highlight the step. c) After 240 s, the catalyst
has come to a rest and is growing a new branch. d) Low magnification view of the nanowire
showing where the sliding catalyst has been imaged.

atoms leak out of the catalyst as we will see later in Section 3.3.2. A possible explanation for
the unpinning is that the leakage is significant enough so that it disturbs the balance of forces
at one region of the triple phase line. The second option implies that one solid-vapor interfacial
energy abruptly changes during the growth. This can happen in the case when the surface is
restructured prior to the unpinning. This is also a very likely possibility given the observations
of Section 3.1.5. Modifications of the surface type will have repercussions on the tapering angle
θ. A good illustration is the nanowire of Figure 3.12a: the surfaces adjacent to the catalyst are
different as the left sidewall is a {122} surface while the right one is a {001} type. Both will give
different values of θ (-36◦ for {122} and 33◦ for {001}). In conclusion, it is probable that the
droplet unpinning is due to a combination of both a volume variation and changes in surface
energy during the growth.
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Figure 3.13: Schematic of forces at the triple phase boundary.

3.2 Chemical vapor deposition growth of GeNWs

In this section, CVD sources are used to grow Au-catalyzed GeNWs. In the in situ microscope
NanoMAX, a gas cylinder containing a mixture of digermane Ge2H6 diluted in 90 % H2 provides
the Ge required for the growth. In the plasma-enhanced chemical vapor deposition (PECVD)
Plasfil reactor (see Section 2.2), a bottle of germane GeH4 diluted in 99 % H2 is used. Using both
pieces of equipment to grow GeNWs may grant additional insights on the dynamics, specifically
on the effect of the plasma environment.

3.2.1 Nucleation and growth

Prior to the injection of the 10:90 Ge2H6/H2 mixture, we heat the SiC membrane to 300 ◦C.
0.3 sccm of the mixture are introduced into the microscope, which gives a total pressure of
2 × 10−2 mbar or a Ge2H6 partial pressure of roughly 2 × 10−3 mbar. Upon arrival in the vicinity
of the heated substrate, the combined action of the electron beam and the temperature easily
cracks the digermane molecule. This is immediately visible by comparing Figure 3.14a-b. Both
figures are separated by a time interval of 26 s. We see that the Au catalyst has expanded.
Just after that, the Au particle has been melted and became a liquid alloy of AuGe. At 41
seconds, a solid Ge nucleus appears and starts to grow into a GeNW. Following the nucleation,
the elongation of the GeNW occurs in a similar fashion as what we described with the MBE
source. The subsequent growth of Ge (111) crystal takes place in a layer by layer fashion.

While the Au catalyst in the images has grown in size due to the absorption of Ge atoms,
spherical Ge crystals begin to form at a rapid rate at the SiC surface. It is also another
demonstration of the influence of the temperature on the atom diffusion. At 300 ◦C, the thermal
energy is insufficient to drive most Ge atoms directly towards the Au catalyst. The impinging
Ge atoms remain close to their landing location, condensing to grow these three-dimensional
structures. With the MBE growth where the temperature was set to 400 ◦C, no such crystals
were observed, even well after the first formation of a solid Ge nucleus. After 70 seconds of
exposure to the gas mixture, the once-spherical Ge crystals have grown large enough to form a
film on the substrate. This Ge film is problematic if one wants to obtain small diameter GeNWs.
Indeed, the growth of this Ge film occurs at a much faster rate than the absorption of Ge and



80 Chapter 3. Surface dynamics in the growth of germanium nanowires

a) b)

Figure 3.14: TEM micrographs taken during the early stages of the growth in NanoMAX
using the CVD source on the heated SiC substrate at 300 ◦C. Ge flakes are seen growing while
a GeNW is forming. At 0 second, the Ge2H6/H2 mixture is injected in the TEM for a total
pressure of 2 × 10−2 mbar.

subsequent nucleation in small Au droplets. Thus, before a GeNW can appear, some of the
small catalysts have been buried under the Ge thin film (Figure 3.15). This does not occur for
larger catalysts (10 nm or more) such as the one shown in Figure 3.14. This phenomenon favors
the growth of large diameter GeNWs.

a) b) c)

Figure 3.15: Burying of small Au catalysts (6 5-nm diameter, darker contrast) at a substrate
temperature of 300 ◦C. At 0 second, the 10:90 Ge2H6/H2 mixture is injected in the TEM for a
total pressure of 2 × 10−2 mbar.

For the growth in the Plasfil reactor, we use Au solid particles evaporated on Si (111) with
a native oxide. Thus, we do not expect epitaxy nor any preferential growth direction. We
first increase the temperature of the substrate holder to the growth temperature of 300◦C at
0.8 mbar pressure of pure H2. When the growth temperature is reached, the H2 is purged
from the reactor. We then introduce the 1:99 GeH4/H2 gas mixture at a pressure of 0.9 mbar
and ignite the radiofrequency plasma with power of 10 W. This gives a GeH4 partial pressure
of 9 × 10−3 mbar. At this moment, the germane molecules start to dissociate and the growth
process starts. The growth finishes by switching off the plasma and replace the gas mixture of
GeH4/H2 with pure H2. The electrodes are then slowly cooled to room temperature after which
the sample is retrieved. We have then loaded the wafer inside an SEM and transferred some
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of the grown GeNWs onto a carbon-coated TEM grid using the scratching technique shown in
Section 2.2.

3.2.2 Nanowire morphology

Similar to the MBE growth, most wires produced in NanoMAX were found to grow in the 〈111〉
direction. For a growth experiment at a temperature of 300 ◦C, the GeNW diameter at the
tip ranges from 7 nm to 86 nm with the average and median value at 35 nm and a standard
deviation of 20 nm (measured on 65 wires). For the PECVD growth in Plasfil at 330 ◦C, the
diameter at the tip ranges from 14 nm to 60 nm with the average at 31 nm and a lower standard
deviation of 8 nm (measured on 68 wires). The main growth direction is also 〈111〉. Compared
to the 10-nm average Au particles diameter in Figure 3.1, we see that most of the GeNWs
have superior diameter. This is due to temperature-activated Au-particle coalescence. In the
following, we will detail the differences between wires grown by CVD or PECVD.

3.2.2.1 Nanowire-catalyst interface

In GeNWs grown in NanoMAX by CVD, we again observe the presence of a truncated facet
near the triple phase boundary (Figure 3.16). The angle between the main (111) interface and
the truncated facet is similar to that found with MBE. This suggests that this facet has the
same function as in MBE despite a superior growth rate for CVD (5.4 × 10−1 nm · s−1). In the
PECVD Plasfil reactor, the interface is missing as all catalysts on top of GeNWs have vanished
after retrieval of the sample and its loading into the SEM. We suggest two possibilities. First, the
catalyst was consumed completely during the growth. We have already observed a similar event
in Section 3.1.6. The other hypothesis is that the liquid catalyst was destabilized at the end of
the growth when we stopped the plasma and cooled the sample back to the room temperature.
This would mean that the plasma must have an effect on the surface energies, which may lead
to unpinning the droplet after it is off.

Figure 3.16: TEM image of a CVD-grown 〈111〉 GeNW in NanoMAX. Inset: FFT of the
yellow squared area. Close-up view of the truncated facet in the red squared area.

To decide which hypothesis is correct, we grew GeNWs for different growth times. The
results for 10-, 17- and 60-minute growths are shown in Figure 3.17. For any growth duration,
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no catalysts are found on top of GeNWs. Also, wires grown for 60 minutes are noticeably longer
than those growing for 10 or 17 minutes. It is then clear that the catalyst can stay on top for
at least longer than the latter duration. Thus, it rules out the possibility that the catalyst be
completely consumed during the growth. Furthermore, all the GeNW tips have more or less the
same diameter regardless of the time. This also disqualifies the droplet consumption possibility
and only leaves a potential unpinning due to the plasma shutdown that occurs at the end of the
growth when we stop the plasma and cool down to room temperature to retrieve the sample for
later observations.

Figure 3.17: SEM images of GeNWs grown in Plasfil for different growth times on Si (111) at
330 ◦C. The scale is the same in all images. White dots in the 10- and 17- minute growths are
GeNWs that grew almost perpendicularly to the substrate.

3.2.2.2 Tapering angle

By measuring two diameters on the same nanowire: one at the top and one far from it, we
can define a tapering angle. An angle of 0◦ means that the GeNW is perfectly cylindrical. For
GeNWs grown in NanoMAX, we find the tapering angle to be around 1◦ (Figure 3.18a). In the
PECVD Plasfil reactor with a 9 × 10−3 mbar GeH4 partial pressure at a temperature of 330◦C,
the tapering angle is more pronounced with a value of 12◦ (Figure 3.18b). The tip diameter is
around 15 nm for most wires. Such a disparity has to be related to the differences of growth
conditions between the two setups. Regarding Plasfil, we have already found that a potential
consumption of the Au catalyst droplet during the growth is unlikely. Thus, the tapering in
our GeNWs grown in Plasfil is not due to a gradual decrease of the catalyst diameter. Rather,
sidewall deposition is a more reasonable candidate. Lateral walls near the base of a GeNW are
exposed for a longer time to GeHx than the top, which gives the tapered shape. More specifically,
it is the ratio between axial and radial growth rate that drives the tapering angle. When the
radial growth rate is no longer negligible compared to the axial one, an increase in the angle is
expected.

The growth rates in NanoMAX and Plasfil both depend on the amount of cracked germa-
nium hydride molecules that impinge on the growing GeNW, which is related to the cracking
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efficiency and the partial pressure of the hydrides. In Plasfil, the cracking is done by the plasma
environment. Thus, the reactor is filled with radical species issued by cracked germane. Both
the lateral walls and the catalyst receive a similar amount of the latter. Thus, the lateral and
axial growth rate are comparable and this leads to the high tapering angle. In NanoMAX, we
have not used the plasma source for the growth. The cracking of Ge2H6 is essentially done by
the contact between the molecules and the heated Au catalysts. Thus, there should be cracked
species on the Au catalysts and negligible amount on the walls. This gives a high axial over
radial growth ratio and maintains a very small tapering angle.

If the axial over radial growth rate favors tapering in Plasfil, it could also be due to the
inability of Ge atoms which arrive on the sidewalls to reach the catalyst. This deprives the
catalyst of Ge atoms and hinders the axial growth rate. A diffusion length for Ge atoms on
the walls that is very inferior to the nanowire length can favor sidewall growth as was shown in
Section 3.1.5.

a) b)

Figure 3.18: Difference of tapering angle between GeNWs grown in NanoMAX and Plasfil.
a) TEM micrograph of GeNWs grown in NanoMAX on the heated SiC substrate. Some Au
precipitates are found at the GeNW base (yellow arrow). These are formed after Ge2H6 purging
and cooling down at room temperature. b) SEM micrograph of GeNWs grown in Plasfil on a Si
(111) wafer.

3.2.2.3 Sawtooth faceting

In MBE, we have found the faceting to be asymmetrical when observed in the [110] zone axis.
In CVD, since the general shape of GeNWs is different, we also expect a different faceting.
An important difference is the symmetrical nature of the faceting, as both the left and right
sidewall show a succession of similar family of planes. Figure 3.19a clearly demonstrates that
both sidewalls are only made of small {111} planes arranged in a saw-tooth fashion with different
oxide layer thicknesses. GeNWs grown in NanoMAX for example have a series of 3 (double-)
atomic column creating a small tilted {111} plane ended on both side by a small step which is a
two-atom wide {100} plane. This succession of small facets is ultimately what gives the GeNW
a smooth appearance, contrasting with GeNWs grown with MBE.
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a) b)

Figure 3.19: Difference of sidewall faceting between GeNWs grown in NanoMAX by CVD
and Plasfil by PECVD. a) TEM micrograph of the red squared area in the inset. Inset: low
magnification view of a GeNW grown in NanoMAX, scale: 20 nm. b) TEM micrograph of
the red squared area in the inset. Inset: low magnification view of a GeNW grown in Plasfil
transferred on a TEM Cu grid using the scratching technique, scale: 20 nm.

The faceting of GeNWs grown in Plasfil is more difficult to observe properly. The substrate
transfer from the reactor to TEM implies the GeNWs exposure to ambient air. An oxide layer
inevitably forms around the sidewalls and hinders observation. Figure 3.19b shows a similar
structure of the sidewall with a saw-tooth faceting based on small {111} planes. The major
difference with NanoMAX is associated with the fact that the faceting in Plasfil has to accom-
modate the much higher tapering angle. It can be seen that the small tilted {111} planes are not
always three atomic column-long but sometimes four or more before encountering a horizontal
{111} step. By modulating the length of the tilted surfaces, different tapering angle can be
obtained.

3.2.3 Temperature influence on the growth of GeNWs

Nucleation in NanoMAX was done at a temperature of 300 ◦C. After we obtained GeNWs
with sufficient length, we varied the temperature in a range from 230 ◦C to 300◦C under a
2 × 10−3 mbar Ge2H6 partial pressure. We find that the growth rate is independent of the tem-
perature in the 250-300◦C range at 5.4 × 10−1 nm · s−1. In a given GeNW, we have not observed
any visible differences between parts that were grown at different temperatures. Faceting and
tapering remain the same while catalysts retain their spherical shape.

The latter observation is surprising given that the eutectic temperature of the Au-Ge binary
system is 361 ◦C. This means that along the whole temperature range where we grew GeNWs,
we should have a solid catalyst containing a mixture of diamond cubic Ge and face centered
cubic Au. Thus, we should have a catalyst with clearly defined facets. However, as Figure 3.18a
shows, all catalysts have a spherical shape and this is evidence that they are liquid. Thus, we
manage to have a VLS growth mode, and not VSS, even below the eutectic temperature. The
liquid catalyst is then a metastable supercooled melt. Kodambaka et al. and Gamalski et al.
have reported a similar behavior for the AuGe binary melt [32, 203]. Theses authors found
liquid AuGe droplet for temperatures as low as 240◦C where the gas precursor for germanium
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Figure 3.20: SEM micrograph of GeNWs grown in Plasfil for 60 minutes at different temper-
atures.

was also Ge2H6. While it is possible, thanks to size effects, to partially stabilize the supercooled
droplet [192], it is more likely that the catalyst remains liquid due to the high nucleation barrier
for the formation of solid face-centered cubic Au. High supersaturation in Ge inside the catalyst
decreases the chemical potential of Au atoms. In contrast, a decrease in Ge concentration should
allow the Au chemical potential to overcome the barrier and solidify the droplet. As temperature
further decreases, it becomes harder to retain a high level of Ge supersaturation as dissociation
of the Ge2H6 is more difficult. We later discuss how a high supersaturation is possible.

In the Plasfil reactor, we went for a broader temperature range from 207 ◦C to 400 ◦C.
Figure 3.20 shows SEM low magnification views of typical GeNWs obtained at the indicated
temperatures for the same growth time of 60 min. The growth of GeNWs starts at 239 ◦C. The
nanowires are short and far away from each other. An increase in temperature to 266 ◦C yields
a higher density array of GeNWs and longer ones. When the temperature is further increased
to 298 ◦C, an even higher density is reached but the GeNW average length seems to decrease,
in contrast to to NanoMAX where no measurable change in growth rate was observed over the
250-300 ◦C range. The measured growth rate in Plasfil is 1.6 × 10−1 nm · s−1. From 351 ◦C
onward, the nanowire shape changes drastically. Dense and short wires become the norm.

3.3 Divergence in surface dynamics with growth conditions

In the previous sections, we have described the growth and highlighted some structural differ-
ences in GeNWs for three fundamentally different growth conditions:

• In situ growth in NanoMAX in a high vacuum environment where Ge atoms were supplied
by an MBE source giving a slow growth rate of 7.4 × 10−3 nm · s−1.

• In situ CVD growth in NanoMAX with a vapor phase containing Ge2H6 molecules and
H2 at a rate of 5.4 × 10−1 nm · s−1.

• PECVD growth in the Plasfil reactor using a mixture of GeH4 and H2 as a precursor at a
rate of 1.6 × 10−1 nm · s−1.
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In this section, we now discuss physical consequences of these different environments on
surface dynamics.

3.3.1 Influence of surface hydrogenation

Apart from the wide disparity in the observed growth rates, the most obvious repercussion of
using different types of sources is the chemical composition of the vapor phase surrounding the
growing nanowires. In MBE, pure Ge atoms are sent towards the sample to grow GeNWs while
CVD necessarily involves the presence of hydrogen atoms coming from the cracking of germanium
hydride molecules. Upon cracking, radical species, such as atomic hydrogen, are produced which
may impinge on the nanowire lateral walls and be adsorbed, filling existing dangling bonds. In
Plasfil, due to the plasma environment, hydrogen atoms are present in a much greater quantity.
Large scale hydrogen adsorption may create a passivation layer around the nanowire, greatly
influencing surface dynamics by lowering surface energies [204, 205]. It was also suggested that
a hydrogen layer reduces Ge surface self-diffusion [206]. At the same time, some hydrogen atoms
may desorb from the GeNWs sidewalls [207] especially at high temperature. This can reduce
the hydrogen passivation layer quality and lead to further modifications in surface energies.

a)

{111}

{113}

b)

{111}

c)

{111}

{100}

Figure 3.21: GeNW sidewall configuration depending on their coverage by adsorbed hydrogen
atoms. a) Hydrogen-free surface configuration (MBE). b) Hydrogen-filled surface configuration
(CVD) at a H2 partial pressure of around 10−1 mbar. c) Hydrogen-filled surface configuration
(PECVD) at a H2 partial pressure of around 3 mbar; notice that, in this case, the GeNW is
growing along the 〈110〉 direction.

Changes in surface energies generally have an impact on the equilibrium shape of a given
crystal. It is also the case for nanowires, particularly with the sidewall faceting. Comparing what
was obtained with MBE and CVD growths, it is clear that adsorbed hydrogen plays a major
role. Hydrogen-free MBE growth favors large facets, alternating {111} and {113} orientations
(Figure 3.21a) while CVD with the presence of hydrogen shows very short tilted and horizontal
{111} sidewalls (Figure 3.21b). We have established that the coexistence of at least two different
surface types in the nanowire sidewalls is due to geometrical frustration: {111} surfaces are the
lowest energy surfaces but they are not parallel to the growth axis. If the catalyst droplet
continues to grow {111}, it would reduce the size of the interface and lead to deformations in
the droplet (Figure 3.13). Therefore, the catalyst needs to create another surface to preserve the
diameter of the interface. If hydrogen is not considered, alternating {111} and {113} minimizes
the total energy of the system as well as keeping an overall constant nanowire diameter and the
number of surface edges, which cost energy, is minimized. If a significant amount of hydrogen
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is covering the walls, we see that the reduction of surface energy is so high that it now becomes
more favorable to only grow low energy hydrogen-filled {111} [208] facets with more surface
edges. If coverage becomes insufficient, then newly nucleated layers revert back to the {111}
and {113} double surface type configuration [206].

a) b)

c) d)

Figure 3.22: Effect of hydrogen partial pressure on the 60-minute growth of GeNWs in Plasfil
at 330 ◦C on a Si (111) wafer. a-b) Top and side view SEM micrographs of sample prepared at
8.9 × 10−1 mbar H2 partial pressure. Inset: Close-up view, scale bar: 200 nm. c-d) Top and side
view SEM micrographs of nanowires grown at 2.9 mbar H2 partial pressure. The yellow arrow
in c) shows a nanowire lacking a tip. Yellow arrows in d) indicate terraces in a GeNW. Inset:
Close-up view, scale bar: 200 nm.

The hydrogen layer also affects the liquid catalyst droplet, and is a determining factor for
its stability. Thanks to the experiments in the Plasfil reactor, we have shown indeed that upon
plasma shutdown, the liquid catalyst is no longer pinned to the tip of the nanowire. Figure 3.17
clearly demonstrates this where no catalysts are visible at the nanowire tips regardless of the
growth duration. Let us try to explain this mechanism. The plasma environment is responsible
for the efficient cracking of GeH4 into GeHx radicals. Furthermore, H2 is also dissociated into
atomic hydrogen. When the plasma is off, these chemical species are no longer produced so that
additional atomic hydrogen no longer impinges onto the sidewalls. The quality of the hydrogen
passivation layer then starts to degrade in coverage because the hydrogen atoms desorbing from
the nanowire surface are not replaced. Next, sidewall surfaces become bare and their energy
rise back to their initial value. This gradual increase in surface energy, exacerbated by the high
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tapering angle of the grown GeNWs, changes the equilibrium wetting angle at the triple point
and destabilizes the liquid catalyst droplet on top. Finally, a critical point is reached when the
droplet wets the nanowire it sits on, ultimately leading to the unpinning of the catalyst. Notice
that this explanation only rests on the presence of hydrogen radicals and not on the plasma
conditions. Thus, in the NanoMAX growth, if Ge2H6 present in the column is completely
purged or significantly reduced, it should give the same result as a plasma switch off in Plasfil.
Such an experiment was reported in the literature [206] and a destabilization of the catalyst was
indeed observed.

Desorption is a thermally activated process. As temperature is increased, the rate of desorp-
tion should accelerate in an exponential way which depends on its activation energy. Thus, for
a constant partial pressure of H2 and germanium hydride, if the environment becomes hotter,
there should exist a point where the amount of desorbed hydrogen per unit time exceeds the
amount of hydrogen atoms adsorbed by the sidewalls. In the Plasfil reactor, for a H2 partial
pressure of 0.9 mbar, it seems that the threshold is reached around 351 ◦C where the GeNWs
shape undergoes a transition as seen in Figure 3.20. A similar result was also described elsewhere
[207] along with the observation that the transition temperature shifts with the pressure of H2.

Because a change in surface energies affects the stability of the catalyst droplet, the nanowire
growth direction can be influenced by the presence of hydrogen atoms. Figure 3.22 shows two
growth experiments with two different H2 partial pressures, one at 8.9 × 10−1 mbar and the other
at 2.9 mbar. The GeH4 partial pressure was fixed at 9 × 10−3 mbar in both cases. Nanowires
grown with a high H2 partial pressure (Figure 3.22c-d) have faceted sidewalls, contrary to those
grown with a low amount of hydrogen (Figure 3.22a-b). We can clearly see the presence of
terraces on the inset of Figure 3.22c. This is confirmed by the yellow arrows in Figure 3.22d.
Furthermore, in this higher H2-pressure sample, there is a higher proportion of wires where
catalysts were unpinned. Such wires are identified by their top part, that do not present a thin
tip. A few GeNWs presenting this particular shape were also observed in NanoMAX, see Figure
3.23. Analysis of the planes shows that their growth direction is 〈110〉 instead of the usual
〈111〉 [209] where the sidewalls are flat {111} or {100} surfaces, see Figure 3.21c. This is further
confirmed by the inverse V-shape of the catalyst-nanowire interface, as this is a recurring feature
in those wires [209]. Lateral growth is responsible for the formation of the observed terraces
akin to the diffusion-induced propagation of atomic steps observed in Figure 3.11.

Figure 3.23: TEM micrograph of a 〈110〉 GeNW with flat {111} walls and terraces.
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3.3.2 Existence of a wetting layer

In the previous section, we established that a plasma shutdown leads to the unpinning of the
liquid catalyst, and that the adsorbed hydrogen affects the stability of the droplet. Also, in
MBE growth, we have observed that the catalyst could unpin from the tip of the nanowire, and
start sliding along flat {111} surfaces before finally vanishing. Thus, an interesting question
arises about the nature of the mechanism responsible for these observations, and in particular
how the catalyst can lose Ge and Au atoms during the growth. We propose that the formation
of an AuGe wetting layer, originating from the AuGe catalyst, can explain our results. A similar
phenomenon was observed during the growth of Au-catalyzed [210, 211, 212, 213] or Sn-catalyzed
SiNWs [28].

Evidence for this wetting layer can be found in the in situ data. Because liquids tend to
wet flat high energy surfaces rather than low energy ones, bare Ge (111) surfaces are good
candidates for the search. A TEM image simulation, like the one used to simulate the 2H
structure in Section 2.3.3.2, can help with the identification of the Au liquid layer. Using the
structure depicted in Figure 3.24a consisting of the bare Ge (111) surface and a layer of randomly
placed Au with one atom wide thickness, we obtain in a 〈110〉 zone the simulated image as in
Figure 3.24b. The random position of the Au atoms should represent the liquid nature of the
layer. The average distance between Au atoms is chosen so that the known liquid Au density
of 17.31 g · cm−3 is achieved. The image obtained presents a very dark fringe on the Ge (111)
surface. A very interesting characteristic of this dark fringe is that a change in the defocus
of the TEM objective lens does not change its dark contrast. Thus, this dark fringe is clearly
distinguishable from a Fresnel fringe that occurs on an object border, which can become dark or
white depending on the defocus. The dark contrast is due to the high interaction cross section
between incident electrons and the heavy Au nuclei as electrons are heavily deviated from their
original path.

The GeNW grown by MBE (see Section 3.1.6) and shown in Figure 3.24c presents a long
{111} section that does have a noticeably dark fringe while the upper rough {122} does not.
This should be indicative on the presence of a continuous wetting layer. It provides a channel
for the leaking of the catalyst droplet: the latter depletes its content in order to cover a portion
of the {111} surfaces present in the GeNW. The fact that high energy rough surfaces such as
{122} are not concerned by the wetting also explains how the AuGe liquid catalyst is stable in
the first place. Rough planes serve as walls in the leaking process, while the Au catalyst extends
a monolayer film over {111} planes. This limits the total area the catalyst can wet and allows
for the droplet to stay on the top without sliding down.

Other evidence of the wetting layer in MBE grown GeNWs can be found after the growth.
Upon cooling down, the liquid layer breaks down and forms small Au solid particles along the
initially covered surface plane. This is best seen in Figure 3.25a-b. Clusters of dark aggregates
can be seen on the edge of the GeNW. Some particles, like the one in the inset of Figure 3.25a
are correctly oriented with respect to the electron beam and this enables to reveal their internal
periodic structure. The nature of the dark aggregates is confirmed by EDX analysis of a dark
spot in Figure 3.25a, which is shown in Figure 3.25d with peaks corresponding to Au. Clearly,
they segregate on specific areas of the walls. This supports the hypothesis that the Au wetting
layer can only exist on specific surfaces. Since the crystal structure and the surface energy
hierarchy are similar between Si and Ge [140], based on studies on which Si surfaces are wetted,
we believe that wetting only occurs on {111} surfaces [214].
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Figure 3.24: HRTEM image of the Au wetting layer. a) Side view of the supercell used for
the TEM image simulation. Ge atoms are in gray while Au atoms are yellow. b) Result of the
simulation done with a defocus value of 50 nm, notice the dark fringe on the left side. c, d)
Experimental images of the nanowire discussed in Section 3.1.6 (Figure 3.12d). c) Close-up view
of the red squared area in d), showing a flat {111} surface presenting a dark fringe.

Wires grown in NanoMAX under CVD conditions do not show such wetting layer. No dark
fringes that are invariant on defocus were found, including on the tilted {111} surfaces. The
hydrogen passivation layer seems to prevent the formation of the Au wetting layer. This is
understandable as wetting is less probable (the exact probability should depend on the surface
hydrogenation) when in presence of a low energy surface and we know that adsorbed hydrogen
atoms usually lower surface energies [140]. In Plasfil, due to the destabilization of the catalyst
following the plasma shut down, we expect to see those particles after the growth close to the
top. Figure 3.25c shows that it is indeed the case. Observation far from the top of nanowires
shows the absence of Au particles on any walls.

The existence of an Au wetting layer in MBE growth has several consequences. First, the
GeNW growth is in principle limited in time because of the leaking of the catalyst. Next, the
catalyst particle may not act as a sink anymore for Ge atoms impinging on the walls: instead of
diffusing towards the liquid droplet, these atoms may attach themselves directly to the Ge crystal
on Au-covered {111} surfaces. For a given flux of Ge atoms, the growth rate of the nanowire
may slow down with that decrease of the arrival rate at the catalyst droplet. The lateral growth
rate in the presence of the wetting layer is expected to increase accordingly. In the droplet,
germanium supersaturation should be reached more easily due to the smaller amount of liquid
Au. Surface restructuration which reduces the number of edges, observed in Figure 3.10, may
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Figure 3.25: Images of GeNWs in the presence of the wetting layer. a) Post-growth TEM
micrograph of a GeNW grown by MBE in NanoMAX. Inset: Close up view of a dark aggregate.
b) Post-growth TEM micrograph of a GeNW grown by MBE in NanoMAX showing spatial
segregation of the aggregates. c) Post-growth TEM micrograph of a GeNW grown by PECVD
in Plasfil transferred on a TEM Cu grid with a C membrane, showing similar aggregates. d)
EDX spectrum done on a dark particle of a).

be a consequence of this wetting layer as Au may improve transport of Ge atoms. Furthermore,
we observed little surface reorganization in CVD in NanoMAX where there should be no Au
wetting layer during the growth. At the end of the growth after purging of Ge2H6, a Au wetting
layer can form. While the Au wetting layer may complicate the growth process, it can sometimes
be advantageous as the decoration of GeNW sidewalls is sometimes useful, e.g. for catalytic and
sensing applications [215].

3.3.3 Diffusion of Ge atoms during CVD and MBE growth

The existence of a hydrogen passivation layer or the Au wetting layer on the nanowire surfaces
should affect the diffusion of Ge atoms on the sidewalls. During the MBE growth, significant
sidewall reorganization occurs after the nanowire retraction. Between Figure 3.9a-b, there is a
clear influx of Ge atoms that extends the {111} surfaces and reduces the number of edges on
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the left sidewall. We have previously shown that this influx of Ge atoms was coming from the
catalyst droplet after it dissolved three Ge (111) planes. Assuming that the large influx of Ge
atoms filling the lateral {111} planes comes from the catalyst droplet, an order of magnitude for
the required Ge adatom diffusion coefficient can be estimated. About 20 nm separate the catalyst
and the {111} gathering spot in the nanowire of Figure 3.8a and the first Ge atoms arrive 30
seconds after the retraction event. This gives an average minimum diffusion coefficient D = L2/t
of 10−13 cm2 · s−1 through a flat {111} and a rough {113}. Experimental measurements on self-
diffusion on Ge (111) surface by Scanning Tunneling Microscopy (STM) [216] give a value of
9.7 × 10−17 cm2 · s−1 at room temperature. Given the activation energy of 0.83 eV, the diffusion
coefficient at 400 ◦C should be 3 × 10−9 cm2 · s−1. The precise value of self-diffusion on {113}
surfaces are not known precisely but should be lower because of its roughness. Thus, the motion
of Ge atoms diffusing towards the sidewalls driving the reconstruction is a possibility.

In contrast, we did not observe any kind of sidewall reorganization on CVD-grown GeNWs.
This indicates that, during CVD growth, the sidewalls allow limited diffusion-driven dynamics.
The lack of diffusion from the catalyst is further confirmed by the stability of the catalyst
droplet and the observation by Dubrovskii et al. that the diffusion length of adatoms in MBE is
superior to the one in CVD [217]. Adatoms in MBE typically have diffusion length in the order
of a few µm. Surface hydrogenation is likely responsible for the reduced diffusion length of Ge
in CVD, as we already established that its presence during the growth prevents the existence
of the wetting layer. It can also explain why the catalyst particle is liquid below the AuGe
eutectic temperature. Because Ge diffusion is blocked, high Ge supersaturation is preserved in
the catalyst and the nucleation barrier for solid Au will remain high.

Conclusion of the chapter

In conclusion, we have studied the growth of GeNWs by the VLS technique, both in the
NanoMAX in situ TEM and in the PECVD Plasfil reactor. During the in-situ experiments
in NanoMAX, we have used both MBE and CVD sources for supplying Ge precursors to Au
catalyst droplets. GeNWs of different morphologies were obtained. While the majority of wires
grew in the 〈111〉 direction, a certain number of differences were noted depending on the type
of source and equipment used, substrate temperature and the presence of hydrogen in the vapor
phase.

Table 3.1: Summary of the growth conditions of Au-catalyzed GeNWs in three different envi-
ronments and the resulting nanowire characteristics.

Process type MBE CVD PECVD
Equipment NanoMAX NanoMAX Plasfil
Ge source Atomic Ge Ge2H6/H2 GeH4/H2

Ge flux/pressure 0.2 Ge(111) · s−1 2 × 10−3 mbar 9 × 10−3 mbar
Temperature (◦C) 300-400 230-300 240-330

Growth rate (nm · s−1) 7.4 × 10−3 5.4 × 10−1 1.6 × 10−1

Hydrogen No Yes Yes
Wetting layer Yes No Only when plasma off

Tapering High Low High
Sidewall faceting {111}/{113} {111} {111}
Growth direction 〈111〉 〈111〉/〈110〉 H2 high 〈111〉/〈110〉 H2 high
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The in-situ MBE growth gave faceted, tapered and extremely slow growing wires. The
growth was observed in real time. We found that the growth operates in a layer by layer
fashion. The catalyst-nanowire interface is not planar as a truncated facet is present at the
triple phase boundary. These observations are consistent with the literature. Significant sidewall
restructuration was observed with {111} surfaces being prolongated and the number of edges
reduced. This was accompanied with a nanowire regression where some Ge atomic planes are
dissolved back by the AuGe catalyst. Along with this, some catalyst droplets could unpin from a
nanowire tip. Such catalyst can then slide along the flat {111} sidewalls, sticking to propagating
atomic steps.

In contrast, nanowires grown by CVD and PECVD with a gaseous mixture of Ge2H6/GeH4

and H2 grew much more steadily, with a stable catalyst droplet and small facets of a few-atom
length that appear smooth when viewed at low magnification. The nanowire-catalyst interface
is similar to that during MBE growth, as a truncated facet is also present in CVD conditions.
Tapering can still occur, especially when GeNWs are obtained in a plasma environment.

Many of the structural differences can be attributed to the chemical composition of the vapor
phase. While the cracking of germanium hydride molecules is critical to the growth of GeNWs
by CVD, it also creates a large amount of atomic hydrogen, which highly influences surface
energies by creating a passivation layer. This layer stabilizes the catalyst droplet by preventing
it from wetting the sidewalls and suppressing the formation of an eventual Au wetting layer on
the sidewall. In MBE growth, only pure Ge is supplied to the growing nanowires. A Au wetting
layer can then form, which can facilitate Ge atom transport and provoke surface restructuration.
The dynamics described above clearly demonstrate how critical an understanding of surface
dynamics can be for predicting the morphology and growth of a GeNW.
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CHAPTER 4

In situ growth of Au-catalyzed silicon nanowires

In this chapter, we grow Au-catalyzed SiNWs by conventional CVD. Only one gaseous precursor
in the form of silane SiH4 is available in the microscope. Since this growth has been extensively
studied during the past two decades, it can serve as a benchmark to validate further studies. By
obtaining similar results, we can verify the experimental equivalence of the growth in NanoMAX
microscope with that achieved in deposition systems used by other authors. The substrate used
for this growth is the resistively heated SiC membrane with a thin Au layer of 1 nm deposited
by thermal evaporation. The resulting Au particle distribution was shown in Figure 3.1. The
substrate is heated in a temperature range between 420 ◦C and 450 ◦C. For comparison, the Au-Si
eutectic temperature is very close to the Au-Ge one of 363 ◦C. The higher growth temperature
compared to germanium is required by the higher dissociation energy of SiH4 compared to
Ge2H6. After reaching the growth temperature, SiH4 and H2 are introduced in the chamber at
a flow of 1.5 sccm each to reach a total pressure of 7 × 10−3 mbar.

4.1 Morphology of wires

A summary of the structures obtained with such SiNWs is proposed here. All wires presented the
cubic diamond structure. Due to the coalescence of AuSi liquid particles on the SiC membrane,
the SiNWs’ diameter distribution ranges from 20 nm to 200 nm. For such values of diameters,
wires are expected to mainly grow along the 〈111〉 growth direction [31]. This is indeed what
we observe in our growth experiments. In this configuration, the growth interface is not exactly
a single atomic plane but is composed of a large {111} surface, perpendicular to the growth
axis, and very small truncated facets in the vicinity of the triple phase boundary line. These
truncated facets play a similar role as in GeNWs: that of a Si reservoir. These facets also
fluctuate [218] during the growth. As new layers are formed, the volume of these truncated
facets will fluctuate periodically. We also found wires growing along the 〈112〉 direction albeit
in smaller proportions. Such wires can be separated into two classes depending on the growth
interface structure. The first type has a {111} growth interface that is tilted with respect to the
growth direction. Truncated facets appear again at the edges of the nanowire. The second type
has a complex growth interface made of the juxtaposition of several planes. This is shown in
the inset of Figure 4.1c, where the interface is clearly not planar. Often, {111} twin planes that
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cross the entire wire are present inside.

a) b)

c) d)

Figure 4.1: TEM micrographs of SiNWs grown in NanoMAX. a) 〈111〉-grown SiNW. Inset:
Close-up view of a truncated facet. b) 〈112〉-grown SiNW with a tilted interface with respect to
the growth axis. c) 〈112〉-grown SiNW with a complex growth interface. Inset: Close-up view
of the interface. d) Sawtooth faceting in a 〈111〉 SiNW.

Figure 4.1 summarizes the different morphologies observed. No 〈110〉 wires were found over
the course of our experiments. Given the size distribution of our SiNWs, this is an expected
result as Au-catalyzed 〈110〉 wires are mostly predominant when the diameter is below 20 nm
[31].

The faceting of the sidewalls differs between those three categories of wires. 〈111〉-grown
SiNWs have a quite complex one. It shows a distinct sawtooth faceting with an alternation of
{111} and {113} surfaces (Figure 4.1d), as reported in a previous in situ TEM work [219]. On
low magnification images, the combination of {111} and {113} facets gives the appearance of a
smooth {112} surface. The respective length of each type of surface can be controlled by the
volume of the liquid catalyst. If the catalyst is shrinking, the nanowire will taper by creating
longer {111} and shorter {113} surfaces. The ratio between the two lengths will depend on
the leakage intensity [201]. If the catalyst is leaking Au at a fast rate, {111} surfaces will be
longer and {113} shorter compared to a growth regime where the catalyst is stable. Contrary
to GeNWs, the faceting is not symmetric as the opposite sidewall shows an almost flat {112}
surface which could be a succession of very short {111} and {110} surfaces. For tilted 〈112〉
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wires, the faceting features flat {111} surfaces mainly. If tapering happens, introducing small
{113} facets helps accommodating changes in the catalyst diameter. As for straight 〈112〉 wires,
having flat walls perpendicular to the interface, suggests that these are {111} surfaces.

a) b)

Figure 4.2: TEM micrograph of SiNWs cross-sections. a) Hexagonal section. b) Dodecagonal
section.

The cross-section of a SiNW is observable through a bird’s eye view perspective. Tilting
of the sample reveals either a hexagonal or dodecagonal section for straight 〈111〉 and tilted
〈112〉 wires. During the experiments, one wire has tilted so that its growth direction became
almost parallel to the electron beam. This allowed for the direct observation of its hexagonal
cross-section in TEM. The shape is irregular with two sets of planes with different lengths as
shown in Figure 4.2a. Given the three-fold geometry and the faceting observed, the edges are
likely all {112} surfaces [220, 214]. We did not observe a dodecagonal SiNW in such a view
angle. However, by delimiting the boundary between the catalyst and the nanowire in bird’s
eye view, one can deduce the dodecagonal section, see Figure 4.2b. Indeed, six different surfaces
are visible from the front. Notably, the left {112} sidewall clearly shows a saw-tooth faceting
composed of upward-pointing {111} and downward-pointing {113}. The new facets appearing
between two {112} planes are {110} surfaces. Transitions between a hexagonal section and a
dodecagonal one is possible in a nanowire. Oehler et al. [139] suggested that this transition is
due to the radial growth of {110} surfaces. They observed that the wire base had a hexagonal
section while the top part was dodecagonal. Because the wire base were exposed longer to the
SiH4, {110} radial growth went on for a longer time at the base. In the work of those authors, the
{110} surfaces eventually merged with {112}, resulting in the hexagonal section. By adding HCl
into the reactor, the authors could prevent radial growth and preserve the original dodecagonal
section.

4.2 Au spreading on nanowire sidewalls

During SiNW growth, it is possible for the Au catalyst to leak out, which causes it to decrease
its volume over time. Figure 4.3 taken at a temperature of 450 ◦C, shows a growing 〈112〉 SiNW
with the liquid catalyst forming a smaller droplet attached to the wall. At 33 seconds, the
droplet has possibly attached itself onto a defect on the left sidewall, therefore anchoring the
droplet to it. As the wire continues growing for 30 more seconds, the catalyst starts to deform
and building strain. At some point, the strain becomes so high and the deformation becomes so



98 Chapter 4. In situ growth of Au-catalyzed silicon nanowires

great that the liquid catalyst splits into two parts. The main part remains on top of the SiNW
and continues to catalyze growth as usual. The much smaller second part shown by the yellow
arrow is stuck to the initial defect on the sidewall. It has a diameter of around 5 nm. After
some time however, it is able to start sliding along the wall in a back and forth motion, similar
to what we observed in Ge (Figure 3.12).

a) b)

c) d)

Figure 4.3: TEM micrographs of a growing 〈211〉 SiNW with a complex growth interface,
extracted from a movie recording, showing the evolution of the catalyst at the time indicated
after the movie start. A small AuSi liquid droplet is created on the left sidewall indicated by a
yellow arrow in d).

This is one of the mechanisms which allow for the spreading of liquid AuSi on a nanowire
sidewall. Another one often cited in the literature is the presence of an AuSi wetting layer along
the walls. Reports of solid Au-decorated walls are numerous in the literature [212, 213, 211, 210].
Such precipitates originate from the dewetting of a liquid layer sticking to the nanowire sidewalls
upon cooling. Whether this layer forms or not will depend on the growth conditions. It was
found that diameter of the nanowire, temperature and partial pressure in silicon precursors
have an impact on the stability of this wetting layer [212, 211, 210]. Hence, it should modify the
observed density of Au particles on the walls after the growth. The pressure parameter seems
to be critical as den Hertog et al. suggested that silane molecules adsorbed by the walls can
block AuSi diffusion. This is not unlike what has been suggested for GeNWs in Section 3.3.2.
Temperature influences the desorption rate and will change the minimum pressure required to
achieve the Si coverage of the walls that will effectively block diffusion. Madras et al. found a
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SiH4 partial pressure threshold of 0.13 mbar at 500 ◦C, above which the Au coverage decreases
significantly [212]. Our growth experiments were done at a SiH4 pressure of 7 × 10−3 mbar so
it is expected that the sidewalls are filled with Au solid particles upon cooling. This is indeed
what we observe as shown in Figure 4.4a, as dark spots are present along the section shown.
The average particle size is 3 nm. It would mean that sufficient adsorption of either SiH4 or
other molecules produced by SiH4 dissociation lowers the sidewall surface energy, preventing its
wetting by liquid Au and hence the formation of the observed Au particles.

Interestingly, AuSi particles on Figure 4.4a are randomly dispersed on the sidewall. Indeed,
the surface density of AuSi particles seems to be homogeneous along the width of the nanowire.
This is surprising when compared to the faceting of the 〈111〉 SiNW described above. {110},
{111}, {112} and {113} all have different surface energies. One would then expect a given
surface to host the wetting layer, like in our GeNW growth. On the contrary, every sidewall
facet is concerned. This result was obtained before by Dailey et al. [211] who explained that this
only occurs near the tip of the nanowire due to the solidification of a liquid layer that follows the
catalyst as the growth progresses. Further away from the tip, spatial segregation occurs where
only some facets present AuSi particles. Several studies pointed out that the preferred facets
are {112} with the saw-tooth faceting [220, 214]. In particular, upward tilted {111} are most
likely to host those particles.

a) b)

Figure 4.4: Spreading of AuSi liquid on the sidewalls of SiNW. a) Solidified Au particles after
cooling down to room temperature. b) Growth of branches on a SiNW with small AuSi liquid
droplets on the walls.

A consequence of this wetting layer is that these AuSi particles on the wall, upon receiving
SiH4 gas at high temperature, can begin the growth of a new branch of the initial SiNW. An
example is shown in Figure 4.4b. If no oxide layer has formed prior to this regrowth, it is possible
for the new branch to be in an epitaxial relationship with the main part of the nanowire. If
grown for long enough and with a high density of Au particles on the wall, the final result gives
a tree-like structure [213, 211, 221] in which a single SiNW can have multiple smaller branches.
An out-of-control leaking may also significantly shorten the lifespan of a growing SiNW. The
wetting could also influence the growth direction of NWs. A general observation of 〈112〉 complex
interface wires make it clear that their sidewalls are not wetted. It seems then that sidewall
wetting by liquid Au promotes 〈111〉 growth while pristine walls favor the growth along the 〈112〉
direction [222]. Madras et al. suggested that the wetting layer changes the surface energies in
play so that 〈111〉 growth becomes favorable.
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4.3 Kinking mechanism in silicon nanowires

Instances where a given SiNW switches to another direction are a common occurrence in our
growth conditions. This is known as kinking. We have recorded a SiNW growing in the 〈111〉
direction which kinked towards 〈112〉 direction with a tilted {111} growth front over the course
of 160 seconds in Figure 4.5. The kinking angle is therefore 90◦. Using this recording, the
mechanism leading to the formation of a kink is made clear. At first, one can only see a
single {111} plane. As the kinking starts, the right-hand side triple phase boundary line sticks
to one position of the right sidewall. Because the growth continues, the main {111} (in red)
front rises and this creates a new small {111} plane (in blue) that is immerged in the liquid
droplet. An intermediate plane is also created (in yellow). Characterizing this new surface is
not straightforward because the angle between it and the two adjacent {111} surfaces fluctuates
as the kinking progresses. {110} would be the closest match. As new monolayers are added
thanks to the progression of the main {111} growth front, the new {111} does not change
position. Consequently, the length ratio between the two fronts shifts in favor of the blue one.
To accommodate this, the catalyst droplet begins leaning towards the right side. Finally, the
previously main growth front disappears, simply becoming a {111} wall, as the growth continues
towards the 〈112〉 direction.

The fact that a sidewall needs to be partially covered by the catalyst droplet shows that
the kinking probability from 〈111〉 to tilted 〈112〉 depends on the growth conditions. This also
highlights the importance of surface energetics. Indeed, we have seen in the previous section
that wetting can only occur if the pressure in silicon precursor is below a certain threshold that
depends on the growth temperature. Higher temperature will increase this threshold pressure.
Thus, low pressure should favor this type of kink. This was reported by Madras et al. [222]
who showed that SiNWs grown on a Si (111) wafer would preferably kink in that manner for a
temperature of 400 ◦C and a Si2H6 partial pressure of 2.7 × 10−4 mbar. However, upon increasing
the pressure of silicon precursor, kinking starts to occur preferentially towards 〈112〉 but with a
complex growth interface.

4.4 Effect of temperature and pressure on the growth rate

As temperature influences most of the processes that govern the nanowire growth, such as
Si atoms diffusion in the liquid catalyst and the SiH4 dissociation rate, it is expected that
the growth rate of Au-catalyzed SiNWs will depend on temperature following an Arrhenius
law (Equation (1.1)). To verify this, we choose a given SiNW which presents a 〈111〉 growth
direction, a diameter of 90 nm, growing under a 5 × 10−3 mbar SiH4 pressure. Then, for a value
of temperature, a video of the said wire is recorded for a duration of nine minutes. After this
time period has elapsed, the temperature is increased by a step of 30 ◦C and we begin a new
recording of nine minutes. The growth rate is measured for four different values of temperature
and is plotted in Figure 4.6.

By fitting the growth rate plot with the above described law, we find that the activation
energy of the growth Ea is 0.35(4) eV. This value is inferior to the one found by Kodambaka et al.
[223] of 0.5 eV. They also used an in situ TEM and grew their Au-catalyzed SiNWs on P-doped
Si (111) wafer with Si2H6 as the gaseous precursor. The difference in the activation energy can
be attributed to a different method of measuring this activation energy. In our case, a single
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a) b)

c) d)

e) f)

Figure 4.5: TEM micrographs, extracted from a recording of 160 seconds, showing the kinking
mechanism of a 〈111〉 SiNW towards a tilted 〈112〉 growth direction. Colored lines show the
growth front during kinking while individual colors denote a given plane.
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Figure 4.6: Temperature dependence of the growth rate of an Au-catalyzed SiNW. The line
corresponds to the fit using Equation (1.1).
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Figure 4.7: SiH4 pressure dependence of the growth rate for an Au-catalyzed SiNW at 470
◦C. The line is a linear fit of the data points.

wire was followed while the authors performed the measurements on a group of wires. Thus,
their activation energy had averaged local fluctuations in temperature, pressure and Si arrival
rate. They also worked at a considerably lower pressure, below 10−5 mbar. Their high SiNWs
density could also have influenced the estimation. It is worth noting that the base pressure of
their TEM column is around 10−9 mbar, which is two orders of magnitude below NanoMAX
base pressure. As a result, they are less affected by eventual contaminants that could affect
the dissociation rate of silicon hydrides by the Au catalysts. Another study using SiH4 as the
precursor reveals a similar activation energy of 0.5 eV[224].

Instead of varying the growth temperature, the SiH4 pressure can be changed to study its
influence on the growth rate. Using the same protocol as above, the same SiNW is followed
and its growth rate measured at a fixed temperature of 470 ◦C. The SiH4 pressure is varied
from 9 × 10−4 mbar to 8 × 10−3 mbar. The results are shown in Figure 4.7. We find that
the growth rate is linearly dependent on the SiH4 pressure in the tested range with a slope



4.4. Effect of temperature and pressure on the growth rate 103

of 43(5) nm · s−1 · mbar−1, in agreement with the study of Kodambaka. This suggests that
in this pressure range, the growth rate is only limited by the arrival rate of SiH4 molecules.
For lower pressures, it is unlikely that this linear trend is retained. For a SiNW to grow, the Si
supersaturation state must be reached. A too high Si desorption rate compared to the adsorption
rate can prevent this, which is favored by low partial pressures. As such, we expect that there is
a SiH4 partial pressure threshold above which precipitation of a solid SiNW becomes possible.

Conclusion of the chapter

In summary, we have demonstrated the coherency of the SiNW growth experiments carried in
the NanoMAX microscope. Indeed, we have compared our results with those reported in the
literature and found that both share similar findings. This includes the general morphology of
the wires, the propensity to kink at low partial pressure in silicon precursors which is linked to
the wetting of sidewalls by the AuSi catalyst droplet. Measurements of growth rate in different
temperature and pressure conditions were made. From these, we extracted an activation energy
of 0.35 eV for the growth. This value is close to those obtained in past experiments by other
authors, which further confirms the experimental coherency of the growth setup.
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CHAPTER 5

The Cu-Sn system for growing silicon nanowires

In this chapter, we study the growth of SiNWs using CuSn catalysts, thanks to in situ observation
in the NanoMAX microscope. We recall that the rationale for carrying growth with these types
of catalysts is that Sn was the catalyst used to obtain PECVD-grown 2H SiNWs in the first
place [110]. Furthermore, in that study, there was a high chance that Sn particles suffered Cu
contamination from the TEM Cu grid substrate. Thus, we decided to vary the Cu over Sn ratio
in order to reproduce the results described in the above-mentioned study. Also, both pure Cu
and Sn catalysts were tried to assess their individual properties. For the purpose of mimicking
PECVD conditions, the electron cyclotron resonance plasma source is switched on. It is then
expected that radical species are present inside the TEM column. Cu and Sn are known to form
compounds and this can have an effect on the catalyst structure which will then influence the
growth.

We used both the SiC membrane and the (111) oriented Si cantilever as supporting sub-
strates. The {111} surfaces of the Si cantilevers were HF-treated and smoothed using the
method described in Section 2.4.4. On the SiC membrane, a layer of amorphous Si with a 5 nm
thickness was deposited in the Plasfil PECVD reactor, where the layer thickness is monitored
thanks to the mounted ellipsometer. The purpose of this layer is to decrease the surface energy
of the SiC membrane. Indeed, pure Sn-catalyzed growth would not occur on bare SiC inside
the Plasfil reactor, due to Sn high diffusivity. Because the generation of radical species is less
efficient in NanoMAX, one can expect a similar outcome where no SiNWs are obtained. With
this 5 nm amorphous layer on top, pure Sn growth becomes possible. Cu and Sn were then suc-
cessively thermally evaporated which resulted in CuSn islands. For the sake of convenience, we
separate the different tested compositions into four categories: pure Cu, majority Cu, majority
Sn and pure Sn. Table 5.1 displays the tested compositions. The total deposited thickness of
metals was varied from 0.5 nm to 0.7 nm. Thicker deposits will generally lead to higher SiNW
diameters.

Upon insertion of the sample inside NanoMAX, we systematically carry out an EDX analysis
of the deposited CuSn islands to verify if the deposition went on correctly. The substrate is then
annealed to approximately 200 ◦C for 20 minutes to allow for the degassing of water molecules
and other contaminants. H2 is then introduced in the chamber at a flow rate of 30 sccm,
yielding a total pressure of 3 × 10−2 mbar and the substrate is heated to 250 ◦C. Activation of
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Table 5.1: Summary of the tested catalyst compositions in atomic and weight percent.

Thickness Cu at. % Sn at. % Cu m. % Sn m. % Type
0.5 nm Cu 100 100 Pure Cu

0.4 nm Cu/0.2 nm Sn 82 18 71 29 Majority-Cu
0.2 nm Cu/0.2 nm Sn 69 31 55 45 Majority-Cu
0.3 nm Cu/0.4 nm Sn 65 35 48 52 Majority-Sn
0.2 nm Cu/0.5 nm Sn 48 52 33 67 Majority-Sn

0.5 nm Sn 100 100 Pure Sn

the ECR source at a constant microwave power of 50 W follows. This marks the beginning
of the 10 minutes hydrogen radical-assisted annealing. This treatment purpose is to dewet
the CuSn islands and obtain CuSn particles with a roughly spherical shape. It is also able to
partially remove the oxide layer which covers the CuSn islands. This oxide layer is formed when
the sample is transferred from the thermal evaporator to the TEM. We found that this step
is critical, as this layer can inhibit catalysts. It is preferable to perform the evaporation and
other treatments just before insertion inside the TEM to limit the oxide layer thickness. Note
that there is no clear indication of temperature on the Si cantilever substrate. Temperature is
gradually increased until the dewetting of the islands is achieved.

5.1 Pure catalyst growth

In this section, we briefly describe the main characteristics of growth with pure Cu or pure Sn
catalysts.

5.1.1 Sn-catalyzed growth

Using pure Sn as catalyst presents some advantages as it has a low melting point of 232 ◦C, which
combines well with the fact that PECVD growth allows to lower the growth temperature. Si is
also vanishingly soluble in Sn and consequently supersaturation in Sn is reached very quickly
compared to other metal catalysts. Sn is also in the same column as Si so that there is no concern
over a possible doping of the nanowire. Another peculiar property of Sn is its very low surface
tension which gives it the tendency to wet surfaces. This is especially problematic for SiNWs
growth where the liquid Sn droplet fails to stay on top of the wire, terminating its continuous
growth. This is made obvious by the complete lack of any reported growth by standard CVD
conditions. Ergo, Sn-catalyzed growth is an excellent choice to quantify the efficiency of the
ECR plasma source.

Following the hydrogen radical treatment, the substrate is heated up to 400 ◦C and exposed
to a gas mixture of 1.5 sccm SiH4 and 30 sccm of plasma exposed H2 which results in a total
pressure of 2 × 10−2 mbar. Nucleation of solid Si in Sn droplets starts immediately after gas
injection. Both in-plane and out-of-plane SiNWs as well as Si crystals grow. Growth directions
include mainly 〈111〉 and a few 〈112〉. Coalescence of Sn droplets as SiH4 is introduced is
limited compared to Au catalyst. As a result, the diameter distribution measured from 12 wires
is narrow, ranging from 3.8 nm to 6.5 nm with an average at 5 nm. For such small SiNWs, the
growth rate is a slow 3.5 × 10−2 nm · s−1. It is understood that the Gibbs-Thomson effect would
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a) b)

Figure 5.1: Sn-catalyzed growth in NanoMAX. a) Sn liquid droplet after dewetting by the
radical-assisted hydrogen treatment. b) Array of Sn-catalyzed SiNWs.

slow down the growth rate of small diameter SiNWs due to the high curvature of small liquid
catalyst. In these conditions, we observed no twin planes at all, in either of the 〈111〉 or 〈112〉
NWs.

A clear demonstration of the effect of the plasma can be made by deactivating the plasma
during the growth. Figure 5.2 shows some images extracted from a recording of a SiNW in
which we have deactivated the plasma. From 0 s to 86 s, the SiNW grows with the plasma
on. At 87 s, the plasma power is switched off. Until 104 s, nothing visibly occurs. After this,
the Sn droplet is abruptly destabilized from the tip of the nanowire. It starts to wet the left
sidewall as it starts to display a dark contrast, before completely unpinning. At 111 s, the Sn
droplet has created a small {111} facet on the left and flowed to the substrate. The catalyst
unpinning described can be reproduced by not switching off the plasma, but by simply reducing
the plasma power. In another experiment where the power is reduced from 50 W to 20 W, the
time taken for the catalyst to unpin is 243 seconds, counting from the moment when the power
is decreased. These two experiments are evidence that it is not the presence of plasma that is
responsible for the stability of the catalyst. Rather, it is the adsorption of radical species by
the sidewalls which creates a hydrogen passivation layer. A sufficient layer coverage allows for
a stable liquid catalyst. Inversely, a too sparse coverage leads to a unpinning. The coverage
value will depend on the influx of radical and the desorption rate which increases with higher
temperature [207, 205]. There is a direct correlation between the influx of radical species and
the plasma power which dictates the efficiency of the cracking process. When the plasma is
switched off, the influx of radical species becomes zero and the coverage gradually degrades
until the destabilization threshold is reached. For a plasma power of 20 W, it is apparent that
the influx cannot compensate for the desorption rate at 400 ◦C. The destabilization threshold
is reached much later since radicals are still generated. The two previous results are valid for
all SiNWs grown on a sample. It shows that the generation of radicals affects the whole sample.
Furthermore, the depinning is reproducible as we have tested it on three different samples.
Consequently, the installed ECR plasma source gives us access to radical-assisted growth.

Although we clearly demonstrated the working principle of the plasma source, the efficiency
of the radical generation process is not known. It should be noted that liquid Sn can still leak
from the catalyst droplet during the growth with the plasma on. By comparing the catalyst
between Figure 5.2a and b, it is estimated that the catalyst lose volume at a rate of 1.8 nm3 · s−1,
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a) b)

c) d)

e) f)

Figure 5.2: Effect of the plasma during the growth of a Sn-catalyzed SiNW. Frames extracted
from a recording of a plasma effect demonstration. At 87 s, the plasma is switched off.
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Figure 5.3: Evidence of a Sn wetting layer on a SiNW that has lost its catalyst. Images are
taken after plasmas shutdown. a) HAADF image of the SiNW. b) Si chemical map. c) Sn
chemical map. d) EDX plot profile for Si and Sn along the red rectangle in b) and c).

even with the plasma on. The density of liquid Sn [225] at 400 ◦C is 6.92 g · cm−3. This translates
into a loss of 63 Sn atoms per second, assuming that the catalyst is almost exclusively Sn due
to the low solubility of Si in Sn. Volumes are calculated by assuming that the Sn catalyst has
a spherical shape. The volume loss could indicate that (i) we do not generate enough radicals
per unit time to fully stop Sn diffusion or (ii) Sn-catalyzed growth is fundamentally unstable
over long periods of time. As some wires were grown for a few hours, the first mechanism
would be more significant. In Section 2.4.2, we have discussed that while the 50 W ECR plasma
source should overall be more efficient than capacitively-coupled plasma source such as Plasfil
in generating radicals, the distance between the source and the sample will significantly reduce
the incoming flux. Furthermore, the H2 partial pressure is reduced compared to Plasfil. Reports
concerning the existence of a Sn wetting layer in PECVD-grown Sn-catalyzed SiNWs suggests
that (ii) is also true [226]. If this wetting layer must subsist for the growth to occur, then it is
understandable that the liquid catalyst will inevitably run out of Sn after a few hours of growth.

Figure 5.3a is a high angle annular dark field (HAADF) image of a SiNW that has lost its Sn
catalyst due to leakage. Combining HAADF imagery and EDX analysis, we obtain the chemical
maps for Sn atoms. Despite the absence of the Sn catalyst droplet at the top of the nanowire, a
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significant quantity of Sn is present on the SiNW sidewalls. The EDX plot profile of Figure 5.3d
shows that the amount of Si and Sn do not follow the same evolution along the width of the
nanowire. In particular, there is a Sn peak on one edge of the nanowire. This result supports
the hypothesis of the existence of a wetting layer that is responsible for the Sn leakage.

5.1.2 Cu-catalyzed growth

The Cu-catalyzed growth does not require the presence of a plasma environment to effectively
work [33, 227, 228, 44]. This is due to the higher surface tension of Cu compared to Sn. Compared
to other catalysts, Cu forms a eutectic with Si at 802 ◦C. Due to this high temperature, VLS
growth is problematic in our experiments as reaching this value causes thermal vibrations which
reduce the resolution of the microscope. In addition, it is expected high growth temperature
promotes a fast diffusion of Cu atoms which results in the vanishing of the catalyst [44]. Also,
to compare the results obtained with Sn, we want to stay at a temperature value around 400 ◦C.
Thus, the growth mode will be VSS with a solid catalyst which contains Cu and Si. Deposition
of 0.5 nm thick Cu layer is done through thermal evaporation. As-deposited catalysts have an
average diameter of 3 nm. The hydrogen treatment described previously is applied to the Cu
particles. Next, 400 ◦C heating is applied to the SiC membrane. At this temperature, no SiNWs
grow. There is however growth of Si crystals around the small Cu particles which may cause
them to get buried and inhibit SiNW growth.

a) b)

Figure 5.4: Cu-catalyzed SiNWs growth in NanoMAX. a) Cu solid particles after the hydrogen
treatment. b) Cu-catalyzed SiNW growing along the 〈112〉 direction.

Growth was only observed after increasing the substrate temperature to 500 ◦C. The obtained
distribution of Cu-catalyzed SiNWs are characterized by their very low density: only a small
number of Cu catalysts manage to give birth to a nanowire. This is most likely due to most
catalysts being buried. The average wire diameter is 8 nm, with the minimum diameter at 5
nm and the largest being 10 nm. One can see that the coalescence process still occurs despite
the solid state of the Cu particles. Such catalysts heavily favor 〈112〉 SiNWs as this is the
only growth direction noticed. Focusing the electron beam on a Cu catalyst promotes out-of-
catalyst atomic diffusion. As such, growth rate measurements for more than a few minutes
lead to the growth termination. Consequently, we measured a growth rate of 5 × 10−2 nm · s−1

with a limited precision however, because of the continuous shrinking and limited life-time of
the catalyst under the beam. Notwithstanding the small diameter, most SiNWs have a {111}
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twin plane parallel to the growth axis. Cu catalysts on top do not have a spherical shape but
rather show a very clear faceting. Thus, they must have a crystalline structure. Through electron
diffraction, Wen et al. found a Cu3Si compound [44] belonging to the trigonal crystalline system.
The crystal shapes and lattice fringes in the present micrographs are similar to those we found
with the majority Cu Cu-Sn system (see below, Section 5.3.3). We shall see in our detailed
study of the latter, where the catalyst phase here is similar, that the catalyst structure here is
most likely the same as that found by Wen et al.

5.2 Morphology of the nanowires grown by double element catalysts

So far, we have compared the growth of pure Cu-catalyzed and pure-Sn catalyzed SiNWs. The
focus is now on using both Cu and Sn metallic particles in order to grow CuSn-catalyzed SiNWs.
For the sake of clarity, samples where more Cu is deposited than Sn and ones where more Sn
is deposited than Cu are treated separately. They are called majority-Cu and majority-Sn
catalysts respectively. When Cu then Sn are deposited successively by thermal evaporation,
with the thicknesses indicated in Table 5.1, metallic solid particles are obtained. Following
the hydrogen treatment, they dewet and form spherical droplets with an average diameter of 5
nm. Coalescence is observed. According to the Cu-Sn phase diagram, Cu and Sn should mix
to form alloys. To verify if this is the case in our small particles, we performed local EDX
analysis on single dewetted particles (Figure 5.5a). The EDX spectrum in Figure 5.5b, obtained
on the single particle circled in Figure 5.5a, clearly shows signals of both Cu and Sn. Thus,
the sequential evaporation, followed by annealing at 250 ◦C in hydrogen radicals allows for the
mixing of Cu and Sn in a single particle.
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Figure 5.5: Chemical analysis of the as-deposited CuSn particles. a) TEM image of CuSn
particles. b) EDX spectrum of the highlighted CuSn particle in a). The Si, C and O peaks
essentially come from the oxidized, a-Si covered, SiC substrate.

There is an important observation on the CuSn dewetted particle shape. As described above,
they have a spherical shape, independently of the tested composition. Purely solid metallic
particles should present well defined facets. According to the Cu-Sn binary phase diagram, it is
possible that a liquid and a solid phase coexist at 250 ◦C. If the diagram is correct for particles
of such size, it is expected that particles like the ones shown in Figure 5.5a have both a liquid
and a solid phase. From this, we can expect that CuSn particles have a core-shell structure: a
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solid core that is partially or completely immerged in a liquid melt.

5.2.1 Temperature dependence of nanowire diameter

As described in Section 2.4.4, the Si cantilever substrate is made of two loops. On each loop,
there are two regions where the loops section is smaller. These smaller sections determine how
much the cantilever is heated when an electrical current is applied. Some areas of the cantilever
will then be hotter than others, creating a temperature gradient. We are then able to observe
on the same sample low and high temperature growth.

For majority-Cu catalysts on a (111) oriented Si cantilever and a constant current intensity,
we find that the obtained SiNWs have different morphologies depending on where they grow on
the cantilever (see Figure 5.6). In this figure, the images are taken at the end of the experiments
with all gases off and at room temperature. All regions had an equal growth time of 2 hours
and the same growth conditions except for the temperature variation caused by the cantilever
geometry.

a) b)

c) d) e) f) g)

Figure 5.6: Temperature dependence of the morphology of majority Cu-catalyzed SiNWs. a)
SEM view of the cantilever. b) TEM image of the yellow rectangle area in a). The red squares
shows where image c) to g) are taken. Temperature increases from left (∼250 ◦C) to right (∼800
◦C) but the precise value is unknown.

On the coldest part of the cantilever, no SiNWs were observed (Figure 5.6c). Either disso-
ciation of the SiH4 molecules or diffusion of Si inside the CuSn islands is not achieved. As we
go towards warmer part, we start to see SiNWs, although very short ones and with a relatively
small density (Figure 5.6d). At these temperatures, the growth is so slow that some CuSn cata-
lysts have yet to nucleate Si. It is also possible that some of the CuSn particles were buried by
a Si layer, leading to the termination of the growth process. The longest SiNW were about 100
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nm long while the average length is closer to 40 nm. The average diameter was 9 nm (measured
on 62 nanowires). Moving to the places with higher local substrate temperatures gave roughly
the same average nanowire diameter but has shown an increased density and nanowire length
above 100 nm (Figure 5.6e). The increase in growth rate is expected, as Si diffusion becomes
more efficient. When the temperature is further increased, we can see a sudden change in the
dynamics. The nanowire density is reduced, but the average diameter increases, being closer to
20 nm (Figure 5.6f). Larger diameter nanowires emerge because the initial CuSn particles were
also larger. Coupled with a lower nanowire density, this means that some CuSn droplets have
coalesced together, forming larger droplets (Figure 5.20). Even hotter temperatures exacerbate
this coalescence, resulting in increase in nanowire average diameter to 30 nm (Figure 5.6g).
Their catalysts have vanished at some point during the experiment, terminating the growth.
We did not observe the vanishing but we assume that it probably happened when we tried to
increase the current intensity to further increase the temperature. Indeed, on the hottest part of
the cantilever, no SiNWs were observed. A temperature that is too high promotes the diffusion
of Cu in Si which will terminate the solid Cu catalysts [44].

For majority Sn catalyst, the temperature evolution is very similar to that observed with
majority Cu catalyst, see Figure 5.7. Low temperature yields low density arrays of short and
thin nanowires (Figure 5.7a). With increasing temperature, wires become longer (Figure 5.7b).
Furthermore, we can observe the formation of a large catalyst that is probably due to particle
coalescence (Figure 5.7c). These big catalysts finally provide large diameter nanowires upon
a further increase in temperature. The result is a wide distribution of nanowire diameters in
regions of the cantilever with similar temperature. "Small diameters" range from 3 nm to 8 nm
with an average at 6.3 nm measured on 36 wires. Nanowires with diameter larger than 15 nm
coexist with this small diameter distribution. This shows that, for a given deposited thickness,
Sn particles are more likely to coalesce than Cu ones. Liquid Sn should be more mobile than
solid Cu. Notice that, as with majority Cu catalyst and for the same reason, an increase in
temperature translates into an increased growth rates on thin wires.

a) b) c)

Figure 5.7: Temperature dependence of the morphology of majority Sn-catalyzed SiNWs.
Temperature increases from left to right starting at around 250 ◦C. Precise value is unknown.

5.2.2 Small diameter nanowires

In the following, we will focus on nanowires grown at lower temperature with small diameter (<
15 nm) on either the SiC membrane (380 ◦C) or on the Si cantilever at lower temperature. For
majority Cu catalysts, SiNWs are found to grow on two different directions: 〈111〉 and 〈112〉.
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• Some wires grew in the 〈111〉 direction and show good crystalline quality with very few
defects (see Figure 5.8b). Occasionally, some twin planes perpendicular to the growth
axis were observed. All the observed 〈111〉 wires also have some level of tapering, which
indicates that the catalyst particle is losing volume. The sidewalls are very rough, with
a series of longer {111} and shorter {113} surfaces. A very noticeable feature of these
SiNWs is the absence of the truncated facet at the catalyst-nanowire interface, which was
common in Au-catalyzed SiNWs [218] as was shown in Chapter 4.

• Wires predominantly grow in the 〈112〉 direction and there is usually one or more twin
planes parallel to the growth axis, see Figure 5.8c. Sidewalls are usually very smooth and
have vertical {111} surfaces. Other walls include {113} surfaces. Wires show very little
sign of tapering. As for the catalyst particles, they do not possess the spherical shape that
is expected for a liquid droplet. This is especially visible in Figure 5.8b, which presents a
left part with fringes and a right part with none. This hints at a complex structure inside
the catalyst.

a) b)

c) d)

Figure 5.8: TEM micrographs of small diameter SiNWs grown with majority-Cu catalyst on
the SiC membrane at 380 ◦C. a) Low magnification view. b) High resolution view of a 〈111〉
SiNW. c) High resolution view of a 〈112〉 SiNW. d) View of a SiNW that kinked, revealing its
hexagonal section.

During the growth, one nanowire was found to be kinked toward a direction nearly parallel
to the electron beam, revealing its hexagonal cross-section. This is shown in Figure 5.8d. The
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hexagonal section has been reported before in the large diameter Au-catalyzed 〈111〉 SiNWs
[229, 139]. We already established in Chapter 4 that these walls are most likely {112} surfaces.

In majority Sn-catalyzed growth, small diameter nanowires also exist. As before, both 〈111〉
and 〈112〉 wires are present in our samples although 〈111〉 wires are predominant. For the 0.2
nm/0.5 nm Cu/Sn composition, only 2 wires presented the 〈112〉 growth direction out of 16
where the growth direction could be clearly distinguished, totaling a 12 % probability. The
others grew along 〈111〉. On the latter wires, see Figure 5.9a, the saw-tooth faceting alternating
short {111} and {110} surfaces presented in Chapter 4 is visible. The SiNWs tapering is limited
in this instance as wires longer than 100 nm can maintain their diameter. 〈112〉 wires have
essentially similar characteristics as in majority-Cu growth. Twin parallel to the growth axis
can also be found.

a) b)

c) d)

Figure 5.9: TEM micrographs of small diameter SiNWs grown with majority-Sn catalyst on
the SiC membrane. a) High resolution view of a 〈111〉 SiNW. b) High magnification view of a
〈112〉 SiNW. c) Low magnification view of a 〈111〉 SiNW featuring repeated twinning. d) High
resolution view of the red squared area in c). Inset: FFT of d).

A close investigation on majority-Sn catalysts shows again a deviation from a spherical shape.
In particular, the catalyst in Figure 5.9a is asymmetric with a right side that displays a curvature
and a left side that is reminiscent of faceting. It is apparent that the alloying of both Cu and Sn
creates complex catalytic seeds with both a solid and a liquid part. This is consistent with our
analysis on the dewetted particles after the hydrogen treatment. The proportion of deposited
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Cu and Sn during the thermal evaporation will determine the respective size of the solid and
liquid parts. If Cu is predominant, then we will have catalysts such as the one in Figure 5.8b,
with a larger solid part than liquid. If Sn is the main element, a typical catalyst will look like
the one in Figure 5.9a with a larger volume liquid part.

On low magnification view of some 〈111〉 wires, there is an alternating pattern of areas with a
bright and dark contrast, see Figure 5.9c. This is common as out of the 14 〈111〉 wires observed
with the same majority-Sn catalyst, 10 had this characteristic, giving a ratio of 70 %. Upon
closer inspection, the boundary between bright and dark areas is equivalent to a mirror plane or
twin plane. They are perpendicular to the growth axis. The visible streaking in the FFT inset
of Figure 5.9d is a characteristic of this type of planar defect. There does not seem to be any
kind of periodicity in the spacing of the twin planes. The number of {111} monolayer between
successive twin planes ranges from 3 to 10 planes with an average at 6.6. This means that for
a SiNW section of length 100 nm, there will be in average 49 twin planes. Consecutive sections
with equal number of monolayers before a twin plane are sometimes found. For instance, some
SiNWs include small portions of 6H or 8H polytype. The occurrence of these polytypes is most
likely due to chance given the twinning aperiodicity.

While twinning is a common defect in SiNWs, to observe this dense regular twinning is
uncommon in SiNWs grown with either Au, Cu or Sn catalyst. The in situ growth in NanoMAX
with pure Au, Cu and Sn did not yield such wires either. This high-density twinning can be
found in other compounds like GaAs NWs for example [150]. Only In catalysts provide this
twin density in SiNWs [230]. It is important to stress that there were no changes in growth
temperature nor gas pressure during the experiment. Therefore, it seems that this morphology
is a characteristic of majority Sn growth and that both Cu and Sn conspire together to create
such wires.

5.2.3 Large diameter nanowires

Nanowires with larger diameter (above 15 nm) were found mostly on the Si cantilever on the
high temperature area, regardless of catalyst composition. For majority-Cu growth, all the large
diameter wires grew epitaxially from the Si (111) surfaces of the cantilever as shown in Figure
5.10a. Most of the wires were tilted with the same angle with respect to the Si cantilever surface,
corresponding to the 〈112〉 growth direction. The remaining wires that grew perpendicularly
to the substrate had the 〈111〉 growth direction. All of them had a diamond cubic structure.
For wires in the 〈111〉 growth direction (Figure 5.10b), the maximum diameter observed was 60
nm, with an average at 25 nm. Twin planes perpendicular to the growth axis were a common
occurrence on this part of the cantilever. Tilted twin planes also started to appear, sometimes
intersecting with the perpendicular ones, creating complex linear defects such as the one shown
in Figure 5.10d. Surprisingly, on 〈111〉 wires, no truncated facets were observed in any of the
nanowires again, which suggests growth dynamics that are very different than the ones observed
with Au. For wires in the 〈112〉 growth direction (Figure 5.10c), the diameter could be as large
as 32 nm. Twin planes parallel to the growth axis are again very abundant, with some wires
having multiple twins. The faceting is similar to those in small 〈112〉 wires, with rough {113}
and very smooth {111} surfaces.

For all wires, it seems that majority-Cu catalysts have a much higher tendency to create
defects, unlike Au or Sn catalyst; a trend that was also observed in another study with the Cu
catalyst [231]. Furthermore, catalyst particles do not display a spherical shape in any of the
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a) b)

c) d)

Figure 5.10: TEM images of large diameter SiNWs grown with majority-Cu catalysts on the
Si cantilever. a) Low magnification view. b) High resolution view of a 〈111〉 SiNW. c) High
resolution micrograph of a 〈112〉 SiNW. d) Complex defect due to several twin planes intersecting
in a 〈111〉 SiNW.

nanowires. Unlike in small diameter SiNWs, there is not a visible phase separation between a
liquid and a solid phase. Instead, catalytic seeds appear completely solid.

In the case of majority-Sn catalysts, SiNWs with diameter larger than 15 nm were also
observed on the hot part of the Si cantilever. All large diameter SiNWs grew along the 〈111〉
direction, see Figure 5.11a. Some of them have kinked during the growth as shown in Figure
5.11b but they retained their original {111} growth interface. Compared to majority-Cu growth,
twinning is rarer and the twin planes are exclusively perpendicular to the growth axis. The
complexity of the catalytic seeds structure that was hinted in small diameter SiNWs is now
made obvious by their larger size. They display a clearly defined boundary between solid and
liquid phases. The former is easily identifiable by its faceting while the latter has a curved
boundary with the vapor phase. Although the shape of the solid phase can change from wire to
wire, on tens of observed SiNWs, both the solid and the liquid parts were found to be in contact
with the growth interface at all times. Therefore, on the plane of the growth interface, there
exists a line where solid Si, liquid and solid catalyst meet.
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a) b)

Figure 5.11: TEM images of large diameter SiNWs grown with majority-Sn catalysts on the Si
cantilever. a-b) High resolution images of 〈111〉 SiNWs. In these images, majority-Sn catalysts
are clearly biphasic. Inset: Schematic of the catalyst structure.

5.3 Nature of the catalyst

A striking feature of the CuSn-catalyzed growth is the appearance of facets on catalyst surfaces.
Indeed, contrary to the Au-catalyzed and Sn-catalyzed growth, the catalyst does not have a
hemispherical shape with a smooth spherical surface. Rather, it presents facets typical of its
partly crystalline character. Under a favorable orientation, it is possible to observe its lattice
planes. On the other hand, there are volumes in the catalyst that resemble a liquid phase. This
means that with CuSn as catalyst, the growth operates under either the vapor-solid-solid (VSS)
mode, the vapor-liquid-solid (VLS) mode or both at the same time.

Noticeably, the solid nature of the catalyst is observed for both low diameter (below 10 nm)
and large diameter (above 10 nm and below 50 nm) SiNWs. In particular, large diameter SiNWs
catalyzed by majority-Cu catalysts lack a visible liquid part. This is an unexpected observation
as Sn is known for its low melting point. Furthermore, large diameter SiNWs are generally
obtained in high temperature regions of the Si cantilever. This hints towards an evolution
of the catalyst composition as the growth experiments progress. Because nucleation of each
nanowire new plane takes place at the catalyst interface, understanding the effect of the catalyst
composition and structure should provide insights on the growth mechanisms. The following
section will focus on this.

5.3.1 Catalyst chemical composition analysis

The EDX spectrum of Figure 5.5 established that both Cu and Sn can be deposited in order to
form single particles. By performing the EDX analysis again on grown SiNWs, we can uncover
the catalyst composition evolution during the growth. In the SiNW with a diameter below 10
nm, shown in Figure 5.12a grown at 380 ◦C on the SiC membrane with majority-Cu catalyst,
STEM-EDX technique was used to obtain chemical maps of Si, Cu and Sn, respectively Figure
5.12b-d. This particular wire has grown for around one hour after the first nucleation. The
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chemical maps indicate that the nanowire itself is made almost exclusively of Si. As for the
catalyst, Si and Cu were detected with a ratio of 40:60. A few counts of Sn were also found but
the amount of Sn in the catalyst is too low for quantitative analysis by EDX.

a) b) c) d)
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Figure 5.12: EDX chemical maps of a majority-Cu catalyzed SiNW. a) SiNW TEM image.
b) Si chemical map. c) Cu chemical map. d) Sn chemical map. e) Line plot of Si and Cu
concentration along the nanowire axis in a).

While the analysis was carried out on small diameter SiNWs and given the catalyst shape
in larger diameter ones, one can conclude that SiNWs grown by majority-Cu seeds are almost
exclusively catalyzed by Cu. Indeed, large SiNWs seeds are well faceted with no apparent
curvature. Therefore, the growth mode for SiNWs catalyzed by majority-Cu seeds is the vapor-
solid-solid (VSS) mode.

The same analysis can be carried out on SiNWs grown with majority-Sn catalyst. Let us
remind that such nanowires present a catalyst that has both a solid and a liquid part. For that
purpose, consider the nanowire shown in Figure 5.13a with a diameter of around 50 nm. This
wire has grown for a few hours. We perform EDX analysis on specific parts of the catalyst. To
do so, the electron beam is focused into either the S1 or the S2 spot. S1 is the curved liquid
part while S2 is the faceted solid part. The resulting spectra are summarized in Figure 5.13b.
An intense Si signal is present in both catalyst parts, essentially coming from the environment.
Cu and Sn are also found in S1 and S2. However, the quantitative analysis yields different ratio
of Cu and Sn for in either of the EDX spots. Excluding Si, the S1 liquid part is Sn-rich at 63
at. % and 37 at. % Cu content. On the other hand, the S2 solid part is Cu-rich at 84 at. %
and 16 at. % Sn content. Thus, we see that Cu and Sn do not segregate completely from each
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a)
b)

Figure 5.13: EDX analysis of majority-Sn catalyst. a) TEM image of the analyzed SiNW. S1
and S2 designate measured areas. Inset: close-up view of the catalyst. b) EDX spectrum of the
S1 (red) and S2 (blue) spots.

other but can be incorporated in either the Cu-rich or the Sn-rich part. We have not done the
analysis on small diameter SiNWs. However, if we consider the catalyst shape in wires such as
the one in Figure 5.9a, we could expect similar results.

The coexistence of both a solid and a liquid part inside a single catalyst raises interesting
questions. In particular, the question on the growth mode of majority-Sn catalyst becomes
more complicated to answer. It becomes unclear whether the growth operates in the VLS or
VSS mode. To decide between the two will require a careful examination of a growth interface
as a nanowire is growing. This will be done later in the chapter.

5.3.2 Sn depletion in the catalyst

In majority-Cu growth, the EDX analysis proved that Sn is no longer present in significant
amount inside the catalyst after the start of the growth. We suggest that during the incubation
time before growth starts, Sn gradually diffuses out of the catalyst in a mechanism similar to
that described before: through the formation of a Sn wetting layer, this time on the substrate.
We already described this in Section 5.1.1. Other mechanisms can be proposed such as the
evaporation of Sn or its incorporation in the SiNWs. However, they fail to explain the relatively
fast Sn loss rate, where it takes no more than 30 min to completely empty the Sn content of
the initially majority-Cu catalyst. Indeed, the vapor pressure pv of liquid Sn as a function of
temperature, which can be used to derive the evaporation flux of Sn, is given by [232]:

log pv(T ) = A + B

T
(5.1)

with pv(T ) the vapor pressure expressed in atm, T the temperature in K, and A = 5.262,
B = −15332 two constants. At 380 ◦C, this gives a vapor pressure of 6.22 × 10−14 Pa. We can
then input this value into Hertz-Knudsen evaporation equation to deduce the evaporation flux
ϕ:

ϕ = (pv − p)
√

1
2πmkBT

(5.2)
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with p the Sn partial pressure in the TEM column, m = 1.97 × 10−25 kg the mass of a Sn
atom and kB the Boltzmann constant. Assuming that there is no Sn vapor inside the TEM
column, we obtain a flux ϕ = 5.89 × 108 atoms · m−2 · s−1. Let us assume that evaporation
takes place in spherical Sn liquid particles of radii 2.5 nm. This should yield an evaporation
rate of 1.2 × 10−8 atoms · s−1. Given the small interface area of the CuSn particles and the time
frame of our growth experiments, it is clear that evaporation cannot account for the observed
fast depletion of Sn.

As for the diffusion of Sn in Si, Akasaka et al. have measured it using Rutherford backscat-
tering analysis. They found a diffusion coefficient D [233] expressed in cm2 · s−1:

D = 0.054 exp
(

− Ea

kBT

)
(5.3)

where Ea is the diffusion activation energy with value 3.5 eV. At 380 ◦C, this gives D =
5.3 × 10−29 cm2 · s−1, which makes diffusion negligible on the timeframe of an experiment. Fur-
thermore, we have to consider the solubility of Sn atoms inside a Si crystal. It is estimated at
1019 atoms · cm−3 at 380 ◦C or 1 Sn atom for every 5000 Si atoms [234]. This leaves the only
presented option of surface diffusion meditated through the Sn wetting layer on the top of the
SiNW. If the main mechanism of leakage is the formation of a wetting layer, then the amount
of atomic hydrogen filling the dangling bonds on the SiNW sidewalls is primordial. We have
discussed this issue in Section 5.1.1.

Sn depletion in majority-Sn catalyst seems to be less of a concern however. Indeed, the
plasma source deactivation has no major effect on those catalyst, contrary to pure Sn ones. In
the pure Sn case, depinning of the catalyst is achieved in around 50 seconds. For the majority-Sn
catalyst of Figure 5.13a, we have not observed any appreciable volume change in the Sn-rich
part over the course of two minutes. Observations 20 minutes later on other nanowires reveal
that they still retain their Sn-rich liquid part. If Sn depletion still occurs in majority-Sn growth,
the timescale of this phenomena is different between the pure growth and the double catalyst
growth and varies between the two by two order of magnitude in time. Therefore, the number
of generated radicals by the plasma source is not a determining factor for the Sn stability in
majority-Sn growth. This is confirmed by an experiment where we switched off the plasma.
Instead of leaking out like in Figure 5.2, the liquid Sn stays on top of the nanowire. Thus, the
presence of a solid Cu3Si stabilizes the liquid part. This would imply that some of the surfaces
present in Cu3Si have a sufficiently high energy so that the Sn would wet them.

5.3.3 Structure determination of the Cu catalyst

We have previously assumed that Cu3Si is the state of the catalyst in Cu-catalyzed growth. Pre-
vious in situ experiments have shown through electron diffraction that it is specifically η′-Cu3Si
at temperature between 470 ◦C and 550 ◦C for SiNWs with diameter above 50 nm [44]. Con-
sidering our growth temperature and the previously shown EDX data for majority-Cu growth,
we can use the Cu-Si phase diagram [235, 236] to get an idea of the catalysts state (Figure
5.14). At temperatures between 380 ◦C for the SiC membrane substrate up to 1000 ◦C for the
Si cantilever, this gives three possibilities: η-Cu3Si, η′-Cu3Si and η′′-Cu3Si. If the Cu content is
below 74 %, Si should precipitate in the Cu3Si, which is precisely what is needed for nanowire
growth. Thus, we should have the same catalyst as in previous studies.

η-Cu3Si is the bulk equilibrium phase at high temperature. Its crystalline structure is known



122 Chapter 5. The Cu-Sn system for growing silicon nanowires

Figure 5.14: Cu-Si system phase diagram, reproduced from [236].

Table 5.2: Atomic positions in the η-Cu3Si unit cell.

Atoms Wyckoff Sites Atomic Positions
Cu1 1a (0, 0, 0)
Cu2 2c (0, 0, 1/3)
Cu3 2d (1/3, 2/3, 1/6)
Cu4 2d (1/3, 2/3, 5/6)
Si1 2d (1/3, 2/3, 1/2)

[237]. It has a rhombohedral unit cell with space group P 3̄m1 with lattice parameters a = 4.06 Å
and c = 7.33 Å. For this crystalline family, one uses the hexagonal four-index notation for planes.
The atomic positions of Cu and Si atoms are given in Table 5.2 and projections of the unit cell
are given in Figure 5.15. Notice that the stoichiometry of the unit cell is not exactly 3 Cu atoms
for 1 Si atom because the occupancy of Cu sites is not 100 %.

Both η′-Cu3Si and η′′-Cu3Si are superlattices of η-Cu3Si and they are respectively the bulk
equilibrium phase at intermediate and low temperature. Their crystal structures are both in-
commensurately modulated [238, 239]. Modulated crystals [240] are structures that are derived
from a base unit cell of base vectors a, b and c. Atoms are displaced from their base cell theo-
retical positions in a direction and magnitude that are given by a periodic wave function δ. For
a given atom at position x, the displacement δ is given by:

δ(ϕ, k, x) = δx(ϕ, k, x)a + δy(ϕ, k, x)b + δz(ϕ, k, x)c (5.4)

where ϕ is the phase of the wave, k the modulation vector and δµ(µ = x, y, z) are the given
displacements along the base vector directions. Because δ is periodic, the δµ should also all be
periodic; they can hence be written as a Fourier series:

δµ(ϕ, k, x) =
+∞∑
n=0

Aµ,n sin[2πn(ϕ + k · x)] + Bµ,n cos[2πn(ϕ + k · x)] (5.5)

with the condition that Aµ,n and Bµ,n coefficients result in a displacement δµ that is finite and
below the typical distance between atoms. The modulation vector k is given by:

k = αa∗ + βb∗ + γc∗ (5.6)
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Table 5.3: Parameters for the incommensurately modulated η′ and η′′ phase.

Phase Base group Base lattice parameters Modulation vectors Ref.

η′ P 3̄m1 a = 4.1084 Å k1 = (0.244, 0.244, 0) [238]
c = 22.228 Å k2 = (−0.488, 0.244, 0)

η′′ P 3̄1c
a = 4.07 Å k1 = (0.2509, 0.2509, 1/3) [239]

c = 14.685 Å k2 = (−0.5018, 0.2509, 1/3)

a) b) c)

Figure 5.15: Unit cell of η-Cu3Si, Cu atoms are orange, Si atoms are grey. a) 3D view. b)
[101̄0] view. c) [0001] view.

with a∗, b∗ and c∗ the reciprocal unit vectors. It represents the wave vector of the displace-
ment wave δ. If α, β and γ are all rational numbers, then the crystal structure is said to be
commensurately modulated and the lattice parameters of the new unit cell are multiple of the
lattice parameters of the base cell. If either α, β or γ is irrational, then the crystal structure
is said to be incommensurately modulated and is now aperiodic. The lattice parameters of the
new unit cell for the direction with irrational coefficients becomes infinite. This process can be
generalized to two or more wavefunctions δi with two or more modulation vector ki:

δ =
∑

i

δi(ϕi, ki, x) (5.7)

with:
δi(ϕi, ki, x) = δx,i(ϕi, ki, x)a + δy,i(ϕi, ki, x)b + δz,i(ϕi, ki, x)c (5.8)

As such, incommensurately modulated crystals are defined by the space group of the base unit
cell, its lattice parameters and one or more modulation vectors. The parameters for the η′

and η′′ are given in Table 5.3. Incommensurately modulated crystals change the constructive
interference conditions compared to the base cells. This results in additional spots in the electron
diffraction.

Since the atomic positions are known, it is possible to simulate an electron diffraction pattern
using a dynamical framework. To that effect, we use the JEMS package [179], which was utilized
to generate the HRTEM images presented in Section 2.3.3. Figure 5.16b shows the results of the
simulation in the [1̄21̄0] zone axis. The results of the diffraction simulation can now be compared
to an experimental diffraction pattern obtained on a catalyst particle. However, because the
catalysts on top of SiNWs are generally unstable under a focused electron beam, we decided to
perform the electron diffraction on a catalyst in the early stage of growth, see Figure 5.16a. To
confirm that Cu3Si is also the majority-Cu catalyst on big and small diameter SiNWs (grown at
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380 ◦C), we instead did FFTs of the HRTEM images of the catalyst of Figure 5.10c and Figure
5.8b and compared the positions of the spots to the experimental diffraction pattern. We see
a consistent pattern between the electron diffraction and the simulated diffraction of η-Cu3Si
without any additional spots that would correspond to an incommensurately modulated phase.
Furthermore, the FFTs also display the same pattern as the electron diffraction. This proves
that η-Cu3Si is the state of the majority-Cu catalysts for both large diameter (high temperature)
and small diameter (temperatures around 400 ◦C) nanowires.

At first glance, finding the η phase for small (low temperature 380 ◦C) nanowires is unex-
pected. However, given the size of the catalyst compared to the base lattice parameters of the η′

and η′′, it is appropriate to state that the catalyst is too small to contain enough displacement
defects for the diffraction pattern to display additional spots and all η phases become indistin-
guishable. For large diameter SiNWs, if the catalyst is η-Cu3Si, it is possible to give a range
of temperature for the growth. According to the Cu-Si system phase diagram, the substrate
temperature for big diameter SiNWs is between 550 ◦C and 850 ◦C.

a) b)

c) d)

Figure 5.16: Diffraction and Fast Fourier Transform of the majority-Cu catalyst. a) Experi-
mental diffraction pattern. b) Simulated diffraction pattern in the [1̄21̄0] zone axis of η-Cu3Si.
c) FFT of the catalyst of the big diameter SiNW of Figure 5.10c. d) FFT of the catalyst of the
small diameter SiNW of Figure 5.8b.

The lattice fringes or spacing in the Cu-rich part of the majority-Sn catalyst is similar to
the one in majority-Cu part. Therefore, the Cu-rich part has the same crystalline structure as
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η-Cu3Si. There is however a non-negligeable amount of Sn inside given the EDX analysis of
Figure 5.13. It is unknown if the Sn is dissolved, substituting Cu in the η-Cu3Si matrix or if
if it makes pure Sn precipitates in η-Cu3Si. In the following, although it includes some Sn, we
refer to it simply as Cu3Si, the η phase of the Cu3Si compound.

5.3.4 Cu and Sn respective roles in nanowire growth

From these observations, we can conclude that the growth of majority-Cu SiNWs is catalyzed
essentially by Cu with Sn playing only supporting role. The exact role of Sn during the growth
needs to be determined. Growth experiments done in a PECVD reactor reported in the literature
with pure Cu catalyst have shown that SiNWs can only be obtained in a narrow range of
temperature [227] from 500 ◦C to 650 ◦C. Below 500 ◦C, no SiNWs have been observed to
emerge from the Cu particles. In that study, the 500 ◦C lower temperature bound is attributed
to the high activation energy of Si diffusion in Cu (0.98 eV). Consequently, the time constant
for Si diffusion from the vapor-solid interface of the Cu particle to its solid-substrate interface
is long. Eventually, a shell of solid Si will form around the Cu particle before the nucleation
of Cu3Si, which is thought to be the catalyst for the growth. Thus, the catalytic activity of
the deposited Cu particles is deactivated. In Section 5.1.2, we reproduced the same result in
NanoMAX where SiNWs would not grow with pure-Cu below 500 ◦C.

In another study of Cu-catalyzed growth of SiNWs, other authors obtained growth at tem-
perature as low as 400 ◦C in a standard CVD reactor by adding oxygen [228]. The inclusion of
oxygen in the reactor oxidized the Cu particle into CuO2, identified by peaks in X-ray diffraction.
SiH4 would then react with the copper oxide in the following reduction reaction:

2SiH4 + 3CuO2 −→ 2Cu3Si + 3H20 + H2 (5.9)

with a standard Gibbs free energy of formation ∆G = −43.8 kJ · mol−1. There, the nucleation
of Cu3Si is induced chemically.

In our experiments, SiNWs are still obtained at 380 ◦C, regardless of the exposure of the
CuSn islands to heating effect of the electron beam. In majority-Cu growth, we propose that
there exists a pocket of liquid Sn so that nucleation of solid Si first occurs in liquid Sn. Then,
Si would slowly diffuse into the pure Cu to form Cu3Si. Once Cu3Si is formed, the growth will
proceed with Cu and Sn as catalysts. The described phenomena can be of interest when Cu
is used as the catalyst if a low temperature growth is required, for instance where SiNWs are
grown on thermally sensitive substrates.

In majority-Sn growth, Sn should also facilitate the nucleation of Cu3Si although it is not
expected to be a requirement for the growth to start. The larger volume of liquid Sn provides
an avenue for the first nucleation of a Si crystal. Furthermore, before Cu3Si is nucleated, the
interface between the Sn liquid and the initial solid Cu may act as another channel for the
inclusion of Si in Cu. The formation of a solid Si shell around Cu which can deactivate the
catalytic activity of Cu is inhibited due to the vanishingly small solubility of Si in liquid Sn.

Cu and Sn have opposite effects on the apparition of twin planes in SiNWs. The study on
pure-Cu and pure-Sn growth revealed that Cu leads to the formation of numerous twin planes.
On the other hand, twins are almost non-existent in Sn growth. Inclusion of Cu in pure-Sn to
create CuSn catalyst has led to twin planes appearing. With Sn, the favored growth direction
is 〈111〉. Therefore, twin planes are perpendicular to the growth axis. As more Cu is added in
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the mix, the main growth direction changes to 〈112〉. In this configuration, twin planes are now
parallel to the growth axis. Pure-Cu SiNWs grow almost exclusively along the 〈112〉 direction.
In order to fully understand why the growth direction can change, getting more insight on the
catalyst structure is required.

5.4 Catalyst-nanowire epitaxial relationship

A solid catalyst opens up the question about the existence of the crystalline relationships be-
tween the catalyst and the nanowire itself. In large diameter nanowires, the fringes inside the
Cu3Si particle deliver precious information on the orientation of the catalyst with respect to the
nanowire. Indeed, a Fast Fourier Transform performed on the fringes yield a spot pattern which
can be compared to a simulated electron diffraction. Indexing the (hkl) spots in the diffraction
pattern provides the orientation of the Cu3Si and the epitaxial relationship.

5.4.1 〈112〉 epitaxy

In the case of 〈112〉 SiNWs which is mainly grown with majority-Cu catalysts, we found that all
the Cu3Si catalysts analyzed display the same surfaces and the same fringes when viewed in the
[110] Si zone axis (Figure 5.17). Thus, catalysts always have the same orientation with respect
to the nanowire. The long lateral surfaces with a tooth-like structure are {0001} surfaces while
the top short surface is a {11̄00} surface. We note this relationship as 〈112〉Si||〈11̄00〉Cu3Si. In
between the two, there are {1011} and {1013} intermediate surfaces that are also short.

This tendency must be related to the preferential development of certain crystal facets.
Assuming that the Cu3Si crystals are close to thermodynamic equilibrium, one may also assume
that their shapes will obey the Wulff theorem. The latter can be described as follows. Given,
the energy of {hkl}-oriented crystal surfaces, let us draw vectors, originating from the center of
the crystal, normal to the {hkl} planes and with intensities proportional to the surface energies
γhkl. Planes normal to all existing and situated at their extremity are also drawn. The inner
volume defined by the intersections of all planes is the equilibrium shape of the crystal. In this
method, the absolute values of all surface energies are not relevant. It is only the ratios between
all the different surface energies involved that matter.

By using the Wulff construction on the catalyst of Figure 5.17a, we can determine that since
{0001} has the largest area as seen in the TEM images, it should be the surface with the lowest
energy among the four previously cited. It is not possible to know its absolute value through
this method. However, we can use the {0001} surface energy as the reference. Let us take
the surface energy of {0001} as unity. Then, {101̄3}, {101̄1} and {11̄00} have a surface energy
of respectively 1.29, 1.34 and 1.4. These values are extracted from growing SiNWs under a
constant stream of gaseous and radical species at high temperature. Thus, it is possible that
the equilibrium shape of the Cu3Si catalyst might be different as ones predicted by DFT studies
done at 0 K. To our knowledge, no such studies exist currently. Because the lowest energy
surface is {0001} in our conditions, the catalyst will orient itself so that this surface is the most
exposed to the vapor. In this configuration, the growth of 〈112〉 SiNWs is favored.

The catalyst-nanowire interface is quite unique because on the one hand, it is not perpen-
dicular to the nanowire 〈112〉 growth axis, and on the other hand, the interface is not planar.
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a)

b)

Figure 5.17: Orientation of the Cu3Si catalyst in 〈112〉 SiNWs. a) Side-view TEM image of
the catalyst-nanowire interface of a 〈112〉 SiNWs grown with majority-Cu catalyst. Two twin
planes are located next to the left and right {111} sidewalls. Surfaces in Cu3Si are annotated. b)
Top-view schematic of the interface depicting how the first two layers in a Si and Cu3Si crystal
interface stack together with the 〈112〉Si||〈11̄00〉Cu3Si epitaxial relationship. Gray atoms are Si
atoms in the Si crystal. Orange and pink atoms are respectively Cu and Si atoms in the Cu3Si
crystal.

The angle between one part of the interface and the plane perpendicular to the growth axis is
19◦. This corresponds to a {111} plane in Si. In Cu3Si, it does not correspond to a specific
plane, hence the lattice seems distorted in the catalyst. Furthermore, the contrast transition
between the catalyst and the nanowire is not abrupt, suggesting that the interface has a 3D
shape. In this case, the epitaxial relationship is not trivial. Because of this, we expect that
this catalyst-nanowire interface should have a relatively high energy. We can also examine how
the different layers in Si and Cu3Si stack together. This is shown in Figure 5.17b. In the 〈112〉
zone axis, the Si layers are made of Si dimers arranged in a rectangular lattice with a two-fold
symmetry. For the 〈11̄00〉 zone axis in Cu3Si, Si and Cu atoms form a hexagonal arrangement
also with a two-fold symmetry. The discrepancy between the two arrangements adds another
level of complexity to this epitaxial relationship. It is possible that such a discrepancy is the
reason why twin planes parallel to the growth axis in 〈112〉 nanowires are so common. In fact,
〈112〉 nanowires with an above 6 nm diameter systematically present one or more twin planes.
On some occasions, {0001} twin planes parallel to the nanowire growth axis could also be ob-
served in Cu3Si catalyst. They are not found to extend beyond the catalyst into the nanowire.
Therefore, it is not very clear if they have a specific role in favoring the formation of twin planes
in the wire.

5.4.2 〈111〉 epitaxy

For 〈111〉 SiNWs which are grown with both majority-Cu and majority-Sn catalysts, there is more
diversity in catalyst shape. We clearly identified two epitaxial relationships: 〈111〉Si||〈0001〉Cu3Si,
〈111〉Si||〈12̄10〉Cu3Si. An example of the first relationship is shown in Figure 5.18a-b. The top
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surface in the Cu3Si catalyst is a {0001} surface. Other surfaces include {101̄1} and {101̄3}
which were already present in 〈112〉 epitaxy. Consider the stacking between the first layer of
Si and Cu3Si at the planar catalyst-nanowire interface. Both the {111}Si and the {0001}Cu3Si
present an hexagonal arrangement of atoms but with dissimilar parameters. Due to the positions
of Si and Cu atoms in the Cu3Si matrix, the symmetry of {0001}Cu3Si is only three-fold for Si
atoms, contrary to {111}Si which has a six-fold symmetry. There is also a mismatch between the
two lattices. The hexagons sides for Si are 3.84 Å long while those for Cu3Si are 4.06 Å, yielding
a 5.4 % lattice misfit. No visible dislocations were observed at the interface in a nanowire with a
diameter of 20 nm, which means that either the catalyst or the nanowire prefers to be strained,
or that the stress is relaxed. Both majority-Cu and majority-Sn grown SiNWs can present this
epitaxial relationship. In the case of majority-Sn, it is the only relationship that was observed.

a) b)

c)

Figure 5.18: Orientation of the Cu3Si catalyst in the 〈111〉Si||〈0001〉Cu3Si epitaxial relationship.
a) Side-view TEM image of the catalyst-nanowire interface in a majority-Cu catalyst in this
orientation. b) Side-view TEM image of a majority-Sn SiNW where the Cu3Si core is in this
orientation. c) Top-view schematic of the interface depicting how the first two layers in a Si and
Cu3Si crystal interface stack together with the 〈111〉Si||〈0001〉Cu3Si epitaxial relationship. Colors
are described in Figure 5.17b.
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For the 〈111〉Si||〈1̄21̄0〉Cu3Si relationship which is only found in majority-Cu (Figure 5.19a),
the catalyst displays lateral longer {0001} surfaces and a shorter top {1̄21̄0} surface. The
catalyst-nanowire interface is also planar. In between the two, there is a smoothly curved
surface that is probably made of a succession of few atoms long short intermediate surfaces
between {0001} and {1̄21̄0} with similar surface energies. If one observes how the first planes
in Si and Cu3Si stack in this relationship, it is apparent that both {111}Si and {1̄21̄0}Cu3Si
layers again have an hexagonal arrangement. However, for the one in the {1̄21̄0}Cu3Si layer, the
hexagons are not regular. Therefore, this epitaxial relationship should create greater strain in
the catalyst-nanowire system. This may explain why we very rarely observe this orientation.
Interestingly, while the lateral surfaces are {0001}, we found that catalysts with such an orien-
tation have no {0001} twin planes inside. It seems then that the occurrence of twin planes in
the 〈112〉Si||〈11̄00〉Cu3Si epitaxial relationship is linked to the complex geometry of the interface.
Because the three studied relationship leads to nanowire with different appearances, immediate
identification of growth direction and epitaxy type is possible.

At least one other epitaxial relationship was also found on 〈111〉 wires grown with majority-
Cu although we were unable to identify them as the spacing in the displayed lattice fringes
does not match any known distance in Cu3Si. A possible reason for this can be because these
fringes are the results of moiré interference. One of the unknown relationships occurs mainly in
nanowires with diameter larger than 30 nm.

a) b)

Figure 5.19: Orientation of the Cu3Si catalyst in the 〈111〉Si||〈1̄21̄0〉Cu3Si epitaxial relationship.
a) Side-view TEM image of the catalyst-nanowire interface in a 〈111〉 SiNW with a majority-Cu
catalyst in this orientation. b) Top-view schematic of the interface depicting how the first two
layers in a Si and Cu3Si crystal interface stack together with the 〈111〉Si||〈1̄21̄0〉Cu3Si epitaxial
relationship. Colors are described in Figure 5.17b.

5.4.3 Catalyst orientation selection

We have presented the different orientations that the Cu3Si catalyst could take with respect to
the nanowire. In this section, we try to understand how and when the epitaxial relationship is
selected. There is no evidence that the solid catalyst can change orientation during nanowire
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growth. Indeed, all the recorded solid catalysts display unchanging lattice fringes during growth.
Moreover, this remains true even when we deliberately change parameters such as temperature
or plasma power. Leakage of either Cu or Si atoms, leading to the shrinking of the catalyst,
is also unable to change the catalyst orientation. It seems then that changing the interface
orientation is a process which requires a considerable amount of energy and cannot be achieved
in steady growth. Consequently, the relationship has to be chosen from the growth start or
nucleation of the first Cu3Si crystal.

The observation of early-formed catalyst can provide some insights in that matter. Figure
5.20 shows both majority-Cu and majority-Sn catalysts on a (111) crystalline surface of the
Si cantilever that have not yet precipitated a SiNW. The TEM images were taken after the
introduction of the SiH4/H2 gas mixture with the plasma activated. In Figure 5.20a, one can
immediately recognize the characteristic shape of a 〈112〉Si||〈11̄00〉Cu3Si catalyst. This is quite
surprising as the (111) surface of the Si cantilever was HF-treated. Thus, we would have expected
the other two 〈111〉 possible epitaxy relationship. The fact that it is not the case means that in
the case of those two catalysts in the TEM image, the 〈111〉 epitaxy is forbidden, or unfavorable
at the very least. A likely reason is because the cantilever surface is not atomically flat at the
scale of the average catalyst size. Instead, it is particularly rough as it has not been etched
by a KOH treatment. The interface in 〈112〉 SiNWs is also not planar and that may favor this
relationship in rough crystalline substrates.

a) b)

c)

Figure 5.20: Orientation of catalysts after the nucleation of Cu3Si on the Si cantilever (111)
surface. a) TEM image of newly formed majority-Cu catalysts on a rough (111) surface. b) TEM
image of majority-Sn catalysts. c) TEM image of majority-Cu catalysts lying on a smoothened
(111) surface.
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This hypothesis is supported by another experiment on the Si cantilever. By applying a
current in the loops that raises substrate temperature to a value starting to melt the Si cantilever
at its hottest points (> 1400 ◦C), adding the SiH4/H2 gas mixture and activating the plasma
source, we smooth out the roughness of the cantilever substrate. After an HF treatment, we
thermally evaporate the Cu and Sn metallic layers in a ratio that creates majority-Cu catalysts.
The treated cantilever substrate is introduced in the TEM column. We then observe how Cu3Si
nucleation occurs. Figure 5.20c showcases Cu3Si catalyst typical shapes on a smoothed (111)
surface. It is immediately apparent that most of the catalysts on the flat substrate do not
present the shape shown in Figure 5.20a that produces 〈112〉 SiNWs. Rather, most Cu3Si
catalysts choose to lie flat on the substrate which will yield 〈111〉 wires. Consequently, the
abundance of 〈112〉 wires or 〈112〉Si||〈11̄00〉Cu3Si epitaxy relationship on a (111) surface can be
attributed to its roughness. On the polycrystalline and rough SiC membrane, 〈112〉 wires form
again the majority.

Let us now observe the formation of majority-Sn catalysts just after Cu3Si nucleation. Typi-
cal ones are shown in Figure 5.20b. No thermal treatment for the smoothening of the Si cantilever
was carried out. The majority-Sn catalyst biphasic nature is obvious at this point. One can
immediately observe both a solid and a liquid part. The lattice fringes inside the Cu-rich part
allows for the catalyst orientation identification by means of a FFT analysis. It is determined
that solid Cu3Si prefers to sit in a direction where both the {0001}Cu3Si and {111}Si are aligned
despite the substrate roughness, consistent with previous observations that all SiNWs grown
with majority-Sn catalyst grow along the 〈111〉 direction. This confirms that Sn does influence
the eventual epitaxial relationship between catalyst and nanowire, and thus the growth direc-
tion. In Figure 5.20b, the liquid Sn seems to preferentially wet specific Cu3Si surfaces such as
{11̄00}, {101̄1} and {101̄3}. In catalysts where the Cu/Sn ratio is heavily biased towards Sn,
even more so than ones in Figure 5.20, we observe that the top {0001} surface will also get wet
by Sn. These observations are not surprising considering the Cu3Si surface energy hierarchy
established in Section 5.4.1: {0001} has the lowest surface energy. The preferential wetting of
the higher energy surfaces is likely the cause of the different orientations of the majority-Sn
catalyst compared to majority-Cu ones. That ultimately exclusively yields 〈111〉 wires.

5.5 Step-flow growth and geometry

5.5.1 Vapor-Solid-Solid mode in SiNWs grown with majority-Cu

In situ data show that the majority-Cu growth happens in a way similar to the monolayer by
monolayer growth observed in Au-catalyzed SiNWs. More information on the growth kinetics
can be gathered in this case. Since majority-Cu SiNWs grow by the VSS method, the growth
rate is lower and hence the dynamics of the monolayer by monolayer process is more easily
observed. The use of an ultrafast camera was therefore not necessary here.

The evolution of the interface during the time lapse of a growing monolayer is shown in Figure
5.21. This 〈111〉 SiNW was grown on the SiC membrane at 380 ◦C. The epitaxial relationship
displayed should be 〈111〉Si||〈0001〉Cu3Si judging from the catalyst shape. In this series of TEM
micrographs, one can clearly see that the growth of a monolayer starts from the edge of the
catalyst-nanowire interface, creating an atomic step. As Si atoms are incorporated into the
forming layer, the position of the step changes from one edge of the nanowire to the other.
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When the step has reached the other edge, the monolayer is completely formed, and the cycle
restarts. Similar dynamics were observed in Si [44, 197], Ge [194] and III-V nanowires [151, 199].
Multiple steps can also be seen growing at once, as visible in Figure 5.21b. Wen et al. have
shown that this behavior was due to the incorporation rate of Si in the nanowire being smaller
than the incoming flux of Si [197].
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Figure 5.21: Several monolayers nucleating and traveling in a 〈111〉 SiNW. The yellow arrows
show the position of the step. a) The nucleation starts at the edge of the catalyst-nanowire
interface. b) Two monolayers are seen nucleating at once. c) The two monolayers of b) are
propagating. Insets: close-up view of the interface. d) Evolution of the step position with
time. Each color represents a single layer. Step position origin is taken at the right triple phase
boundary. The time origin is the same in the graph and in the images.

Following the projected position over time of several steps allows us to gather more infor-
mation on the step-flow process. This is shown in Figure 5.21d. For a given step, its position
evolution follows a trend where the first and last nanometers are crossed rapidly while the prop-
agation appears slower in the middle of the interface. In this figure, the tapering and subsequent
diameter reduction of the SiNW is also visible as the maximum step position retreats with each
successive propagation event. Interestingly, it was also observed that some steps could regress
and vanish after propagating a certain distance. The second nucleated step in Figure 5.21d
clearly presents this behavior twice. We believe that, at this point, there are not enough Si
atoms in the Cu3Si catalyst for it to be in equilibrium with the SiNW, let alone sustain the step
growth. Since no variation in the Si arrival flux was detected, it is possible that the catalyst
is also losing Si in another way, presumably through desorption of Si atoms being knocked-off
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because of the electron beam or through an eventual Sn wetting layer. In addition, the plot
shows that successive steps generally propagate in the same direction, from right to left as it
happens. This can be understood by the fact that nucleation of a new layer requires more Si
atoms than simply extending one across the interface. The side from which the layer started
has more time to accumulate Si than the opposite side in where the layer was completed. Only
once did the situation reverse and the reasons for it are unclear (red line in Figure 5.21d). It
could be due to the shrinking of the majority-Cu catalyst acting as a supplementary Si atoms
source.

Under a certain angle between the nanowire axis and the observation axis, it is possible to
observe the catalyst-nanowire interface from the top, in a "bird’s eye view", granting access to
the geometry of the step flow [199]. We present such a view in Figure 5.22 which has a 10◦ tilt
from the 〈111〉 nanowire growth direction. The SiNW was grown on the Si cantilever at high
temperature. While the capture rate of the camera is insufficient to observe how the Si solid
nucleus appears, it is clear that the nucleation occurs at the intersection of three interfaces, or
triple-phase line: the solid catalyst-nanowire interface, the nanowire-vapor phase interface and
the solid catalyst-vapor phase interface.

With this viewing axis, the propagation and the geometry of the atomic step can be seen in
3D with a clear view on the hexagonal cross-section of the nanowire. The tapering of the wire,
coupled with the geometrical shape of the catalyst particle, indicates that the growth direction
of this wire is 〈111〉 indeed. Thus, it is very likely that each nanowire plane has 〈110〉 edges,
which would produce {112} sidewalls were the nanowire not tapered [219]. Knowing this, the
identification of the nucleating step orientation is feasible, and the result of the analysis from
the video are shown in Figure 5.22. The nucleation happens on the edge of two of the nanowire
sidewalls, creating one {110} and one {112} step edges inside the catalyst. It was shown that
nucleation occurs preferentially at the triple-phase line since less interfaces would be created
[153]. As the coverage increases, one additional {112} edge is created before the {110} edge
disappears for a {112} edge. When the monolayer is almost complete, three {112} step edges
are present. The prominence of {112} edges in this process can be simply understood by the
fact that {112} surfaces are less energetic than {110} surfaces.

We now follow the step-flow dynamics in the course of several monolayer growths of the
nanowire shown in Figure 5.22a-d. To that effect, a measurement of the time evolution of
the area coverage of the newly nucleated layer was done. The result is presented in Figure
5.22e. Ten nucleation events were followed in the course of 90 seconds. It can be seen from
this plot that after a layer is completed, there is a waiting time before the new layer is started.
It corresponds to the time needed for the Cu catalyst to reach Si supersaturation again. It
depends on both the adsorbed Si arrival flux and the diffusion rate of Si in Cu3Si. The latter
varies with temperature. The time taken for a full monolayer to be completed seems regular over
the course of the 10 nucleated layers, taking between 3 and 5 seconds in our growth conditions.
There are two instances where it takes more than 10 seconds to fully complete a layer, they are
represented in red in Figure 5.22e. Upon closer inspection, the lower step velocity is associated
with the fact that there are two monolayers nucleating and growing simultaneously. Nucleating
two monolayers at once requires more Si atoms. Because the Si arrival flux is constant, the
step propagation velocity will adjust accordingly. A relation for the step velocity v has been
previously proposed in [197] where v is proportional to ∆µSi which is the difference of chemical
potential of Si atoms between the Cu3Si catalyst particle and the SiNW.
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a) b)

c) d)

e)

Figure 5.22: a)-d) Bird’s eyes view of a 〈111〉 SiNW during the growth of a double monolayer.
Yellow lines indicate the SiNW sidewalls and are shifted upwards for clarity. Red lines are 〈110〉
segments parallel to {112} surfaces; blue lines are 〈112〉 segments parallel to {110} surfaces. e)
Evolution of the area coverage of a step for 10 nucleation events. The measured area coverage
of a given layer is divided by the area of that layer when completed. The indicated time is
synchronized with the images.
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5.5.2 The hybrid growth mode of majority-Sn catalysts

In majority-Sn growth, the biphasic nature of the catalyst complexifies the growth mode deter-
mination. To that effect, we record the growth of a SiNW on the Si cantilever and carry out the
same analysis on the step propagation. This is done on the nanowire of Figure 5.23. It grows
along the 〈111〉 direction and the faceting of the Cu3Si clearly indicates a 〈111〉Si||〈0001〉Cu3Si
epitaxy. A step-flow mechanism emerges from this series of TEM images. The step propagation
extends from the left side with the liquid Sn to the right side with the solid Cu3Si as shown by
the yellow arrows. Therefore, both phases of the majority-Sn catalyst contribute to the growth.
This hybrid growth mode is a mixture of VLS and VSS.

More characteristics of this hybrid growth can be derived by measuring the step position
evolution with time. This is done in Figure 5.23d for seven successive (111) layers. The plots
are noticeably different from those obtained on majority-Cu growth. Nucleation of a new layer
always begins on the liquid Sn side. Furthermore, the propagation of the step in liquid Sn is
not visible as the step velocity is much higher than the one frame per second framerate of the
video. After the step has reached the interface between Sn and Cu3Si, it undergoes a waiting
time which is probably due to an insufficient Si concentration in the solid phase. This waiting
time at the interface can last up to 20 seconds in our growth conditions. For the first created
layer, the wait time is long enough so that a second step could be nucleated in liquid Sn and
propagate to reach the Sn-Cu3Si interface. Once a sufficient amount of Si atoms is gathered,
the step may proceed in the solid phase at a much slower velocity. The step position evolves in
a similar shape as in VSS.

While the step at the Sn-Cu3Si interface can be more than one (111) monolayer high due to
the step wait time at the interface, it is interesting to notice that the step height cannot be much
larger. Indeed, tens of 〈111〉 SiNWs were observed and not a single one displayed a step more
than five layers high. If we consider the two phases of a majority-Sn catalyst as independents
catalysts, one expects the nanowire side under the Sn side to grow faster than the opposite side
under the solid Cu3Si. The low Si solubility should favor low incubation time. Figure 5.23d
shows that the smallest waiting time observed between successive nucleation event is around 8
seconds. Also, both SiH4 and H2 are introduced inside the TEM column at a steady rate. This
should yield SiNWs that have a jagged shape. None presented this hypothetical shape however.
Instead, it seems as if the Sn catalyst would fail to grow as fast as it could but would wait
instead for one or more layers to complete in the Cu3Si side. All appears as if both liquid Sn
and solid Cu3Si would conspire together to slow the overall nanowire growth rate. Consequently,
we believe that there must be some form of Si atoms transport across the Sn-Cu3Si interface
which should partially compensate for the slow Si incorporation rate in the forming layer in the
Cu side compared to the Sn side.

This growth mode thus combines some properties of both VLS and VSS: the small incubation
time and fast Si incorporation rate of VLS on the one hand and the relatively smaller diffusion
rate and slower growth rate of VSS on the other. Such hybrid mode should occur when two
metallic catalyst with widely different eutectic temperatures are used together.
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Figure 5.23: Step-flow growth in a biphasic majority-Sn catalyst. a)-c) TEM images of the
two (111)-step propagation. The yellow arrows indicate the step positions. The red rectangle in
the schematics represents the growing layer. d) Step position as a function of time. Each color
represents a specific monolayer. The time origin is the same as the images. The origin of the
step position is taken as the left triple phase boundary. The measured step position is divided
by the total length of the catalyst-nanowire interface.

Conclusion of the chapter

In this chapter, we used metallic catalysts formed from the mixing of Cu and Sn to grow SiNWs
on both SiC membranes and oriented Si cantilevers with the help of an ECR plasma source.
Initially, growth with pure catalysts was attempted. Pure-Sn growth is known to require some
form of plasma to occur. With our setup at 400 ◦C, SiNWs were indeed obtained which is a
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measure of the efficiency of the ECR source to generate atomic hydrogen in a TEM. Pure-Cu
growth is more difficult, as fewer wires were obtained overall coupled with a necessary substrate
temperature increase to 500 ◦C. Afterwards, different ratio of Cu and Sn were experimented.
They could be separated into two categories that we have called majority-Cu and majority-Sn
catalysts. Nanowires could grow at a temperature as low as 380 ◦C. We characterize the influence
of substrate temperature on the SiNWs diameter. A high temperature will favor the growth of
larger diameter nanowire thanks to a catalyst coalescence process.

The chemical compositions of both types of catalysts were analyzed by EDX. It was found
that majority-Cu catalysts are made almost exclusively of Cu as Sn tended to leak out. In
majority-Sn ones, the catalysts presented a biphasic nature with a liquid Sn-rich shell and a
solid Cu-rich core. The structural characterization of the Cu part revealed that its crystalline
structure is that of η-Cu3Si, be it in majority or minority Cu catalysts, a compound that is also
found in pure-Cu catalysts. These experiments prove that Sn has a major role in the growth by
enabling the nucleation of the first Cu3Si crystal at a lower temperature.

Since the catalyst is at least partially solid, it will influence the growth direction of nanowires
by forcing a specific epitaxial relationship. If the usually high energy surfaces are wet by liquid
Sn, such as in majority-Sn catalysts, then the growing nanowire will adopt the 〈111〉 growth di-
rection. Inversely, in majority-Cu catalysts, nanowires will prefer growing in the 〈112〉 direction.
Other parameters like surface roughness may also change the preferred growth direction.

By observing the catalyst-nanowire interface during the growth, we were able to determine
that new layers are created thanks to a step-flow mechanism. A Si nucleus is first formed, creating
a step. Then, through Si atoms incorporation, the step will propagate across the whole interface
until the layer is completed. The growth mode of SiNWs depend on the chemical composition of
the catalyst. In the case of majority-Cu catalysts, the growth mode will be VSS which properties
include a relatively slow step velocity and a long incubation time. Several monolayers can be
seen nucleating at once. When majority-Sn catalysts are considered, the growth mode becomes
a hybrid between VSS and VLS. Short waiting time and high step velocity are the norm in the
Sn part while the solid part slows down the overall growth rate, presumably due to an exchange
of Si atoms between both catalyst phases.
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CHAPTER 6

Growth of polytype 2H in column-IV nanowires

The growth of Si and GeNWs with catalysts of varying chemical composition was described in
the previous chapters. We now focus on the crystalline phase presented by these SiNWs.

6.1 Occurrence of the 2H phase in nanowires

6.1.1 Polytype 2H in GeNWs

The 2H phase is known to be less stable in bulk Ge compared to bulk Si [135]. We also observed
a similar trend as none of the in situ grown GeNWs in NanoMAX presented the 2H phase.
In fact, while the PECVD growth of Si nanowires with 2H regions, described in [110], was
reproduced multiple times in the Plasfil reactor, the synthesis of GeNWs with Plasfil essentially
yielded the equilibrium 3C phase. Using the conditions described in Section 3.2 however, a small
section of a 60-nm diameter GeNW exhibited 8 {0002} planes having the 2H stacking (Figure
6.1). The rest of the GeNW presented the expected cubic diamond structure. However, it is not
clear if these hexagonal planes grew spontaneously or if they appeared due to another process,
as this is a post-growth image. Ab initio calculations predict that the 2H phase would only
grow in nanowires with much smaller diameters [140]. From here, let us discuss some possible
explanations below.

A first possibility is that of a shear deformation during sample handling. This specific GeNW
was grown on a (111) Si wafer and then transferred to a TEM Cu grid for observation. The
transfer is done through the scratching technique mentioned in Section 2.2. Scratching may lead
to the nanowires breaking in several pieces due to the applied pressure of the tweezers. Let us
note that the 2H part is located at the bottom of the GeNW, which could actually be a fracture
crack due to scratching. The crack seems to follow a more or less a horizontal (111) plane. It
is then possible that the 2H phase occurred during the scratching procedure by the application
of an uncontrolled shear stress. Shear stress is known to produce ribbons of 2H phase in both
bulk Ge [86] and GeNWs [103]. However, inducing a phase transition through shear stress alone
seems to be unlikely. On the one hand, the Vickers indentation technique used in [86] is coupled
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with a heating of the Ge samples at a temperature between 330 ◦C and 360 ◦C, while we handle
samples at room temperature here. On the other hand, Vincent et al. [103] molded VLS-grown
Au-catalyzed GeNWs in a hydrogen silesquioxane (HSQ) matrix and thermally baked the whole
sample at a temperature range from room temperature to 500 ◦C. A threshold temperature of
around 350 ◦C was found for the transition from cubic to hexagonal phase to occur. Another
study involving the indentation technique at room temperature failed to reproduce an eventual
phase transition to bulk 2H Ge [241]; the indentation only resulted in the formation of several
twin planes. In conclusion, it seems that only shear stress coupled with high temperature can
lead to a phase transition.

Shear stress at room temperature may thus manifest itself by multiple twinning. Figure
6.1a shows several twin planes perpendicular to the growth axis. Figure 6.1b exhibits a faulted
cubic section which also displays twinning. GeNWs grown by CVD and catalyzed by Au do
not usually present twinning when they were grown in NanoMAX. Only a few wires grown in
Plasfil and then transferred to a Cu TEM grid by scratching displayed this kind of stacking
faults. It is possible that these defects are the result of a cohesive displacement of Ge atoms.
This is supported by the relative proximity of twin planes with the fracture plane created by
the scratching. Dahmen et al. [94] proposed that polytype 2H could appear when multiple
twin planes intersect each other. The resulting strain is accommodated by a martensitic phase
transition from cubic to hexagonal. This explanation was used to describe how polytype 2H
could appear in Si ingots following indentation [93]. In our nanowires, this is unlikely as all the
TEM observed twin planes are parallel to each other.

a) b)

Figure 6.1: Realization of a GeNW presenting a 2H-phase region. a) Low magnification view.
b) Close-up view of the red squared area.

In addition, if the 2H section was produced by any of the above-mentioned shear-based
mechanisms, we do not expect that the boundary between the hexagonal and cubic domains be
a simple {111}C/{0001}H surface but rather a {115} surface as found in several other studies
[86, 103, 93, 104]. Thus, we can rule out the 2H phase produced by scratching-induced shear
stress hypothesis.

The 2H section at the bottom of the GeNW of Figure 6.1 could have appeared during the
PECVD growth. If this would be the case, this would show that the ab initio calculations, which
state that polytype 2H becomes the energetically favored phase for GeNWs when the diameter
is below 2 nm [242], could be incomplete or some hypothesis were unverified. When the effect
of hydrogen atoms is considered in the calculations, the critical diameter jumps to 5 nm. The



6.1. Occurrence of the 2H phase in nanowires 141

visible 2H section of the GeNW of Figure 6.1 is more than 15-nm large in diameter. Thus, it
seems that there exists an additional parameter excluding surface energies and hydrogen atoms
effect that would increase the critical diameter to more than 15 nm. It remains unclear what
this parameter could be. Furthermore, we have been unable to reproduce this result.

6.1.2 In situ synthesis of the 2H phase in SiNWs

Polytype 2H is more easily obtainable in SiNWs as we successfully grew them in both the in
situ TEM NanoMAX and the Plasfil reactor. In this section, we will describe some of the
characteristics of these SiNWs.

Some of the SiNWs which were in the [110]C/[121̄0]H zone axis had the 2H phase. It seems
that the 〈0001〉H growth direction is the most favorable as all observed 2H SiNWs had this
orientation. An example of a 2H SiNW of diameter around 5 nm grown with a majority-
Cu catalyst is shown in Figure 6.2a. It was grown at 380 ◦C, at a SiH4 partial pressure of
2 × 10−2 mbar, a H2 partial pressure of 5 × 10−2 mbar and a plasma power of 50 W. The shape
of the catalyst in the inset shows that the epitaxial relationship between the nanowire and
the catalyst is most likely 〈0001〉Si||〈0001〉Cu3Si. The longest non-faulted 2H section spans 40
{0002}H planes. On the base of the nanowire, some cubic sections can be observed which means
that the wire has gone through several phase transitions over the course of its growth. The Fast
Fourier Transform (FFT) of the 2H section has a pattern consistent with the simulated electron
diffraction of 2H Si (shown in Figure 2.9e, in Chapter 2), giving an unambiguous proof of the
presence of this metastable phase in our nanowires (Figure 6.2b).

a) b)

Figure 6.2: Diamond hexagonal SiNWs with a majority-Cu catalyst grown on the SiC mem-
brane. a) HRTEM image of a 2H SiNW. Inset shows the same NW before it lost its catalyst.
b) FFT of the highlighted area in a).

An interesting characteristic of the top 2H section is that the diameter of the nanowire is
nearly constant, with very little tapering. This contrasts with the 3C sections, or other 3C
nanowires that grew in the 〈111〉C direction with majority-Cu catalysts where tapering always
occurs. As discussed previously in majority-Cu catalysts, tapering is most likely due to electron-
beam-activated Cu migration. Tapering in 〈111〉C cubic nanowires is an easy evolution because
of the sawtooth faceting of sidewalls which consist in alternating {111}C and {113}C surfaces
[219]. Depending on the catalyst leakage rate, the length ratio between {111}C and {113}C will
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vary. For sufficiently high rate, {113}C no longer appears only leaving {111}C surfaces. It can
clearly be seen near the top 2H section of the nanowire (Figure 6.2a) that tapering proceeds by
the introduction of individual atomic steps, as opposed to lateral {111}C facets in the 3C case.
Considering that the angle between the top and lateral {111}C is 109◦, we find that the 2H
surface closest to make an angle of 109◦ with the top {0001}H is the {2̄111}H surface. Contrary
to the flat lateral {111}C , this surface is atomically rough which may explain why tapering occurs
in a different fashion between the two structures as surfaces with this characteristic generally
have a higher energy.

From the HRTEM image of Figure 6.2a, we can extract information on the cross-section
of a 2H SiNWs. Figure 6.3a is a close-up view of the yellow rectangle in Figure 6.2a. In this
image, more details on the atomic positions can be obtained. What is of particular interest
is the evolution of the contrast of each atomic column across the nanowire width. This should
depend on the thickness of the nanowire at that point and some dynamical effects due to possible
multiple interactions between the electrons of the incident beam and the nanowire itself. By
using HRTEM image simulations that were first presented in Section 2.3.3, we can propose
different nanowire cross-sections, simulate their corresponding image, and compare them with
the experimental image. We start with a nanowire that has a hexagonal cross-section with six
{101̄0}H lateral facets as shown in Figure 6.3d. A simulated HRTEM image is proposed in
Figure 6.3b. The simulated image resembles the experimental HRTEM one of the 2H nanowire.
Both images show the characteristic square-like lattice of polytype 2H when viewed along the
[112̄0]H zone axis. Notably, the Si dimers are imaged as dumbbells as shown in Figure 2.11.
The second proposed structure is shown in Figure 6.3e. It is a nanowire that has an octagonal
section with six {101̄0}H and two {112̄0}H facets. Its simulated image is shown in Figure 6.3c.
Aside from the different faceting, the two proposed configurations differ in the evolution of
the thickness along the nanowire width. On the one hand, the hexagonal configuration has a
thickness that first increases until the middle of the wire and then decreases. On the other,
the octagonal one has a homogeneous thickness. From the experimental and the two simulated
images, we can compare the gray level profile along the nanowire. This is shown in Figure
6.3f. We see that the hexagonal profile diverges from the experimental one in the wire middle
while the octagonal profile follows it more closely. The dip in gray level is due to the increased
thickness in the middle. Consequently, it is very likely that the observed wire in Figure 6.2 has
a constant thickness and an octagonal section.

The fact that an octagonal cross-section is chosen is very surprising. Indeed, we have shown
earlier the surface hierarchy for the 2H polytype. {101̄0} has the lowest energy so one would
expect that the cross-section be hexagonal with only {101̄0} surfaces. Instead, the simulation
suggests that there are both {101̄0} and {112̄0} surfaces in this 2H SiNW. This discrepancy
can be explained by considering that there is atomic hydrogen on the SiNW sidewalls. The
surface energies shown in Table 6.1 are only valid for bare surfaces. We have shown previously
that the presence of hydrogen adatom can modify surface energies. If the modifications in
surface energies reduce the energy difference or even invert the hierarchy between the {101̄0}
and {112̄0} surfaces, it can become more favorable to display those two surfaces in an octagonal
cross-section. DFT calculations on hydrogen saturated surfaces shows that this is the case [140],
with γ101̄0 = 0.0043 eV · Å−2 and γ112̄0 = 0.0041 eV · Å−2.

Given that all SiNWs that presented the polytype 2H grew along the 〈111〉C/〈0001〉H direc-
tion, it should be the direction that minimizes overall energy under the chosen conditions. It
should be noted that in the surface hierarchy of the hexagonal diamond structure, the {0001}
surfaces have the lowest energy, see Table 6.1. We expect that if a hypothetical 2H wire is
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Figure 6.3: Simulation of the 2H nanowire cross-section. a) Close-up view of the yellow
rectangle in Figure 6.2a. b) Simulated HRTEM image of the nanowire with a hexagonal cross-
section in d). c) Simulated HRTEM image of the nanowire with an octagonal cross-section in
e). d)-e) Top view of the two simulated configurations. f) Gray level profile along the nanowire
width for the experimental image and the two simulated ones. Profiles are aligned so that their
relative variation is more visible.
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Table 6.1: Free surface energies in both 2H and 3C Si crystals calculated by DFT, accounting
for eventual reconstructions and relaxations. Table extracted from [140].

Surface 3C (eV · Å−2) 2H (eV · Å−2)
{111}C/{0001}H 0.091 0.099
{110}C/{112̄0}H 0.106 0.091
{113}C/{112̄2}H 0.115
{112}C/{101̄0}H 0.098 0.082

〈112〉C/〈101̄0〉H oriented, some of the lateral facets should be of type {0001}H . However, due
to the two-fold symmetry of the 〈101̄0〉H axis, there must be additional facets. One likely can-
didate is {112̄2}H which is analogous to the {113}C surface. The inclusion of this facet may
make the 〈112〉C/〈101̄0〉H orientation unstable in the tested temperature range (380 ◦C to 800
◦C), radical species concentration and both H2 and SiH4 partial pressure.

Because the previous experiments concerning the formation of polytype 2H were carried out
in PECVD reactors without atomic characterization tools [110, 243], doubts remain on whether
2H is formed during the SiNW growth or after by cooling or by some form of strain relaxation.
Thanks to in situ characterization capabilities of NanoMAX, we can clearly observe that the
hexagonal phase in SiNWs is produced by the catalyst itself during the growth. This confirms
experimentally that the 2H phase can develop preferentially over the 3C phase in specific growth
conditions, which we will show later. Otherwise, it can only be metastable. However, it should
be noted that most of the observed SiNWs which had a 2H section also contained a standard
3C phase. Thus, the advantage provided by nucleating the hexagonal structure instead of the
cubic one seems to be rather small.

6.1.3 General stability of the 2H phase in SiNWs

As the hexagonal diamond phase is metastable, we then tested its stability during high temper-
ature annealing on the nanowire of 6.2. In order to carry on this experiment, we have switched
off the SiH4, with the H2 partial pressure set to 5 × 10−2 mbar and the plasma operating at a
power of 50 W. From the initial growth temperature of 380 ◦C, the substrate is heated from
400 ◦C to 650 ◦C in steps of 50 ◦C with a plateau time of one minute each. Quite interestingly,
during the first stages of the anneal, both the hexagonal and cubic sections gained width by
epitaxial deposition of Si on the sidewalls. It is possible that in the presence of H radicals,
Si from the plasma chamber walls is etched away and then redeposits on the sample [244], a
process known as chemical transport. As the substrate temperature is increased, there were
no visible changes on the SiNW: we did not observe any temperature-induced modifications of
the crystalline structure. Cubic sections remained cubic while hexagonal sections retained their
arrangement. The lack of transition at high temperature can be linked to its martensitic nature
[93]. It requires a cohesive displacement of atoms which can be achieved by stress application.

Finally, Si from the NW itself started to be etched from 650 ◦C under the combined action
of the electron beam and the hydrogen radicals through in situ annealing as shown in Figure
6.4. The substrate temperature of 650 ◦C is reached at 0 s. The etching starts from the thinner
top of the SiNW and continues on the thicker base. Both polytype 2H and 3C are etched. If
we had conducted the annealing without atomic hydrogen, the nanowire might have sustained
even higher temperatures. We thus find that this metastable phase is able to sustain relatively
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high temperatures, consistent with a previous study [110].

a) b)

c) d)

Figure 6.4: Etching of the SiNW of Figure 6.2 through the application of plasma conditions
delivering hydrogen atoms at high temperature. The substrate reaches 650 ◦C at 0 s.

6.1.4 Scarcity of polytype 2H in SiNWs

While polytype 2H was observed in our SiNWs, it remains an uncommon occurrence. By
only considering wires that grew in the 〈111〉C/〈0001〉H direction and which had the correct
[110]C/[112̄0]H zone axis for us to clearly distinguish between the cubic and the hexagonal
structures, we obtain a ratio of hexagonal wires over cubic ones that ranges from 6 % to 40 %.
All the growth experiments that involved CuSn double catalysts are summarized in Table 6.2.
Let us recall that while the plasma power and H2 partial pressure are initially kept constant and
at the same value for both the SiC membrane and the Si cantilever, the SiH4 partial pressure
and temperature could change between the two types of substrate. In particular, the tempera-
ture influences the average diameter of the deposited catalytic seeds by promoting coalescence.
SiNWs on the Si cantilever thus have larger diameter compared to ones on the SiC membrane.
One can notice that wires in the correct zone axis are more numerous on the Si cantilever.
This is because growth is generally epitaxial on this substrate that exhibits {111} surfaces. No
fastidious sample tilting is required contrary to the SiC membrane.

Overall, for the growth experiments that used CuSn catalysts, 20 different SiNWs presented
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the 2H structure over 150 which were both growing along 〈111〉C/〈0001〉H and in the right zone
axis, which gives a total ratio of 13 %.

Table 6.2: Yield of SiNWs with a 2H section among those grown in NanoMAX with CuSn
catalysts. In each experiment, the yield is given with respect to the total number of wires
analyzed (i.e. in the [110]C/[112̄0]H zone).

Cu at. % Sn at. % Substrate Wires in zone 2H wires Ratio
100 SiC membrane 1
82 18 SiC membrane 16 4 25 %
77 23 Si cantilever 10 0 0 %
69 31 SiC membrane 2 0 0 %
69 31 Si cantilever 21 2 10 %
65 35 SiC membrane 6 1 17 %
65 35 Si cantilever 22 7 32%
48 52 SiC membrane 5 0 0 %
48 52 Si cantilever 54 4 7 %
30 70 Si cantilever 5 2 40%

100 SiC membrane 8 0 0 %

6.2 Phase switching between polytype 2H and 3C

Some of the wires showed both the 3C and the 2H phase, meaning that they switched phase
during the growth. One such wire is shown in Figure 6.5a. It was grown at 380 ◦C on the SiC
membrane with a majority-Cu catalyst. Its growth direction is 〈111〉C/〈0001〉H and it has an
average diameter of 5 nm. The in situ data does not have atomic resolution, hence we cannot
directly observe what phase is nucleated at a specific time in the data. However, a HRTEM
micrograph was taken just after. By counting the number of nucleated planes during the video,
we can deduce both: (i) at what plane the in situ data began and (ii) know what phase nucleated
at any time stamp. The yellow line in Figure 6.5a indicates where the recording starts.

On the in situ data of this nanowire, the 2H phase nucleated first until the 170 seconds mark.
Then, there was a phase transition from 2H to 3C, and the wire stayed in 3C for the rest of the
video. At the transition, shown in Figure 6.5b-c, the catalyst has visibly changed shape. This
shows that there are some modifications of surface energies in the vicinity of the triple-phase
boundary. It is important to note here that the observed phase transition was spontaneous: the
growth conditions did not change at all. To better understand its evolution over the transition,
we plotted the value of the contact angle of the catalyst particle β (defined in Figure 3.13) with
the nanowire as a function of growth time. The results are shown in Figure 6.5d. In this plot,
the phase transition is represented by a change of color of the curve. There is a clear variation
of the contact angle through the transition: when the nucleated phase is 3C, the average contact
angle is 111◦; when the nucleated phase is 2H, the average is 99◦.

The change in contact angle can be understood by considering that there exists an equi-
librium of forces that pins the catalyst particle to the nanowires edge. If the nucleated phase
changes, so do the interfacial surface energies between the solid nanowire and the other phases.
As discussed before, surfaces in the cubic diamond are more energetic than those of the hexagonal
diamond phase, see Table 6.1. That justifies the variation in contact angle observed. Theoreti-
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cal models predicting a phase switch depending on the contact angle exists for III-V nanowires.
They take into consideration some parameters such as the involved surface energies, the con-
tact angle, tapering and the existence of surfaces wetted by catalysts [153, 154]. A relationship
between these quantities and the formation energy of a new monolayer is derived. The grown
phase will be the one that minimizes the formation energy. From this principle, three regimes
are possible. Low contact angle favors a tapered nanowire with a zinc blende structure (cubic
diamond). Intermediate values give a nanowire with perpendicular facets with a wurtzite struc-
ture (hexagonal diamond). High values yield a zinc blende nanowire with lateral facets that are
partially wetted by the catalyst. Thus, the control of the contact angle allows to control which
phase is nucleated. This has been demonstrated for III-V nanowires for both Au-catalyzed [151]
and self-catalyzed growth [152] by modification of the III/V ratio of the gas flow.

The SiNW grown in NanoMAX (Figure 6.5) presents some of this behavior. The hexagonal
section has perpendicular lateral facets while the cubic section at low contact angle is tapered.
Thus, at first glance, we can expect from III-V models and experiments that the observed phase
switch in Si could occur for the same reasons. However, their direct applicability to Si presents
some conceptual problems. The III-V models assume that the catalyst is liquid. In Si, the
catalyst is mostly solid Cu3Si with possibly a pocket of liquid Sn which size will depend on
the ratio of evaporated Sn compared to Cu. This means that there could be more interfacial
energies involved and an additional contact angle to consider.

We now discuss why this phase transition occurred. The tapering of the nanowire is an
important clue. It confirms that the catalyst is losing material during the growth [245]. The
rate of tapering depends on the number of atoms lost per unit time, or loss rate. At the same
time, before the transition, the equilibrium phase is the hexagonal diamond phase (due to the
nanowire small diameter [140]), which tends to maintain vertical, {101̄0} sidewalls parallel to the
growth axis. As such, there is a competition between the tendency to create tapered sidewalls
(and switch to 3C for this); and the tendency to keep those vertical sidewalls (and remain 2H).
By losing volume, the catalyst particle will change shape and decrease its contact angle. This
has a cost in energy. Once this cost becomes higher than that of creating a cubic/hexagonal
phase interface, a phase transition to the cubic phase occurs, with the implied tapering.

Consequently, in order to have long 2H section in our small diameter nanowires, it is necessary
to stop the catalyst from continuously losing atoms, avoiding frustration. Possible ways include
increasing the partial pressure of SiH4 to counterbalance the loss of Si, reducing temperature to
reduce the desorption flux, lowering the energy of the electron beam to decrease the probability
of Si knock-on. However, these would only slow-down the process. To stabilize the NW diameter,
the only perennial solution is to maintain the Cu inside the catalyst: i.e. to stop its diffusion in
the nanowire and/or at its surface. Volume diffusion should be limited by the very low solubility
of Cu in Si. There remains surface diffusion. A means to stop it would be to saturate the surface
sites by another element. Perhaps hydrogen would do it.

Another way would be to switch to another catalyst. The choice of the catalyst should influ-
ence the interface energy between itself, the vapor phase and the nanowire. Different catalysts
indeed have different surface energies [25] which may change the critical angle of transitions.
Furthermore, different catalysts have different eutectic temperatures when mixed with Si, which
will influence its physical state, solid or liquid. For the present majority-Cu catalyst, we have
shown that the metal in the catalyst is actually mostly Cu and in all of the temperature range
that was achievable in our equipment, its state was solid. This leads us to mention yet another
parameter, in the catalyst-NW equilibrium. That crystalline state should change surface energy
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Figure 6.5: Phase transition from hexagonal diamond to cubic diamond. a) HRTEM image
of a multi-phased SiNW after growth and after tilt in the zone axis. b) TEM image of the NW
shown in a) just before the phase transition. c) TEM image of the same NW just after the phase
transition. d) Evolution of the catalyst contact angle during the phase transition.

again and has also interesting consequences. Because the catalyst is solid, facets will naturally
appear. This means that it may not be possible, for the catalyst particle, to vary its contact
angle continuously, but rather to only take a set of discrete values. Additionally, we have seen in
Section 5.4 for CuSn that, for the 〈111〉 growth direction, different epitaxial relationships were
possible with the nanowire. Thus, the facet close to the triple-phase line may not always be the
same, changing the equilibrium there. We then expect that some orientations would be more
favorable for the stabilization of the 2H phase. To know which one would be the best, it would
be necessary to precisely measure, through experiments or ab initio simulations, the relevant
interface and surface energies in Cu3Si.

6.3 Stability factors in nucleating the 2H phase

In this section, we investigate the possible factors that could contribute to the stabilization of
polytype 2H in our SiNWs and increase the ratio of hexagonal wires over cubic shown in Table
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6.2.

6.3.1 Diameter-dependent effect

It is worth noting that, with the CuSn-catalyzed growth, we have obtained SiNWs that had
diameters from 5 nm to 60 nm. All of the identified 2H SiNWs had a small diameter below 10
nm. Tang et al. made a similar observation [110]. What this suggests is the existence of size
effects concerning the stabilization of the 2H phase. Ab initio simulations [140] have shown that
the contribution of surfaces to the Gibbs free energy stabilizes the 2H phase in small-diameter
NWs (Section 1.5.2 and Table 6.2). They predicted the existence of a critical diameter where
the stable phase changes. For Si, two values have been proposed: 6 nm [242] and 13 nm [140].

20 SiNWs with a diamond hexagonal section were observed to grow (Figure 6.6). Their
diameters range from 4 nm to 8 nm with an average at 5.3 nm. This means that the critical
diameter must not be far from 8 nm. 87 correctly oriented SiNWs with a diameter below 8 nm
were synthesized in total over every growth session. If we only count SiNWs with a diameter
below 8 nm, we find that the ratio of SiNWs that contain a 2H section over all those that have
been characterized jumps up to 20 % compared to 9.5 % if diameter is not considered. This
constitutes an experimental evidence on the role of nanowire diameter on the stabilization of
polytype 2H in SiNWs. Thus, the equilibrium phase of our small diameter nanowires could be
the hexagonal diamond phase. The above-described ab initio calculations, that do not take into
account the kinetics of phase formation, are consistent with our growth experiments. If the 3C
phase is still present, it could be due to an easier nucleation in most geometries. Only one in
every five small-diameter SiNWs have the 2H phase, therefore, small diameter appears to be a
necessary, but not sufficient, condition for polytype 2H formation.
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Figure 6.6: Number of 〈111〉-SiNWs observed in the [110]C/[112̄0]H zone axis as a function of
diameter and polytype.

Small diameter SiNWs are also more likely to contain one or more twin planes that their
larger counterparts. In particular, those grown with majority-Sn catalyst showed a high density
of twin planes perpendicular to the growth axis of 〈111〉 SiNWs as shown in Section 5.2.2.
Twinning and other sorts of stacking faults generally require an energy input compared to a
pristine structure. The cost in energy scales with the size of the faulted layer. In the case of a
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twin plane in a Si crystal, the fault formation energy [246, 247] is 1.7 meV · Å−2. For Si, polytype
2H and others can be considered as a faulted cubic diamond structure with periodically spaced
twin planes. The number of {111}C/{0001}H layers between successive twin planes determines
the polytype nature. 2H for instance has a zero periodicity which means that all layers can
be considered as twin planes. Thus, if the 2H phase is seen as a stacking of twin planes, then
it is more likely to appear in small diameter nanowires because of the reduction of the energy
cost of repeated twinning. Figure 6.7a shows a multi-twinned SiNW that also displays a short
2H section. While the wires’ reduced size explains how twinning more easily occurs, it does
not tell when it will occur. Indeed, other polytypes were observed during our experiments over
small distances, such as the 10H structure spanning two periods shown in Figure 6.7b. For the
catalytic seed to create these polytypes requires it to remember how many {111}C/{0001}H

planes it has created since the last twin plane. This suggests an involvement of some form of
memory effect during the growth. Since nanowire growth is driven by the catalyst, it is possible
that this memory effect originates from periodic fluctuations of some of its physical quantities
such as Si atoms concentration in the catalyst or its contact angle with the nanowire. The period
would determine which polytype is grown.

The fact that small nanowire diameter is an important factor for the stabilization of the 2H
phase constitutes a conceptual challenge as current theoretical growth model which predict what
will be the nucleated polytype do not consider the nanowire diameter as a relevant parameter
[153, 154, 152]. In these models, only the balance between all the involved interfacial energies,
excess chemical potential in precursors as well as the nanowire tapering angle are considered.
The initial nucleus is unaware of the nanowire diameter. When applied to GaAs nanowires that
can switch between the wurtzite (2H) and the zinc blende (3C) phase, these models predicting
the stability domain of the wurtzite phase are in agreement with in situ data [151, 152]. How-
ever, given our observations, modifications in these models are required in order to explain the
formation of the 2H phase in Si.

a) b)

Figure 6.7: Twinning in small diameter CuSn-catalyzed SiNWs. a) Multi-twinned SiNW
with a small 2H section. b) Formation of a 10H periodicity polytype in a SiNW grown with a
majority-Sn catalyst.
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6.3.2 Additional interface in biphasic catalyst

We have established that CuSn catalysts have two distinct phases: a solid Cu3Si core and a
Sn-rich liquid shell. Their respective sizes will depend on the deposited thickness Cu/Sn ratio
during thermal evaporation. We have found that both phases are in contact with the growing
nanowire. The coexistence of two different phases implies that there exists an interface inside
the catalyst. Such an interface may play a role in the stabilization of polytype 2H as pure Sn
did not yield a single 2H wire.

a) b)

Solid Cu (S)
Liquid Sn (L)

Wire (W)

Vapor (V)

Nucleus (N)

c)

V L

W

N

d)

V L
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Figure 6.8: Schematic representing the nucleation of a new monolayer in a SiNW with a
biphasic CuSn catalyst. a) Existence of an interface in small diameter SiNWs catalyzed by
CuSn. b) Representation of the different phases and interfaces involved. c) Nucleus atoms
positions (in yellow) for a 3C stacking with θ = −19.5◦. d) Same as c) but for a 2H stacking
with θ = 0◦.

In situ evidence shown in Section 5.5.2 indicates that the nucleation of a new Si monolayer for
a SiNW growing along 〈111〉C/〈0001〉H occurs in the liquid Sn-rich side. That can be explained
by supersaturation first being reached in liquid Sn due to its low Si solubility. A schematic
representation of the nanowire state is shown in Figure 6.8b. The Sn-rich liquid is denoted L
while S is the Cu3Si solid part. W is the SiNW itself and N is the initial Si nucleus of the
newly forming monolayer. V designates the vapor phase containing SiH4, H2 and radical species
created by the plasma. The nucleus N is assumed to appear close to one of the two quadruple
points, separating the vapor, liquid, solid catalyst and solid nanowire; as that should minimize
the length of newly created interfaces. Let h be the height of the monolayer. In Si, h is a
multiple of the {111} spacing: h = nd111 where d111 = 3.14 Å. In CuSn growth, n is found to
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be 1 or 2. Stop is the surface of the interface between the nucleus and the nanowire. Sside is the
sum of the surfaces defined by the lateral edges of the nucleus. The formation of this nucleus
has an energy cost ∆Gk that has a negative part that is due to the reduction of the excess Si
chemical potential following the precipitation. The positive part rises from the creation of new
interfaces or the replacement of existing ones by others of different nature. Thus, by modifying
the model developed in [153], we have:

∆Gk = − hStop∆µ + Sside[(1 − λ − σ)γNL + λ(γk
NV − γLV sin β) + σ(γk

NS − γLS)]
+ Stop(γk

W N + γNL − γW L)
(6.1)

where ∆µ is the excess in Si chemical potential, γij is the interfacial energy between phase i and
j, β is the contact angle of the liquid Sn-rich phase with the SiNW, λ is the fraction of Sside

which is in contact with the vapor phase and σ is its counterpart with the solid Cu3Si. Some
interfacial energies can vary depending on how the atoms of the nucleus are positioned with
respect to the atoms of the top SiNW layer, see Figure 6.8c. This determines if a twin plane is
created or not. γk

ij is thus the interfacial energy if the atoms of the nucleus are in position k,
with k = 2H or 3C. γk

W N is the interfacial energy between the nanowire and the newly nucleating
monolayer. We expect that γ3C

W N = 0 since this configuration is the continuation of the standard
stacking while γ2H

W N is simply the twinning energy with a value of 1.7 meV · Å−2. γNL and γW L

are assumed to cancel out each other as both interfaces are identical. If we compare the energy
cost between the 2H and 3C configurations, we find that:

∆G2H − ∆G3C = Sside[λ(γ2H
NV − γ3V

NV ) + σ(γ2H
NS − γ3C

NS)] + Stopγ2H
W N (6.2)

Thus, the polytype 2H is preferred if the condition:

λ(γ3C
NV − γ2H

NV ) + σ(γ3C
NS − γ2H

NS) >
Stop

Sside
γ2H

W N (6.3)

is satisfied.

Let us examine the left-hand side of Equation (6.3). γ2H
NV = 82 meV · Å−2 is simply the

{101̄0}H surface energy [140] (Figure 6.8d). γ3C
NV , on the other hand, is more complicated to

quantify as a continuous 3C stacking prolongs a tilted surface exposed to the vapor (Figure
6.8c). Glas et al. [153] derived its expression as such:

γ3C
NV = γ111

cos θ
+ (γLW + γLV cos β) sin θ (6.4)

where γ111 = 91 meV · Å−2 is the {111} free surface energy. γLW is the interfacial energy
between liquid Sn and the SiNW top {111} surface. A crude way to estimate it for our growth
conditions is to measure the contact angle β for a pure-Sn catalyst during steady growth. We
find that γLW = 44 meV · Å−2 for a contact angle β = 112◦ on the nanowire of Figure 6.10.
γLV = 36 meV · Å−2 is the surface tension of liquid Sn [42]. θ = −19.5◦ is the angle between the
normal to the top {111} surface and the lateral {111} facet. This angle is characteristic of the
crystalline structure of Si.

Consider the growth of SiNWs with pure-Sn catalysts. Equation (6.3) becomes:

λ(γ3C
NV − γ2H

NV ) >
Stop

Sside
γ2H

W N (6.5)

Taking β in a range from 60◦ to 150◦, we find that γ3C
NV takes value from 75 meV · Å−2 up

to 92 meV · Å−2. The left-hand side of Equation (6.5) is shown in Figure 6.9. Assuming the
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Stop/Sside ratio to be equal to 1, which corresponds to situations where the nucleus size is
small (few atoms long), the 2H phase becomes favorable for energy differences λ(γ3C

NV − γ2H
NV ) >

1.7 meV · Å−2 (black horizontal line in Figure 6.9). If the opposite is true, then the 3C phase
will become the most favorable polytype. Depending on the value of λ, i.e. the fraction of the
nucleus that is in contact with the vapor, the threshold contact angle when the preferable phase
switches go from 100◦ to more than 150◦. Thus, at first glance, polytype 2H is possible with
Sn-catalysts. However, only a small fraction of the nucleus is in contact with the vapor phase
λ ∼ 0.3. Consequently, polytype 2H can only occur for high values of contact angle β > 120◦

which we never observed during our in situ growth. It is suspected that the surface tension of
Sn is too low to achieve this low wetting level. In this case, polytype 2H is unlikely to happen
in pure-Sn growth.

WN

(m
eV

·Å
-1

)

= 1.7 meV·Å-1

2H

3C

Figure 6.9: Evolution of the energy difference between the lateral facets in polytype 3C and
2H as a function of the liquid Sn droplet contact angle β for different values of the parameter λ.

By growing with CuSn biphasic catalysts, i.e. by introducing this additional interface, it
might be possible that the balance of energy becomes in favor of polytype 2H if we have at least
γ3C

NS > γ2H
NS and if the nucleus has a shape that maximizes the one in contact with Cu3Si. γ3C

NS

and γ2H
NS are not known but they cannot be equal due to the different orientation of the nucleus

terminating Si dimer (rightmost Si dimer in Figure 6.8c-d) in position 2H and 3C, especially
if the Si nucleus is more than one monolayer high. If the new layer has nucleated in position
3C, then the interface between the nucleus and solid Cu3Si will be tilted. The stacking along
this interface would be {111}Si/{101̄1}Cu3Si. This will not be the case in position 2H where the
interface will be perpendicular to the SiNW top {111} surface. On this occasion, the stacking
would be {101̄0}Si/{101̄0}Cu3Si. For polytype 2H to be preferred, the latter must at least be of
lower energy than the former.

This model relies on the assumption that the catalyst-nanowire interface is planar, and that
the nucleus size is large enough to reach the Sn-Cu3Si interface. Thus, it does not hold in large
diameter SiNWs, where the interface is not planar due to the existence of truncated facets.
However, it does hold in small SiNWs, where we found no truncated facets. Nuclei size in Sn are
difficult to measure due to fast step velocity in liquid catalysts. In Cu3Si, Figure 5.21 shows that
it is around 1 nm. If we assume this nucleus size in liquid Sn, reaching the Sn-Cu3Si liquid-solid
interface becomes possible as soon as the interface is close enough to one edge of the SiNW. We
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Figure 6.10: Estimation of γLS for a pure-Sn catalyst sitting on a growing 〈111〉 SiNW.

expect that the interface position can be partially controlled by tuning the Cu/Sn deposition
ratio in favor of Cu, though the correlation between more Cu and higher 2H yield is not very clear
in Table 6.2. In a small diameter SiNW, the maximum distance between nanowire edges and
the Sn-Cu3Si interface is reduced, which should increase the likelihood of a Si nucleus reaching
the interface and the 2H proportion. The fact that a precise positioning of the nucleus plays
such a great role, however, should explain why, even in small diameter SiNWs, the polytype 2H
is not always present. Another assumption of this model is that the Sn-Cu3Si interface exists at
all diameters, which we only managed to confirm on small diameter SiNWs above 6 nm (Figure
6.8a) in diameter. Observation of a biphasic catalyst for smaller nanowire are difficult as those
are the most unstable under the electron beam.

6.3.3 Chemical composition of the catalyst and supersaturation

The chemical composition of the catalyst used to grow SiNWs has an influence on nucleation.
We are now going to discuss how the catalyst choice can help or not the nucleation of polytype
2H. First, if a small diameter of the SiNW is a necessary condition, then the chosen catalyst
must be able to grow SiNWs with such sizes. In other words, the seeds should preserve their
small sizes during the growth. Au droplets for instance are difficult to work with due to their
tendency to coalesce together during the annealing phase prior to the growth. Thus, the SiNWs
we obtained with this catalyst, described in Chapter 4, have a 30-nm average diameter for a
total Au deposited thickness of 1 nm, far from the 7 nm critical diameter.

Given the considerations described in Section 6.3.2, the liquid catalyst choice will directly
influence the interfacial energies γLS and γLV . Sn for instance has a low surface tension γLV

when compared with other metal catalyst like Au and Cu. A higher surface tension should
decrease the likelihood of obtaining polytype 2H as that would decrease the interfacial energy
between the Si nucleus in position 3C and the vapor phase as described by Equation (6.4). In
that case, the energy reduction of having an interface between the catalyst solid part and a
2H nucleus instead of that same interface but with a 3C nucleus would need to be higher. In
addition, some catalysts like Sn have a tendency to unpin or leak from the nanowire tip even
with the plasma on. This can result into a nanowire with a tapered geometry that is unfavorable
for polytype 2H or the formation of a wetting layer. This wetting layer will change the surface
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energies γNV involved in Equation (6.3). Fluctuations in the catalyst leakage rate will affect
the coverage of the lateral walls by the wetting layer. It was also observed that the liquid and
solid parts of the catalyst could swap positions over time. Contact angle variations can be
expected during such movement. If fluctuations in catalyst leakage rate and contact angle are
large enough, it might be possible that the favored phase switch repeatedly between 3C and 2H.
This could explain why most 2H wires also have a 3C section.

The formation of polytype 2H in Section 6.3.2 should be easier if part of the initial nucleus
is adjacent to the interface separating the liquid and solid part of the catalyst. Because the
nucleation occurs at the triple phase boundary on the liquid part of the catalyst, large nuclei
are important. According to nucleation theory, decreasing supersaturation should increase the
size of the initial nucleus but at the cost of a higher nucleus formation energy. In Section 1.5.3,
we have defined the supersaturation s = c/ceq as the ratio between the Si concentration in the
catalyst and the equilibrium Si concentration. The latter is linked to the Si solubility. Conse-
quently, catalysts like Sn, In or Ga with a low Si solubility can be problematic. Conversely, Au
and Ag with their higher Si solubilities seem to be better suited. However, experiments seem
to indicate that the supersaturation factor is secondary. Other studies successfully synthesized
small diameter Au-catalyzed SiNWs through VLS and carried out TEM structural characteriza-
tion. While they obtained SiNWs with diameters below 5 nm, they did not report the formation
of wires with 2H sections [138].

The metals chosen as catalysts will also determine the growth temperature. It is preferable
for the two chosen metals to have very different eutectic temperature. In that way, the catalyst
will be biphasic and the presence of an interface guaranteed. The relevant characteristics of
some metals are presented in Table 6.3. In addition, some metal catalysts preferentially grow
SiNWs along a specific direction. Catalysts with large quantity of Cu for instance tend to create
〈112〉 wires that are detrimental to the stabilization of 2H.

With the previously described considerations, we can predict if some mixed catalysts are
likely to yield 2H SiNWs. For a growth temperature of around 380 ◦C, a CuIn catalyst is a first
candidate as In has an eutectic temperature of 157 ◦C and has a similar surface tension γLS as
Sn. The Cu-In system also has a similar phase diagram as the Cu-Sn one, giving compounds
with varying stoichiometry. SiNWs growth by PECVD has revealed that it is indeed possible
to have polytype 2H with this catalyst [248]. CuGa should also produce good results but it has
not been studied experimentally yet. Finally, Cu could be substituted by Ni thanks to its even
higher eutectic temperature when mixed with Si. We thus expect catalysts such as NiSn and
NiIn to also give good results.

Table 6.3: Characteristics of other catalysts known to grow SiNWs. Te is the eutectic temper-
ature when mixed with Si and γLV is the surface tension.

Catalyst Te (◦C) γLV (meV · Å−2)
Au 363 57
Cu 806 81
Sn 232 36
Ag 835 56
In 157 35
Ni 964 109
Ga 30 43
Bi 271 22
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Conclusion of the chapter

In this chapter, we examined in greater detail the experimental results of the growth of column-
IV nanowires by PECVD in both Plasfil and NanoMAX. We have found polytype 2H could
be obtained in both Si and GeNWs. Although polytype 2H in GeNWs was only obtained once
(in the Plasfil reactor) and doubts remain as to when the 2H section appeared, the evidence
in SiNWs is clear. Growth in both apparatuses successfully yielded SiNWs with 2H sections
with CuSn catalysts. The in situ data showed that polytype 2H appeared during the monolayer
by monolayer growth mechanism. This proves that the 2H phase can be preferred over the
3C phase in specific growth conditions. Analysis of the HRTEM images suggests that the 2H
SiNWs have a octogonal cross-section with six {101̄0}H and two {112̄0}H facets. Not a single
〈112〉C/〈101̄0〉H SiNW with a 2H section was found. In total, we have observed 150 SiNWs
where we could clearly distinguish whether they were 3C or 2H. From these 150, only 20 wires
were found to possess a 2H section, which gives a ratio of 13 %. Thus, while polytype 2H can
be grown spontaneously, it remains uncommon.

During the growth in NanoMAX, we indirectly observed a spontaneous phase transition be-
tween polytype 2H to 3C. Measurements on the contact angle on the catalyst-nanowire interface
revealed an evolution from high contact angle (around 110◦) when 2H is grown to low contact
angle (around 100◦) for 3C. The change in contact angle shows a modification in surface ener-
gies when the grown phase switches. 2H favors {101̄0}H facets which are perpendicular to the
interface while 3C prefers forming {111}C surfaces that are tilted. It is possible that the phase
switch is due to the catalyst leaking atoms, reducing its overall volume. A non-tapered geom-
etry might be more favorable when the catalyst is stable resulting in producing perpendicular
{101̄0}H facets. Conversely, catalysts that are decreasing in volume may favor {111}C surfaces.
Thus, we believe that an unperturbed growth should stabilize polytype 2H.

Other factors are also at play in order to obtain 2H reliably. First, SiNWs with small diameter
is a major parameter. Indeed, if we only consider those, the ratio of 2H over 3C increases from
13 % to 20 %. This can be understood due to the increased aspect ratio of the wires with
decreasing diameter. Surfaces will play a bigger role in the overall energy of the nanowire which
should favor polytype 2H as its surfaces have lower energies than 3C [140]. Because 2H was
grown with a biphasic catalyst, we expect that the additional interface might play an important
role in stabilizing it. We modified an existing model to take this new interface into account.
Finally, we discussed about catalyst choice if one wants to maximize 2H yield. For that purpose,
two metals are chosen, with one that will remain solid and the other liquid when brought to
the growth temperature and mixed with Si. The catalyst that remains liquid should preferably
have a low surface tension and a high Si solubility. The high Si solubility should induce a low
supersaturation, favoring large Si nuclei which allows for the additional interface in biphasic
catalyst to be involved.
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In this thesis, we have studied the in situ growth of Si and GeNWs in the NanoMAX transmission
electron microscope with the aim of understanding the formation mechanisms of a metastable
crystalline structure of Si and Ge: the polytype 2H.

In Chapter 1, we have introduced the concept of nanowires. Their high aspect-ratio confers
them interesting properties that can be used in various devices like sensors and solar cells. They
can be grown using bottom-up approaches like the VLS technique. Then, we presented how
atoms are arranged in a crystal. In particular, Si and Ge have a cubic diamond stacking. This
structure has polytypes, notably the arrangement known as the hexagonal diamond structure
or polytype 2H. The latter is interesting because it has unique electronic and optical properties
like a direct band gap in small diameter nanowires. However, a literature review shows that this
structure is difficult to obtain and no model tailored for Si and Ge exists yet that would explain
why it forms.

To understand the growth mechanisms of its formation, we use a modified transmission
electron microscope to watch it in situ and in real time. Gas sources, molecular beam epitaxy
sources and an electron cyclotron resonance plasma source were used jointly for that purpose.
Details on the experimental procedures and techniques were exposed in Chapter 2.

In Chapter 3, we first started to grow Au-catalyzed GeNWs by using both the molecular beam
epitaxy and the gas sources in NanoMAX. The results of these growth experiments were then
compared with ones obtained in a PECVD reactor. The important role of atomic hydrogen was
highlighted. By covering the GeNWs sidewall, hydrogen is able to modify the sawtooth faceting
as well as to stabilize the Au catalyst on top of the nanowire. In the absence of hydrogen, the Au
catalyst leaks which results in the formation of an Au wetting layer on the nanowire sidewalls.

There is a wide variety of experimental results concerning the growth of Au-catalyzed SiNWs
in the literature. This opportunity allowed us to validate the results obtained in the modified
in situ microscope. In Chapter 4, we presented some of the SiNWs. obtained with Au catalyst.
They displayed structures that were reported before such as kinks, specific configurations of
sidewalls and sawtooth faceting. The validation of NanoMAX comes from the measurement of
the SiNW growth activation energy which is consistent with past results.

These exciting results pushed us to substitute Au as catalyst with the double CuSn catalyst
(with which 2H SiNWs had been obtained in a PECVD reactor) in Chapter 5. Several compo-
sitions of Cu and Sn were tried which gave different results in terms of the growth mechanisms
themselves and the morphology of the SiNWs. Majority-Cu catalysts were found to be com-
posed mostly of Cu3Si. Majority-Sn catalysts on the other hand were made of two phases: a



158 Conclusions and perspectives

solid Cu3Si core and a liquid Sn-rich shell. Depending on the composition, the orientation of
the nanowire with respect to the catalyst changes. Mixing Cu and Sn together also reveals a
unique growth mode which combines characteristic of both VLS and VSS.

Finally, in Chapter 6, we examined all the previous results in order to find evidence of
polytype 2H in Si and GeNWs. The endeavor is successful as polytype 2H is present in both
Si and GeNWs. This phase has several characteristics. It is mainly found in nanowires growing
along the 〈111〉C/〈0001〉H direction. Some parameters have an impact on whether polytype 2H
is obtained or not. Smaller diameter nanowire is one of them. A second important factor is
the existence of an interface consisting of liquid tin and solid Cu3Si in biphasic catalysts like
CuSn. We implemented this interface into an existing model to understand how both small
diameter and this interface influence the stability of polytype 2H. At last, we suggested some
other catalysts, such as CuIn, CuGa or CuBi which are viable candidates for obtaining more of
this exotic structure.

While the utilization of the NanoMAX microscope brought a better understanding on the
growth mechanism of both Si and GeNWs and the formation of polytype 2H, a certain number
of questions remain about the PECVD growth. From an experimental point of view, the plasma
environment constitutes a black box. It is clear that the radical species created by the plasma
play an important role. However, we do not yet know how much radicals are sent towards
the sample for a given ECR power. Furthermore, the relationship between coverage of the
SiNWs sidewalls with atomic hydrogen and the number of radicals produced is unknown. This
is particularly important given what was presented in this work as the areal coverage influences
the surface energies which should decide if polytype 2H is formed or not. Direct observation
of a sample during growth is also problematic. A high electron dose promotes the diffusion
of materials under the beam and produces undesirable effects. Experimental improvements
should implement the capability to directly measure the concentration of species produced by the
plasma and the generalized use of direct electron detectors coupled with low dose observation. An
infrared spectrometer could also be fitted on the in situ TEM to measure the hydrogen coverage.
Finally, it is necessary to systematically calibrate the Si cantilevers, using a pyrometer or, better,
an infra-red camera fitted on an optical microscope, to precisely measure the temperature.

A list of potential catalysts was proposed. Growth with these could provide supplementary
information on polytype 2H on the one hand and the novel hybrid growth mode on the other
hand. It can be very interesting to understand what triggers this hybrid growth mode, notably
if the metal that remains solid must be a silicide. We have discussed some of this growth
mode properties but there are still some open questions. The relative position of the liquid and
solid parts in the catalyst is one of them. Indeed, the solid part can sometimes be completely
immerged inside the liquid and sometimes be in contact with the vapor phase. Another question
is how the solid part communicates with the liquid part in order to yield a homogeneous growth
rate for the nanowire.

With the knowledge that a small diameter is an important factor in the stabilization of
polytype 2H, growing GeNWs again in NanoMAX could prove fruitful. Au seeds are complicated
to work with due to coalescence. We could replace Au with alternative catalysts like Sn or other
double catalysts, coupled with the ECR source to aim for small diameter nanowires. Determining
the 2H ratio in GeNWs should be interesting as the 2H phase is expected to be more difficult to
obtain. If synthesizing 2H is successful in these nanowires, then we could attempt the growth
of polytype 2H in SixGe1−x NWs. These alloys currently attract a lot of attention due to the
tunability of their electronic properties. Being able to control the phase will certainly provide



159

new useful applications.

The electronic properties of polytype 2H are only known through numerical simulations. If
one wants to use 2H SiNWs to create novel devices, it is first necessary to use optical characteri-
zation techniques such as cathodoluminescence on them to assess the accuracy of the simulations.
There is a major roadblock for this kind of experiments as of now. Indeed, in ideal conditions,
SiNWs that are partially or completely 2H only represent around 20 % of below 7 nm diameter
wires with CuSn catalysts. Thus, further works on this crystalline structure should aim towards
the 2H yield maximization. To control what polytype is grown, an experimental technique less
demanding than TEM would then be welcome; the discovery of luminescent signatures of the
phase would be perfect for that. Such experimental works could now rely on the improvement
of existing theoretical models and the calculation of surface energies in varying conditions by ab
initio simulations.
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Résumé de la thèse en français

L’objectif de cette thèse est de déterminer dans quelles conditions la phase hexagonal-diamant
(2H) du silicium et du germanium peut apparaître dans des nanofils. Des propriétés électroniques
intéressantes y ont été prédites. Toutefois, cette phase n’est pas dans les diagrammes de phases
à l’équilibre de ces deux matériaux. C’est la phase cubique-diamant (3C) qui est la plus stable
et non la phase 2H. Cette dernière est donc métastable. Or, des résultats expérimentaux récents
ont pu démontrer qu’il était possible de la synthétiser grâce à une méthode de croissance bottom-
up : le procédé vapeur-liquide-solide assisté par plasma. Afin de répondre à cette question, nous
avons utilisé un microscope électronique en transmission modifié, capable de faire croître de tels
nanofils et d’observer leur croissance en temps réel.

Cette thèse débute par une brève introduction des nanofils semi-conducteurs. Les nanofils,
grâce à leur forme, ont des propriétés intéressantes qui peuvent être exploitées dans toute une
gamme d’applications. En particulier, il est possible de les implémenter dans le but de fabriquer
des cellules solaires ou des capteurs biochimiques. Une méthode couramment utilisée pour leur
synthèse est le procédé vapeur-liquide-solide (VLS), dans lequel on apporte une vapeur contenant
des atomes de précurseurs, qui dépend de ce que l’on veut faire croître, à un catalyseur métallique
liquide. L’apport continu en précurseur augmente sa concentration dans le liquide qui finit par
la précipitation d’un nanofil solide. On dresse ensuite un état de l’art sur la synthèse de la phase
métastable 2H. Il existe plusieurs procédés à ce jour, mais la technique la plus prometteuse est
celle utilisant la méthode VLS assistée par un plasma d’hydrogène utilisant des nanoparticules
d’étain comme catalyseur et un substrat de cuivre. Bien qu’il n’existe pas encore de théorie
expliquant la formation de cette phase dans le silicium et le germanium, il est possible de faire
un parallèle avec ceux existant dans les nanofils III-V qui ont également cette dichotomie 3C/2H.

Pour mieux comprendre les mécanismes participant à l’apparition de la phase 2H dans les
nanofils de silicium et de germanium, on peut essayer de reproduire la croissance assistée par
plasma dans un microscope électronique en transmission (MET). Le MET NanoMAX est équipé
de source de matière permettant la croissance et l’observation des nanofils en temps réel. Il
est également complété par une source plasma à résonance cyclotron (ECR) produisant de
lhydrogène atomique qui joue un rôle important lors de la croissance. Le dépôt des catalyseurs
sur les substrats se fait par évaporation thermique. L’énergie des électrons dans le MET est de
300 keV. Cette haute énergie peut se transmettre aux atomes de l’échantillon, ce qui va modifier
sa nature et sa température. On estime que l’échauffement provoqué ne dépasse pas 3 K. Pour
faciliter l’identification de la phase 2H, des simulations numériques de diffraction électronique
dynamique ont été effectués. Les résultats de ces simulations montrent que l’observation doit
principalement se faire par l’axe de zone [110]/[12̄10]. Dans cet axe, l’interprétation des images
MET peut se faire sans ambiguïté.
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Les premières expériences in situ se sont déroulées sur des nanofils de germanium avec des
nanoparticules d’or comme catalyseur. Dans un premier temps, une source solide d’épitaxie
par jets moléculaires (MBE) fournit les atomes de germanium aux particules d’or. Nous avons
observé les premiers instants de la croissance où un eutectique liquide or-germanium se forme,
suivi de la précipitation de germanium solide. Les nanofils obtenus ont tous une structure 3C avec
une direction de croissance 〈111〉 et une section transversale hexagonale. L’interface catalyseur-
nanofil est complexe, avec une surface principale {111} et des petites facettes tronquées au
voisinage de la ligne triple liquide-solide-vapeur. La synthèse MBE est caractérisée par un faible
taux de croissance non-constant. Il est constaté qu’une régression du fil pouvait s’opérer malgré
un apport constant en germanium vers la goutte. Ce phénomène est suivi d’une restructuration
des facettes latérales du fils : les facettes {113}, initialement créées pour maintenir le fil à un
diamètre constant, disparaissent au profit des surfaces {111} et {112}. Le catalyseur liquide
or-germanium peut parfois se déstabiliser du sommet du fil et s’écouler sur les parois latérales
des fils. En remplaçant la source MBE par une source gazeuse de Ge2H6, la croissance change
radicalement notamment au niveau du facettage des parois latérales. On passe d’une alternance
de surface {111} et {113} à un nano-facettage {111} en dent de scie donnant une surface vicinale
{112}. La déstabilisation des catalyseurs liquides n’est pas observée dans ces conditions. La
présence d’hydrogène modifie les énergies de surface et empêche la formation d’une couche de
mouillage d’or autour du fil, qui mène à la déstabilisation des catalyseurs observé en MBE.
On montre ainsi que l’hydrogène et son effet sur les surfaces est un facteur décisif lors de la
croissance.

Nous avons ensuite utilisé des catalyseurs mixtes étain-cuivre pour produire des nanofils
de silicium à l’aide de la source de plasma ECR. La croissance avec de l’étain pur souligne
l’importance de l’hydrogène atomique, car un apport insuffisant mène à un mouillage rapide
de l’étain et à la fin de la croissance. Plusieurs ratios de cuivre-étain ont été testés. Selon la
composition, les nanofils obtenues sont différents. Avec un catalyseur à majorité cuivre, le mode
de synthèse est le procédé vapeur-solide-solide (VSS) où la croissance s’opère en général plan
par plan. Un noyau de silicium se forme initialement à la ligne triple. L’incorporation graduelle
d’atomes de silicium puis la propagation du nouveau plan par un mécanisme dit "step-flow"
va étendre latéralement ce noyau jusqu’à couvrir entièrement la surface du plan inférieur. Les
fils croissent en majorité dans la direction 〈112〉 et présentent de nombreux plans de macle.
Le catalyseur solide est un cristal de Cu3Si. Lorsque le ratio étain-cuivre est en faveur de
l’étain, les catalyseurs deviennent biphasés avec à la fois une partie solide en Cu3Si et une partie
liquide riche en étain. La direction de croissance dominante est maintenant 〈111〉. Le mode de
croissance devient plus compliqué avec des caractéristiques provenant à la fois des modes VLS et
VSS. La nucléation d’une nouvelle couche débute dans la partie liquide et sa propagation y est
rapide. La marche nouvellement créée va stationner pendant un moment à l’interface catalyseur
solide-catalyseur liquide avant de reprendre sa propagation beaucoup plus lentement à travers
Cu3Si. Dans les catalyseurs étain-cuivre, un rôle de l’étain est d’abaisser la température à partir
duquel la croissance d’un nanofil de silicium peut débuter.

Au cours de ces croissances in situ, des nanofils de silicium à structure 2H ont été observées.
Tous ont cru selon l’orientation 〈0001〉 et des simulations numériques suggèrent qu’elles ont une
section transverse octogonale. Les effets de taille jouent un rôle déterminant dans l’apparition
de la phase 2H puisque tous les fils ayant cette structure ont un diamètre inférieur à 8 nm.
Parmi tous les fils ayant un diamètre inférieur à ce seuil, 20 % ont la structure 2H recherchée.
Nous expliquons l’influence du diamètre par d’une part le fait que les surfaces dans la phase
2H ont une plus faible énergie par rapport à la phase 3C, et d’autre part la propension des
fils de petit diamètre à macler régulièrement. Nous avons aussi observé qu’un nanofil a changé
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de phase pendant sa croissance, passant d’une structure 2H à 3C. Au cours de ce changement,
l’angle de contact du catalyseur sur le fil passe d’une valeur moyenne à une autre. Ceci montre
que des effets thermodynamiques sont aussi à l’uvre. Cependant, ces effets ne dépendent pas
explicitement du diamètre. L’existence d’une interface dans les catalyseurs cuivre-étain biphasés
peut expliquer et réunir les effets thermodynamiques et de taille. La structure 2H pourrait être
la structure de plus basse énergie si sa nucléation a lieu proche de cette interface.
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Titre : Croissance in situ de nanofils de silicium et germanium dans la phase métastable hexagonale-diamant
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Résumé : Ce travail a trait à l’identification et
la compréhension des mécanismes de formation de
la phase cristalline métastable hexagonale-diamant
(polytype 2H) dans des nanofils de silicium ou ger-
manium. D’après les simulations numériques, cette
phase présente des propriétés électroniques et op-
tiques spécifiques et intéressantes. Notre princi-
pal outil d’investigation a été NanoMAX, un micro-
scope électronique en transmission modifié, équipé
de sources atomiques et d’un générateur de radicaux,
permettant l’observation in situ, à l’échelle atomique
et en temps réel, de la synthèse de cette phase.
Pour faire croître les nanofils de silicium et de ger-
manium, nous avons utilisé la méthode de crois-
sance dite "VLS" (vapeur-liquide-solide) où le nanofil
précipite à partir d’atomes de silicium ou de ger-
manium en solution dans une nanoparticule for-
mant un eutectique liquide avec l’élément à déposer.

Les atomes étaient apportés par le craquage de
molécules gazeuses et également, dans le cas du
germanium, depuis une source à effusion.
Nous montrons que la phase hexagonale-diamant est
principalement présente dans les nanofils de silicium
dont la croissance a été catalysée par une partic-
ule de cuivre-étain. Des nanofils de petit diamètre
facilitent la formation de cette phase, ce qui est co-
hérent avec les prédictions des simulations ab initio.
En considérant uniquement les nanofils de diamètre
inférieur à 8 nm, le ratio de nanofils présentant cette
phase est de 20 %. Aux températures de croissance
et en présence de silane, il se passe une ségréga-
tion spatiale du cuivre et de l’étain dans les cataly-
seurs. Une interface entre de l’étain liquide et un sili-
ciure de cuivre solide se créée alors. Cette interface
semble faciliter la formation de la phase métastable
hexagonale-diamant.

Title : In situ growth of silicon and germanium nanowires in the metastable hexagonal-diamond phase

Keywords : growth, silicon/germanium nanowires, electron microscopy,

Abstract : The topic of this work is the identifica-
tion and the understanding of the formation mech-
anisms of the metastable hexagonal-diamond crys-
talline phase (2H polytype) in silicon and germa-
nium nanowires. Following numerical simulations,
that phase presents specific and interesting electronic
and optical properties. Our main investigation tool has
been NanoMAX, an advanced transmission electron
microscope equipped with atomic sources and a rad-
ical generator, allowing the in situ observation, at the
atomic scale and in real time, of the synthesis of this
phase.
To grow silicon and germanium nanowires, we
used the so-called "VLS" (vapor-liquid-solid) method,
where the nanowire precipitates from Si or Ge atoms
in solution in a liquid catalyst eutectic droplet. The

atoms were brought to the catalyst by cracked gas
molecules or also, in the case of Ge, directly from an
effusion source.
We show that the diamond-hexagonal phase is found
to form mainly in silicon nanowires with the help of
a copper-tin catalyst. A small nanowire diameter is
found to stabilize this phase consistently with ab ini-
tio simulations. The yield of silicon nanowires with
a hexagonal-diamond part is 20 % when the diame-
ter is below 8 nm. At the growth temperature and in
the presence of silane, there is a spatial segregation
of copper and tin in the catalysts, which leads to the
creation of an interface between liquid tin and solid
copper silicide. This interface is thought to facilitate
the formation of the metastable hexagonal-diamond
phase.
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