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## Abstract

Analogy is at the heart of human thinking that an individual can usually apply when he/she is confronted with new situations. Analogical reasoning helps to address unknown situations based on what we already know. It has been proven that this type of reasoning is mostly naturally applied by a child to approach what he does not know.

Analogical reasoning in AI consists to develop analogical learning systems (AAS) that mimic humans' ability to learn by analogy. Closely related to analogical reasoning, the idea of analogical proportions makes a comparison between pairs of situations. Analogical proportions are relations of the form " A is to B as C is to D ", denoted as $\mathrm{A}: \mathrm{B}:: \mathrm{C}: \mathrm{D}$. Such a proportion expresses that "A differs from B as C differs from D". In other words, the pair (A, B) is analogous to the pair (C, D). Analogical proportions are a special case of a more general case which are the logical proportions.

Several classification methods based on logical proportions have been proposed in the last decade. Given an object D to be classified, the basic idea of such classifiers is to look for triples of examples (A, B, C), in the learning set, that form a logical proportion with D, on a maximum set of attributes. In this context, we assume that objects or situations A, $\mathrm{B}, \mathrm{C}, \mathrm{D}$ are represented by a vector of attribute values.

In this habilitation, we investigate the possibility of applying logical proportions as a basic tool to address two well-known problems in machine learning: classification and user's preferences learning. On the first hand, we studied logical proportions as a basic tool for solving classification problems. We have proposed two families of classifiers based on logical proportions and dealing with different types of data for this purpose: the first family, using homogeneous proportions (known as analogical proportions), is based on the idea of searching for triples of examples in the training set that form a valid analogical proportion with the new example to be classified. These classifiers are denoted $A P$-classifiers. The second family, using rather heterogeneous proportions, is based on the idea that an example should be added to the class where it is the least at odds w.r.t. the elements already in the class. We evaluate the index of oddness of an item with regard to all items of the class for this effect. The experimentation of such classifiers shows their efficiencies in terms of classification of nominal and numerical data.

On the other hand, we study the problem of preferences learning in which we also make predictions as in case of classification. However, in this case, the goal is to predict a user's preference between two given choices. For this end, we propose and compare two approaches based on analogical proportions: the first one uses triples of pairs of items for which preferences are known and which make analogical proportions, altogether with the new pair to be predicted while making sure that no contradictory trade-offs are created. The second approach exploits pairs of compared items one by one: for predicting the preference between two items, one looks for another pair of items for which the preference is known such that, attribute by attribute, the change between the elements of the first pair is the same as between the elements of the second pair. The reported experiments, both on real data sets and on generated datasets suggest the effectiveness of these approaches.

Key words: Analogical Proportions, Logical Proportions, Classification, Analogy-based classification, Oddness-based classification, Evenness-based classification, Oddness, Evenness, Preference Learning, Analogy-based Preference Learning, Weighted sum, Sugeno Integral.
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## Chapter 1

## Introduction and background on logical proportions

### 1.1 Introduction

Knowledge reasoning is the basic component for developing intelligent learning systems (ILSs) in different domains. An intelligent system inquires knowledge from the environment that may be represented in a particular way such as a set of facts, symbols, or relationships. This knowledge needs to be stored, organized and analyzed in a pre-processing phase by ILSs.

Once a knowledge base is built, such system must also be able to acquire new knowledge by interacting again with the environment and then to infer new knowledge based on previously stored facts in the knowledge base. This inference process is useful for solving problems and making decisions regarding new situations. Although, a computer is not always able to think as a human expert can, the process of producing new knowledge, by inferring known facts, may be considered as a kind of creating intelligence that allows to the computer to make reasoning and judgments in a similar way as human do.

A panoply of artificial intelligence techniques has been developed in order to imitate intelligent human behaviour. Using the available knowledge on a given problem, these techniques try to reproduce the process of human reasoning as close as possible. The general issue of simulating intelligence has been applied in a number of specific sub-problems such as: deduction, learning, reasoning, decision making, and knowledge representation.

Machine Learning is one of the most central branches of AI. It consists in the development of programs that can process data and learn on their own, without our continuous supervision. There are many popular ML applications that concern a variety of fields. For example, we can cite the pattern recognition, such as text and voice recognition, videos surveillance, fraud detection and game programs. In machine learning, there are different
domains of interest, especially supervised, unsupervised and semi-supervised learning depending on whether outputs (for the given problem) are given or not for the learner when accomplishing the learning task. Among these domains we are interested to supervised learning and especially to two topics of interest Classification and Preference learning. The crossing point between these two domains is in the prediction power: in classification, the goal is to predict the label of the class while in preference learning the goal is to predict the preference relation between two items.

In the last decade, analogical reasoning has received increasing attention within the community of AI-based learning systems as a tool for problem solving, deduction and learning. Analogy is at the heart of human thinking that every one may apply when he/she is faced to new situations. Analogical reasoning helps to approach unknown situations from what we already know [61]. It has been proven that this is the most natural way children make reasoning about what they don't know. For example in psychology, many reasoning tests are based on analogy for evaluating intelligence. The main interest of analogical reasoning in AI is on developing analogical learning systems (ALSs) that mimic the ability of humans to learn by analogy. Closely related to analogical reasoning, the idea of analogical proportions establishes a parallel between pairs of situations. These proportions are a special case of a more general logical proportions.

In this habilitation, we focus on studying logical proportions that are the basic ingredients of all approaches that we propose as a solution to tackle classification and preference learning problems. Logical proportions are Boolean formulas involving 4 variables. They have been deeply investigated in [53]. In this chapter, we first recall the background on logical proportions and we mainly focus on the proportions that we will use as a tool for classification and preference learning solving problems. Then we introduce the two research axes developed in this habilitation thesis. The first axe tackles the use of logical proportions as a suitable tool for classification. Similarly to analogical reasoning, regarded as useful for drawing conclusions, we expect that analogical proportions may help to classify examples using an analogical inference that we define in the next chapter. The second axe is related to preference learning in which we still make prediction as in case of classification, however, the goal in this case is to predict user preferences between two items or examples.

This chapter is organized as follows. The next section recall the basic definitions and main properties of logical proportions. We distinguish two types of these proportions, the homogeneous and heterogeneous proportions and we discuss the characteristics of each of them. In Section 3, we describe the research axes achieved in this habilitation thesis.

### 1.2 Background on logical proportions

A logical proportion states a relation between 4 items that is expressed in terms of comparisons between pairs of items, each item being represented as a set of Boolean features. Considering 2 Boolean variables $a$ and $b$ corresponding to the same feature attached to 2 items $A$ and $B, a \wedge b$ and $\bar{a} \wedge \bar{b}$ indicate that $A$ and $B$ behave similarly w.r.t. the given feature (they are called "similarity" indicators), $a \wedge \bar{b}$ and $\bar{a} \wedge b$ indicate that $A$ and $B$ behave differently (they are called "dissimilarity" indicators). When we have 4 items $A, B, C, D$, for comparing their respective behavior in a pairwise manner, we are led to consider logical equivalences between similarity, or dissimilarity indicators, such as $a \wedge b \equiv c \wedge d$ for instance. This enables us to define a logical proportion [53]:

Definition 1 A logical proportion $T(a, b, c, d)$ is the conjunction of two equivalences between indicators for $(a, b)$ on one side and indicators for $(c, d)$ on the other side.

For instance, $((\bar{a} \wedge \bar{b}) \equiv(c \wedge \bar{d})) \wedge((\bar{a} \wedge b) \equiv(\bar{c} \wedge d))$ is a logical proportion. It has been established that there are 120 syntactically and semantically distinct logical equivalences. There are two ways for distinguishing remarkable subsets among the 120 proportions: either by investigating their structure, or by investigating their semantics (i.e. their truth table). In this section, we shall see that both investigations lead to the same conclusion: there is a class of 8 proportions which stands out of the crowd. This class can be subdivided into 2 sub-groups of 4 proportions.

Indeed a property that appears to be paramount in many reasoning tasks is code independency: there should be no distinction when encoding information positively or negatively. In other words, encoding truth (resp. falsity) with 1 or with 0 (resp. with 0 and 1 ) is just a matter of convention, and should not impact the final result. When dealing with logical proportions, this property is called code independency and can be expressed as

$$
T(a, b, c, d) \rightarrow T(\bar{a}, \bar{b}, \bar{c}, \bar{d})
$$

From a structural viewpoint, remember that a proportion is built up with a pair of equivalences between indicators chosen among 16 equivalences. So, to ensure code independency, the only way to proceed is to first choose an equivalence then to pair it with its counterpart where every literal is negated: for instance $a \wedge b \equiv \bar{c} \wedge d$ should be paired with $\bar{a} \wedge \bar{b} \equiv c \wedge \bar{d}$ in order to get a code independent proportion. This simple reasoning shows that we have only $16 / 2=8$ code independent proportions whose logical expressions are given below.

$$
\begin{aligned}
& \mathbf{A}:((a \wedge \bar{b}) \equiv(c \wedge \bar{d})) \wedge((\bar{a} \wedge b) \equiv(\bar{c} \wedge d)) \\
& \mathbf{R}:((a \wedge \bar{b}) \equiv(\bar{c} \wedge d)) \wedge((\bar{a} \wedge b) \equiv(c \wedge \bar{d}))
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{P}:((a \wedge b) \equiv(c \wedge d)) \wedge((\bar{a} \wedge \bar{b}) \equiv(\bar{c} \wedge \bar{d})) \\
& \mathbf{I}:((a \wedge b) \equiv(\bar{c} \wedge \bar{d})) \wedge((\bar{a} \wedge \bar{b}) \equiv(c \wedge d)) \\
& \mathbf{H}_{\mathbf{1}}:((a \wedge \bar{b}) \equiv(c \wedge d)) \wedge((\bar{a} \wedge b) \equiv(\bar{c} \wedge \bar{d})) \\
& \mathbf{H}_{\mathbf{2}}:((\bar{a} \wedge b) \equiv(c \wedge d)) \wedge((a \wedge \bar{b}) \equiv(\bar{c} \wedge \bar{d})) \\
& \mathbf{H}_{\mathbf{3}}:((a \wedge b) \equiv(c \wedge \bar{d})) \wedge((\bar{a} \wedge \bar{b}) \equiv(\bar{c} \wedge d)) \\
& \mathbf{H}_{4}:((a \wedge b) \equiv(\bar{c} \wedge d)) \wedge((\bar{a} \wedge \bar{b}) \equiv(c \wedge \bar{d}))
\end{aligned}
$$

Only 4 among these proportions make use of similarity and dissimilarity indicators without mixing these types of indicators inside one equivalence: for this reason, these 4 proportions $A, R, P, I$ are called homogeneous proportions. For instance, an informal reading of $A$ would be: " $a$ differs from $b$ as $c$ differs from $d$ and vice versa." This expresses the meaning of an analogical proportion, i.e., a statement of the form " $a$ is to $b$ as $c$ is to $d^{\prime \prime}$. We can consider $A$ as a Boolean counterpart to the idea of numerical proportion, either geometric, i.e., $\frac{a}{b}=\frac{c}{d}$, or arithmetic $a-b=c-d$.

The idea of a proportion suggests that some stability properties hold w.r.t. permutations. Indeed, we can permute variables and check, for instance, if a given proportion still holds when permuting the 2 first variables. We denote $p_{i j}$ the permutation of variable in position $i$ with variable in position $j$. For instance, $p_{14}$ permutes the variables in extreme positions 1 and 4 , while $p_{23}$ permutes variables in mean positions. And $p_{12}(a)=b, p_{12}(b)=a, p_{12}(c)=c, p_{12}(d)=d$.

Definition 2 A proportion $T$ is stable w.r.t. permutation $p_{i j}$ iff

$$
T(a, b, c, d) \rightarrow T\left(p_{i j}(a), p_{i j}(b), p_{i j}(c), p_{i j}(d)\right)
$$

It can be checked that $A$ is stable w.r.t. the extremes $p_{14}$ or the means $p_{23}$ permutations. $P$ is stable for $p_{12}$ and $p_{34}$ permutations, while $R$ is stable for $p_{13}$ and $p_{24}$. Moreover $A, R, P, I$ are symmetrical (i.e. $T(a, b, c, d) \rightarrow T(c, d, a, b)$ ). This is observable on their truth tables: See the top part of Table 1.1, where only the 6 patterns that make the logical proportions true appear). Besides, $I$ is the only logical proportion that is stable w.r.t. any permutation of two of its variables. This noticeable result is proved in [51].

Moreover, $R$ and $P$ are closely related to $A$ via permutations. Namely we have

$$
A(a, b, c, d) \equiv P(c, b, a, d) \equiv R(b, a, c, d)
$$

In fact, when $d$ is fixed, exchanging the variables $a, b, c$ amounts to move from one homogeneous proportion to another, or to remain stable $(A(a, b, c, d)=A(a, c, b, d)$; $P(c, b, a, d)=P(b, c, a, d) ; R(b, a, c, d)=R(c, a, b, d)$ ), with $I$ remaining an exception. Thus $A, R, P$ collectively maintain a form of exchangeability property with respect to $a, b, c$, while $I$ ensures it by itself. These exchangeability properties are of particular interest when applying homogeneous logical proportions to classification.

The 4 remaining code independent logical proportions $H_{1}, H_{2}, H_{3}, H_{4}$ are called heterogeneous proportions: it is clear from their logical expression that they mix similarity and dissimilarity indicators inside each equivalence. Their truth tables are shown in the bottom part of Table 1.1, where only the 6 patterns that make them true appear. The index $i$ in $H_{i}$ refers to a position inside the formula $H_{i}(a, b, c, d)$. Namely, as can be checked, in each of these 6 patterns there is a minority value (i.e., the value having the smallest number of occurrences in the pattern, then this value is like an intruder among the other values), and $i$ is the only position where the minority value never appears among the 6 4-tuples of values that make $H_{i}$ true.

Table 1.1: Homogeneous/heterogeneous proportions valid patterns

| A | R | P | I |
| :---: | :---: | :---: | :---: |
| $\begin{array}{llll}0 & 0 & 0 & 0\end{array}$ | $\begin{array}{llll}0 & 0 & 0 & 0\end{array}$ | $\begin{array}{llll}0 & 0 & 0 & 0\end{array}$ | $\begin{array}{llll}1 & 1 & 0 & 0\end{array}$ |
| $\begin{array}{llll}1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llll}1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llll}1 & 1 & 1 & 1\end{array}$ | $\begin{array}{llll}0 & 0 & 1 & 1\end{array}$ |
| $\begin{array}{llll}0 & 0 & 1 & 1\end{array}$ | $\begin{array}{llll}0 & 0 & 1 & 1\end{array}$ | $\begin{array}{llll}1 & 0 & 0 & 1\end{array}$ | $\begin{array}{llll}1 & 0 & 0 & 1\end{array}$ |
| $\begin{array}{llll}1 & 1 & 0 & 0\end{array}$ | $\begin{array}{llll}1 & 1 & 0 & 0\end{array}$ | $\begin{array}{lllll}0 & 1 & 1 & 0\end{array}$ | $\begin{array}{llll}0 & 1 & 1 & 0\end{array}$ |
| $\begin{array}{llll}0 & 1 & 0 & 1\end{array}$ | $\begin{array}{llll}0 & 1 & 1 & 0\end{array}$ | $\begin{array}{llll}0 & 1 & 0 & 1\end{array}$ | $\begin{array}{llll}0 & 1 & 0 & 1\end{array}$ |
| $\begin{array}{lllll}1 & 0 & 1 & 0\end{array}$ | $1 \begin{array}{llll}1 & 0 & 0 & 1\end{array}$ | $1 \begin{array}{llll}1 & 0 & 1 & 0\end{array}$ | $1 \begin{array}{llll}1 & 0 & 1 & 0\end{array}$ |
| $\mathrm{H}_{1}$ | $\mathrm{H}_{2}$ | $\mathrm{H}_{3}$ | $\mathrm{H}_{4}$ |
| $\begin{array}{llll}1 & 1 & 1 & 0\end{array}$ | $\begin{array}{lllll}1 & 1 & 1 & 0\end{array}$ | $\begin{array}{lllll}1 & 1 & 1 & 0\end{array}$ | $\begin{array}{llll}1 & 1 & 0 & 1\end{array}$ |
| $\begin{array}{llll}0 & 0 & 0 & 1\end{array}$ | $\begin{array}{llll}0 & 0 & 0 & 1\end{array}$ | $\begin{array}{llll}0 & 0 & 0 & 1\end{array}$ | $\begin{array}{llll}0 & 0 & 1 & 0\end{array}$ |
| $\begin{array}{llll}1 & 1 & 0 & 1\end{array}$ | $\begin{array}{llll}1 & 1 & 0 & 1\end{array}$ | $\begin{array}{lllll}1 & 0 & 1 & 1\end{array}$ | $\begin{array}{llll}1 & 0 & 1 & 1\end{array}$ |
| $\begin{array}{llll}0 & 0 & 1 & 0\end{array}$ | $\begin{array}{llll}0 & 0 & 1 & 0\end{array}$ | $\begin{array}{llll}0 & 1 & 0 & 0\end{array}$ | $\begin{array}{llll}0 & 1 & 0 & 0\end{array}$ |
| $\begin{array}{lllll}1 & 0 & 1 & 1\end{array}$ | $\begin{array}{llll}0 & 1 & 1 & 1\end{array}$ | $\begin{array}{llll}0 & 1 & 1 & 1\end{array}$ | $\begin{array}{llll}0 & 1 & 1 & 1\end{array}$ |
| $\begin{array}{llll}0 & 1 & 0 & 0\end{array}$ | 10000 | 10000 | 1000 |

By examining the truth table of the heterogeneous proportions in Table 1.1, we get the following properties:

$$
A(a, b, c, d) \wedge R(a, b, c, d) \wedge P(a, b, c, d) \wedge I(a, b, c, d)=\perp
$$

together with

$$
(A(a, b, c, d) \wedge R(a, b, c, d) \wedge P(a, b, c, d)) \equiv E q(a, b, c, d)
$$

where $\operatorname{Eq}(a, b, c, d)=1$ if $a=b=c=d$ and $E q(a, b, c, d)=0$ otherwise. Similarly, for heterogeneous proportions, we have

$$
H_{1}(a, b, c, d) \wedge H_{2}(a, b, c, d) \wedge H_{3}(a, b, c, d) \wedge H_{4}(a, b, c, d)=\perp
$$

which implies:

$$
\begin{equation*}
\left(H_{1}(a, b, c, d) \wedge H_{2}(a, b, c, d) \wedge H_{3}(a, b, c, d)\right) \rightarrow \neg H_{4}(a, b, c, d) \tag{1.1}
\end{equation*}
$$

Obviously, we have similar properties by permuting the indexes of the $H_{i}$ 's. The meaning of the conjunction $H_{1}(a, b, c, d) \wedge H_{2}(a, b, c, d) \wedge H_{3}(a, b, c, d)$ will be discussed in the following section, devoted to heterogeneous proportions.

### 1.2.1 Specificity of Heterogeneous proportions

In order to get a clear understanding of the heterogeneous proportions and to extract relevant properties, we now investigate their truth tables.

## Heterogeneity and exchangeability

Still within Table 1.1, an obvious semantics appears: $H_{i}$ holds when there are exactly 3 parameters with identical Boolean values ( $=1$ for example) and the parameter in position $i$ is one of these identical values.

Definition 3 Given 4 Boolean values $a, b, c, d$ in this order such that 3 of them are identical and the remaining one is different, the position $i \in[1,4]$ of this remaining value is called the intruder position or the intruder for brevity.

Then, $H_{i}$ holds iff there is an intruder among the 4 values $a, b, c, d$ and the intruder position is not $i$. This suggests that $H_{i}$ should be stable w.r.t. the permutations which do not affect position $i$. In fact a little bit more can be established:

Property 1 Apart from $I, H_{i}$ are the only logical proportions stable w.r.t any permutation which does not affect position $i$.

The special case of $I$ stable w.r.t. any permutation has been already proved in [53]. Table 1.1 allows to check that the $H_{i}$ 's are stable w.r.t. the permutations which do not affect position $i$. Showing that they are the only ones among the 120 logical properties stable w.r.t. these permutations requires a tedious checking procedure that cannot be summarized here.

Property 1 is quite satisfactory and confirms the informal semantics of $H_{i}$. At this point, we see that heterogeneous proportions allow to single out a particular position among an ordered list of 4 values. This position targets the value which is definitely not an intruder among the multiset of 4 items. For instance, when $H_{i}$ is valid, the value in position $i$ is not an intruder. We shall see in the following section that this property can be used to check the oddness of a given item w.r.t. a multiset of elements. This will be useful when using heterogeneous proportions to classification. More importantly, this gives a clear semantics to the conjunction $H_{1}(a, b, c, d) \wedge H_{2}(a, b, c, d) \wedge H_{3}(a, b, c, d)$ above: $H_{1}(a, b, c, d) \wedge$
$H_{2}(a, b, c, d) \wedge H_{3}(a, b, c, d)$ holds iff among the 4 values $a, b, c, d$, there is an intruder and this intruder is $d$. This will be the basis of our oddness measure.

In the next subsection, we establish some results about the parity of the number of 1 or 0 in truth tables for heterogeneous proportions, which are contrasted with homogeneous proportions. This leads to a model of oddness of a given value, among a multiset of 4 values.

## Parity of the number of 1 or 0 in tables

Since logical proportions are Boolean formulas involving 4 variables, their truth tables have 16 rows, where only 6 lead to 1 (see [53] for a complete investigation). One could ask if any truth table having 6 lines leading to 1 and 10 lines leading to 0 corresponds to a logical proportion. A simple numbering argument shows that this is not the case. On top of that, we can build classes of patterns which cannot be valid for any proportion:

Property 2 There is no logical proportion that is true for the four elements of the set of valuations $\{0111,1011,1101,1110\}$. The same holds for $\{1000,0100,0010,0001\}$.

Proof: An equivalence between indicators is of the form $l_{1} \wedge l_{2} \equiv l_{3} \wedge l_{4}$. If this equivalence is valid for $\{0111,1011\}$, it means that its truth value does not change when we switch the truth value of the 2 first literals from 0 to 1 : there are only 2 indicators for $a$ and $b$ satisfying this requirement: $a \wedge b$ and $\bar{a} \wedge \bar{b}$. If this equivalence is still valid for $\{1101,1110\}$, its truth value does not change when we switch the truth value of the 2 last literals from 0 to 1: there are only 2 indicators for $c$ and $d$ satisfying this requirement: $c \wedge d$ and $\bar{c} \wedge \bar{d}$. Then the equivalence $l_{1} \wedge l_{2} \equiv l_{3} \wedge l_{4}$ is just $a \wedge b \equiv c \wedge d, a \wedge b \equiv \bar{c} \wedge \bar{d}, a \wedge b \equiv \bar{c} \wedge \bar{d}$ or $\bar{a} \wedge \bar{b} \equiv \bar{c} \wedge \bar{d}$. None of these equivalences is true for the four elements of the set of valuations $\{0111,1011,1101,1110\}$. The same reasoning is still applicable for the other class.

Applying a similar reasoning, we can build other set of valuations which cannot make simultaneously true a logical proportion.

Property 3 A logical proportion cannot be made true by a set of 4 valuations including 3 valuations of one of the classes appearing in Property 2 and where the 4th valuation is just the negation componentwise of the remaining valuation of the class.

For instance, there is no logical proportion true for $\{0111,1011,1101,0001\}$ or for $\{0111,0100,1101,1110\}$. This remark helps establishing the following result:

Property 4 Heterogeneous proportions are the only proportions whose all valid patterns have an odd number of 1 .

Proof: From the truth tables, we observe that only valid patterns for heterogeneous proportions have an odd number of 1 . Let us now consider a proportion whose 6 valid patterns carry an odd number of 1 . As there are exactly 8 patterns with an odd number of 1 , and thanks to the previous property, this proportion includes necessarily 3 patterns from each of the previous classes. If the valid patterns in one class are obtained from the valid patterns from the other class just by negating all the variables, the proportion is code independent and then, it is a heterogeneous proportion. In the opposite case, it means that we have at least one pattern in the first class with no negated counterpart in the other class: for instance, $1110,1101,1011$ are valid but 0001 is not a valid pattern, leaving only $1000,0100,0010$ to complete the truth table of a logical proportion. Then property 3 tells that there is no proportion valid for $1110,1101,1011,1000$.

A similar property holds for homogeneous proportions:
Property 5 Homogeneous proportions are the only proportions whose all valid patterns have an even number of 1 .

### 1.2.2 Specificity of Analogical proportions

As stated before, an analogical proportion is a statement of the form " $a$ is to $b$ as $c$ is to $d$ " (usually denoted $a: b:: c: d$ and where the type of $a, b, c, d$ is not specified for now), expressing informally that " $a$ differs from $b$ as $c$ differs from $d$ " and vice versa. As it is the case for numerical proportions, this statement is supposed to still hold when the pairs $(a, b)$ and $(c, d)$ are exchanged, or when the mean terms $b$ and $c$ are permuted (see [51] for a detailed discussion). When $a, b, c, d$ are numbers, arithmetical (resp. geometrical) numerical proportions assert equality between two differences: $a-b=c-d$ (resp. ratios: $\frac{a}{b}=\frac{c}{d}$ ). They are at the root of the idea of analogical proportions. In the following subsections, we shall only focus on the case where $a, b, c, d$ are Boolean truth variables, i.e. taking their values in $\mathbb{B}=\{0,1\}$. In Chapter 2 , we will show how analogical proportions can be extended to graded truth values when variables take their values in $[0,1]$ and we also discuss the case of nominal attributes. This will enable us to deal with all kind of attributes.

## Case of Boolean attributes

When considering Boolean variables, a simple way to abstract the symbolic counterpart of numerical proportions has been given in [50] by focusing on indicators that capture the ideas of "similarity" and "dissimilarity". Namely, for a pair $(a, b)$ of Boolean variables, four indicators are associated to such a pair, namely the Boolean functions:
$-a \wedge b$ and $\neg a \wedge \neg b$ : they are respectively positive similarity and negative similarity indicators ; $a \wedge b$ (resp. $\neg a \wedge \neg b$ ) is true iff only both $a$ and $b$ are true (resp. false);
$-a \wedge \neg b$ and $\neg a \wedge b$ : they are dissimilarity indicators; they are true iff only one of $a$ or $b$ is true and the other is false.

As introduced before, a logical proportion is a conjunction of two equivalences between such indicators, and the best "clone" of numerical proportions among logical proportions is the analogical proportion [51], defined as:

$$
\begin{equation*}
a: b:: c: d=(a \wedge \neg b \equiv c \wedge \neg d) \wedge(\neg a \wedge b \equiv \neg c \wedge d) \tag{1.2}
\end{equation*}
$$

This logical expression of an analogical proportion, using only dissimilarities, could be informally read as what is true for $a$ and not for $b$ is exactly what is true for $c$ and not for $d$, and vice versa. It perfectly fits with the reading " $a$ differs from $b$ as $c$ differs from $d$ and vice versa". As such, a logical proportion is a Boolean formula involving 4 variables and it can be easily checked on its truth table (Table 1.2) that the logical expression of $a: b:: c: d$ satisfies symmetry ( $a: b:: c: d \Rightarrow c: d:: a: b$ ) and central permutation ( $a: b:: c: d \Rightarrow a: c:: b: d$ ), which are key properties of an analogical proportion, acknowledged for a long time, while $a: b:: a: b$ (and consequently $a: a:: b: b$, thanks to the central permutation property) always hold true. Thus, in terms of generic patterns, we see that analogical proportion always holds for the three following patterns: $s: s:: s: s, s: s:: t: t$ and $s: t:: s: t$ where $s$ and $t$ are distinct values. Table 1.2 exhibits the six Boolean patterns (among $2^{4}=16$ possible ones), which make true an analogical proportion. Another remarkable property of analogical proportion that can be observed on Table 1.2 is the independence with respect to the positive or negative encoding of properties, namely we have $a: b:: c: d \Rightarrow \neg a: \neg b:: \neg c: \neg d$. Moreover, with this definition, the analogical proportion is transitive in the following sense:

$$
(a: b:: c: d) \wedge(c: d:: e: f) \Rightarrow a: b:: e: f
$$

Table 1.2: Valuations where $a: b:: c: d$ is true

| $a$ | $b$ | $c$ | $d$ | $a: b:: c: d$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 1 | 1 |
| 1 | 0 | 1 | 0 | 1 |

Thanks to properties of Boolean algebra, it can be easily seen that formula (1) is equivalent to:

$$
\begin{equation*}
((a \rightarrow b) \equiv(c \rightarrow d)) \wedge((b \rightarrow a) \equiv(d \rightarrow c)) \tag{1.3}
\end{equation*}
$$

but also, which is less obvious, that (1) is equivalent to:

$$
((a \wedge d) \equiv(b \wedge c)) \wedge((\neg a \wedge \neg d) \equiv(\neg b \wedge \neg c))
$$

and thus to

$$
\begin{equation*}
((a \wedge d) \equiv(b \wedge c)) \wedge((a \vee d) \equiv(b \vee c)) \tag{1.4}
\end{equation*}
$$

where there is no negation operator [47]. Formula 1.4 can be viewed as the logical counterpart of a well-known property of geometrical proportions: the product of the means is equal to the product of the extremes.

Note that the last two expressions now refer to similarity indicators. Moreover, the analogical proportion " $a$ is to $b$ as $c$ is to $d$ " now reads "what $a$ and $d$ have in common, $b$ and $c$ have it also (both positively and negatively)", which is a less straightforward reading of the idea of analogy than the one associated with 1.2 or 1.3.

One of the side product of geometrical proportions is the well-known "rule of three" allowing to compute a suitable 4th item $x=d$ in order to complete a proportion $\frac{a}{b}=\frac{c}{x}$. This property has a counterpart in the Boolean case where the problem can be stated as follows. Given a triple $(a, b, c)$ of Boolean values, does it exist a Boolean value $x$ such that $a: b:: c: x=1$, and in that case, is this value unique? It is easy to see that there are cases where the equation has no solution since the triple $a, b, c$ may take $2^{3}=8$ values, while $a: b:: c: d$ is true only for 6 distinct 4-tuples. Indeed, the equations $1: 0:: 0: x=1$ and $0: 1:: 1: x=1$ have no solution. It is easy to prove that the analogical equation $a: b:: c: x=1$ is solvable iff $(a \equiv b) \vee(a \equiv c)$ holds true. In that case, the unique solution is given by $x=a \equiv(b \equiv c)$.

It is worth mentioning that a notion closely related to analogical proportion, but introduced before their Boolean formalization, namely Analogical Dissimilarity denoted $A D$, has been defined in [2]. Roughly speaking, $A D(a, b, c, d)$ is just the number of Boolean values which have to be switched to make $a: b:: c: d$ a valid proportion. For instance, $A D(0,1,1,0)=2, A D(0,1,1,1)=1$, and $A D(a, b, c, d)=0$ iff $a: b:: c: d$ holds. So $A D(a, b, c, d) \in\{0,1,2\}$. $A D$ can be extended in a straightforward manner to Boolean vectors as follows: $\sum_{i=1}^{n} A D\left(a_{i}, b_{i}, c_{i}, d_{i}\right) \in[0,2 n]$. Then for Boolean vectors, $A D(a, b, c, d)=0$ iff $a: b:: c: d$ holds.

## Extension to Boolean vectors

Representing objects with a single Boolean value is not generally sufficient and we have to consider situations where items are represented by vectors of Boolean values, each component being the value of a binary attribute. A simple extension of the previous definitions to Boolean vectors in $\mathbb{B}^{n}$ of the form $\vec{a}=\left(a_{1}, \cdots, a_{n}\right)$ can be done as follows:

$$
\begin{equation*}
\vec{a}: \vec{b}:: \vec{c}: \vec{d} \text { iff } \forall i \in[1, n], a_{i}: b_{i}:: c_{i}: d_{i} \tag{1.5}
\end{equation*}
$$

Obviously, all the basic properties (symmetry, central permutation) still hold for vectors. On top of that, the equation solving process is still valid and provides a new insight about analogical proportion: analogical proportions are creative. Indeed, let us consider the following example where:

$$
\begin{aligned}
\vec{a} & =(1,0,0) \\
\vec{b} & =(0,1,0) \\
\vec{c} & =(1,0,1)
\end{aligned}
$$

Solving the analogical equation $\vec{a}: \vec{b}:: \vec{c}: \vec{x}$ yields

$$
\vec{x}=(0,1,1)
$$

which is a new vector different from $\vec{a}, \vec{b}$ and $\vec{c}$.
We now show the specificity of heterogeneous (and homogeneous) proportions from a reasoning point of view.

### 1.2.3 Inference and univocal proportions

There is a way to infer unknown properties of a partially known object $D$ starting from the knowledge we have about its other specified properties, and assuming that a logical proportion $T$ holds componentwise with three other objects $A, B, C$, also represented in terms of the same $n$ Boolean features. This can be done via an induction principle that can be stated as follows (where $J$ is a subset of $[1, n]$, and $x_{i}$ denotes the truth value of feature $i$ for object $X \in\{A, B, C, D\})$ :

$$
\frac{\forall i \in[1, n] \backslash J, T\left(a_{i}, b_{i}, c_{i}, d_{i}\right)}{\forall i \in J, T\left(a_{i}, b_{i}, c_{i}, d_{i}\right)}
$$

This can be seen as a continuity principle assuming that if it is known that a proportion holds for some attributes, this proportion should still hold for the other attributes. It generalizes the inference principle used with the analogical proportion [63,51] for prediction and classification purposes. From a strict logical viewpoint, this inference rule is unsound as there is no guarantee that the conclusion holds when the premisses hold. Nevertheless, specially when the ratio $\frac{|J|}{n}$ is close to 1 , which means that proportions hold on a large number of attributes, it is natural to consider that such a proportion may also hold on the small number of remaining attributes.

This principle requires the unicity of the solution of equation $T(a, b, c, x)=1$ where $x$ is unknown, when it exists. Namely, given 3 Boolean values $a, b$, $c$, we want to determine for what logical proportion $T$ the equation $T(a, b, c, x)=1$ is solvable, and in such a case, if the solution is unique.

Definition 4 If, when the equation $T(a, b, c, x)=1$ is solvable, the solution is unique, then the proportion $T$ is said to be 4 -univocal. In a similar manner, one may define proportions that are 1,2 , or 3 -univocal. $T$ is univocal when it is $i$-univocal for every $i \in[1,4]$.

First of all, it is easy to see that there are always cases where the equation $T(a, b, c, x)$ $=1$ has no solution, whatever the proportion $T$. Indeed, the triple $a, b, c$ may take $2^{3}=8$ values, while any proportion $T$ is true only for 6 distinct valuations, leaving at least 2 cases with no solution. For instance, when we deal with $H_{4}$, the equations $H_{4}(0,0,0, x)$ and $H_{4}(1,1,1, x)$ have no solution.

We have the following result:
Property 6 The homogeneous and the heterogeneous proportions are the only proportions which are univocal.

Proof: From the truth tables, we see that the 2 types of proportions satisfy the property. Now, a proportion which is not $i$-univocal is necessarily valid both for a pattern with an odd number of 1 , and for a pattern with an even number of 1 . Then, properties 4 and 5 exclude homogeneous and heterogeneous proportions.

### 1.3 Research axes

### 1.3.1 Principal contributions

This habilitation thesis contributes mainly in the two following axes:

- Research axe 1: Logical proportions-based classification: This axe includes our principal contributions in this thesis in which we study logical proportions as a basic tool for solving classification problems. We propose two families of classification approaches based on logical proportions and dealing with different types of data for this purpose. We have developed principally two kind of classifiers based on logical proportions and applying the above inference principle: the first family (using homogeneous proportions) proposes two new Analogical proportions-based classifiers denoted $A P$-Classifiers. The second family, using heterogeneous proportions and applying the inference process in different way, are called Oddness-based classifiers.

1. Analogical proportions-based classification: In this context, the three following main contributions have been achieved:

- Deal with numerical and nominal data: We have extended the use of analogical proportions to handle numerical or nominal data. We propose new definitions in this context.
- AP-Classifier: using triples of items, we have build up a valid proportion with the new item to be classified. Based on this principle, we have developed a new analogical proportion-based classification algorithm.
- A rule-based AP-classifier: using pairs of items, we first build a set of inference rules (in a preliminary step) to be used for classification purpose.


## 2. Oddness/Evenness-based classification:

- Oddness and evenness indexes: Based on heterogeneous proportions, we first develop new Oddness and Evenness indexes that measure the extent to which an item may be seen as an intruder in a subset of items first in case of Boolean data. Then these new indexes have been extended to deal with numerical data, vectors, subset of different sizes and also missing data.
- Oddness-Classifier: Based on the oddness index, we have proposed a generic algorithm able to deal with Boolean, nominal or numerical data.
- Optimized Oddness classifiers: To reduce the cubic complexity of the Oddness classifiers and starting from the observed results, we propose two options to improve Oddness classifiers using pairs rather than triples of items with more constrained pairs:
* Odd2 using a remote element.
* Odd2 using two nearest neighbors.
- Evenness classifier: using the evenness index, we propose a new algorithm dealing with Boolean data.
- Research axe 2: Analogical proportions-based preference learning: Observing the success of Analogical Proportions to solve classification problems for a variety of datasets types, has led us to investigate more its ability to solve other kind of problems. In this second axe, we are especially interested to Preference Learning problem and we study the efficiency of Analogical inference principle for making preference prediction. If compared to the classification datasets, preferences are more structured in the sense that they are expected not to exhibit contradictory tradeoffs and to be monotone, which has to be taken into account in the learning process. In this axe, two basic contributions have been achieved:
- In the context of Boolean setting, we apply a vertical reading of Analogical Proportions when applying the analogical-based inference principle. We have developed two algorithms for predicting preferences that exploits triples of pairs of preferences picked from a training set. The first algorithm only exploits the given set of examples, the second one completes this set with preferences deducible from this set under a monotony assumption.
- Next, we extend the previous Analogical preference learning to the multivalued setting where Analogical Proportions valuations are just a matter of
degree in $[0,1]$ instead of $\{0,1\}$. In this context, we apply either a vertical or horizontal reading of proportions and we propose three new algorithms either using triples of pairs of preferences or simply exploiting these preference pairs one by one.


### 1.3.2 Research collaboration

This habilitation thesis has been achieved through a collaboration and contributions of many researchers from different domains either graduate students or international experts related to the two research axes. The following Table summarizes the degree of involvement of each of these collaborators in each research axe.

Table 1.3: Collaborators and their involvements in the two research axes

| Collaborator | University | Axes |
| :--- | :--- | :---: |
| Pr. Henri Prade | University Paul Sabatier, France | 1,2 |
| Pr. Gilles Richard | University Paul Sabatier, France | 1 |
| Pr. Marc Pirlot | Mons University, Belgium | 2 |
| Dr. Mathieu Serrurier | University Paul Sabatier, France | 1 |
| Dr. Olivier Sobrie | Mons University, Belgium | 2 |
| Toumather Nsibi (Master student) | University of Tunis | 2 |
| Marouane Essid (Master student) | University of Tunis | 1 |

### 1.4 Conclusion

This chapter is devoted to provide the necessary background on logical proportions as a basic tool used to design several approaches in this thesis. Especially, we have explained the specificity of heterogeneous and homogeneous logical proportions. Then, we have shortly introduced a summary on the two basic research axes developed in this thesis: designing new approaches for classification using both analogical and heterogeneous proportions and proposing new algorithms for user preference prediction based on analogical proportions.

In next chapters, a detail regarding each of the previously introduced contributions will be provided.

## Chapter 2

## Analogy-based classification

### 2.1 Introduction

Numerical proportions play an important role in our perception and understanding of reality. Indeed proportions are a matter of comparisons expressed by differences or ratios that are equated to other differences or ratios. Two centuries ago, Gergonne [30, 31] was the first to explicitly relate numerical (geometric) proportions to the ideas of interpolation and regression. In fact, geometrical proportions exhibit a simple but effective extrapolation power since, knowing 3 elements $a, b, c$, we can easily compute a last one $d$ such that $\frac{a}{b}=\frac{c}{d}$ (known as the rule of three).

Numerical proportions may be considered as particular instances of the so-called "analogical proportions" which are statements of the form " $a$ is to $b$ as $c$ is to $d$ ", often denoted $a: b:: c: d$. This supposes that $a, b, c, d$ refer to the same category of items, which can thus be described in the same terms. Such a proportion expresses that " $a$ differs from $b$ as $c$ differs from $d$ ", as well as " $b$ differs from $a$ as $d$ differs from $c$ " [47]. In other words, the pair $(a, b)$ is analogous to the pair $(c, d)$ [33]. More recently, diverse formal views of analogical proportions have been developed in algebraic or logical settings [63, 43, 44], in such a way that the essential properties of numerical proportions still hold, and especially their extrapolation power. For instance, when analogical proportions are defined in terms of subsets of properties that hold true in a given situation, each variable $a, b, c$ and $d$ refers to a situation described by a vector of feature values [39, 46, 47, 50].

Based on such formal approaches, analogical proportions have proved to be a valuable tool in morphological linguistic analysis [64, 38], in solving IQ tests such as Raven progressive matrices $[58,21]$ as well as in classification tasks where results competitive with the ones of classical machine learning methods have been first obtained by [2, 45]. In this chapter, we focus on this specific type of machine learning application, namely classification and we show how analogical proportions can be useful for building a family of classifiers named: Analogical Proportions-based classifiers.

This chapter is organized as follows: In Section 2.2, we first establish the basis for AP-classification. Then, we propose a generic algorithm ( $A P$-classifier) that covers all types of data and looks for triples of items to build up a valid proportion with the new item to be classified. To predict the class for this new item, the algorithm computes an analogical score for each triple in the training set and cumulates these scores for each possible class. In Section 2.3, we show that there exists an alternative method to build analogical proportion based-learners by statically building a set of inference rules during a preliminary training step. This gives birth to a new classification algorithm that deals with pairs rather than with triples of examples.

### 2.2 AP-Classification

### 2.2.1 Motivation

The purpose of this section is twofold. First, we make precise the link between the analogical jump that characterizes usual analogical inference and an analogical proportionbased pattern of inference. Second, we provide some examples where the analogical proportion-based inference pattern can be successfully used for classification or interpolation. This will motivate the design of analogical proportion-based classifiers (AP classifiers for short) in the next sub-section.

## Analogical jump and analogical proportion

In its simplest form, analogical reasoning, without any reference to the notion of proportion, is usually viewed as a way to infer some new fact on the basis of a single observation. Analogical reasoning has been mainly formalized in the setting of first order logic [23, 41]. A basic pattern for analogical reasoning is then to consider 2 terms $s$ and $t$, to observe that they share a property $P$, and knowing that another property $Q$ also holds for $s$, to infer that it holds for $t$ as well. This is known as the "analogical jump" and can be described with the following simplified inference pattern, leading (possibly) to a wrong conclusion:

$$
\begin{equation*}
\frac{P(s) P(t) Q(s)}{Q(t)} \tag{AJ}
\end{equation*}
$$

Making such an inference pattern valid would require the implicit hypothesis that $P$ determines $Q$ inasmuch as $\nexists u P(u) \wedge \neg Q(u)$. This may be ensured if there exists an underlying functional dependency, or more generally, if it is known for instance that when something is true for an object of a certain type, then it is true for all objects of that type. Otherwise, without such guarantees, the result of an analogical inference may turn to be definitely wrong.

|  | $P$ | $Q$ | $s$ | $t$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\vec{a}$ | 1 | 0 | 1 | 0 | $P(s)$ |
| $\vec{b}$ | 1 | 0 | 0 | 1 | $P(t)$ |
| $\vec{c}$ | 0 | 1 | 1 | 0 | $Q(s)$ |
| --- | --- | --- | --- | --- | --- |
| $\vec{d}$ | 0 | 1 | 0 | 1 | $Q(t)$ |

Table 2.1: A syntactic view of analogical jump

In the Boolean case, to link the above analogical pattern with the concept of analogical proportion, it is tempting to write something like: $P(s): P(t):: Q(s): Q(t)$ since we have 4 terms which obey, at least from a syntactic viewpoint, the structure of an analogical proportion. Indeed, it is sufficient to encode each piece of information in a binary way according to the presence or the absence of $P, Q, s$, or $t$ in the corresponding term, and we get the encoding $d$ of $Q(t)$ via the equation solving process as in Table 2.1.

In that case, $\vec{a}=P(s), \vec{b}=P(t), \vec{c}=Q(s), \vec{d}=Q(t)$ are encoded as Boolean vectors where the semantics carried by the predicate symbols $P$ and $Q$ is not considered.

In [69, 2], the authors take a similar inspiration where, starting from Boolean datasets and focusing on binary classification problem, they apply the following inference principle:

$$
\frac{\vec{a}: \vec{b}:: \vec{c}: \vec{d}}{\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}):: \operatorname{cl}(\vec{c}): \operatorname{cl}(\vec{d})} \quad A P^{1}
$$

It means that if 4 Boolean vectors build a valid analogical proportion, then it should be true that their classes build also a valid proportion. Starting from this viewpoint, in the case where $\vec{a}, \vec{b}, \vec{c}$ are in a sample set, i.e., their classes are known, and $\vec{d}$ being the object to be classified, if the equation $\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}):: \operatorname{cl}(\vec{c}): x=1$ is solvable (in that case, we say that the triple $(\vec{a}, \vec{b}, \vec{c})$ is class solvable), they allocate its solution to $\operatorname{cl}(\vec{d})$ just by applying the previous principle. Their experience highlight the predictive power of this principle. In [15] has been shown that $A P$ principle is just a particular instance of $(A J)$.

In the pattern $A P$, we transfer the identity of differences pertaining to pairs $(\vec{a}, \vec{b})$ and $(\vec{c}, \vec{d})$ to the relation between their classes. This enables us to predict the missing information about $\vec{d}$, using $A P$ as an extrapolation principle. This is obviously a form of reasoning that is not sound, but which may be useful for trying to guess unknown values.

[^0]
## Some arguments in favor of the study of $A P$-classifiers

The previous subsection has shown that the $A P$-inference just corresponds to the usual view of analogical inference, and as such, its conclusion are brittle. Still, we now provide some arguments or clues showing that $A P$ may make sense for classification.

Some experimental evidences First of all, it should be reminded that the authors of [ 2,45 ] have been the first to design classifiers for Boolean data based on an $A P$ principle. For this purpose, they define what they call the Analogical Dissimilarity $A D$ over Boolean values: this can be viewed as a way to measure how far is a Boolean proportion from being a valid analogical proportion, since $A D(\vec{a}, \vec{b}, \vec{c}, \vec{d})=0$ iff $\vec{a}: \vec{b}:: \vec{c}: \vec{d}$ holds, as recalled in Chapter 1. Then adding $A D$ component-wise allows the authors to extend $A D$ to Boolean vectors, leading to a flexible implementation of $A P$ principle by minimizing the cumulated $A D$. On a set of Boolean UCI benchmarks, this implementation has led to very good quality results in terms of accuracy and outperforms standard classifiers on some benchmarks such as Monk 2 (Monk 2 is a two-classes dataset defined by the constraint that the sum of the components of a nominal data vector is equal to 2 , before binarisation takes place). This work has provided the first empirical validation of the $A P$ principle applied to classification.

Analogical classification and exclusive or In a two-classes classification problem with Boolean data, the class of a given vector is a function $f$ of its components. If we deal with vectors in $\mathbb{B}^{n}$, we have exactly $2^{2^{n}}$ such functions. It is worth pointing out that the $A P$ principle always leads to a correct answer in case of some particular functions such as constants, projections, and the exclusive or (see [15] for details).

The fact that $A P$ always yields a good result for the exclusive or has been first observed experimentally [20, 34]. A similar, simpler reasoning indicate that the application of $A P$ cannot lead to a wrong result for projections. In fact, it has been recently formally proved [22] that the $A P$ principle is sound as soon as the labeling function is an affine Boolean function (this means in practice that the function is a constant, a projection, for function or $\equiv$ function over some subsets of the $n$ attributes). Moreover it can be shown that there is no other Boolean function for which this is true [22]. These results make clear that what we have explicitly shown for a two-dimensional $X O R$ is valid for any dimension [15].

An example with a non affine Boolean function As soon as the labeling function is not a Boolean affine function, we are sure there exist some triples that will induce wrong prediction. Nevertheless, it is still possible to get good results with the $A P$ principle for non affine functions. Indeed, it is sufficient that in most situations, the candidate triples majoritarily yield correct answers. We now provide an example of such function $f$ (where $\oplus$ denotes the xor operator):

$$
f\left(x_{1}, \ldots, x_{n}\right)=x_{1} \oplus x_{2} \text { if } \sum_{i=1}^{n} x_{i}<n-1
$$

and $f\left(x_{1}, \ldots, x_{n}\right)=\min \left(x_{1}, \ldots, x_{n}\right)$ otherwise.
With $n=7$, the first condition covers 120 inputs while the second one covers only 8 inputs. It can be computed that the number of non trivial triples (i.e. where $a \neq b$ or $a \neq c$ ) for which analogy is solvable componentwise is 2.064 .512 , among which only 187.620 are class solvable. Among these 187.620 triples $(\vec{a}, \vec{b}, \vec{c}), 160.224$ are such that the solution of the class equation $f(\vec{a}): f(\vec{b}):: f(\vec{c}): x=1$ is exactly $f(\vec{d})$, where $\vec{d}$ is such that $\vec{a}: \vec{b}:: \vec{c}: \vec{d}$ holds componentwise and only a small minority (27.396) leads to the wrong label. As expected, when running $A P$ classifier on this artificial dataset, we get an average accuracy of $97 \%$, while $k$-NN yields only $93 \%$. This illustrates the fact that good performance are still possible for functions which are not affine strictly speaking. A phenomenon of this type may take place in the case of Monk2 dataset of the UCI repository where excellent results were reported for $A P$-classifier as recalled above.

Analogical proportion and interpolation Analogy-based inference applies to any type of data. The arithmetical proportion view of analogy (already mentioned in Chapter 1) applies to real numbers and can be easily extended componentwise to real-valued vector spaces. In that case, $\vec{a}: \vec{b}:: \vec{c}: \vec{d}$ simply means that the 4 items are the vertices of a parallelogram. The existence of such a parallelogram in a linguistic dataset have been early pointed out in [60].

Besides, the relation between analogical proportion and interpolation, in the numerical case, is also worth mentioning. Indeed, let us consider the multiple-valued modeling of the analogical proportion (that will be defined in the next sub-section). It has been shown that an analogical proportion agrees with the idea of linear interpolation and extrapolation, since, in particular, the solution of $a: x:: x: b=1$ is $x=\frac{a+b}{2}$ in the numerical case. More generally, the following result proved and discussed in [25], is noticeable:

Proposition : if $\vec{a}, \vec{d}$ are the coordinates of points in a $n$-dimensional space, i.e. $\vec{a}=$ $\left(a_{1}, \cdots, a_{n}\right), \vec{d}=\left(d_{1}, \cdots, d_{n}\right)$, the solution of the analogical proportion equation $\vec{a}$ : $\vec{x}::_{A} \vec{x}: \vec{d}=1$ is the midpoint $\vec{x}=\left(\left(a_{1}+d_{1}\right) / 2, \cdots,\left(a_{n}+d_{n}\right) / 2\right)$ of the segment $\vec{a} \vec{d}$ in the $n$-dimensional space.

Indeed for each component, the equation reads : $x_{i}-a_{i}=d_{i}-x_{i}$, which yields $x_{i}=\left(a_{i}+d_{i}\right) / 2$. The solution of equation $\vec{a}: \vec{x}::_{A} \vec{x}: \vec{d}=1$ is thus obtained by a linear interpolation. This points out that $A P$, when applied to rescaled numerical data, performs a linear extrapolation.

In the next section, we discuss different methodologies for the implementation of $A P-$ classifiers. First, we present a brute force method then we propose an optimized algorithm that reduces the search space of triples.

### 2.2.2 Contribution

In this Section, we aim to show how analogical proportions may be useful for building analogical-based classifiers that will be described at the end of this section. To be able to deal with all kind of attributes (Boolean, nominal or numerical), we first provide necessarily definitions and extensions of analogical proportion, defined for Boolean case in Chapter 1, to graded truth values when variables take their values in $[0,1]$. The we will also discuss the case of nominal attributes.

## Extension to Real-valued attributes

When dealing with a real-valued attribute with domains $[\underline{m}, \bar{m}]$, it is always possible to rescale these attributes such as the new value $x_{\text {new }}$ associated to a current value $x$ is computed as follows:

$$
x_{\text {new }}=\frac{x-\underline{m}}{\bar{m}-\underline{m}}
$$

and as such, can be viewed as a truth value. If we consider the Boolean expression of the analogical proportion given by formula (1), one may think of many possible multiplevalued extensions, depending on the choice of the connectives associated to $\neg, \wedge$ and $\equiv$. Then, it is important to make proper choices that are in agreement with the intended meaning of analogical proportion. Some properties seem very natural to preserve, such as

- i) the independence with respect to the positive or negative encoding of properties (one may describe a price as the extent to which it is cheap, as well as it is not cheap), which leads to require that $\neg a: \neg b:: \neg c: \neg d$ holds if $a: b:: c: d$ holds (as it is already the case with Boolean truth values);
- ii) the definition should agree with the Boolean definitions in the limit case where $a, b, c, d$ take their values in $\{0,1\}$.

A careful analysis of these requirements, ensuring that the value of $b$ can be retrieved from the value of $a$ and the ones of $a \wedge \neg b$ and $\neg a \wedge b$, leads to choose (for the sake of simplicity, we keep the same notation for a variable and its truth value) $[56,25,52]$ :

- negation: $\neg a=1-a$;
- Łukasiewicz implication: $a \rightarrow b=\min (1,1-a+b)$ (or equivalently $a \wedge \neg b=$ $\max (0, a-b)$ );
- conjunction: $a \wedge b=\min (a, b)$;
- equivalence: $a \equiv b=\min (a \rightarrow b, b \rightarrow a)=1-|a-b|$.

When starting from formula (2), this leads to the following expression which both generalizes the Boolean case to multiple-valued entries and introduces a graded view of the analogical proportion:

$$
\begin{gather*}
a: b:: c: d=1-|(a-b)-(c-d)| \text { if } a \geq b \text { and } c \geq d, \text { or } a \leq b \text { and } c \leq d \\
a: b:: c: d=1-\max (|a-b|,|c-d|) \text { otherwise } \tag{A}
\end{gather*}
$$

This is appropriate for a numerical setting, and clearly agrees with the difference-based semantics of analogical proportions. As can be seen under definition (A), $a: b:: c: d=1$ if and only if $(a-b)=(c-d)$. We thus recognize the arithmetical proportion. ${ }^{2}$

When starting from definition (3), involving the operator $\vee$ defined as

$$
a \vee b=\neg(\neg a \wedge \neg b)=1-\min (1-a, 1-b)=\max (a, b)
$$

we get another expression:

$$
a: b:: c: d=\min (1-|\min (a, d)-\min (b, c)|, 1-|\max (a, d)-\max (b, c)|)
$$

which can be rewritten as:

$$
\begin{equation*}
a: b:: c: d=1-\max (|\min (a, d)-\min (b, c)|,|\max (a, d)-\max (b, c)|) \tag{*}
\end{equation*}
$$

It can be checked that $a: b:: c: d=(1-a):(1-b)::(1-c):(1-d)$ for both $(A)$ and $\left(A^{*}\right)$. Unfortunately, the equivalence between the 2 definitions $A$ and $A^{*}$ is no longer valid in the multiple-valued case. Roughly speaking, for $A^{*}$ to hold (i.e., to have value 1), the pair $(a, d)$ and the pair $(b, c)$ should have the same min and max, so $A^{*}(0,0.5,0.5,1)$ has the value 0.5 and then does not hold at degree 1 . Indeed under definition $\left(A^{*}\right), a: b:: c: d=1$ if and only if $a=b$ and $c=d$, or if $a=c$ and $b=d$. But applying the definition of $A$ shows that $A(0,0.5,0.5,1)=1$. Note that, $A^{*}(a: x:: x: b)=1$ has no solution if $a \neq b$.

Nevertheless, when $a, b, c, d$ are restricted to $\{0,1\}$, the 2 definitions $A$ and $A^{*}$ coincide with definition (1) for the Boolean case, which highlights the agreement between these extensions and the original idea of analogical proportion.

In fact, $A^{*}$ provides a more restrictive view of analogical proportion than $A$ : For instance, in the case of a tri-valued semantics where the domain of the variables is reduced to

[^1]$\{0,0.5,1\}$, the truth table of $A$ has 19 lines leading to 1 among $3^{4}=81$ possible patterns, but $A^{*}$ has only 15 such lines [52].

Moreover, as can be checked from its definition, that on $[0,1], A^{*}(a, b, c, d)=1$ only for the 3 patterns $(a, b, c, d)=(s, s, s, s)$ or $(s, t, s, t)$, or $(s, s, t, t)$. This contrasts with $A(a, b, c, d)$ which is equal to 1 as soon as $a-b=c-d$.

Lastly, we can extend the notion of "valid" proportion to vectors in $[0,1]^{n}$ as in the Boolean model with (where $P$ denotes $A$ or $A^{*}$ ):

$$
\begin{equation*}
P(\vec{a}, \vec{b}, \vec{c}, \vec{d})=1 \text { iff } \forall i \in[1, n], P\left(a_{i}, b_{i}, c_{i}, d_{i}\right)=1 \tag{2.1}
\end{equation*}
$$

In the frequent case where $\left.P\left(a_{i}, b_{i}, c_{i}, d_{i}\right) \in\right] 0,1[$ for some index $i, P(\vec{a}, \vec{b}, \vec{c}, \vec{d})$ is not defined, and we have different options to allocate a truth value to the whole proportion. Obviously, a standard option is to compute their mean value $\frac{\sum_{i=1}^{n} P\left(a_{i}, b_{i}, c_{i}, d_{i}\right)}{n}$. Let us observe that $\frac{\sum_{i=1}^{n} P\left(a_{i}, b_{i}, c_{i}, d_{i}\right)}{n}=1$ if and only if the analogical proportion holds perfectly on every component. We will use this definition to design $A P$-classifiers.

Inference in the numerical Case In the numerical case, we consider 4 real-valued vectors $\vec{a}, \vec{b}, \vec{c}, \vec{d}$ over $[0,1]^{n}$ (the numerical values are previously rescaled in the unit interval as explained before, but still with discrete classes). Then, we interpret the value of an attribute as a truth value (corresponding to the extent to which the property underlying the attribute holds): thus the value of $P\left(a_{i}, b_{i}, c_{i}, d_{i}\right)$ (where $P$ refers to $A$ or $A^{*}$ ) can always be computed using either the extension $A$ or the extension $A^{*}$, and belongs also to $[0,1]$. So the following inference principle strictly clones the Boolean case :

$$
\frac{P(\vec{a}, \vec{b}, \vec{c}, \vec{d})=1}{\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}):: \operatorname{cl}(\vec{c}): \operatorname{cl}(\vec{d})}
$$

Actually, the resulting truth value $P(\vec{a}, \vec{b}, \vec{c}, \vec{d})$ is rarely equal to 1 but can be close to 1 . So, as we shall see, has to be adapted for a proper implementation. The idea is to compute a kind of truth value attached to $\vec{a}: \vec{b}:: \vec{c}: \vec{d}$ as explained above (using min or a mean), and then to associate this value to the statement that $\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}):: \operatorname{cl}(\vec{c}): \operatorname{cl}(\vec{d})$ would hold. We indicate in the following how we take advantage of this value in the algorithms.

## Extension to nominal attributes

When it comes to nominal attributes whose domains are finite sets of values without a particular meaningful ordering, both definitions $A$ and $A^{*}$ no longer applies since they involve min and max operators. However, it can be noticed that the 3 patterns making $A^{*}(a, b, c, d)=1$ may be regarded as the universal patterns of analogy whatever the domain $\mathcal{V}$ to which $a$ and $b$ belong. This leads to a natural definition of analogical proportion for nominal values as follows:

$$
\begin{array}{r}
a: b:: c: d=1 \text { iff }(a, b, c, d) \in\{(s, s, s, s),(s, t, s, t),(s, s, t, t) \| s, t \in \mathcal{V}\}  \tag{2.2}\\
\text { and } a: b:: c: d=0 \text { otherwise }
\end{array}
$$

For instance, for an attribute such as color whose values belong to

$$
\mathcal{V}=\{\text { red, green }, \text { blue, yellow }\}
$$

we have red : green $::$ red : green $=1$, but red : yellow : red : green $=0$. Note that, in the above definition, there is no longer intermediary value as given by $A^{*}$ when $a, b, c, d \in[0,1]^{3}$.

It is quite common, in the case of nominal attributes, to binarize their values. This case can be handled as easily as the binary case. Indeed, consider an attribute $i$ whose values belong to domain $\mathcal{V}=\left\{v_{1}, \cdots, v_{m}\right\}$, it can be straightforwardly binarized by means of $m$ attributes $\alpha_{j}, j \in[1, m]$ with the following semantics:

$$
\alpha_{j}=1 \text { iff attribute } i \text { has value } v_{j} \text { and } 0 \text { otherwise }
$$

This amounts to replace a nominal attribute taking $m$ values by the $m$ Boolean attributes $\alpha_{j}$ and to have a function bin defined as:

$$
\operatorname{bin}: \mathcal{V} \rightarrow \mathbb{B}^{m} \text { with } \operatorname{bin}\left(v_{j}\right)=(0, \ldots, 0,1,0, \ldots, 0) \text { where } 1 \text { is in position } \mathrm{j}
$$

As an illustration, let us consider the previous color attribute: it is binarized via a bin function as follows:

$$
\operatorname{bin}(\text { red })=1000, \operatorname{bin}(\text { green })=0100, \operatorname{bin}(\text { blue })=0010, \operatorname{bin}(\text { yellow })=0001
$$

Let us now consider 4 vectors $a, b, c, d$ such that attribute $i$ is nominal, taking its values in $\mathcal{V}=\left\{v_{1}, \cdots, v_{m}\right\}$. Moreover, assume without loss of generality that:

$$
a_{i}=v_{1}, b_{i}=v_{2}, c_{i}=v_{1}, d_{i}=v_{2}
$$

Since $\operatorname{bin}\left(v_{1}\right)=(1,0, \ldots, 0)$ and $\operatorname{bin}\left(v_{2}\right)=(0,1,0, \ldots, 0)$, the situation is pictured in Table 2.2 .

As can be seen on this table, an analogical proportion holds true between the four objects for each binary attribute $\alpha_{j}$. This is clearly equivalent to the compact encoding in terms of nominal values namely here: $v_{1}: v_{2}:: v_{1}: v_{2}$. This expresses the following property:
$\vec{a}: \vec{b}:: \vec{c}: \vec{d}$ (with def. 2.2) iff $\quad \operatorname{bin}(\vec{a}): \operatorname{bin}(\vec{b}):: \operatorname{bin}(\vec{c}): \operatorname{bin}(\vec{d})$ (with def. 1.5)

[^2]|  | $\ldots$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\cdots$ | $\alpha_{m}$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\vec{a}$ | $\ldots$ | 1 | 0 | 0 | $\cdots$ | 0 | $\ldots$ |
| $\vec{b}$ | $\ldots$ | 0 | 1 | 0 | $\ldots$ | 0 | $\ldots$ |
| $\vec{c}$ | $\ldots$ | 1 | 0 | 0 | $\cdots$ | 0 | $\ldots$ |
| $\vec{d}$ | $\ldots$ | 0 | 1 | 0 | $\cdots$ | 0 | $v_{2}$ |

Table 2.2: Handling non binary attributes

This means that binarizing does not change the status of a proportion. Thus it is not necessary to binarize a nominal attribute to evaluate if an analogical proportion holds.

In many applications and datasets, nominal features may be somehow mid-way between nominal and numerical data, inducing a notion of ordering and/or a notion of proximity. A good instance of this is coming from systems where the user has to grade items with assessments of the type $1,2,3,4,5$ stars. This problem should be addressed here by using the $A^{*}$ definition, rather than the $A$ definition, since $A^{*}$ allows to keep track of such a graded assessment in the same way as the handling of nominal values.

So given 4 hybrid vectors involving binary, nominal and rescaled real-valued attributes, we have two options to check if together they make an analogical proportion componentwise:

1. Either we use $A^{*}$ (covering both Boolean and numerical attributes) and its nominal counterpart for nominal attributes (formula 2.2), which provides a rather homogeneous treatment (since $A^{*}$ returns ' 1 ' in the same situations as formula 2.2 does),
2. Or if we want to acknowledge that the distance between real-values is meaningful, we use $A$, keeping formula 2.2 for nominal attributes.

## Analogical Proportion-based classifiers

In the context of classification, we assume that objects or situations $A, B, C, D$ are represented by vectors of attribute values, denoted $\vec{a}, \vec{b}, \vec{c}, \vec{d}$. Applying the $A P$ principle, we propose a new analogical proportion-based approach to classification. This approach relies on the idea that the unknown class $x=\operatorname{cl}(\vec{d})$ of a new instance $\vec{d}$ may be predicted as the solution of an equation expressing that the analogical proportion $\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}):: \operatorname{cl}(\vec{c}): x$ holds between the classes. This is done on the basis of triples $(\vec{a}, \vec{b}, \vec{c})$ of examples of the sample set that are such that the analogical proportion $\vec{a}: \vec{b}:: \vec{c}: \vec{d}$ holds componentwise for all or for a large number of the attributes describing the items.

A simple option is to consider all triples $(\vec{a}, \vec{b}, \vec{c})$ in $\operatorname{Solv}\left(\mathcal{S}^{3}\right)$, then, for each of them,
to compute a truth value $P(\vec{a}, \vec{b}, \vec{c}, \vec{d})$ as the average of the truth values obtained in a componentwise manner as defined in the previous sub-section. Then we have to aggregate these truth values in order to provide a label for the new item $\vec{d}$ to be classified. This brute force method computing all the suitable triples is cubic and is prohibitive in terms of runtime execution. Obviously, we may think of an offline pre-processing step to make easier the retrieval of these triples (since all triples should be class solvable), as discussed in [8]. We may also think of significantly reducing the number of triples to be considered. This is what we propose in the following.

Instead of systematically surveying $\operatorname{Solv}\left(\mathcal{S}^{3}\right)$, we restrict the search for suitable triples $(\vec{a}, \vec{b}, \vec{c})$ by constraining $\vec{c}$ to be one of the $k$ nearest neighbors of $\vec{d}$ w.r.t. Manhattan distance, for some chosen $k$. In that case, we apply the $A P$ inference principle but restricted to the subset of $\operatorname{Solv}\left(\mathcal{S}^{3}\right)$ where $\vec{c}$ is one of the nearest neighbours of $\vec{d}$.

Past experiments [8],[10] have shown that this is not harmful for the results justifying to follow this option which decrease the complexity of the algorithm (instead of being cubic, the algorithm become quadratic). Moreover, the experiments reported in Section 2.2.3 show that the choice of $\vec{c}$ among nearest neighbours does not prevent to get competitive results.

More formally, for each candidate label $l$, we compute the sum of the truth values $P(\vec{a}, \vec{b}, \vec{c}, \vec{d})$ for all triples $(\vec{a}, \vec{b}, \vec{c})$ whose solution of the corresponding class equation $\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}): \operatorname{cl}(\vec{c}): x=1$ is $l$ and where $\vec{c} \in N_{k}(\vec{d})$ the set of the $k$ nearest neighbours of $\vec{d}$. This sum can be viewed as the total credit for the label $l$. More formally, if we denote $\operatorname{Solv}\left(\mathcal{S}^{3}\right)(l)$ the set of triples in $\operatorname{Solv}\left(\mathcal{S}^{3}\right)$ such that the solution of the class equation is $l$, the total credit associated to $l$ is just:

$$
\operatorname{SumP}(l)=\sum_{\vec{c} \in N_{k}(\vec{d}),(\vec{a}, \vec{b}, \vec{c}) \in \operatorname{Solv}\left(\mathcal{S}^{3}\right)(l)} P(\vec{a}, \vec{b}, \vec{c}, \vec{d})
$$

We then allocate to $\vec{d}$ the label $l$ having the highest credit.

$$
\operatorname{label}(l)=\operatorname{argmax}_{l}(S u m P(l))
$$

In case of tie, we implement a majority vote. Let us note that, in the case of Boolean or nominal attributes, applying blindly this rule will lead to consider triples where analogical proportions may hold only on a strict subset of $\{1, \ldots, n\}$ : for such a triple $P(\vec{a}, \vec{b}, \vec{c}, \vec{d})=\frac{j}{n}<1$ where $j$ is the number of components where analogical proportion holds. In practice, in the Boolean case, there are many triples whose $P(\vec{a}, \vec{b}, \vec{c}, \vec{d})=1$ and adding values less than 1 does not bring any improvement. This is why, for Boolean and nominal datasets, we further restrict the sum to those triples where $P(\vec{a}, \vec{b}, \vec{c}, \vec{d})=1$. In case where no triple ( $\mathrm{a}, \mathrm{b}, \mathrm{c}$ ) such that $\mathrm{P}(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})=1$ can be found, we would select the triple(s) for which $\mathrm{P}(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})$ is maximal.

This leads to Algorithm 1. Up to the previous adjustment, this algorithm handles all types of data: Boolean, nominal and numerical data.

It is quite clear that our procedure relies on the existence of class solvable triples in the training set, which make an analogical proportion with the new item (at least to some extent). In the opposite case, no classification can be suggested and the algorithm returns "unclassified". This might happen in particular when the training set is very small. However, this situation did not occur with the UCI benchmarks we consider. When there are several candidate labels i.e. unique (maxi, $\operatorname{SumP}(l)$ ) is not valid, we implement a majority vote among the candidate labels. This situation, very unlikely with numerical features, may happen with Boolean or nominal data.

```
Algorithm \(1 A P\)-classifier
    Input: \(k>1, \vec{d} \notin \mathcal{S}\) a new instance to be classified
    For each label \(l\) do \(\operatorname{SumP} P(l)=0\) end For
    for each \(\vec{c}\) in \(N_{k}(\vec{d})\) do
        for each pair \((\vec{a}, \vec{b})\) in \(|\mathcal{S}|^{2}\) do
            if \(\operatorname{cl}(\vec{a}): \operatorname{cl}(\vec{b}):: \operatorname{cl}(\vec{c}): x\) has solution \(l\) then
                \(\operatorname{SumP}(l)+=P(\vec{a}, \vec{b}, \vec{c}, \vec{d})\)
            end if
        end for
    end for
    \(\operatorname{maxi}=\max \{\operatorname{SumP}(l)\}\)
    if \((\) maxi \(\neq 0)\) then
        if (unique \((\) maxi, \(\operatorname{Sum} P(l))\) ) then
            \(c l(\vec{d})=\operatorname{argmax}_{l}\{\operatorname{Sum} P(l)\}\)
        else
            Majority vote
        end if
    else
        UNCLASSIFIED
    end if
    return \(\operatorname{cl}(\vec{d})\)
```


### 2.2.3 Experimental validation

We provide experimental results for the $A P$-classifier and we compare the results to other ML classifiers. This experimental study is based on several datasets taken from the U.C.I. machine learning repository [42]. A brief description of these data sets is given in Table 2.3. Since we have chosen to deal with both nominal or numerical features in this study, the first part in this Table 2.3 includes datasets with categorical or Boolean attribute values and the second part includes datasets with only numerical attributes. In order to apply multiplevalued semantics framework, all numerical attributes are rescaled. More precisely, we just

Table 2.3: Description of datasets

| Datasets | Instances | Nominal Att. | Binary Att. | Numerical Att. | Classes |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Balance | 625 | 4 | 20 | - | 3 |
| Car | 743 | 7 | 21 | - | 4 |
| TicTacToe | 521 | 9 | - | - | 2 |
| Monk1 | 432 | 6 | 15 | - | 2 |
| Monk2 | 432 | 6 | 15 | - | 2 |
| Monk3 | 432 | 6 | 15 | - | 2 |
| Breast Cancer | 286 | 9 | - | - | 2 |
| Spect | 267 | - | 22 | - | 2 |
| Voting | 435 | - | 16 | - | 2 |
| Hayes-Roth | 132 | 5 | 15 | - | 3 |
| Diabetes | 768 | - | - | 8 | 2 |
| W. B. Cancer | 699 | - | - | 9 | 2 |
| Heart | 270 | - | - | 13 | 2 |
| Magic | 1074 | - | - | 11 | 2 |
| Ionosphere | 351 | - | - | 35 | 2 |
| Iris | 150 | - | - | 4 | 3 |
| Wine | 178 | - | - | 13 | 3 |
| Satellite Image | 1090 | - | - | 36 | 6 |
| Segment | 1500 | - | - | 19 | 7 |
| Glass | 214 | - | - | 9 | 7 |
| Ecoli | 336 | - | - | 7 | 8 |
| Letter | 1076 | - | - | 16 | 26 |

replace a real value $r$ with $\frac{r-r_{\min }}{r_{\max }-r_{\text {min }}}$., where $r_{\min }$ and $r_{\max }$ respectively represent the minimal and the maximal values for this attribute on this dataset.

In terms of protocol, we apply a standard 10 fold cross-validation technique. As usual, the final accuracy is obtained by averaging the 10 different accuracies for each fold. However, we have to tune the parameters of the $A P$-classifier as well as ones of the classical classifiers (with which we compare our approach) before performing this cross-validation.

In order to do that, we randomly choose a fold (as recommended by [68]), we keep only the corresponding training set (i.e. which represents $90 \%$ of the full dataset). On this training set, we again perform a 10 -fold cross-validation with diverse values of the parameters. We then select the parameter values providing the best accuracy. These tuned parameters are then used to perform the initial cross-validation. As expected, these tuned parameters change with the target dataset. To be sure that our results are stable enough, we run each algorithm (with the previous procedure) 5 times so we have 5 different parameter optimizations. The displayed $\beta$ is the average value over the 5 different values (one for each run). The results shown in Table 2.4 are the average values obtained from 5 rounds of this complete process.

## Results of $A P$-classifier

In Table 2.4, we provide mean accuracies and standard deviations for Algorithm 1 in case of nominal or numerical data. We also include testing results for other ML classifiers for comparison. Each value given in this table is the average of 5 different runs.

For $A P$-classifier, we run our tests both for $A$ and $A^{*}$ definitions of the graded analogical proportion while Formula 2.2 is applied in case of nominal datasets. For each classifier, the displayed results correspond to the optimal value of the parameter $\beta$ (for $A P$-classifier and $k$ - $\mathrm{NN}, \beta$ being the number of nearest neighbors) obtained as a result of the optimization step in the inner cross validation.

To compare our results to those of the brute force algorithm that considers all possible triples $(\vec{a}, \vec{b}, \vec{c})$ in $\operatorname{Solv}\left(\mathcal{S}^{3}\right)$ when computing the sum of truth values $P(\vec{a}, \vec{b}, \vec{c})$, we also tested the efficiency of this algorithm on some datasets. We get the following accuracies for the three tested datasets: "Iris" : $89.0 \pm 8.62$, "Heart": $66.01 \pm 4.96$ and "Wine": $39.16 \pm 5.71$.

Let us summarize and analyze the main facts that can be observed in Table 2.4:

1. If we compare the results of the three datasets given above in case of the brute force algorithm to the results of $A P$-classifier given in Table 2.4, we note that the later largely outperforms the brute force algorithm. This validates the use of a particular set of triples, i.e. those where one of the items is among the $k$ nearest neighbors of the item to be classified. This means that there is no need to use all possible triples in the dataset for classification.
2. Overall, $A P$-classifier exhibits good classification accuracies and is able to deal with any type of data: Boolean, nominal or numerical.
3. The best accuracies are achieved for large values of parameter $k$ for most of the nominal datasets. In the numerical case and for half of the datasets, good accuracies are obtained using only one nearest neighbor $(k=1)$.
4. AP-classifier seems to perform little better (if compared to the state of the art classifiers) in the nominal case than in the numerical case. Remember that, in the nominal case, only triples with $P(a, b, c, d)=1$ are used in the summation, i.e: those having analogical proportion holding on all components. So we may say that, using a selected set of triples for classification, can improve the efficiency of the classifier rather than blindly use all possible triples.
5. For numerical data, the proposed algorithm performs slightly better when we use definition $A$ for most datasets. It may be the case that $A^{*}$, providing a more restrictive view of analogical proportion than $A$, removes too many candidates from the potential voting triples. It remains to investigate if there is a way to qualify a target
dataset as being more suitable for classification using $A$ or using $A^{*}$. This is an open problem.
6. For nominal data, if we compare results of $A P$-classifier to those shown in [8], it is clear that the two classifiers perform in the same way for the first 6 nominal datasets.
7. To investigate more this comparison, we also tested the previous algorithm [8], suitable for nominal data only, on the data sets "Breast Cancer", "Voting" and "HayesRoth". We observe that $A P$-classifier is significantly better than the algorithm in [8]. In fact, when we have many nominal attributes with a large number of values, the condition $\operatorname{Dis}(a, b)=\operatorname{Dis}(c, d)$ in [8] is obviously more difficult to satisfy, since it amounts to require the analogical proportion to perfectly hold on all attributes. Otherwise the corresponding triple will be discarded. On the other hand, in $A P-$ classifier, in case no triples with $P(a, b, c, d)=1$ could be found, we select the best triple (with highest $P$ ) and this allows for a relaxation of the requirement that the analogical proportion should hold on any attribute: in fact, $A P$-classifier benefits from the summation of elementary evaluations of analogical proportion on each attribute. This explains why $A P$-classifier performs significantly better than that in [8] for this kind of nominal data set.

Table 2.4: Results for $A P$-classifier and other ML classifiers obtained with the best parameter $\beta$

| Datasets | Algo1 |  |  |  |  |  | C4.5 |  | JRIP |  | SVM(RBFKernel) |  | SVM(PolyKernel) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Accuracy |  | $\beta$ |  | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ |
| Balance | $86.35 \pm 2.27$ |  | 11 |  | $84.05 \pm 2.6$ | 11 | $63.79 \pm 4.33$ | 0.3 | $72.74 \pm 3.48$ | 6 | 99,17 $\pm 0,34$ | (32768,0.00195) | 98,53 $\pm 0,26$ | $(128,1)$ |
| Car | $94.16 \pm 4.11$ |  | 11 |  | $92.38 \pm 2.51$ | 1 | $90.84 \pm 3.61$ | 0.5 | $86.58 \pm 3.67$ | 8 | 99,37 $\pm 0,12$ | (32768,0.03125) | 99,19 $\pm 0,19$ | (32768,2) |
| TicTac. | 100 |  | 3 |  | $99.23 \pm 1.23$ | 1 | $88.48 \pm 3.72$ | 0.3 | $96.78 \pm 4.14$ | 8 | 100 | (32768,0.03125) | 100 | $(32768,1)$ |
| Monk1 | $99.77 \pm 0.71$ |  | 7 |  | $98.37 \pm 2.78$ | 2 | $99.36 \pm 0.64$ | 0.4 | $90.99 \pm 13.15$ | 2 | 100 | $(32768,0.5)$ | 100 | $(32768,6)$ |
| Monk2 | $99.77 \pm 0.7$ |  | 11 |  | $65.29 \pm 1.74$ | 11 | $67.13 \pm 0.61$ | 0.1 | $64.64 \pm 3.69$ | 4 | 100 | (32768,0.03125) | 100 | $(32768,2)$ |
| Monk3 | $99.63 \pm 0.7$ |  | 9 |  | $99.14 \pm 1.49$ | 1 | $99.82 \pm 0.18$ | 0.2 | $98.95 \pm 1.48$ | 2 | 100 | $(32768,0.5)$ | 100 | $(32768,7)$ |
| Breast Cancer | $73.68 \pm 6.36$ |  | 10 |  | $72.81 \pm 7.65$ | 9 | $71.58 \pm 6.55$ | 0.2 | $70.11 \pm 8.59$ | 2 | 72,86 $\pm 1,15$ | (8192,0.00195) | 74,19 $\pm 1,20$ | (0.03125,2) |
| Voting | $94.73 \pm 3.72$ |  | 7 |  | $92.5 \pm 3.59$ | 4 | $96.38 \pm 2.63$ | 0.2 | $95.84 \pm 2.39$ | 4 | 96,37 $\pm 0,10$ | (32, 0.03125) | 95,72 $\pm 0,21$ | (0.03125,2) |
| Hayes-Roth | $79.29 \pm 9.3$ |  | 7 |  | $61.41 \pm 10.31$ | 3 | $68.2 \pm 6.66$ | 0.2 | $83.26 \pm 9.04$ | 4 | $79,70 \pm 1,55$ | (32768,0.0078) | 79,85 $\pm 2,05$ | $(32,1)$ |
|  | A |  | A* |  |  |  |  |  |  |  |  |  |  |  |
|  | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ |
| Diabetes | $73.28 \pm 4.18$ | 11 | $73.13 \pm 4.66$ | 9 | $73.42 \pm 3.65$ | 11 | $74.73 \pm 4.14$ | 0.2 | $74.63 \pm 5.22$ | 5 | 77,37 $\pm 0,31$ | (8192,3.051E-5) | $77,34 \pm 0,30$ | $(0.5,1)$ |
| W. B. Cancer | $97.01 \pm 3.35$ | 4 | $96.87 \pm 1.51$ | 4 | $96.7 \pm 1.73$ | 3 | $94.79 \pm 3.19$ | 0.2 | $95.87 \pm 2.9$ | 4 | 96,74 $\pm 0,12$ | $(2,2)$ | 96,92 $\pm 0,23$ | $(2,1)$ |
| Heart | $81.9 \pm 7.64$ | 10 | $81.75 \pm 3.31$ | 9 | $82.23 \pm 10.1$ | 11 | $78.34 \pm 7.05$ | 0.2 | $78.52 \pm 7.32$ | 4 | 79,98 $\pm 0,73$ | (32,0.125) | 83,77 $\pm 0,55$ | $(0.5,1)$ |
| Ionosphere | $90.55 \pm 4.05$ | 1 | $90.41 \pm 3.47$ | 1 | $90.8 \pm 3.39$ | 1 | $89.56 \pm 5.62$ | 0.1 | $89.01 \pm 4.75$ | 5 | 94,70 $\pm 0,32$ | $(2,2)$ | 89,28 $\pm 0,43$ | (0.03125,2) |
| Iris | $94.89 \pm 6.4$ | 5 | $94.55 \pm 5.44$ | 7 | $94.88 \pm 6.4$ | 3 | $94.28 \pm 5.19$ | 0.2 | $93.65 \pm 5.24$ | 6 | 94,13 $\pm 1,28$ | $(32768,0.5)$ | 96,13 $\pm 0,99$ | $(512,1)$ |
| Wine | $98.12 \pm 3.94$ | 9 | $97.55 \pm 3.72$ | 9 | $97.75 \pm 3.91$ | 7 | $94.23 \pm 5.54$ | 0.1 | $94.99 \pm 3.49$ | 8 | 98,20 $\pm 0,47$ | $(32768,2)$ | 98,53 $\pm 0,75$ | $(2,1)$ |
| Sat. Image | $94.96 \pm 1.87$ | 1 | $94.75 \pm 1.41$ | 1 | $94.89 \pm 2.77$ | 1 | $92.71 \pm 2.73$ | 0.1 | $92.77 \pm 3.48$ | 3 | 96,01 $\pm 0,24$ | $(8,2)$ | 95,11 $\pm 0,18$ | $(0.5,4)$ |
| Glass | $72.99 \pm 7.82$ | 1 | $73.23 \pm 7.44$ | 1 | $73.04 \pm 12.07$ | 1 | $69.92 \pm 7.4$ | 0.2 | $69.06 \pm 6.28$ | 5 | 68,50 $\pm 1,57$ | $(2,8)$ | 73,01 $\pm 1,50$ | (2048,2) |
| Ecoli | $86.32 \pm 5.59$ | 7 | $86.78 \pm 5.25$ | 9 | $85.37 \pm 6.58$ | 5 | $82.6 \pm 6.39$ | 0.2 | $81.56 \pm 6.04$ | 5 | 87,50 $\pm 0,30$ | $(2,8)$ | 87,50 $\pm 0,30$ | $(8,1)$ |
| Segment | $96.84 \pm 0.78$ | 1 | $96.84 \pm 1.27$ | 3 | $96.76 \pm 1.11$ | 1 | $95.77 \pm 1.77$ | 0.2 | $94.55 \pm 1.96$ | 6 | 96,98 $\pm 0,25$ | (2048,0.125) | 97,14 $\pm 0,17$ | $(8,4)$ |
| Letter | $76.29 \pm 3.51$ | 1 | $75.83 \pm 3.16$ | 1 | $75.93 \pm 2.35$ | 1 | $63.38 \pm 4.04$ | 0.2 | $62.6 \pm 5.42$ | 9 | 83,59 $\pm 0,55$ | $(32768,0.5)$ | $82,93 \pm 0,54$ | $(0.5,3)$ |
| Average | 89.52 |  | 89,45 |  | 86.36 |  | 83.79 |  | 84.35 |  | 91.05 |  | 91.25 |  |

Feature selection In order to study the sensitivity of analogical classifiers to irrelevant features, we apply feature selection to some datasets having high number of features and reduced number of instances. For this purpose, we use the feature selection option:
"CfsSubsetEval" provided by Weka that evaluates a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. In Table 2.5, we save results of $A P$-classifier applied to these datasets after selecting the most relevant features.

Table 2.5: Accuracies given as mean and standard deviation for $A P$-classifier applied to datasets after feature selection

| Datasets | Nbr Features | Relevant Features | Using A | Using A* |
| :--- | :---: | :---: | :---: | :---: |
| Heart | 13 | 7 | $83.13 \pm 8.02$ | $83.27 \pm 7.42$ |
| Ionosphere | 34 | 12 | $92.78 \pm 3.8$ | $92.65 \pm 3.56$ |
| Wine | 13 | 11 | $98.01 \pm 3.81$ | $98.92 \pm 2.17$ |
| Sat.Image | 36 | 11 | $95.07 \pm 1.62$ | $95.43 \pm 1.92$ |
| Segment | 19 | 6 | $96.2 \pm 1.19$ | $95.6 \pm 1.74$ |

If we compare results in Table 2.5 after applying feature selection with those given in Table 2.4 before feature selection, we observe (as expected) that the $A P$-classifier is more efficient when applied to the dataset with only selected features, especially for definition $A^{*}$ and for the two first datasets. For other datasets: "Wine" (in case of definition $A$ ), "Sat.Image" and "Segment", we cannot see a significant improvement in terms of accuracy when we use a selected set of relevant features. We note that, for the "Wine" dataset, only two features are removed while more than half of the features are removed for "Heart" and "Ionosphere" datasets. This may explain the significant effect on results for the first two datasets. Regarding "Sat.Image" and "Segment", since the number of instances is high, this helps the classifier to achieve good accuracy even with the original set of features.

## Comparison with other classifiers

In order to evaluate the efficiency of the $A P$-classifier, we compare its accuracy to existing classification approaches:

- IBk: a $k$-NN classifier, we use the Manhattan distance and we tune the classifier on different values of the parameter $k=1,2, \ldots, 11$.
- C4.5: generating a pruned or unpruned C 4.5 decision tree. We tune the classifier with different confidence factor used for pruning $C=0.1,0.2, \ldots, 0.5$.
- JRip: propositional rule learner, Repeated Incremental Pruning to Produce Error Reduction(RIPPER), optimized version of IREP. We tune the classifier for different number of optimization runs $O=2,4, \ldots 10$ and we apply pruning.
- SVM: a sequential minimal optimization algorithm for training a support vector classifier. We use two types of kernels: the RBF-Kernel and we tune its parameter $\gamma(\gamma=$ $\left.2^{-15}, 2^{-13}, \ldots, 2^{3}\right)$ and the Poly-Kernel and we tune its degree $d(d=1,2, \ldots 10)$ (also
called exponent). We also tune the complexity parameter $C=2^{-5}, 2^{-3}, \ldots, 2^{15}$ with each type of kernel as recommended by [68].

Accuracy results for IBk, C4.5, JRIP and SVMs are obtained by using the free implementation of Weka software to the datasets described in Table 2.3. To run IBk, C4.5 and JRIP, we first optimize the corresponding parameter for each classifier, using the meta CVParameterSelection class provided by Weka. For SVM, since we have to tune both the complexity $C$ (independent of the type of the kernel) as well as the kernel parameter $\gamma$ for RBF-Kernel and the degree $d$ for the Poly-Kernel, we use the GridSearch package available with Weka suitable for tuning two parameters. Both CVParameterSelection and GridSearch classes allow to perform parameter optimization by cross-validation applied to the training set only. This enables to select the best value of the parameter for each dataset, then we train and test the classifier using this selected value of this parameter. Classification results for $k$-NN, C4.5, JRIP and SVMs, displayed in Table 2.4, correspond to the best/optimized value of each tuned parameter (denoted $\beta$ in this table, for SVM $\beta$ correspond to the best pair $(C, \gamma)$ for RBF-kernel or $(C, d)$ for Poly-kernel).

## Evaluation of $A P$-classifier with regard to other ML classifiers

If we compare our results to those of the well known algorithms shown in Table 2.4, we note that:

- The $A P$-classifier performs more or less in the same way as the best known algorithms. Especially, Algorithm 1 outperforms all other classifiers Except SVM for 15 out of 20 datasets and performs similar to SVM for datasets "TicTac.", "Monk1", "Monk2", "Monk3", "Hayes-Roth", "W.B. Cancer" and "Glass". Especially, we note that Algorithm 1 largely outperforms the $k$-NN, C4.5 and JRip and performs similar to SVM for the dataset "Monk2". In fact our algorithm perfectly classifies this dataset (as SVM) while other classifiers achieve maximum $67 \%$ of accuracy on this dataset.
- The computed average accuracy over 20 datasets for each classifier, confirms our observations and show that the $A P$-classifier is ranked the second just after SVM classifier.
- The classification success of Algorithm 1 for "Sat.Image", "Segent" "Glass", "Ecoli" and "Letter" (which have multiple classes) demonstrates its ability to deal with multiple class datasets.
- The analogy-based classifiers seem to be efficient when classifying data sets with a large number of attributes as in the case of "Ionosphere" and "Sat.Image" for example.
- Although, our algorithms do not use the same order on $\mathcal{S}^{3}$ as the approach developed in [57], we note that our results are better than the results obtained by the previous approach for numerical data, for the tested data sets "Diabetes" and "Sat. Image".

Statistical evaluation of $A P$-classifier The comparative studies with other classifiers are first carried out through the Friedman test [27]. It is a non-parametric test used to detect differences in $n$ treatments groups with equal sample sizes across multiple test attempts. The null hypothesis, $H 0: F(1)=F(2)=\cdots=F(n)$ states that there is no significant difference between groups of algorithms against the alternative hypothesis: at least one group is significantly different. In case the Friedman test indicates significance, a posthoc test after Conover [18] is applied to calculate the corresponding levels of significance. The output of this test is simply the computed $p$-values corresponding to each pair of compared groups saved in the lower triangle of the p-values matrix. For this test, we also apply a Bonferroni-type adjustment of p-values.

Since the Friedman test, comparing $A P$-classifier (using definition $A$ ) and all other ML classifiers, provided a significant $p$-value $=1.193 e-09$, we then apply a post-hoc test after Conover and we use Bonferroni-type adjustment of the $p$-values. In Table 2.6, we provide the results of the computed $p$-values for each pair of compared classifiers. Significant $p$-values $(<0.05)$ are given in bold. The computed $p$-values show that:

- The SVM using RBF and Poly-Kernel significantly outperforms the IBK, the C4.5 and the JRIP classifiers. It also outperforms $A P$-classifier.
- It is clear that $A P$-Classifier significantly outperforms the IBK, the C 4.5 and the JRIP classifiers.

Table 2.6: Results for the post-hoc test after Conover for ALL classifiers. The * (resp. *) means that the classifier in the row (resp. in the column) is statistically better than the classifier on the column (resp. on the raw)

|  | IBK | C4.5 | JRIP | SVM(RBFKernel) | SVM(PolyKernel) |
| :--- | :---: | :---: | :---: | :---: | :---: |
| C4.5 | 0.14901 | - | - | - | - |
| JRIP | $\mathbf{0 . 0 0 0 1 6 ~}_{*}$ | 0.68692 | - | - | - |
| SVM(RBFKernel) | $\mathbf{1 . 4 e - 0 9 ~}^{*}$ | $\mathbf{3 . 7 e - 1 5 ~}^{*}$ | $<\mathbf{2 e - 1 6}^{*}$ | - | - |
| SVM(PolyKernel) $^{\mathbf{3 . 9 e - 1 2 ~}^{*}}$ | $<\mathbf{2 e - 1 6}^{*}$ | $<\mathbf{2 e - 1 6}^{*}$ | 1.00000 | - |  |
| AP-Classifier $^{\mathbf{0 . 0 0 6 5 9}^{*}}$ | $\mathbf{1 . 6 e - 0 7}^{*}$ | $\mathbf{1 . 1 e - 1 1 ~}^{*}$ | $\mathbf{0 . 0 0 6 5 9}_{*}$ | $\mathbf{7 . 0 e - 0 5}_{*}$ |  |

## Nearest neighbors and $A P$-classifier

In this section, we focus more particularly on the links and differences between the $A P$ approach and the $k$-NN approach.

First we would like to check if voting pairs $(\vec{a}, \vec{b})$ are close or not to the item to be classified. For this purpose, we compute for $A P$-classifier, among all these voting pairs, the frequency of those ones that are close to $\vec{d}$ (which is about the same as being close to $\vec{c}$ ). In case this frequency is rather low, we can conclude that our algorithms are not just another view of $k$-NN algorithms. From a practical point, we proceed as follows:

- In the nominal case, we compute the percentage of voting pairs $(\vec{a}, \vec{b})$ such that

$$
\max (H(\vec{a}, \vec{c}), H(\vec{b}, \vec{c})) \leq \theta(n)
$$

where $n$ is the number of features, $H$ denotes the Hamming distance and $\theta(n)$ is a threshold depending on $n$. We consider 4 thresholds $1,2, \frac{n}{3}$ and $\frac{n}{2}$. For instance, $\theta(n)=1$ is a threshold telling that $\vec{c}$ differs from $\vec{a}$ and $\vec{b}$ on maximum one feature, which means $\vec{c}$ is very close to $\vec{a}$ and $\vec{b} . \theta(n)=\frac{n}{2}$ means that $\vec{c}$ differs from $\vec{a}$ and $\vec{b}$ on less than half of the features, which shows that $\vec{c}$ is relatively close to $\vec{a}$ and $\vec{b}$. If the percentage is low, it means the way we attribute a label to $\vec{d}$ is not by using its nearest neighbors!

- In the numerical case, we adopt the same method but using the extended version of Hamming distance, the $l 1$ distance to deal with numerical values keeping the same threshold:

$$
\max (l 1(\vec{a}, \vec{c}), l 1(\vec{b}, \vec{c})) \leq \theta(n)
$$

The results for the nominal case are shown in Table 2.7 and those for the numerical case are in Table 2.8. Note that the Balance and Iris datasets contain only 4 attributes, this is why we only provide results for the column $\mathrm{n} / 2$ (column 2 is clearly the same). In the nominal case, we note that:

- The frequency of voting pairs $(\vec{a}, \vec{b})$ that are very close to $\vec{c}$ (the Hamming distance is less or equal to one or two features) is very low. The highest frequency of voters that differs from $\vec{c}$ on only one (resp. two) attribute(s) is around $0.2 \%$ (resp. $2 \%$ ) on all datasets.
- The frequency of voting pairs $(\vec{a}, \vec{b})$ differing from $\vec{c}$ on at least half of the features (last column in Table 2.7) is maximum $3 \%$ for the three first datasets, $16 \%$ for next three datasets, except for the Voting dataset for which the frequency is a bit higher.

These results show that voters $(\vec{a}, \vec{b})$ remain quite far from the item $\vec{d}$ to be classified in the nominal case.

In the numerical case (in Table 2.8), we can see that:

- For some datasets, voting pairs $(\vec{a}, \vec{b})$ seem relatively close to $\vec{c}$. The frequency of voting pairs differing from $\vec{c}$ up to one feature is about $30 \%$ for Iris, Glass, Ecoli and

Table 2.7: Frequency of voters that are close to $c$ in the nominal case

| Datasets | $\theta(n)$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | $\mathrm{n} / 3$ | $\mathrm{n} / 2$ |
| Balance | 0.0007 | - | 0.0004 | 0.0336 |
| Car | 0.0003 | 0.011 | 0.011 | 0.011 |
| TicTacToe | 0 | 0.0011 | 0.0079 | 0.0075 |
| Monk1 | 0.0006 | 0.0193 | 0.0191 | 0.160 |
| Monk2 | 0.0006 | 0.0189 | 0.0189 | 0.159 |
| Monk3 | 0.0006 | 0.0199 | 0.0202 | 0.162 |
| Voting | 0.0018 | 0.0126 | 0.1244 | 0.303 |

W.B. Cancer datasets. This may mean that, for these datasets, examples have often relatively similar attribute values.

- For other datasets, the frequency of voters that are close to $\vec{c}$ on all features except one or two is very low as in the case of Wine, Heart and Sat.Image. In Table 2.3, we can see that these datasets include the largest numbers of features. As said before, dataset examples are likely to be more dissimilar in presence of a large number of attributes.
- At least $80 \%$ of the voting pairs differ from $\vec{c}$ on at least half of the features (last column in Table 2.8) if we except W. B. Cancer (where it is about $60 \%$ ) and Heart (about 30\%).

In the numerical case, the frequency of voters that are close to $\vec{c}$ is relatively high if compared to the nominal case. This is due to the cumulative effect of the extended Hamming distance that considers all features when computing the distance between pairs in case of numerical data, while in the nominal case, only completely opposite attribute values are considered in the Hamming distance.

Table 2.8: Frequency of voters that are close to $c$ in the numerical case

| Datasets | $\theta(n)$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 2 | $\mathrm{n} / 3$ | $\mathrm{n} / 2$ |
| Diabetes | 0.126 | 0.857 | 0.857 | 0.999 |
| W. B. Cancer | 0.28 | 0.350 | 0.432 | 0.6025 |
| Heart | 0.0006 | 0.0152 | 0.326 | 0.321 |
| Iris | 0.341 | - | 0.341 | 0.813 |
| Wine | 0.0004 | 0.091 | 0.7836 | 0.999 |
| Sat. Image | 0.0001 | 0.044 | 0.523 | 0.894 |
| Glass | 0.352 | 0.727 | 0.341 | 0.990 |
| Ecoli | 0.295 | 0.939 | 0.938 | 0.998 |

Lastly, we want to check if the instance $d$ is classified in the same way as the k-NN classifier. For this purpose, we computed the frequency of the case where both Algorithm 1 and kNN predict the correct label for $d$ (this case is noted $T T$ ), the frequency of the
case where both classifiers predict an incorrect label (noted $F F$ ), the frequency where $A P$-classifier'prediction is correct and kNN'prediction is wrong ( $T F$ ) and the frequency where $A P$-classifier prediction is wrong and kNN prediction is correct $(F T)$. Results are collected in Table 2.9.

Table 2.9: Frequency of correctly/incorrectly classified instances $\vec{d}$ classified same/not same as the $k$-NN

| Datasets | TT | FF | TF | FT |
| :--- | :---: | :---: | :---: | :---: |
| Balance | 0.822 | 0.118 | $\mathbf{0 . 0 4 1}$ | 0.019 |
| Car | 0.911 | 0.045 | $\mathbf{0 . 0 3}$ | 0.015 |
| TicTac. | 0.992 | 0.0 | $\mathbf{0 . 0 0 8}$ | 0.0 |
| Monk1 | 0.975 | 0.001 | $\mathbf{0 . 0 2 3}$ | 0.001 |
| Monk2 | 0.652 | 0.001 | $\mathbf{0 . 3 4 6}$ | 0.001 |
| Voting | 0.909 | 0.036 | $\mathbf{0 . 0 3 9}$ | 0.017 |
| Hayes-Roth | 0.583 | 0.177 | $\mathbf{0 . 2 0 9}$ | 0.03 |
| Diabetes | 0.712 | 0.25 | 0.017 | $\mathbf{0 . 0 2 1}$ |
| Cancer | 0.964 | 0.024 | $\mathbf{0 . 0 0 8}$ | 0.004 |
| Heart | 0.795 | 0.166 | 0.02 | 0.02 |
| Ionosphere | 0.901 | 0.092 | $\mathbf{0 . 0 0 5}$ | 0.002 |
| Iris | 0.942 | 0.049 | $\mathbf{0 . 0 0 7}$ | 0.003 |
| Wine | 0.972 | 0.014 | $\mathbf{0 . 0 0 9}$ | 0.005 |
| Glass | 0.69 | 0.24 | $\mathbf{0 . 0 3 8}$ | 0.032 |
| Ecoli | 0.838 | 0.121 | $\mathbf{0 . 0 2 5}$ | 0.015 |

In this table, we note that:

- For most cases, $A P$-classifier and $k$-NN agree and classify instances in the same way (the highest frequency is seen in column $T T$ ).
- From Table2.4, we can see that the two classifiers achieve these results for different values of the optimized parameter $k$. For most of the tested datasets, $A P$-classifier uses larger number of nearest neighbors than the $k-\mathrm{NN}$.
- This means that, for small values of $k$, we are still close to the logic of the classical $k$ NN classifier. Analogical classifiers gain their benefits (through using voter triples) when a largest variety of nearest neighbors are used.
- If we compare results in column $T F$ and $F T$, we can see that the frequency of cases where $A P$-classifier yields the correct prediction while $k$-NN not (column $T F$ ) is significantly better than the opposite case (column $F T$ ). For example for "Monk2" and "Hayes-Roth", more than $20 \%$ of the total correctly classified instances are classified differently from the $k$-NN.
- This may explain good classification accuracies obtained with $A P$-classifier for these datasets which is significantly better than that obtained with the classical $k$ NN. For the dataset "Monk2" for example, if we compare results given in Table 2.4
for IBK and for our Algorithm, we can see that $A P$-classifier achieves very good results ( $99.77 \%$ ) while IBK only performs $65 \%$. In fact, we may think that good accuracies for these datasets are due to the high number of instances NOT classified in the same way as the nearby instance $\vec{c}$.

In fact, $A P$-classifier benefits from two basic differences if compared to the classic $k$-NN i) using large amount of voters for classification and ii) more complex calculation of the sum of elementary truth values $P$ for each voter.

While $k$-NN uses a simpler voting-based strategy that directly applies a vote on the nearest neighbors classes to guess the class for $\vec{d}$ without any interest to the distance calculation (in $k-\mathrm{NN}$, what counts is the rank of the nearest neighbor not its exact distance to $\vec{d}$ ). These observations confirm the fact that $A P$-classifiers cannot be reduced to $k$-NN classifiers. However, we have to acknowledge that small improvements could normally be achieved using a weighted version of $k$-NN.

### 2.2.4 Scientific impact

This research work have been elaborated first on two conference papers respectively devoted to Boolean [8] and to numerical data [10]. A fully rewritten version of the conference papers, in particular, a deeper investigation of the ideas underlying the procedure, new algorithms and new experiments on a large variety of datasets have been published in a journal paper (see [15]).

### 2.3 AP-Rule-based Classification

### 2.3.1 Motivation

As introduced in the previous sections, many analogical proportion-based classification methods have been introduced a few years ago. The amazing results (at least in terms of accuracy) that have been obtained from such techniques are not easy to justify from a theoretical viewpoint. These techniques look in the training set for suitable triples of examples that are in an analogical proportion with the item to be classified, on a maximal set of attributes. This can be viewed as a lazy classification technique since, like $k$-NN algorithms, there is no static model built from the set of examples.

For this reason we suggest an alternative method to build analogical proportion-based classifiers by statically building a set of inference rules during a preliminary training step. This creates a new classification algorithm that deals with pairs rather than with triples of examples. Our interest accorded to rule-based classification is motivated by the fact that
symbolic rules of the form if-then rules are very useful in most of existing expert systems in their knowledge representation. This is due to the naturalness and explanation ability of such rules that can offer to knowledge representation and reasoning in expert systems.

### 2.3.2 Contribution

We claim here that analogical classifiers behave as if a set of rules was build inductively during a pre-processing stage. To support intuition, we use an example inspired from the Golf data set (UCI repository [42]). This data set involves 4 multiple-valued attributes:

1: Outlook: sunny or overcast or rainy. ; 2: Temperature: hot or mild or cool ;
3: Humidity: high or normal. ; 4: Windy: true or false.
Two labels are available: 'Yes' (play) or 'No' (don't play).
Main assumptions. Starting from a finite set of examples, 2 main assumptions are made regarding the behavior of the class $c l$ :

- Since the target relation $c l$ is assumed to be a function, when 2 distinct vectors $\vec{x}$ and $\vec{y}$ have different labels $(\operatorname{cl}(\vec{x}) \neq \operatorname{cl}(\vec{y}))$, the cause of the label switch is to be found in the switches of the attributes that differ. Take $\vec{x}$ and $\vec{y}$ in the Golf data set, as:
$\vec{x}=($ overcast, mild, high, false $)$ and $\operatorname{cl}(\vec{x})=Y e s$
$\vec{y}=($ overcast, cool, normal, false $)$ and $\operatorname{cl}(\vec{y})=$ No
then the switch in attributes 2 and 3 is viewed as the cause of the 'Yes'- 'No' switch.
- When 2 distinct $\vec{x}$ and $\vec{y}$ are such that $\operatorname{cl}(\vec{x})=\operatorname{cl}(\vec{y})$, this means that $c l$ does not preserve distinctness, i.e. cl is not injective. We may then consider that the label stability is linked to the particular value arrangement of the attributes that differ.

Patterns. Let us now formalize these ideas. Given 2 distinct vectors $\vec{x}$ and $\vec{y}$, they define a partition of $[1, n]$ as $A(\vec{x}, \vec{y})=\left\{i \in[1, n] \mid x_{i}=y_{i}\right\}$ and $D(\vec{x}, \vec{y})=[1, n] \backslash$ $A(\vec{x}, \vec{y})=\left\{i \in[1, n] \mid x_{i} \neq y_{i}\right\}$. Given $J \subseteq[1, n]$, let us denote $\left.x\right|_{J}$ the subvector of $x$ made of the $x_{j}, j \in J$. Obviously, $\left.\vec{x}\right|_{A(\vec{x}, \vec{y})}=\left.\vec{y}\right|_{A(\vec{x}, \vec{y})}$ and, in the binary case, when we know $\left.\vec{x}\right|_{D(\vec{x}, \vec{y})}$, we can compute $\left.\vec{y}\right|_{D(\vec{x}, \vec{y})}$. In the binary case, the pair $(\vec{x}, \vec{y})$ allows us to build up a disagreement pattern $\operatorname{Dis}(\vec{x}, \vec{y})$ as a list of pairs (value, index) where the 2 vectors differ. with $n=6, \vec{x}=(1,0,1,1,0,0), \vec{y}=(1,1,1,0,1,0), \operatorname{Dis}(\vec{x}, \vec{y})=\left(0_{2}, 1_{4}, 0_{5}\right)$. It is obvious that having a disagreement pattern $\operatorname{Dis}(\vec{x}, \vec{y})$ and a vector $\vec{x}$ (resp. $\vec{y}$ ), we can get $\vec{y}$ (resp. $\vec{x}$ ). In the same way, the disagreement pattern $\operatorname{Dis}(\vec{y}, \vec{x})$ is deducible from $\operatorname{Dis}(\vec{x}, \vec{y})$. For the previous example, $\operatorname{Dis}(\vec{y}, \vec{x})=\left(1_{2}, 0_{4}, 1_{5}\right)$.

In the categorical case, the disagreement pattern is a bit more sophisticated as we have to store the changing values. Then the disagreement pattern $\operatorname{Dis}(\vec{x}, \vec{y})$ becomes a
list of triple (value1, value 2 , index) where the 2 vectors differ, with value 1 being the attribute value for $x$ and value 2 being the attribute value for $y$. For instance, with the previously described Golf dataset, for the pair of given examples $\vec{x}$ and $\vec{y}, \operatorname{Dis}(\vec{x}, \vec{y})$ is $\left\{(\text { mild }, \text { cool })_{2},(\text { high, normal })_{3}\right\}$. Then we have two situations:

1. $\vec{x}$ and $\vec{y}$ have different labels, i.e. $\operatorname{cl}(\vec{x}) \neq \operatorname{cl}(\vec{y})$. Their disagreement pattern $\operatorname{Dis}(\vec{x}, \vec{y})$ is called a change pattern. Then $\operatorname{Dis}(\vec{y}, \vec{x})$ is also a change pattern.
2. $\vec{x}$ and $\vec{y}$ have the same label $\operatorname{cl}(\vec{x})=\operatorname{cl}(\vec{y})$. Their disagreement pattern $\operatorname{Dis}(\vec{x}, \vec{y})$ is called a no-change pattern. Then $\operatorname{Dis}(\vec{y}, \vec{x})$ is also a no-change pattern.

To build up a change (resp. no-change) pattern, we have to consider all the pairs $(\vec{x}, \vec{y})$ such that $\operatorname{cl}(\vec{x}) \neq \operatorname{cl}(\vec{y})$ (resp. such that $\operatorname{cl}(\vec{x})=\operatorname{cl}(\vec{y})$ ). We then build 2 sets of patterns $P_{c h}$ and $P_{n o c h}$, each time keeping only one of the 2 patterns $\operatorname{Dis}(\vec{x}, \vec{y})$ and $\operatorname{Dis}(\vec{y}, \vec{x})$ to avoid redundancy. As exemplified below, these 2 sets are not disjoint in general. Take $n=6$, and assume we have the 4 binary vectors $\vec{x}, \vec{y}, \vec{z}, \vec{t}$ in a training set $T S$ :
$-\vec{x}=(1,0,1,1,0,0), \vec{y}=(1,1,1,0,1,0)$ with $\operatorname{cl}(\vec{x})=1$ and $\operatorname{cl}(\vec{y})=0$. Then, for $(\vec{x}, \vec{y})$, the disagreement pattern is a change pattern, i.e., $\left(0_{2}, 1_{4}, 0_{5}\right) \in P_{c h}$.

- $\vec{z}=(0,0,1,1,0,1), \vec{t}=(0,1,1,0,1,1)$ with $\operatorname{cl}(\vec{z})=\operatorname{cl}(\vec{t})$. They have the same disagreement pattern as $\vec{x}$ and $\vec{y}$, which is now a no-change pattern $\left(0_{2}, 1_{4}, 0_{5}\right) \in P_{\text {noch }}$.

Now, given an element $\vec{x}$ in $T S$ whose label is known, and a new element to be classified $\vec{y}$, if the disagreement pattern $\operatorname{Dis}(\vec{x}, \vec{y})$ belongs to $P_{c h} \cap P_{\text {noch }}$, we do not get any hint regarding the label of $\vec{y}$. Then we remove the patterns from $P_{c h} \cap P_{\text {noch }}$ : the remaining patterns are the valid patterns (still keeping the same notations for the resulting sets).

Rules. Thanks to the concept of pattern, it is an easy game to provide a formal definition of the 2 above principles. We get 2 general classification rules, corresponding to dual situations, for a new element $\vec{y}$ to be classified:

$$
\begin{gathered}
\text { Change Rule: } \frac{\exists \vec{x} \in T S, \exists D \in P_{c h} \mid(\operatorname{Dis}(\vec{x}, \vec{y})=D) \vee(\operatorname{Dis}(\vec{y}, \vec{x})=D)}{\operatorname{cl}(\vec{y}) \neq \operatorname{cl}(\vec{x})} \\
\text { NoChange Rule: } \frac{\exists \vec{x} \in T S, \exists D \in P_{\text {noch }} \mid(\operatorname{Dis}(\vec{x}, \vec{y})=D) \vee(\operatorname{Dis}(\vec{y}, \vec{x})=D)}{\operatorname{cl}(\vec{y})=\operatorname{cl}(\vec{x})}
\end{gathered}
$$

NoChange rules tell us when a new item $\vec{y}$ to be classified should get the class of its associated example $\vec{x}$, and Change rules tell the opposite. Let us note that if there is no valid pattern, then we cannot build up any rule, then we cannot predict anything! This has never been the case for the considered benchmarks.

It is straightforward to implement the previous ideas.

1. Construct from $T S$ the sets $P_{c h}$ and $P_{\text {noch }}$ of all disagreement patterns.
2. Remove from $P_{c h}$ and from $P_{\text {noch }}$ the patterns belonging to $P_{c h} \cap P_{\text {noch }}$ to get the set of valid patterns.

The remaining change patterns in $P_{c h}$ and no-change patterns in $P_{\text {noch }}$ are used to build up respectively the Change Rule Set $R_{\text {ch }}$ and No-Change Rule Set $R_{\text {noch }}$. In this context, we have implemented two different classifiers: the Change Rule based Classifier (CRC) and the No Change Rule based Classifier ( $N C R C$ ), which have the same principles in all respect. The only difference is in the classification phase where the $C R C$ only uses the set $P_{c h}$ of pattern and applies the Change rules, whereas the second classifier $N C R C$ uses the no-change patterns $P_{\text {noch }}$ and applies the No-Change rules to classify new items.

Classification. The classification process for $C R C$ and $N C R C$ are detailed in the following Algorithms 2 and 3, where the Boolean function Analogy $\left(x, x^{\prime}, y\right)$ is true if and only if $\operatorname{card}\left(\left\{c l(x), \operatorname{cl}\left(x^{\prime}\right), \operatorname{cl}(y)\right\}\right) \leq 2$. For the NCRC, the Analogy $\left(x, x^{\prime}, y\right)$ always has a solution since classes associated to any No-Change rule $r$ in $R_{\text {noch }}$ are homogeneous. In terms of complexity, the algorithms are still cubic in the size of $T S$ since the disagreement pattern sets have a maximum of $n^{2}$ elements and we still have to check every element of $T S$ to build up a relevant pair with $\vec{y}$.

```
Algorithm 2 Change Rule Classifier
    Given a new instance \(\overrightarrow{y^{\prime}} \notin T S\) to be classified.
    CandidateRules \(\left(c_{j}\right)=0\), for each \(j \in[1, l]\) (in the binary class case, \(l=2\) ).
    for each \(\vec{y}\) in \(T S\) do
        Construct the disagreement patterns \(D\left(\vec{y}, \overrightarrow{y^{\prime}}\right)\) and \(D\left(\overrightarrow{y^{\prime}}, \vec{y}\right)\)
        for each change rule \(r \in R_{c h} / / r\) has a pattern \(D\left(\vec{x}, \overrightarrow{x^{\prime}}\right)\) do
            if Analogy \(\left(x, x^{\prime}, y\right)\) AND \(\left(D\left(\vec{y}, \overrightarrow{y^{\prime}}\right)=D\left(\vec{x}, \overrightarrow{x^{\prime}}\right)\right.\) OR \(\left.D\left(\overrightarrow{y^{\prime}}, \vec{y}\right)=D\left(\vec{x}, \overrightarrow{x^{\prime}}\right)\right)\) then
                if \((\operatorname{cl}(\vec{x})=\operatorname{cl}(\vec{y}))\) then \(c^{*}=\operatorname{cl}\left(\overrightarrow{x^{\prime}}\right)\) else \(c^{*}=\operatorname{cl}(\vec{x})\) end if
                CandidateRules \(\left(c^{*}\right)++\).
            end if
        end for
    end for
    \(\operatorname{cl}\left(\overrightarrow{y^{\prime}}\right)=\arg \max _{c_{j}}\) CandidateRules \(\left(c_{j}\right)\)
```

With our approach, contrary to $k-n n$ approaches, we always deal with pairs of examples: i) to build up the rules, ii) to classify a new item, we just associate to this item another one to build a pair in order to trigger a rule. Moreover, the two pairs of items involved in an analogical proportion are not necessarily much similar as pairs, beyond the fact they should exhibit the same dissimilarity. An analogical view of the nearest neighbor principle could be "close/far instances are likely to have the same/possibly different class", making an assumption that the similarity of the classes is related to the similarity of the instances. This does not fit, e.g., our No-Change rules where the similarity of the classes is associated with dissimilarities of the instances. More generally, while $k$ - $n n$-like classifiers

```
Algorithm 3 No Change Rule Classifier
    Given a new instance \(\overrightarrow{y^{\prime}} \notin T S\) to be classified.
    CandidateRules \(\left(c_{j}\right)=0\), for each \(j \in \operatorname{Dom}\left(c_{j}\right)\).
    for each \(\vec{y}\) in \(T S\) do
        Construct the disagreement patterns \(D\left(\vec{y}, \overrightarrow{y^{\prime}}\right)\) and \(D\left(\overrightarrow{y^{\prime}}, \vec{y}\right)\)
        for each no change rule \(r \in R_{\text {noch }} / / r\) has a pattern \(D\left(\vec{x}, \overrightarrow{x^{\prime}}\right)\) do
            if Analogy \(\left(x, x^{\prime}, y\right)\) AND \(\left(D\left(\vec{y}, \overrightarrow{y^{\prime}}\right)=D\left(\vec{x}, \overrightarrow{x^{\prime}}\right)\right.\) OR \(D\left(\overrightarrow{y^{\prime}}, \vec{y}\right)=D\left(\vec{x}, \overrightarrow{x^{\prime}}\right)\) ) then
                \(c^{*}=c l(\vec{y})\)
                CandidateRules \(\left(c^{*}\right)++\).
            end if
        end for
    end for
    \(\operatorname{cl}\left(\overrightarrow{y^{\prime}}\right)=\arg \max _{c_{j}}\) CandidateRules \(\left(c_{j}\right)\)
```

focus on the neighborhood of the target item, analogical classifiers "take inspiration" of information possibly far from the immediate neighborhood.

Example. Let's continue with the previous Golf example to show the classification process in Algorithm 2. Given three change rules $r_{1}, r_{2}$ and $r_{3}$ :

$$
\begin{aligned}
& r_{1(\text { Yes }- \text { No })}=\left\{(\text { sunny }, \text { overcast })_{1},(\text { false }, \text { true })_{4}\right\} \\
& r_{2(\text { No-Yes })}=\left\{(\text { cool }, \text { mild })_{2},(\text { high }, \text { normal })_{3}\right\} \\
& r_{3(\text { No-Yes })}=\left\{(\text { rainy }, \text { overcast })_{1},(\text { false }, \text { true })_{4}\right\},
\end{aligned}
$$

and a new instance $\overrightarrow{y^{\prime}}$ to be classified: $\overrightarrow{y^{\prime}}$ : overcast, mild, normal, true $\rightarrow$ ?
Assume that there are three training examples $\overrightarrow{y_{1}}, \overrightarrow{y_{2}}$ and $\overrightarrow{y_{3}}$ in $T_{s}$ :

$$
\begin{aligned}
& \overrightarrow{y_{1}}: \text { sunny, mild, normal, false } \rightarrow \text { Yes } \\
& \overrightarrow{y_{2}} \text { : overcast, cool, high, true }, \rightarrow \text { No } \\
& \overrightarrow{y_{3}} \text { : rainy, mild, normal, false } \rightarrow \text { No }
\end{aligned}
$$

We note that disagreement patterns $p_{1}, p_{2}$ and $p_{3}$ corresponding respectively to the pairs $\left(\overrightarrow{y_{1}}, \overrightarrow{y^{\prime}}\right),\left(\overrightarrow{y_{2}}, \overrightarrow{y^{\prime}}\right)$ and $\left(\overrightarrow{y_{3}}, \overrightarrow{y^{\prime}}\right)$ match respectively the change rules $r_{1}, r_{2}$ and $r_{3}$. Inferring the first rule predict a first candidate class " $N o$ " for $\overrightarrow{y^{\prime}}$. In the same manner the second rule predict a class "Yes" and the third one also predict "Yes". The rule-based inference produces the following set of candidate classes for $\overrightarrow{y^{\prime}}:$ Candidate $=\{N o, Y e s, Y e s\}$. So the most plausible class for $\overrightarrow{y^{\prime}}$ is "Yes".

### 2.3.3 Experimental validation

This section provides experimental results for the two proposed classifiers. The experimental study is based on some data sets selected from the U.C.I. machine learning repository [42]. A description of these data sets is in Table 2.3.

We note that for all classification results given in the following, only half of the training set is used to extract patterns. We ensured that all class labels are represented in this data set. The classification results for the CRC or NCRC are summarized in the first and second columns of Table 2.10. We also tested a hybrid version of these classifiers called Hybrid Analogical Classifier (HAC) based on the following process. Given an instance $\vec{y}^{\prime}$ to classify,

1. Merge the two rule subsets $R_{\text {ch }}$ and $R_{\text {noch }}$ into a single rule set $R_{\text {chnoch }}$.
2. Assign to $y^{\prime}$ the class label with the highest number of candidate rules in $R_{\text {chnoch }}$.

Classification results for HAC are given in Table 2.10, where we also give the mean number of Change (MeanCh) and No-Change rules (MeanNoCh) generated for each data set.

Table 2.10: Classification accuracies: mean and standard deviation of 10 cross-validations

| Datasets | CRC | NCRC | HAC | MeanCh | MeanNoCh |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Breast cancer | $50.03 \pm 8.03$ | $\mathbf{7 4 . 0 3} \pm \mathbf{7 . 4 8}$ | $73.39 \pm 8.44$ | 6243.4 | 8738.5 |
| Balance | $82.82 \pm 5.8$ | $\mathbf{9 1 . 0 2} \pm \mathbf{4 . 4 4}$ | $90.51 \pm 4.27$ | 31736.2 | 20805.4 |
| Tic tac toe | $\mathbf{9 8 . 3} \pm \mathbf{5 . 1 1}$ | $\mathbf{9 8 . 3} \pm \mathbf{5 . 1 1}$ | $\mathbf{9 8 . 3} \pm \mathbf{5 . 1 1}$ | 74391.9 | 86394.2 |
| Car | $79.54 \pm 4.23$ | $\mathbf{9 5 . 0 2} \pm \mathbf{2 . 1 6}$ | $92.6 \pm 2.69$ | 36526.6 | 20706.1 |
| Monk1 | $90.52 \pm 6.16$ | $\mathbf{1 0 0} \pm \mathbf{0}$ | $99.54 \pm 1.4$ | 9001.2 | 8644.6 |
| Monk2 | $78.02 \pm 4.71$ | $\mathbf{1 0 0} \pm \mathbf{0}$ | $94.68 \pm 4.38$ | 7245.9 | 10607.8 |
| Monk3 | $91.93 \pm 7.04$ | $\mathbf{9 7 . 9 3} \pm \mathbf{1 . 9 1}$ | $\mathbf{9 7 . 9 3} \pm \mathbf{1 . 9 1}$ | 10588.0 | 10131.7 |

By analyzing classification performance in Table 2.10 we can see that:

- Overall, the analogical classifiers show good performance to classify test examples (at least for one of CRC and NCRC), especially NCRC.
- If we compare classification results for the two analogical classifiers, CRC and NCRC, we see that NCRC seems to be more efficient than CRC for almost all data sets, except the case of "Tic tac toe" where the two classifiers have the same accuracy.
- HAC shows good performance if compared to CRC and very close accuracies to NCRC for "Balance, Tic tac toe, Monk1 and Monk3". For the remaining datasets, the lower classification accuracy of Change rules may affect the efficiency of HAC.
- The analogy-based classifiers seem to be very efficient when classifying data sets with a limited number of attribute values and seems to have more difficulties for classifying data sets with a large number of attribute values. In order to evaluate analogical classifiers on such a dataset, we tested CRC and NCRC on "Cancer" (9 attributes, each of them having 10 different labels). From this additional test, we note that analogical classifiers are significantly less efficient on "Cancer" when compared to the state of the art algorithms. By contrast, if we look at the 3 "Monks" and "Balance" data sets, we note that these data sets have a smaller number of attributes and more importantly all attributes have a reduced number of possible values (the maximum number of possible attribute values in "Balance" and "Monks" is 5, and most of attributes have only 3 possible labels). This clearly departs from the "Cancer" situation. So we may say that this latter dataset is closer to a data set with numerical rather than categorical data. The proposed classifiers are basically designed for handling categorical attributes. We plan to extend analogical rule-based classifiers in order to support numerical data in future.
- In Table 2.10 we see that a huge number of rules of the two kinds are generated. We may wonder if a reduced subset of rules could lead to the same accuracy. This would mean that there are some redundancy among each subset of rules, raising the question of how to detect it. We might even wonder if all the rules have the same "relevance", which may also mean that some rules have little value in terms of prediction, and should be identified and removed. This might also contribute to explain why CRC has results poorer than NCRC in most cases.
- In the case of NCRC, we come apparently close to the principle of a $k$-NN classifier, since we use nearest neighbors for voting, but here some nearest neighbors are disqualified because there is no NoChange rule (having the same disagreement pattern) that supports them.


### 2.3.4 Scientific impact

This contribution have been published in a conference paper (see [9]).

### 2.4 Conclusion and discussion

In this chapter, using analogical proportions, we have presented two new ways to classify data, with Boolean, nominal or numerical attributes. We have first proposed a generic algorithm that covers all types of data and looks for triples $\vec{a}, \vec{b}, \vec{c}$ to build up a valid proportion with the new item $\vec{d}$ to be classified, where we take $\vec{c}$ as a neighbor of $\vec{d}$ in order to reduce the search space. An alternative approach to build analogical proportion-based learners is to statically build a set of inference rules during a preliminary training step. This creates a new classification algorithm that deals with pairs rather than with triples of
examples.
On the basis of the reported experiments, we may globally conclude that the $A P$ classifier achieves a reduced complexity when compared to analogical classifiers taking into account all triples, while maintaining an accuracy statistically better than the $k$-NN and in many case equivalent to SVM. Nevertheless, the execution time of the $A P$-classifier is still high. It would remain to find classes of problems where $A P$-classifiers are of particular interest. It may be the case when we have relatively few data at hand. However, it is worth pointing out that the $A P$-classifier relies on ideas quite different from the other existing classifiers, while providing results of similar quality.

## Chapter 3

## Oddness/evenness-based classification

### 3.1 Introduction

Analogical proportions, treated in Chapter 2, have recently been shown to belong to a larger family of so-called logical proportions [50]. These later relate a 4-tuple of Boolean variables, where the 8 code-independent logical proportions are of particular interest since their truth status remain unchanged if a property is encoded positively or negatively. These 8 logical proportions divide into 4 homogeneous proportions, which include the analogical proportion and 3 related proportions, and 4 heterogeneous proportions [54]. An heterogeneous proportion expresses the idea that there is an intruder among the 4 truth values, which is forbidden to appear in a specific position. Intuitively speaking, an item properly assigned to a class should not be (too much) an intruder in this class. It suggests that heterogeneous proportions can also be considered as a basis for classification by considering that a new item can be added to a class only if its addition leaves the class as even/not odd as possible.

In this chapter, we are rather interested to heterogeneous proportions as a counter part to homogeneous proportions studied in Chapter 2 and we explain how such proportions can be a useful tool for building a second family of classifiers named: Oddness-based classifiers.

This chapter is organized as follows: In Section 3.2, based on heterogeneous proportions, we first define a new oddness index that measures the extent to which an item may be seen as an intruder in a subset of items. Then based on this index, we propose a simple procedure to evaluate the oddness of an item with respect to a whole class in a local view, where the new item, should not appear at odds with a maximum number of (small) subsets of a considered class. In Section 3.3, starting from the results of Section 3.2 showing the efficiency of the classifier using subset of pairs, a more optimized algorithm, focusing especially on this type of subsets, have been proposed. In this later two options are investigated: in the first one, one of the two items of the subset is chosen among the $k$ nearest
neighbors and the other one among the most remote elements to the item to be classified. In the second option, both items are selected among the $k$ nearest neighbors keeping them distinct to each other. In Section 3.4, we propose an evenness index which is not the exact opposite of oddness index. As in the case of oddness-classification, an evenness-based classifier has been proposed that estimates the evenness of an item with respect to a whole class.

### 3.2 Oddness-based classification

### 3.2.1 Motivation

Many successful approaches have been proposed for classification purposes for a long time. Quite surprisingly, it has been recently shown that it was also possible to build another kind of classifiers based on analogical proportions. The fact that analogical proportions belong to a larger class of formulas, namely logical proportions, including heterogeneous proportions, led us to wonder if this latter kind of proportions might also be used with success to build classifiers. We have investigated this option in this work.

As introduced before, it is a commonsense principle to consider that a class cannot be reasonably assigned to a new item if this item would appear to be odd with respect to the known members of the class. On the contrary, the item should be even with respect to these class members for entering the class. A particular implementation of this principle has been recently explored in [12] by judging to what extent the item conforms with the majority of elements in any triple of members of the class. The idea of considering triples as a basis for estimating the evenness of the item with respect to the class has been motivated by two facts. First, triples are the only subsets where when the new item conforms with the minority, there is no longer any majority (with respect to a given feature) in the triple augmented with the new item. Second, being odd with respect to three other elements is closely connected with the idea of heterogeneous logical proportions, themselves dual of the homogeneous logical proportions where analogical proportion is a prominent case [54] (also used successfully in classification [45, 8, 15]).

We propose an oddness measure which in the case of triples can still be related to heterogeneous logical proportions, but may apply as well to subsets of any size, and can be extended to numerical features in a straightforward manner. Thus in this work, the evaluation of the oddness of an item with respect to a class relies on a local view, where the new item, should not appear at odds with a maximum number of (small) subsets of a considered class. This leads to a set of classifiers based on the oddness measure that we proposed.

### 3.2.2 Contributions

Based on heterogeneous proportions, we first define an index to evaluate the oddness of an item (denoted $x$ or $d$ in the following) w.r.t. a multiset of Boolean values where the multiset is a triple. Then, we extend this index to multi-valued logic, before generalizing the extended oddness index to multisets of any size. Moreover, the values $x$ or in $S$ may be thought of as the values of the same feature for different items. Then we build an oddness measure from this index by cumulating them over features, and by considering collections of multisets $S$ within the examples describing the same class $\mathcal{C}$ in a training set. This builds the basis for an Oddness-based classifier that is described at the end of this section.

## Oddness index

The idea of oddness introduced below directly relies on the evaluation of the extent to which a new item to be added to a subset reinforces its heterogeneity and so appears as an intruder in it.

## An oddness measure for Boolean data

Let us remember the meaning of $H_{i}: H_{i}$ holds iff there is an intruder among $a, b, c, d$ and the parameter in position $i$ is not this intruder. As shown in Table 3.1, each proportion $H_{i}$ provides a piece of knowledge on the intruder and when combined with other pieces, we can pick out which one is the intruder among $a, b, c$ and $d$. For example $H_{1}(a, b, c, d)$ $=H_{2}(a, b, c, d)=H_{3}(a, b, c, d)=1$ means that there is an intruder which is out of the multiset $\{a, b, c\}$.

Then we define the oddness of $d$ w.r.t. $\{a, b, c\}$ by the following formula:

$$
\begin{equation*}
O d d(\{a, b, c\}, d)=_{d e f} H_{1}(a, b, c, d) \wedge H_{2}(a, b, c, d) \wedge H_{3}(a, b, c, d) \tag{3.1}
\end{equation*}
$$

As an immediate consequence of equation 3.1, we have:

$$
O d d(\{a, b, c\}, d) \rightarrow \neg H_{4}(a, b, c, d)
$$

Due to the permutation properties of the $H_{i}$ 's, the right hand side of this definition is stable w.r.t. any permutation of $a, b, c$, then the multiset notation on the left hand side is justified. The truth table of $O d d$ is given in Table 3.1.

It is clear that $O d d$ holds only when the value of $d$ is seen as odd among the other values: $d$ is the intruder. Moreover $O d d$ does not hold in the opposite situation where there is a majority among values in $a, b, c, d$ and $d$ belongs to this majority (e.g. $\operatorname{Odd}(\{0,1,0\}, 0)=$ 0 ), or there is no majority at all (e.g. $\operatorname{Odd}(\{0,1,1\}, 0)=0)$.

A simple observation of Table 3.1 shows that the oddness index can be rewritten as

$$
\begin{equation*}
O d d(\{a, b, c\}, d) \equiv((a \vee b \vee c) \not \equiv d) \wedge(a \wedge b \wedge c) \not \equiv d)) \tag{3.2}
\end{equation*}
$$

Table 3.1: $H_{1}, H_{2}, H_{3}$ and $O d d$ truth values

| $a_{1}$ | $b$ | $c$ | $d$ | $\mathbf{H}_{\mathbf{1}}$ | $\mathbf{H}_{\mathbf{2}}$ | $\mathbf{H}_{\mathbf{3}}$ | $\mathbf{O d d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |
| 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |

Given a multiset $a, b, c$ of 3 identical Boolean values, $\operatorname{Odd}(\{a, b, c\}, d)$ can then act as a flag indicating if the 4th value $d$ is different from the common value of $a, b, c$. Then the value $d$ is at odds w.r.t. the other values.

## Extension to numerical data

It is possible to extend the previous oddness measure in order to handle variables with graded values (i.e. variables whose values belong to $[0,1]$, after a suitable normalization of numerical data). For now, this oddness is just 0 or 1 (i.e. the truth value of $\operatorname{Odd}(\{a, b, c\}, d)$ ), but we would like to consider tuples such as $(0.1,0.2,0.1,0.8)$ and still consider that the 4th value is somewhat odd w.r.t. the 3 other ones. Using the standard counterpart of the logical connectives in the [0,1]-valued Łukasiewicz logic [59], where:

- min extends the conjunction $\wedge$, max the disjunction $\vee$,
- $1-(\cdot)$ extends the negation $\neg$,
$\cdot 1-|\cdot-\cdot|$ extends the equivalence $\equiv$.

Then, a direct translation of formula 3.2, is:

$$
\begin{equation*}
\operatorname{Odd}(\{a, b, c\}, d)=_{\text {def }} \min (|\max (a, b, c)-d|,|\min (a, b, c)-d|) \tag{3.3}
\end{equation*}
$$

It is easy to check that $O d d$ remains code independent with graded values, i.e. changing values into their complement to 1 .

Note that the expression of $O d d$ given here is no longer the conjunction of the multiplevalued extensions of $H_{1}, H_{2}, H_{3}$ as given in [54], which would lead to a less satisfactory measure of oddness. Indeed, we are here interested in the oddness of $d$ w.r.t. a multiset $\{a, b, c\}$, and not in picking out an intruder in the multiset $\{a, b, c, d\}$ as in [54].

Oddness with respect to multisets of various size Since we are interested in checking if $d$ seems an intruder in a given multiset, we may consider multisets of any size when defining the oddness index. Indeed, the previous oddness index is not limited to multisets $\{a, b, c\}$ with 3 elements, and can be easily generalized to an index of oddness $\operatorname{Odd}(S, x)$ of an item $x$ w.r.t. a multiset $S$ of any size. In the Boolean case, the oddness of a given Boolean value $x$ with respect to a given multi-set of Boolean values $S=\left\{a_{i} \mid i \in[1, n]\right\}$ is defined as follows:

$$
\begin{equation*}
\operatorname{Odd}(S, x)=\operatorname{Odd}\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)=_{\operatorname{def}} \neg\left(\bigvee_{i \in[1, n]} a_{i} \equiv x\right) \wedge \neg\left(\bigwedge_{i \in[1, n]} a_{i} \equiv x\right) \tag{3.4}
\end{equation*}
$$

Due to the commutativity of logical operators $\vee$ and $\wedge$, the ordering of the $a_{i}$ 's is meaningless and we can simply keep a multi-set notation. In the particular case of three Boolean variables $(n=2)$, this formula leads to the truth table in Table 3.2, in the case of four Boolean variables $(n=3)$, to the truth table in Table 3.3

Table 3.2: odd $\left(\left\{a_{1}, a_{2}\right\}, x\right)$ truth values

| $a_{1}$ | $a_{2}$ | $x$ | odd |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | $\mathbf{1}$ |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | $\mathbf{1}$ |
| 1 | 1 | 1 | 0 |

It is clear that odd holds true only when the value of $x$ is seen as being at odds among the other values: roughly speaking, $x$ is the intruder in the multi-set of values. In the case $n=2$, odd $\left(\left\{a_{1}, a_{2}\right\}, x\right)$ is 0 if and if the value of $x$ is among the majority value in the set $\left\{a_{1}, a_{2}, x\right\}$. When $n=3$, odd $\left(\left\{a_{1}, a_{2}, a_{3}\right\}, x\right)$ does not hold true in the situation where there is a majority among values in $a_{1}, a_{2}, a_{3}, x$ and $x$ belongs to this majority (e.g. $\operatorname{odd}(\{0,1,0\}, 0)=0)$, or when there is no majority at all (e.g. odd $(\{0,1,1\}, 0)=0)$.

In the numerical case, this definition can easily be extended to a multiset $S$ of values in $[0,1]$ as follows:

Table 3.3: $\operatorname{odd}\left(\left\{a_{1}, a_{2}, a_{3}\right\}, x\right)$ truth values

| $a_{1}$ | $a_{2}$ | $a_{3}$ | $x$ | odd |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | $\mathbf{1}$ |
| 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 0 | $\mathbf{1}$ |
| 1 | 1 | 1 | 1 | 0 |

$$
\begin{equation*}
O d d(S, x)={ }_{\text {def }} \min (|\max (S)-x|,|\min (S)-x|) \tag{3.5}
\end{equation*}
$$

When restricted to Boolean values, this formula reduces to formula 3.4. The use of Łukasiewicz connectives for extending oddness to numerical values, even if many other choices would be possible, is a natural option here since it leads to take into account extremal values (via min and max) and the absolute values of differences, easy to understand as distances. It can be checked in the graded case that:

- $\operatorname{odd}(\{u, \cdots, u\}, v)=|u-v|$. Indeed, if $u=v$, the last value is not an intruder. The larger $|u-v|$, the more $v$ is at odds w.r.t. the $n$ values equal to $u$.
- $\operatorname{odd}(\{u, \cdots, u, v, \cdots, v\}, v)=0$ which is consistent with the expected semantics of odd since $v$ belongs to the multi-set $\{u, \cdots, u, v, \cdots, v\}$.
- if $\min _{i \in[1, n]} a_{i} \leq x \leq \max _{i \in[1, n]} a_{i}$, formula 3.5 implies that $\operatorname{odd}\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)$ $\leq 0.5$. This again agrees with our need since, in that case, odd should remain rather small as long as $x$ is in between elements of the multi-set. The oddness can be high ( $>0.5$ ) only if $x$ is outside the convex hull of the multi-set.

From these properties, we understand that the proposed definition fits with the intuition and provides high truth values when $x$ appears at odds w.r.t. the set $\left\{a_{1}, \cdots, a_{n}\right\}$ and low truth values in the opposite case where $x$ is not too different from the other values. Let us consider the particular cases when $n=1, n=2$ and $n \geq 3$.

- When $n=1$, in the Boolean case, the formula $\operatorname{odd}\left(\left\{a_{1}\right\}, x\right)$ is just equivalent to $\neg\left(a_{1} \equiv x\right)$. In that particular case, this is equivalent to $\neg a_{1} \equiv x$. In the multiplevalued logic extension, the truth value of $\operatorname{odd}\left(\left\{a_{1}\right\}, x\right)=\left|x-a_{1}\right|$.

This is just the distance (in $\mathbb{R}$ ) between the two values.

- When $n=2$, formula 3.5 reduces to:
$\operatorname{odd}(\{a, b\}, x)=\min (|x-\max (a, b)|,|x-\min (a, b)|)$, i.e., odd $(\{a, b\}, x)=\min (\mid x-$ $a|,|x-b|)$, i.e., the min of the distances between $x$ and each of $a$ and $b$. This is also the classical distance between $x$ and the set $\{a, b\}$.
- When $n \geq 3$, it is worth noticing that $\operatorname{odd}\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)$ is no longer always equal to the distance of $x$ to the subset $\left\{a_{i} \mid i \in[1, n]\right\}$, i.e., $d\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)=$ $\min _{i \in[1, n]}\left|x-a_{i}\right|$. In fact, $d\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right) \leq \operatorname{odd}\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)$. Indeed, as can be seen in formula 3.5 , odd is the minimum of 2 distances to elements in the multi-set $\left\{a_{i} \mid i \in[1, n]\right\}$, while $d\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)$ is the minimum of the distances to the $n$ elements of the multi-set. For instance, in the case $n=3$, $\operatorname{odd}(\{0.2,0.5,0.8\}, 0.6)=0.2$ and $d(\{0.2,0.5,0.8\}, 0.6)=0.1$.

This is a distinctive feature of singletons and pairs to be such that $\operatorname{odd}\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)$ $=d\left(\left\{a_{i} \mid i \in[1, n]\right\}, x\right)$ for $n=1$ and $n=2$. In fact, for $n \geq 3$, we have that $\operatorname{odd}\left(\left\{a_{i} \mid i \in\right.\right.$ $\left.[1, n]\}, a_{i}\right)$ is not necessarily equal to 0 . Values $n \geq 3$ have to be investigated in the future.

As it may be the case for real datasets, we may have missing values. Obviously, when there is a missing value in the multiset $S$ of size $n$, then a simple option is to consider the multiset $S^{\prime}$ of size $n-1$ and to consider $\operatorname{Odd}(S, x)=\operatorname{Odd}\left(S^{\prime}, x\right)$ where $S^{\prime}$ has no longer any missing value.

## Oddness measure for vectors

When it comes to real life application, it is not enough to represent individuals with a single Boolean or real value. Generally, individuals are encoded by a set of features. Based on the previously defined oddness measure, we have to define a new measure suitable for vectors. When dealing with vectors $\vec{x} \in[0,1]^{n}$, Boolean vectors are also covered as a particular case. The $O d d$ measure, defined respectively by equations (3.4) and (3.5), are used to estimate to what extent a value $x$ can be considered as odd among a multiset $S$ of values. Thanks to the two latter formulas, assuming the independence of features, it is natural to compute the oddness of a vector $\vec{x}$ as the sum of the oddness for each feature $x_{i} \in \vec{x}$, as follows:

$$
\begin{equation*}
\operatorname{Odd}(\mathcal{S}, \vec{x})=_{\text {def }} \sum_{i=1}^{n} \operatorname{Odd}\left(S_{i}, x_{i}\right) \in[0, n] \tag{3.6}
\end{equation*}
$$

where $x_{i}$ is the $i$-th component of $\vec{x}, S_{i}$ is the multiset gathering the $i$-th components of the vectors in $\mathcal{S}$.

If our aim is to measure oddness, high values of $\operatorname{Odd}(\mathcal{S}, \vec{x})$ (close to $n$ ) means that, for many features, $\vec{x}$ appears as an intruder and may reduce the homogeneity when going from $\mathcal{S}$ to the multiset $\mathcal{S} \cup\{\vec{x}\}$. If $\operatorname{Odd}(\mathcal{S}, \vec{x})=0$, no feature indicates that $\vec{x}$ behaves as an intruder and there is no obstacle for $\vec{x}$ to join the multiset $S^{1}$.

## Global oddness measure

Given a set $\mathcal{C}=\left\{\overrightarrow{a_{i}} \mid i \in[1, n]\right\}$ of vectors gathering the set of examples of the same class, one might think of computing $\operatorname{Odd}(\mathcal{C}, \vec{x})$ as a way of evaluating how much $\vec{x}$ is at odds with respect to $\mathcal{C}$. An immediate classification algorithm would be to compute $\operatorname{Oodd}(\mathcal{C}, \vec{x})$ for every class and to allocate to $\vec{x}$ the class which minimizes this number. Nevertheless, as explained now, this number is not really meaningful when the size of $\mathcal{C}$ is large, whatever the number of features.

Indeed, we have to be careful because then $\left\{\overrightarrow{a_{i}} \mid i \in[1, n]\right\}$ is summarized by two vectors made respectively by the minimum and the maximum of the feature values among the examples of $\mathcal{C}$ (due to formulas 3.5 and 3.6). These two vectors have high chance to be fictitious in the sense that, usually, they are not elements of $\mathcal{C}=\left\{\overrightarrow{a_{i}} \mid i \in[1, n]\right\}$. Approximating our knowledge of the set $\left\{\overrightarrow{a_{i}} \mid i \in[1, n]\right\}$ using only the maximal ranges of the feature values over the members of the set seems very crude.

The above remark tends to indicate that $\operatorname{odd}\left(\left\{\overrightarrow{a_{i}} \mid i \in[1, n]\right\}, \vec{x}\right)$ may not be a good marker of the oddness of $x$ w.r.t. $\left\{\overrightarrow{a_{i}} \mid i \in[1, n]\right\}$ when $n$ is large. We have to devise a method allowing to overcome this issue.

An idea is then to consider small subsets $S$ of the class $\mathcal{C}$, then compute $\operatorname{odd}(S, \vec{x})$ and finally add all these atomic oddness indices to get a global measure of oddness of $\vec{x}$ w.r.t. $\mathcal{C}$. This approach leads to the following definition for oddness:

$$
O D D_{m}(\mathcal{C}, \vec{x})=\frac{1}{\binom{|\mathcal{C}|}{m}} \Sigma_{\mathcal{S} \subseteq \mathcal{C} \text { s.t. }|\mathcal{S}|=m} \operatorname{Odd}(\mathcal{S}, \vec{x})
$$

Clearly, the number $\binom{|\mathcal{C}|}{m}$ of subsets $\mathcal{S} \subset \mathcal{C}$ of size $m$ is an increasing function of $|\mathcal{C}|$. When $\mathcal{C}$ is large, this number is not far from $|\mathcal{C}|^{m}$.

As we consider only subsets $S$ of small size (i.e., singletons, pairs or triples), the previous formula becomes:

- For singletons:

$$
O D D_{1}(\mathcal{C}, \vec{x})=\frac{1}{|\mathcal{C}|} \Sigma_{\vec{a} \in \mathcal{C}} O d d(\{\vec{a}\}, \vec{x})
$$

[^3]Since $\operatorname{Odd}(\{\vec{a}\}, \vec{x})=\|\vec{a}-\vec{x}\|_{L_{1}}$, $O d d$ is just the average $L_{1}$ distance between $\vec{x}$ and all the elements of the class $\mathcal{C}$.

- For pairs:

$$
O D D_{2}(\mathcal{C}, \vec{x})=\frac{1}{\binom{|\mathcal{C}|}{2}} \Sigma_{\vec{a}, \vec{b} \in \mathcal{C}} O d d(\{\vec{a}, \vec{b}\}, \vec{x})
$$

As already said, normalizing the summation aims to take into consideration the relative size of different classes. As the size of the subsets $S$ (equal to 2 here) do not have any impact on classification in practice and as, for big classes, $\binom{|\mathcal{C}|}{2}$ is more or less equal to $|\mathcal{C}|^{2}$, in practice, we simply use a normalization factor equal to $\frac{1}{\mathcal{C}^{2}}$.

- For triples:

$$
O D D_{3}(\mathcal{C}, \vec{x})=\frac{1}{\binom{|\mathcal{C}|}{3}} \Sigma_{\vec{a}, \vec{b}, \vec{c} \in \mathcal{C}} O d d(\{\vec{a}, \vec{b}, \vec{c}\}, \vec{x})
$$

In practice, we use $\frac{1}{|\mathcal{C}|^{3}}$ as normalization factor.

In the above evaluation, we consider all the subsets of $\mathcal{C}$ of a given size. We first explore this option. We might also imagine to deal only with particular subsets of a given size as soon as we do not harm the performance. In the following we refer to the choice of particular subsets, by the general term of 'optimization' when speaking of the proposed classifiers.

## Algorithm

In the context of classification, our aim is to avoid oddness when classifying a new item. For this purpose, we first extend $O d d$ index to deal with vectors instead of simple Boolean or numerical values, and then, build up a global oddness of an item $\vec{x}$ w.r.t. a class $\mathcal{C}$.

Let $T S$ be a training set composed of instances $(\vec{z}, \operatorname{cl}(\vec{z}))$, where $\vec{z} \in \mathbb{B}^{n}$ or $\mathbb{R}^{n}$, $c l(\vec{z})$ is the label of $\vec{z}$. Given a new instance $\vec{x} \notin T S$ without label, we have to allocate a label to $\vec{x}$ by looking for the class that better maintains its homogeneity when $\vec{x}$ is added to it. More formally, given the set $\mathcal{C}$ of instances in $T S$ having the same label $c$, we estimate to what extent $\mathcal{C} \cup\{\vec{x}\}$ is odd or even. Based on the oddness measure defined before, the idea is then to assign to $\vec{x}$ the label corresponding to the class minimizing the oddness when $\vec{x}$ is added.

The previous procedure can be described with the pseudo-code of Algorithm 4. Algorithm 4 can deal with missing values thanks to the remark just before the extension to vectors in Section 3.2.2.

```
Algorithm 4 Oddness-based algorithm
    Input: a training set \(T S\) of examples \((\vec{z}, \operatorname{cl}(\vec{z}))\)
        a non nul integer \(m\)
        a new item \(\vec{x}\),
    Partition \(T S\) into sets \(\mathcal{C}\) of examples having the same label \(c\).
    for each \(\mathcal{C}\) do
        Compute \(O D D_{m}(\mathcal{C}, \vec{x})\)
    end for
    \(\operatorname{cl}(\vec{x})=\operatorname{argmin}_{\mathcal{C}} O D D_{m}(\mathcal{C}, \vec{x})\)
    return \(\operatorname{cl}(\vec{x})\)
```


### 3.2.3 Experimental validation

We provide experimental results obtained with $O d d n e s s$-based classifiers and we compare them to other machine learning classifiers.

The experimental study is based on 19 datasets taken from the U.C.I. machine learning repository [42]. A brief description of these data sets is given in Table 2.3 of Chapter 2. Since an oddness-based classifier is able to deal with both Boolean or multi-valued features in this study, we select from this Table 2.3, 8 datasets with categorical or Boolean attribute values and 10 datasets with only numerical attributes. In order to apply the Boolean and multiple-valued semantics framework, all categorical attributes are binarized and all numerical attributes are rescaled.

In terms of protocol, we apply the same testing protocol described in Section 2.2.3 of Chapter 2. Each displayed parameter in Tables 3.5 and 3.6 (that we denote $\beta$ ) is the average value over the 5 different values (one for each run). The results shown in Tables 3.5 and 3.6 are the average values obtained from 5 rounds of this complete process. In case there is no parameter to be tuned (this is the case of $O d d_{1}, O d d_{2}$ and $O d d_{3}$ in next sub-section), we simply apply a standard 10 fold cross-validation still repeated 5 times to get stable results.

Table 3.4 provides mean accuracies and standard deviations obtained with our implementations of $O d d_{1}, O d d_{2}$ and $\mathrm{Odd}_{3}$.

These preliminary results show that:

- $O d d_{1}$ is globally less accurate than other classifiers for all datasets, having an average accuracy of $73 \%$ when $O d d_{2}$ has $78 \%$ and $O d d_{3}$ has $79 \%$.
- For ten datasets, the accuracy increases when we use subsets of triples instead of pairs (this is also true when we use subsets of pairs instead of singletons) (see for example "Car" and "Spect." datasets).

Table 3.4: Classification accuracies given as mean and standard deviation with $O d d_{1}$, $O d d_{2}$ and $O d d_{3}$

| Datasets | $O d d_{1}$ | $O d d_{2}$ | $O d d_{3}$ |
| :--- | :---: | :---: | :---: |
| Balance | $83,67 \pm 3,82$ | $58.19 \pm 6.04$ | $61.42 \pm 7.08$ |
| Car | $57,89 \pm 7,73$ | $77.81 \pm 7.74$ | $84.35 \pm 3.87$ |
| Monk1 | $75,01 \pm 6,53$ | $74.92 \pm 6.11$ | $74.91 \pm 4.71$ |
| Monk2 | $50,74 \pm 9,11$ | $50.92 \pm 8.97$ | $51.87 \pm 7.92$ |
| Monk3 | $97,23 \pm 1,78$ | $97.23 \pm 2.02$ | $97.22 \pm 2.67$ |
| Spect | $44,02 \pm 6,63$ | $72.99 \pm 9.34$ | $84.32 \pm 4.77$ |
| Voting | $89.13 \pm 5.34$ | $89.42 \pm 4.79$ | $88.78 \pm 4.7$ |
| Hayes-Roth | $66.47 \pm 9.64$ | $76.87 \pm 10.39$ | $80.46 \pm 8.03$ |
| Diabetes | $75.05 \pm 3.96$ | $73.59 \pm 3.13$ | $72.55 \pm 4.25$ |
| W. B. Cancer | $94.17 \pm 3.8$ | $96.16 \pm 2.89$ | $97.01 \pm 1.74$ |
| Heart | $83.17 \pm 6.77$ | $82.53 \pm 7.64$ | $81.8 \pm 6.33$ |
| Magic | $61.48 \pm 2.41$ | $73.22 \pm 2.96$ | $71.79 \pm 3.33$ |
| Ionosphere | $69.38 \pm 3.87$ | $87.83 \pm 4.28$ | $86.6 \pm 6.47$ |
| Iris | $94.53 \pm 7.28$ | $94.98 \pm 6.1$ | $95.08 \pm 4.51$ |
| Wine | $94.95 \pm 5.4$ | $95.49 \pm 5.34$ | $95.92 \pm 4.86$ |
| Sat. Image | $86.89 \pm 2.51$ | $87.63 \pm 2.93$ | $88.6 \pm 2.92$ |
| Segment | $78.74 \pm 3.55$ | $85.44 \pm 4.12$ | $85.17 \pm 2.37$ |
| Glass | $37.29 \pm 11.31$ | $47.27 \pm 12.23$ | $48.48 \pm 7.43$ |
| Letter | $49.72 \pm 3.72$ | $59.2 \pm 3.37$ | $60.47 \pm 5.59$ |
| Average | $\mathbf{7 3 , 1 3}$ | $\mathbf{7 7 , 9 8}$ | $\mathbf{7 9 , 3 1}$ |

- However, these results remain not satisfactory if compared to the well-known algorithms such as SVM or IBK, not only in terms of accuracy, but also in terms of complexity. In the next subsection, we apply different optimizations, focusing on $O d d_{2}$ classifier.

The rather poor performances of our oddness classifiers may be due to the huge number of subsets considered in each class, having equal importance, while a lot of them blur the accuracy of oddness measure through the summation. We may think of privileging subsets including elements of particular interest such as nearest neighbors in the class.

On top of that, such a strategy will reduce the computational complexity of the algorithms. An obvious option is to consider only subsets which contain one of the $k$ nearest neighbors of $\vec{x}$ in the class. In that case, we have to adjust the normalization factor which becomes $\frac{1}{k \times\left|\mathcal{C}^{n-1}\right|}$ in the $O d d_{n}$ formula.

In Table 3.5, we provide mean accuracies and standard deviations for improved $\operatorname{Odd} d_{1}$, $O d d_{2}$ and $O d d_{3}$ in case of Boolean or numerical data. For each classifier, the displayed results correspond to the optimal value of the parameter $\beta$ (for all oddness-classifiers, $\beta$ being the number of nearest neighbors) obtained as a result of the optimization step in the inner cross validation. We use an obvious notation for each classifier, $\operatorname{Odd}_{2}(N N, S t d)$ for instance means that we use a nearest neighbor and any other element to build a pair.

As we can see in this Table 3.5, considering the average accuracy on all datasets, $O d d_{2}$ is the best performer for most datasets if compared to other options using singletons or triples, even if $O d d_{1}$, and $O d d_{3}$ remain quite close.

Table 3.5: Classification accuracies given as mean and standard deviation with improved $O d d_{1}(N N), O d d_{2}(N N, S t d)$ and $O d d_{3}(N N, S t d, S t d)$ obtained with the best parameter $\beta$.

| Datasets | $O d d_{1}(N N)$ |  | $O d d_{2}(N N, S t d)$ |  | $O d d_{3}(N N, S t d, S t d)$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Acc. | $\beta$ | Acc. | $\beta$ | Acc. | $\beta$ |
| Balance | $82.79 \pm 4.29$ | 9 | $87.4 \pm 4.08$ | 21 | $88.62 \pm 3.4$ | 2 |
| Car | $91.95 \pm 3.31$ | 8 | $92.04 \pm 4.04$ | 7 | $90.93 \pm 4.03$ | 5 |
| Monk1 | $99.91 \pm 0.09$ | 6 | $99.77 \pm 0.23$ | 4 | $99.31 \pm 3.39$ | 1 |
| Monk2 | $66.54 \pm 2.1$ | 20 | $64.45 \pm 3.1$ | 19 | $60.93 \pm 4.16$ | 17 |
| Monk3 | $99.95 \pm 0.05$ | 3 | $99.95 \pm 0.72$ | 1 | $99.95 \pm 0.05$ | 2 |
| Spect | $82.74 \pm 6.49$ | 13 | $83.95 \pm 4.72$ | 9 | $84.1 \pm 4.58$ | 5 |
| Voting | $93.04 \pm 3.2$ | 9 | $94.23 \pm 3.95$ | 10 | $93.81 \pm 2.86$ | 11 |
| Hayes-Roth | $63.17 \pm 12.41$ | 14 | $78.35 \pm 11.94$ | 3 | $79.37 \pm 9.74$ | 7 |
| Diabetes | $75.06 \pm 3.25$ | 17 | $76.28 \pm 3.83$ | 17 | $75.91 \pm 4.58$ | 15 |
| Cancer | $97.07 \pm 2.19$ | 3 | $97.27 \pm 1.34$ | 5 | $97.04 \pm 2.24$ | 5 |
| Heart | $82.33 \pm 5.15$ | 13 | $82.52 \pm 7.87$ | 13 | $82.2 \pm 4.01$ | 13 |
| Magic | $78.78 \pm 1.58$ | 13 | $79.05 \pm 3.13$ | 16 | $74.53 \pm 3.02$ | 17 |
| Ionosphere | $90.61 \pm 3.84$ | 1 | $92.09 \pm 3.32$ | 8 | $90.55 \pm 4.05$ | 14 |
| Iris | $94.56 \pm 4.11$ | 9 | $94.97 \pm 4.41$ | 9 | $94.64 \pm 5.32$ | 7 |
| Wine | $97.55 \pm 3.07$ | 11 | $98.47 \pm 2.52$ | 5 | $97.16 \pm 4.76$ | 5 |
| Sat. Image | $94.79 \pm 2.78$ | 3 | $95.03 \pm 3.08$ | 1 | $93.43 \pm 2.38$ | 1 |
| Segment | $96.76 \pm 1.3$ | 2 | $96.67 \pm 1.44$ | 1 | $95.31 \pm 2.14$ | 3 |
| Glass | $72.87 \pm 8.1$ | 3 | $75.84 \pm 9.8$ | 3 | $72.22 \pm 8.19$ | 3 |
| Letter | $75.66 \pm 3.34$ | 2 | $75.86 \pm 4.57$ | 2 | $73.8 \pm 2.81$ | 2 |
| Average | $\mathbf{8 6 . 1 1}$ |  | $\mathbf{8 7 . 5 9}$ |  | $\mathbf{8 6 . 5 2}$ |  |

For this reason, we now investigate $O d d_{2}$ to get a better understanding of its behavior and then we compare it smoothly to other classifiers.

Looking at the results of $\operatorname{Odd}_{2}(N N, S t d)$ in Table 3.5, we can draw the following conclusions:

- It is clear that this optimized classifier is significantly more efficient than the basic classifier $O d d_{2}$ for most data-sets. The best accuracy for this option is noted for datasets: "Balance", "Car", "Spect", "Sat.Image", "Wine" and "Glass" having large number of attributes and/or classes. The average accuracy over all datasets is $87 \%$ for the $O d d_{2}(N N, S t d)$ and $78 \%$ for the basic $O d d_{2}$.
- Regarding the optimized parameter $k$, we can see that the best results are obtained with large values of $k$ for some datasets such as: "Balance", "Monk2" and "Diabetes". For other datasets with large dimension such us "Sat.Image" "Segment" and "Letter", even very small values of $k$ provide the best accuracies ( $k=1$ or 2 ). Since subsets of pairs are generally less informative than subsets of triples, it is better to consider, for this option, large values of $k$ to take advantage of a larger variety of data [13] [16]. It remains to investigate what would be a suitable value for $k$ leading to the best accuracy for any dataset.
\left. - It is quite clear that the proposed classifier, especially ${O d d_{2}}^{( } N N, S t d\right)$, performs well to classify numerical as well as Boolean data sets. These results highlight that
the proposed multi-valued oddness measure correctly extends the Boolean case.

To evaluate the efficiency of the oddness-classifiers, we compare their accuracy to existing classification approaches previously presented in Section 2.2.3 of Chapter 2: IBK, $C 4.5, J R I P$ and $S V M$. We also keep the same tuned parameter, except for $I B K$ we extend the values of parameter $k$ to $k=1,2, \ldots, 21$.

Table 3.6: Results for other machine learning classifiers obtained with the best parameter $\beta$

| Datasets | IBk |  | C4.5 |  | JRIP |  | SVM(RBFKernel) |  | SVM(PolyKernel) |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ | Accuracy | $\beta$ |
| Balance | $90.15 \pm 2.6$ | 17 | $77.5 \pm 5.12$ | 0.3 | $76.84 \pm 2.28$ | 7 | $99,17 \pm 0,34$ | $(32768,0.00195)$ | $98,53 \pm 0,26$ | $(128,1)$ |
| Car | $91.84 \pm 3.51$ | 2 | $95.53 \pm 2.02$ | 0.2 | $91.54 \pm 3.21$ | 6 | $99,37 \pm 0,12$ | $(32768,0.03125)$ | $99,19 \pm 0,19$ | $(32768,2)$ |
| Monk1 | $99.95 \pm 0.05$ | 3 | $97.77 \pm 2.95$ | 0.1 | $94.63 \pm 9.29$ | 3 | 100 | $(32768,0.5)$ | 100 | $(32768,6)$ |
| Monk2 | $67.04 \pm 1.19$ | 13 | $95.32 \pm 2.22$ | 0.4 | $79.68 \pm 6.14$ | 10 | 100 | $(32768,0.03125)$ | 100 | $(32768,2)$ |
| Monk3 | $99.95 \pm 0.05$ | 1 | $100.0 \pm 0.0$ | 0.1 | $99.91 \pm 1.44$ | 2 | 100 | $(32768,0.5)$ | 100 | $(32768,7)$ |
| Spect | $80.91 \pm 8.46$ | 6 | $82.21 \pm 6.38$ | 0.3 | $82.75 \pm 5.7$ | 5 | $83,59 \pm 0,55$ | $(5,8)$ | $83,14 \pm 1,03$ | $(0.5,1)$ |
| Voting | $92.58 \pm 3.21$ | 2 | $95.1 \pm 3.58$ | 0.3 | $95.42 \pm 2.68$ | 2 | $96,37 \pm 0,10$ | $(32,0.03125)$ | $95,72 \pm 0,21$ | $(0.03125,2)$ |
| Hayes-Roth | $63.62 \pm 9.38$ | 5 | $82.57 \pm 5.18$ | 0.1 | $83.8 \pm 6.64$ | 5 | $79,70 \pm 1,55$ | $(32768,0.0078)$ | $79,85 \pm 2,05$ | $(32,1)$ |
| Diabetes | $75.08 \pm 3.53$ | 20 | $74.73 \pm 4.14$ | 0.2 | $74.63 \pm 5.22$ | 5 | $77,37 \pm 0,31$ | $(8192,3.051 \mathrm{E}-5)$ | $77,34 \pm 0,30$ | $(0.5,1)$ |
| W. B. Cancer | $96.66 \pm 2.97$ | 4 | $94.79 \pm 3.19$ | 0.2 | $95.87 \pm 2.9$ | 4 | $96,74 \pm 0,12$ | $(2,2)$ | $96,92 \pm 0,23$ | $(2,1)$ |
| Heart | $82.06 \pm 8.82$ | 10 | $78.34 \pm 7.05$ | 0.2 | $78.52 \pm 7.32$ | 4 | $79,98 \pm 0,73$ | $(32,0.125)$ | $83,77 \pm 0,55$ | $(0.5,1)$ |
| Magic | $78.4 \pm 2.53$ | 13 | $75.73 \pm 2.55$ | 0.3 | $76.69 \pm 3.44$ | 5 | $82,06 \pm 0,23$ | $(512,0.125)$ | $81,89 \pm 0,45$ | $(32,3)$ |
| Ionosphere | $90.83 \pm 3.83$ | 1 | $89.56 \pm 5.62$ | 0.1 | $89.01 \pm 4.75$ | 5 | $94,70 \pm 0,32$ | $(2,2)$ | $89,28 \pm 0,43$ | $(0.03125,2)$ |
| Iris | $94.99 \pm 3.89$ | 6 | $94.28 \pm 5.19$ | 0.2 | $93.65 \pm 5.24$ | 6 | $94,13 \pm 1,28$ | $(32768,0.5)$ | $96,13 \pm 0,99$ | $(512,1)$ |
| Wine | $98.06 \pm 2.81$ | 8 | $94.23 \pm 5.54$ | 0.1 | $94.99 \pm 3.49$ | 8 | $98,20 \pm 0,47$ | $(32768,2)$ | $98,53 \pm 0,75$ | $(2,1)$ |
| Sat. Image | $94.9 \pm 2.04$ | 1 | $92.71 \pm 2.73$ | 0.1 | $92.77 \pm 3.48$ | 3 | $96,01 \pm 0,24$ | $(8,2)$ | $95,11 \pm 0,18$ | $(0.5,4)$ |
| Segment | $96.46 \pm 1.44$ | 2 | $95.77 \pm 1.77$ | 0.2 | $94.55 \pm 1.96$ | 6 | $96,98 \pm 0,25$ | $(2048,0.125)$ | $97,14 \pm 0,17$ | $(8,4)$ |
| Glass | $72.87 \pm 5.38$ | 1 | $69.92 \pm 7.4$ | 0.2 | $69.06 \pm 6.28$ | 5 | $68,50 \pm 1,57$ | $(2,8)$ | $73,01 \pm 1,50$ | $(2048,2)$ |
| Letter | $75.79 \pm 3.32$ | 1 | $63.38 \pm 4.04$ | 0.2 | $62.6 \pm 5.42$ | 9 | $83,59 \pm 0,55$ | $(32768,0.5)$ | $82,93 \pm 0,54$ | $(0.5,3)$ |
| Average | $\mathbf{8 6 . 4 3}$ |  | $\mathbf{8 6 , 8 1}$ |  | $\mathbf{8 5 , 6 3}$ |  | $\mathbf{9 0 , 8 7}$ |  | $\mathbf{9 0 , 9 7}$ |  |

In Table 3.6, it has to be noted that, in the case of Boolean or nominal data, results of ML classifiers slightly differ from those previously shown in Table 2.4 of Chapter 2 since feature values, for these datasets, has been binarized in this case.

If we compare the results of $O d d_{2}(N N, S t d)$ classifier to those of machine learning algorithms in Table 3.6, we note that:

- The $O d d_{2}(N N, S t d)$ classifier performs more or less in the same way as the best known algorithms. Especially, this classifier outperforms all other classifiers Except SVM for 13 out of 19 datasets. In particular, $\operatorname{Odd}_{2}(N N, S t d)$ is significantly better than $I B k$ and SVM based Poly-Kernel for datasets "Ionosphere", "Spect" and "Glass" and performs similar to SVM based Poly-Kernel for datasets "Monk1", "Monk3", "W.B. Cancer", "Wine" and "Sat.Image".
- If compared to $I B k$ classifier, we can observe that $O d d_{2}(N N, S t d)$ significantly
outperforms $I B k$ on datasets "Spect", "Voting", "Hayes-Roth", "Diabetes", "Ionosphere", "Magic" and "Glass" and has similar results for "Monk1", "Monk3", "Wine", "Sat.Image", "Segment" and "Letter".
- The computed average accuracy over 19 datasets for each classifier, confirms our observations and shows that the $\operatorname{Odd}_{2}(N N, S t d)$ is ranked the second just after SVM classifier.
- $O d d_{2}(N N, S t d)$ has close classification results to those of analogy-based classifier in the numerical case [10, 15] for most datasets. In the Boolean case, both oddness-based and analogy-based classifiers [8,15] achieve good results for "Balance", "Car", "Monk1" and "Monk3". For "Monk2" dataset, Analogy-based classifier significantly outperforms $\operatorname{Odd}_{2}(N N, S t d)$ while for "Spect" and "Voting" the converse is observed. However even if there is a path (through logical proportions, in the Boolean case) relating the respective building blocks on which analogy-based classifiers and the classifiers studied here are based, the two types of classifiers seem to rely on different ideas: the control of the dissimilarity via the oddness measure, and the fact of privileging linearity in the other case [22].


### 3.2.4 Publications

This research work have been published first in a conference paper (see [13]) then have been gathered and substantially extended in a journal paper(see [16]).

### 3.3 Oddness-based classification using more constrained pairs

### 3.3.1 Motivation

In Section 3.2, we have seen that selecting one element of a pair as a nearest neighbor in the target class of the item to be classified leads to good accuracy rates. So, why not to also carefully select the second element of the pair? This is what we do in the following contribution, first by choosing a second element very far from the item to be classified, then by choosing the second element as another nearest neighbor in the class.

### 3.3.2 Contributions

We have investigated two different options in this context:

## Odd2 using a remote element

A drastic option is to consider the second element of the pair as being among the Most Remote Elements (MRE) to the item $\vec{x}$. Indeed, we may think that pairs including an MRE are more informative since they allow to sample a larger variety of data, which may be of interest especially when the function underlying the classification is complex. The intuition behind taking $\vec{b}$ as an $M R E$ might be justified by the fact that, in this case, the interval of values $\left[a_{i}, b_{i}\right], i=1, \ldots, m$ remains sufficiently large since vectors $\vec{a}$ and $\vec{b}$ are very different (min and max are more informative here). This will guaranty to get sufficiently high values of atomic $\operatorname{odd}\left(x_{i},\left\{a_{i}, b_{i}\right\}\right)$. Cumulating these elementary odd values through pairs may contribute to quickly converge to the appropriate class. In that case, $\operatorname{Odd}(\vec{x}, \mathcal{C})$ is the sum of $k \times k^{\prime}$ atomic oddness values and then belong to the interval $\left[0, k \times k^{\prime}\right]$. In the following, we denote $N M R E$, the classifier using this option.

The algorithm $N M R E$ has 2 main parameters to be tuned: $k$ the number of nearest neighbors and $k^{\prime}$ the number of most remote elements which are taken into account to compute the oddness measure.

## Odd2 using two nearest neighbors

After experimenting the first option, we are led to the idea of still choosing this second element as one of the $k$ nearest neighbors in the class, keeping it distinct from the first one. And the normalization factor is chosen accordingly as $\frac{1}{\binom{k}{2}}$. This is also clearly beneficial from a complexity viewpoint.

### 3.3.3 Experimental validation

## Results

In Table 3.7 we provide the accuracy results of $N M R E$-classifier (denoted: $O d d_{2}(N M R E)$ ). These results correspond to the optimal values of $k$ and $k^{\prime}$ obtained as a result of the optimization step in the inner cross validation. In Table 3.7, we also show classification accuracy of $O d d_{2}$ classifier, in which each pair element is among the $k$ nearest neighbors in the class. We denote this classifier $\operatorname{Odd}_{2}(N N, N N)$.

From Table 3.7, we can draw the following comments:

- NMRE classifier provides good results for large values of $k$ or $k^{\prime}$ on most datasets. This suggests that, for small values of $k$, there is not enough information allowing to properly classify.

Table 3.7: Classification accuracies given as mean and standard deviation with $O d d_{2}(N M R E)$ and $O d d_{2}(N N, N N)$ obtained with the best parameter $\beta$.

| Datasets | $O d d_{2}(N M R E)$ |  | $O d d_{2}(N N, N N)$ |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Acc. | $\beta$ | Acc. | $\beta$ |
| Balance | $82.62 \pm 3.06$ | $(16,13)$ | $83.9 \pm 5.02(-)$ | 17 |
| Car | $91.19 \pm 2.68$ | $(6,20)$ | $92.45 \pm 3.88()$. | 7 |
| Monk1 | $99.43 \pm 0.79$ | $(7,7)$ | $99.81 \pm 0.67()$. | 6 |
| Monk2 | $65.42 \pm 3.27$ | $(19,2)$ | $67.46 \pm 3.25(+)$ | 16 |
| Monk3 | $99.37 \pm 1.4$ | $(5,12)$ | $100()$. | 5 |
| Spect | $83.14 \pm 8.15$ | $(14,16)$ | $84.55 \pm 4.42(+)$ | 16 |
| Voting | $93.45 \pm 4.99$ | $(5,15)$ | $95.33 \pm 2.84(+)$ | 17 |
| Hayes-Roth | $74.59 \pm 8.93$ | $(4,19)$ | $77.73 \pm 9.62(-)$ | 7 |
| Diabetes | $75.5 \pm 4.53$ | $(16,11)$ | $75.28 \pm 4.26(-)$ | 18 |
| Cancer | $97.15 \pm 2.61$ | $(4,9)$ | $97.24 \pm 1.63()$. | 12 |
| Heart | $83.41 \pm 7.04$ | $(10,5)$ | $82.54 \pm 5.06()$. | 19 |
| Magic | $78.06 \pm 3.48$ | $(14,18)$ | $79.23 \pm 2.41()$. | 18 |
| Ionosphere | $91.18 \pm 4.51$ | $(1,18)$ | $91.78 \pm 4.95(-)$ | 15 |
| Iris | $94.94 \pm 4.33$ | $(11,9)$ | $94.57 \pm 4.11(-)$ | 14 |
| Wine | $97.2 \pm 3.19$ | $(3,15)$ | $98.37 \pm 2.77()$. | 9 |
| Sat. Image | $94.49 \pm 2.08$ | $(2,12)$ | $95.38 \pm 2.59(+)$ | 5 |
| Segment | $96.67 \pm 1.25$ | $(2,9)$ | $96.79 \pm 1.17(+)$ | 4 |
| Glass | $74.94 \pm 8.58$ | $(3,5)$ | $77.93 \pm 7.27(+)$ | 3 |
| Letter | $75.1 \pm 2.77$ | $(3,17)$ | $78.04 \pm 3.76(+)$ | 5 |
| Average | $\mathbf{8 6 . 7 3}$ |  | $\mathbf{8 7 . 8 1}$ |  |

- The average value of parameter $k^{\prime}$ over all datasets is higher than that of parameter $k$.
- $N M R E$ is efficient to classify both Binary or numerical datasets as in the case of $O d d_{2}$ classifier.
- If compared to $\operatorname{Odd}_{2}(N N, S t d)$, the $N M R E$ seems less efficient on almost all datasets except for Monk2 for which it provides better results.

Results of $O d d_{2}(N N, N N)$ in Table 3.7 shows that:

- If we compare results of the classifier using pairs with two nearest neighbors to those of the basic $O d d_{2}$ classifier in Table 3.4, it is clear that this third optimized option also performs largely better than the basic $O d d_{2}$ classifier.
- In order to compare the $O d d_{2}(N N, N N)$ to the $O d d_{2}(N N, S t d)$ classifier, in the $O d d_{2}(N N, N N)$ column of Table 3.7 we assign a positive ${ }^{\prime}+{ }^{\prime}$ mark if the $O d d_{2}(N N, N N)$ is better than the $O d d_{2}(N N, S t d)$, a negative mark ${ }^{\prime}-^{\prime}$ in the opposite case and a neutral mark ${ }^{\prime} .{ }^{\prime}$ if they have equivalent accuracies. This comparison shows that the two classifiers have close efficiency for many datasets. Especially, the $O d d_{2}(N N, N N)$ is slightly better for 7 datasets and worst for 5 datasets.

Table 3.8: Results for the Wilcoxon Matched-Pairs Signed-Ranks Test, The * (resp. *) means that the classifier in the row (resp. in the column) is statistically better than the classifier on the column (resp. on the raw)

|  | IBK | C4.5 | JRIP | SVM(RBFKernel) | SVM(PolyKernel) | $O d d_{2}(N N, S t d)$ | Odd ${ }_{2}(N M R E)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C4.5 | 1 | - | - | - | - | - | - |
| JRIP | 0.09433 | 1 | - | - | - | - | - |
| SVM(RBFKernel) | $9.5 \mathrm{e}-08^{*}$ | 1.8e-11* | 1.2e-14* | - | - | - | - |
| SVM(PolyKernel) | 2.8e-09* | 4.0e-13* | 2.3e-16* | 1 | - | - | - |
| $O d d_{2}(N N, S t d)$ | 0.01172 * | 1.5e-05* | 2.7e-08* | 0.20023 | 0.02257 * | - | - |
| $O d d_{2}(N M R E)$ | 1 | $1{ }^{1}$ | 0.07757 | 1.3e-07* | 3.9e-09 * | 0.01462 * | ${ }^{-}$ |
| $O d d_{2}(N N, N N)$ | 0.00011* | 5.1e-08* | 5.1e-11* | 1 | 0.77887 | 1 | 0.00014* |

## Statistical evaluation of $O d d n e s s$-classifiers

As in case of Analogy-based Classifiers described in Chapter 2, we first carry out a Friedman test [27] then a post-hoc test after Conover [18] to calculate the corresponding levels of significance.

In a preliminary step, we aim to compare between Oddness classifiers using singletons, pairs or triples to check our first observations in previous sections. For this reason, we compare between $O d d_{1}, O d d_{2}, O d d_{3}, O d d_{1}(N N), O d d_{2}(N N, S t d)$ and $O d d_{3}(N N, S t d, S t d)$. This comparison confirms that $O d d_{2}(N N, S t d)$ is significantly better than all other compared classifiers using singletons or triples with a $p$-value at least equal to 0.00644 as a result of the post-hoc test after Conover.

Since Oddness-classifiers using pairs are the best among other family of Oddness classifiers, in the following we restrict our evaluation to the efficiency of $O d d_{2}(N N, S t d)$, $O d d_{2}(N M R E)$ and $O d d_{2}(N N, N N)$ and we compare their accuracy to that of other machine learning classifiers. Since the Friedman test, provided a significant $p$-value $=$ $1.295 e-9$, we then apply a post-hoc test after Conover and we use Bonferroni-type adjustment of the $p$-values.

In Table 3.8, we provide the results of the computed $p$-values for each pair of compared classifiers. Significant $p$-values $(<0.05)$ are given in bold.

The computed $p$-values are consistent with the following observations:

- The SVM using (RBF or Poly-Kernel) significantly outperforms the IBK, the C4.5 and the JRIP classifiers. It also outperforms $\operatorname{Odd}_{2}(N M R E)$ classifier. While SVM using Poly-Kernel seems better than $\operatorname{Odd}_{2}(N N, S t d)$.
- It is clear that $O d d_{2}(N N, S t d)$ significantly outperforms the IBK, the C4.5, the JRIP classifiers and also $O d d_{2}(N M R E)$.
- This demonstrates that the proposed first optimization not only reduces the complexity which becomes linear, but also considerably improves the classification accuracy if compared to the basic classifier without any optimization or to IBK classifier.
- The $\operatorname{Odd}_{2}(N N, N N)$ classifier is largely better than IBK, the C4.5 and the JRIP.
- As in the case of the $O d d_{2}(N N, S t d)$ classifier, the $O d d_{2}(N N, N N)$ is also statistically better than the $O d d_{2}(N M R E)$ classifier.
- Since the computed $p$-value is not significant, no clear conclusion can be stated regarding $O d d_{2}(N N, S t d)$ and $O d d_{2}(N N, N N)$. This is obvious from Table 3.5 since they have close average accuracies other the 19 datasets.

The last results suggest that using subsets made of pairs of two nearest neighbors is enough to achieve good results and there is no need to cross all the training set to construct pairs as in the $O d d_{2}(N N, S t d)$ classifier for example. In view of the accuracy results, these pairs could be considered as representative of the training data for the considered class.

## Comparison of Oddness-based classifiers with the standard $k$-NN

Lastly, we study the difference between all proposed oddness classifiers and also the standard $k-\mathrm{NN}$ classifier in terms of procedure and complexity.

It is worth noticing that although we use $k$ nearest neighbors, this leads to a method that differs from the standard $k$-NN classifier at least in two sides. First, we use the nearest neighbors in a given class, and we do it for each class. In fact, we consider local nearest neighbors instead of global ones as in $k$-nn. It means that we are considering the same number of nearest neighbors for each class, while the $k$ - NN are not, in general, uniformly distributed over the classes.

Second, oddness classifiers benefits from averaging the distance of $\vec{x}$ to its $k$ nearest neighbors in each class when selecting the best class, while standard $k$-NN method applies directly a vote on the $k$ nearest neighbors labels without computing the distance to these nearest neighbors. It's known that, the efficiency of the "majority voting" classifiers can be significantly decreased in case there is a most frequent that may dominate the prediction of the classified instances, since this class tends to be common among the $k$ nearest neighbors [19].

The experimental results given in the previous sections (see for example first column in Table 3.5) confirm this difference since we observe that $O d d_{1}(N N)$ and $O d d_{2}(N N, N N)$ perform quite differently than $k$-NN on some benchmarks even they have close complexity.

Table 3.9: Comparative study between oddness classifiers and IBk in terms of procedure and complexity

|  | Procedure | Complexity |
| :---: | :---: | :---: |
| $\bigcirc d d_{3}$ | - Compute the average distance to all possible triples of items in each class. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O\left(\|C\|^{3}\right)$ |
| $O d d_{3}(N N, S t d, S t d)$ | - Select the $k$-NN of $\vec{x}$ in each class. <br> - Compute the average distance to all possible item triples in each class where only one of the items is among the $k-\mathrm{NN}$. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O\left(k *\|C\|^{2}\right)$ |
| $\bigcirc d d_{2}$ | - Compute the average distance to all possible pairs of items in each class. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O\left(\|C\|^{2}\right)$ |
| $\operatorname{Odd}_{2}(N N, S t d)$ | - Select the $k$-nearest neighbors of $\vec{x}$ in each class. <br> - Compute the average distance to all possible pairs of items in each class where only one of the items is among the $k$-nearest neighbors. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O(k *\|C\|))$ |
| $\mathrm{Odd}_{2}(N N, N N)$ | - Select the $k$-nearest neighbors of $\vec{x}$ in each class. <br> - Compute the average distance to all possible pairs of nearest neighbors in each class. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O\left(k^{*}(k-1) / 2\right)$ |
| $O d d_{1}$ | - Compute the average distance to all items in each class. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O(\|C\|)$ |
| $\mathrm{Odd}_{1}(N N)$ | - Select the $k$-nearest neighbors of $\vec{x}$ in each class. <br> - Compute the average distance to each nearest neighbor in each class. <br> - Assign to $\vec{x}$ the class with the shortest distance. | $O(k)$ |
| IBk | - Select the overall $k$-nearest neighbors of $\vec{x}$ in $T S$ regardless of the class. <br> - Assign to $\vec{x}$ the most frequent class among its k-nearest neighbors. | $O(k)$ |

In Table 3.9, we provide a comparative study by summarizing the basic logic behind each proposed classifier and a detailed complexity evaluation.

It is clear that the complexity is significantly reduced when we use $O d d_{3}(N N, S t d, S t d)$ instead of $O d d_{3}$ and $O d d_{2}(N N, S t d)$ instead of $O d d_{2}$. This drop in complexity is more achieved with $O d d_{2}(N N, N N)$ classifier if compared to $O d d 2(N N, S t d)$ mainly for data sets with large number of examples. Evidently, this has a considerable impact on the run time. If we consider the case of Monk1 when C is equal to $90 \%$ of the whole data set in each class, the total number of pairs that can be built from the used part of the data set for each class is:

- more than 18000 for Odd2,
- Almost 2900 for the Odd2(NN,Std) with $\mathrm{k}=15$,
- ONLY about 100 for Odd2(NN,NN) with $\mathrm{k}=15$.


### 3.3.4 Publications

This contribution have been achieved first in the context of a conference paper (see [14]). This work have been extensively developed in a journal paper (see [17].

### 3.4 Evenness-based classification

### 3.4.1 Motivation

Similarly to the oddness index, and still based on heterogenous proportions, we consider that a new item can be added to a class only if its addition leaves the class as even as possible: the new item should rarely be an intruder with respect to any triple of items known to be in the class.

In the evenness view, triples are the only subsets where when the new item conforms with the minority for a given Boolean feature, there is no longer any majority (with respect to this feature) in the triple augmented with the new item. Then one can estimate to what extent a new item fits with the majority of elements in any triple of members of a class on a set of features.

### 3.4.2 Contributions

In the following, we define a new Evenness index for Boolean data then extend it to deal with feature vectors and finally propose a global evenness measure. This latter is useful to build an evenness-based classifier. We also lay bare the relation between evenness and oddness

## Evenness index

Adopting a dual viewpoint, we may want to know if adding a new element to a given subset of items keeps it as homogeneous as it is, i.e., the newcomer does not appear as an intruder in this subset, and rather agrees with its majority. Homogeneity can be considered as a kind of evenness of the newcomer w.r.t. the existing items of the subset. In this subsection, we advocate a way of judging evenness on the basis of the majority, if any, inside the triples. Contrary to the oddness definition, where all $H_{i}, i=1,2,3$ are required to define the oddness index, only $H_{4}$ is needed for defining an evenness index, thus denoted Even ${ }_{4}$.

An evenness measure for Boolean data Since the idea is to agree with a majority, we notice that the smallest multisets $S$ of elements where majority makes sense are clearly
triples. Let consider three Boolean values $a, b, c$ in $S$. Then, in a Boolean world, there are two possibilities, either $a=b=c$, or two of the three are equal. In both cases, a strict majority takes place. Let $m$ denote the majority value. Now consider the newcomer $d$, either $d=m$, and $m$ remains the majority value in $\{a, b, c, d\}$, or $d \neq m$, and there is no longer any majority in $\{a, b, c, d\}$ (two values are equal to 1 and two values to 0 ). Only with the first case, $d$ conforms to the majority.

Note that if we consider larger subsets $S$, even with only 4 elements rather than 3, it becomes possible that the newcomer increases an existing minority, without changing the majority. Indeed, the majority value that may be shared by 3 elements in the 4-elements multiset will then remain unchanged in the 5-elements multiset resulting from the arrival of a fifth element whatever its value. A similar phenomenon takes place if we start with larger subsets $S$ having 5 elements or more. So we are losing a distinctive property of 3-elements subsets which have a different majority behavior depending if $d$ conforms or not to the majority in the 3-elements subset. This means that triples are the only subsets such that adding an item that conforms to the triple minority destroys the majority. Thus, 3 -elements subsets are able to clearly discriminate, among different $d$ those that conform to the majority of the triple.

The idea of majority just described helps us to define a new evenness measure via the heterogeneous proportions. Let us recall the semantics of $H_{i}: H_{i}$ holds iff there is an intruder among $a, b, c, d$ and the parameter in position $i$ is not this intruder. As a consequence, $H_{i}$ implies that there is a majority of values among $(a, b, c, d)$ and the value in position $i$ conforms to the majority of values appearing among the 3 other positions (i.e. the multiset of values $\{a, b, c, d\}$ is more or less even). But the reverse implication does not hold since when the 4 parameters have identical value, $\forall i \in[1,4], H_{i}(a, b, c, d)=0$. Then, to have a concise Boolean definition for "there is a majority of values among the parameters $a, b, c, d$ and the parameter in position $i$ belongs to this majority of values", we need to consider the case where all the values are identical by using the following formula:

$$
\begin{equation*}
\operatorname{Even}_{i}(a, b, c, d)={ }_{\text {def }} H_{i}(a, b, c, d) \vee E q(a, b, c, d) \tag{3.7}
\end{equation*}
$$

where $E q(a, b, c, d)={ }_{\text {def }}(a \equiv b) \wedge(b \equiv c) \wedge(c \equiv d)$. Thus, with Even ${ }_{i}$ we take into account the special case where all the values are equal. The truth table of $E v e n_{4}$ is given in Table 3.10. It is clear that $E v e n_{4}$ holds only when the value of $d$ belongs to a majority of the parameter's values. And $E v e n_{4}$ does not hold in an opposite situation where there is no majority of values as it is the case for Even $_{4}(0011)$ or Even $_{4}(0110)$.

The situations where $\operatorname{Even}_{4}(a, b, c, d)=1$ exactly cover the two cases already mentioned where $d$ is identical to the majority value in the triple $\{a, b, c\}$ (is not the intruder), namely either $a=b=c$, or two of the three are equal to $d$. So the fact that $d$ joins $\{a, b, c\}$, when $\operatorname{Even}(a, b, c, d)=1$, leaves the resulting subset as even as it was, hence the name, and in fact the majority is reinforced by the arrival of $d$. Note also that $\operatorname{Even}_{4}(a, b, c, d)$ is left unchanged by any permutation of $\{a, b, c\}$. This means that the ordering inside triples

Table 3.10: $H_{4}, E q$ and $E v e n_{4}$ truth values

| $\mathbf{H}_{\mathbf{4}}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $b$ | $c$ | $d$ | $\mathbf{E q q}_{\|l\|}$ Even $_{\mathbf{4}}$ |  |  |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 1 | 1 |

does not matter. Besides, $\operatorname{Even}_{4}(a, b, c, d)=\operatorname{Even}_{4}(\bar{a}, \bar{b}, \bar{c}, \bar{d})$ where $\bar{x}=1$ if $x=0$ and $\bar{x}=0$ if $x=1$, expressing that $E v e n_{4}(a, b, c, d)$ does not depend on the way the information is encoded. From now on, $E v e n_{4}$ will be denoted Even as this is the only option we use with $i=4$.

Relation between oddness and evenness in the Boolean case The oddness and evenness Boolean functions have been built by truth tables inspection. However, these 2 functions exhibit noticeable links. Despite the fact that their name might suggest that oddness and evenness capture dual concepts, it is not the case that Even $(a, b, c, d) \equiv$ $\neg O d d(\{a, b, c\}, d)$. In fact, the relations between the 2 measures are as follows (where $I$ denotes the inverse paralogy defined in Chapter1:

## Property 7

$$
\begin{aligned}
& \operatorname{Even}(a, b, c, d) \equiv \neg \operatorname{Odd}(\{a, b, c\}, d) \wedge \neg I(a, b, c, d) \\
& O d d(\{a, b, c\}, d) \equiv \neg \operatorname{Even}(a, b, c, d) \wedge \neg I(a, b, c, d) \\
& I(a, b, c, d) \equiv \neg \operatorname{Even}(a, b, c, d) \wedge \neg \operatorname{Odd}(\{a, b, c\}, d)
\end{aligned}
$$

This can be easily checked on the truth tables. This reflects the fact that $O d d$ and Even and $I$ are mutually exclusive. Let us note that $\operatorname{Even}(a, b, c, d) \rightarrow \neg O d d(\{a, b, c\}, d)$, that $\neg \operatorname{Even}(a, b, c, d) \rightarrow \neg H_{4}(a, b, c, d)$ and that $O d d(\{a, b, c\}, d) \rightarrow \neg H_{4}(a, b, c, d)$ as well.

A more complete discussion of the relation between oddness and evenness can be found in [55].

Dealing with missing values Missing information is quite common in real life datasets and a way to extend the semantics of analogical proportion to deal with this issue has been deeply investigated in [54] for instance. In fact, such an approach can be also applied here, as explained now.

Still keeping a logical approach and considering that '?' denotes a missing value (i.e. an information is unknown), the idea is to extend the truth table of the Even formula as
follows: $\operatorname{Even}(?, 0,0,0)=\operatorname{Even}(0, ?, 0,0)=\operatorname{Even}(0,0, ?, 0)=1, \operatorname{Even}(?, 1,1,1)$ $=\operatorname{Even}(1, ?, 1,1)=\operatorname{Even}(1,1, ?, 1)=1$, and $\operatorname{Even}(x, y, z, t)=0$ for any other pattern including at least a missing value '?'. It is clear that, with the 6 first patterns, whatever the candidate value of the missing feature, the 4th argument belongs to the majority and cannot be an intruder. In all the remaining cases, where we have no certainty regarding the status of $d$, we adopt a cautious behavior by considering that Even does not hold.

As in the case of Oddness measure, the evenness measure is extended to vectors as:

$$
\begin{equation*}
\operatorname{Even}(\mathcal{S}, \vec{x})=_{\text {def }} \sum_{i=1}^{n} \operatorname{Even}\left(S_{i}, x_{i}\right) \in[0, n] \tag{3.8}
\end{equation*}
$$

where $x_{i}$ is the $i$-th component of $\vec{x}, S_{i}$ is the multiset gathering the $i$-th components of the vectors in $\mathcal{S}$. Note that in the case of Even, the set $\mathcal{S}$ has exactly 3 elements, but we keep the set notation for sake of notation uniformity.

## Global Evenness measure

Our aim here is to maintain homogeneity or evenness inside each class $\mathcal{C}$. Reasoning similar to the previous oddness index leads to a definition of evenness as follows (since we use only subsets of cardinality 3 ):

$$
\operatorname{EVEN}(\mathcal{C}, \vec{x})=\frac{1}{\binom{|\mathcal{C}|}{3}} \Sigma_{\mathcal{S} \subseteq \mathcal{C} s . t .|\mathcal{S}|=3} \operatorname{Even}(\mathcal{S}, \vec{x})
$$

Exactly the same optimization process applies to EVEN measure, as in case of oddness, leading to:

$$
\frac{1}{|\mathcal{C}|^{2}} \sum_{j=1}^{k}\left(\Sigma_{\mathcal{S} \subseteq \mathcal{C} \backslash\left\{\overrightarrow{y_{j}}\right\} s . t .|\mathcal{S}|=2} \operatorname{Even}\left(\mathcal{S} \cup\left\{\overrightarrow{y_{j}}\right\}, \vec{x}\right)\right)
$$

We also apply the same Algorithm 4 described in Section 3.2.2 by replacing the ODD measure by the EVEN measure and appropriately assigning the class maximizing Evenness.

### 3.4.3 Experimental validation

In order to better control the meaning of $\operatorname{EVEN}(\mathcal{C}, \vec{x})$, we may focus on triples for which $\vec{x}$ is an intruder for at most $n-l$ features, where $l=0,1, \cdots$. Instead of keeping all the triples, we can just choose a threshold $l \in[0, n]$, then consider $\operatorname{Even}(\vec{a}, \vec{b}, \vec{c}, \vec{x})$ only for the triples $(\vec{a}, \vec{b}, \vec{c})$ in $\mathcal{C}^{3}$ such that

$$
\operatorname{Even}(\vec{a}, \vec{b}, \vec{c}, \vec{x}) \geq l
$$

i.e. we want $E v e n$ to hold over at least $l$ features. We denote $E V E N^{l}(\mathcal{C}, \vec{x})$ this measure where we just reduce the number of candidate triples by filtering over $l$. As a consequence, the evenness-based algorithms have 2 parameters: $k$ the number of considered nearest neighbors and $l$ the minimum number of features where the Even proportion should hold.

## Results

Table 3.11 provides accuracies results for the evenness-based classifier obtained with a 10fold cross validation and for two values of $k$ and $l$ ( $k$ being the number of nearest neighbors of $\vec{x}, l$ refers to the number of attributes $j$ of $\vec{x}$ such that $x_{j}$ belongs to a majority). The best results are in bold.

Table 3.11: Classification accuracies given as mean and standard deviation obtained with Even

| Datasets | Even |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Value of $k$ |  | $\mathbf{1}$ | $\mathbf{3}$ | $\mathbf{5}$ | $\mathbf{1 1}$ |
| Balance | $\mathrm{l}=\mathrm{n}$ | $67.29 \pm 5.2$ | $71.48 \pm 6.49$ | $76.43 \pm 4.85$ | $78.23 \pm 4.57$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $78.04 \pm 4.91$ | $83.28 \pm 3.44$ | $\mathbf{8 7 . 0 8} \pm \mathbf{3 . 2 2}$ | $86.48 \pm 3.45$ |
| Car | $\mathrm{l}=\mathrm{n}$ | $92.6 \pm 2.87$ | $92.84 \pm 2.82$ | $93.05 \pm 2.83$ | $\mathbf{9 3 . 2 7} \pm \mathbf{2 . 7}$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $89.63 \pm 3.43$ | $90.35 \pm 3.0$ | $91.58 \pm 2.52$ | $91.75 \pm 2.42$ |
| Spect | $\mathrm{l}=\mathrm{n}$ | $81.53 \pm 6.67$ | $81.86 \pm 7.93$ | $\mathbf{8 2 . 6 1} \pm \mathbf{8 . 1 6} \pm$ | $82.32 \pm 8.54$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $81.21 \pm 6.52$ | $81.14 \pm 6.83$ | $81.37 \pm 6.82$ | $81.74 \pm 7.1$ |
| Voting | $\mathrm{l}=\mathrm{n}$ | $94.29 \pm 3.67$ | $94.99 \pm 3.96$ | $94.94 \pm 3.96$ | $\mathbf{9 5 . 1 2} \pm \mathbf{3 . 7 1}$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $94.25 \pm 3.94$ | $94.95 \pm 4.24$ | $94.9 \pm 4.24$ | $94.99 \pm 3.93$ |
| Monk1 | $\mathrm{l}=\mathrm{n}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $\mathbf{1 0 0}$ | $99.95 \pm 0.05$ | $99.91 \pm 0.64$ | $99.95 \pm 0.05$ |
| Monk2 | $\mathrm{l}=\mathrm{n}$ | $38.31 \pm 4.09$ | $41.37 \pm 4.66$ | $45.54 \pm 5.04$ | $\mathbf{5 0 . 6 8} \pm \mathbf{4 . 3}$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $30.87 \pm 5.85$ | $34.14 \pm 4.46$ | $37.46 \pm 4.91$ | $42.61 \pm 5.23$ |
| Monk3 | $\mathrm{l}=\mathrm{n}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ | $\mathbf{1 0 0}$ |
|  | $\mathrm{l}=\mathrm{n}-1$ | $99.77 \pm 0.71$ | $99.22 \pm 1.94$ | $98.76 \pm 2.42$ | $98.49 \pm 2.76$ |

When we analyze results in Table 3.11, we can see that:

- In general, the best classification rates are obtained for $l=n$. This means that the classifier is likely to be more accurate when the classification is made on the basis of triples w.r.t. which $\vec{x}$ is not an intruder for any attributes. However, for some datasets such as Balance and Monk2, the classifier needs to consider more levels $l$ when it is difficult to satisfy the constraint $\operatorname{Even}(\vec{a}, \vec{b}, \vec{c}, \vec{x}) \geq l$ for $l=n$ or even $l=n-1$. Thus, we also tested smaller levels of $l$ and for "Balance" data set, we get an accuracy equal to $89.25 \pm 2.4$ for $l=n-3$.
- The classifier shows good classification results for data sets "Balance", and "Car" (which have multiple classes). This shows that evenness-based classifiers are able to deal with multiple class data sets.
- If we compare results of the evenness-based classifier with machine learning algorithms
in Table 3.6, we note that the proposed classifier is as good as the best known algorithms. Especially, the basic classifier, with large $k$ works as well as any other classifiers for data sets "Balance" (for $l=n-3$ ), "Spect.", "Monk1" and "Monk3" (for $l=n$ ). Moreover, evenness-based classifier outperforms IBK for all data sets except Monk2.


## Comparison between oddness-and evenness-based classifiers

Although oddness and evenness indexes are not the exact opposite of each other, the results obtained by minimization in oddness-based classifiers and by maximization in evennessbased classifiers are quite close, as can be seen by comparing Table 3.5 with Table 3.11, for Boolean features. However, the evenness index and measure have not been defined in the case of numerical features.

### 3.4.4 Publications

This research work have been published first in two conference papers (see [12, 11]) then extended in a journal paper (see [16]).

### 3.5 Conclusion

Starting from heterogeneous proportions, we have established a way to define an oddness measure and an evenness measure in order to estimate to what extent a new item does not conform, or conforms, to a candidate class. Then, testing on classical benchmarks coming from UCI repository, we have compared an oddness-based classifier and an evenness-based classifier with standards methods in classification, as well as with analogical proportion-based classifiers. Our experiments empirically highlight the good behavior of heterogeneous logical proportion-based classifiers.

On the basis of the reported experiments, we have seen that, regarding oddness measure, $O d d_{2}$ classifier (based on $O D D_{2}$ measure) stands out of the crowd. In fact, if we are back to the basic brick $O d d_{2}$ of $O D D_{2}$ measure, it is clear that, when $|S|=2$, $\operatorname{Odd}(S, \vec{x})=0$ as soon as $\vec{x} \in S$. This is not generally the case as soon as $|S|>2$. This suggests that $O D D_{2}$, built up on the sum of atomic $\operatorname{Odd}(S, \vec{x})$ with $|S|=2$, may be a better marker of the oddness of a given element $\vec{x}$ inside a class $\mathcal{C}$ than any other measure $O D D_{i}$ with $i>2$. Still the global oddness and evenness measures have no obvious remarkable properties. This question may be addressed in future works.

Apart from a formal investigation of the properties of oddness and evenness measures, their merits would need to be studied in greater detail in order, for instance, to more precisely assess the expected accuracy of oddness or evenness-based classifiers. Then,
one might think to use them in conformal predictors [62, 67, 66], as first experimented in [12] with an evenness-based classifier. Indeed the oddness measure may be considered as a non conformity measure, while the evenness measure would be a conformity measure.

## Chapter 4

## Analogy-based Preference learning

### 4.1 Introduction

A panoply of research works has been developed to deal with preference learning problems (see, e.g., [28]) that can be stated as the following. Given a set $E$ of preferences of the form $x^{k} \succeq y^{k}(k=1, \cdots, m)$, representing what we know about the preferences of an agent about some pairs of choices, can we predict its preference between two other choices $x$ and $y$ ? First, an idea is to make the assumption that the preferences of the agent obey a weighted sum aggregation scheme, whose weights are unknown. Then, we might think of finding a sampling of systems of weights summing to 1 that are compatible with the constraints induced by $E$. But, enumerating the vertices of the polytope defined by the system of inequations corresponding to the preferences in $E$ is a NP hard problem that is not easy at all to handle in practice [36]. That's why we have chosen to explore another route in this study, based on the exploitation of a pattern avoiding contradictory trade-offs, and patterns expressing that preferences should go well with analogical proportions. This idea which may sound fancy at first glance is based on the empirical evidence that analogical proportion-based classifiers work well and the theoretical result that such classifiers make no error in the Boolean case when the labeling function is affine [22]. A result of the same nature might be conjectured when attributes are nominal rather then Boolean.

Analogical reasoning is reputed to be a valuable heuristic means for extrapolating plausible conclusions on the basis of comparisons. A simple form of this idea is implemented by case-based reasoning (CBR) [1], where conclusions known for stored cases are tentatively associated to similar cases. A more sophisticated option relies on the idea of analogical proportions. Given four items $\vec{a}, \vec{b}, \vec{c}$ and $\vec{d}$ described by their vector of features values for a considered set of features. As described in Chapter1, the inference process is based on triples of vectors rather than taking vectors one by one as in case-based reasoning. The underlying idea is that if four items $\vec{a}, \vec{b}, \vec{c}, \vec{d}$ are making an analogical proportion
on describing features, an analogical proportion may hold as well on another mark pertaining to them, and then if this mark is known for $\vec{a}, \vec{b}$ and $\vec{c}$, one may compute it for $\vec{d}$ in such a way that the marks make an analogical proportion.

To the best of our knowledge, the only approach also aiming at predicting preferences on an analogical proportion basis is the recent paper [26], which only investigates "the horizontal reading" of preference relations. However, we are only intended to predict preferences relations in this paper and not a total order on preferences.

This chapter is structured as follows. Section 4.2 introduces the basic background on two analogical readings that are relevant for applying analogical proportion-based inference to preference prediction. Section 4.3 presents a variety of predicting methods either exploiting a set of given examples or using an extension of this set relying on a monotony assumption of the preferences. These methods exploits triples of pairs of items or takes these pairs one by one for prediction and are first applied to the Boolean feature values then extended to the multi-valued setting.

### 4.2 Analogy and linear utility

In the following, the items we consider are made of preferences between two vectors of criteria values, of the form $a^{1} \preceq a^{2}, b^{1} \preceq b^{2}, c^{1} \preceq c^{2}$ and $d^{1} \preceq d^{2}$. Then the basic analogical inference pattern applied to compared items is then, $\forall i \in[[1, n]]$,

$$
\begin{aligned}
& a_{i}^{1}: b_{i}^{1}:: c_{i}^{1}: d_{i}^{1} \text { and } a_{i}^{2}: b_{i}^{2}:: c_{i}^{2}: d_{i}^{2} \\
& \overrightarrow{a^{1}} \preceq \overrightarrow{a^{2}} \\
& \overrightarrow{b^{1}} \preceq \overrightarrow{b^{2}} \\
& \overrightarrow{c^{1}} \preceq \overrightarrow{c^{2}} \\
& --------------- \\
& \overrightarrow{d^{1}} \preceq \overrightarrow{d^{2}} .
\end{aligned}
$$

where $x \preceq y$ expresses that $y$ is preferred to $x$ (equivalently $y \succeq x$ ); other patterns (equivalent up to some rewriting) exist where, e.g., $\preceq$ is changed into $\succeq$ for i) pairs ( $b^{1}, b^{2}$ ) and $\left(d^{1}, d^{2}\right)$, or in ii) pairs $\left(c^{1}, c^{2}\right)$ and $\left(d^{1}, d^{2}\right)$ (since $a: b:: c: d$ is stable under central permutation) [5].

Following [49], the above pattern corresponds to a vertical reading, while another pattern corresponding to the horizontal reading can be stated as follows $\forall i \in[[1, n]]$,

$$
a_{i}: b_{i}:: c_{i}: d_{i}
$$

$$
\begin{aligned}
& \vec{a} \preceq \vec{b}, \\
& - \\
& \vec{c} \preceq \vec{d} .
\end{aligned}
$$

The intuition behind the second pattern is simple: since $\vec{a}$ differs from $\vec{b}$ as $\vec{c}$ differs from $\vec{d}$ (and vice-versa), and $\vec{b}$ is preferred to $\vec{a}, \vec{d}$ should be preferred to $\vec{c}$ as well. The first pattern, which involves more items and more preferences, states that since the pair of items $\left(\overrightarrow{d^{1}}, \overrightarrow{d^{2}}\right)$ makes an analogical proportion with the three other pairs $\left(\overrightarrow{a^{1}}, \overrightarrow{a^{2}}\right),\left(\overrightarrow{b^{1}}, \overrightarrow{b^{2}}\right),\left(\overrightarrow{c^{1}}, \overrightarrow{c^{2}}\right)$, then the preference relation that holds for the 3 first pairs should hold as well for the fourth one.

Besides, the structure of the first pattern follows the axiomatics of additive utility functions, for which contradictory trade-offs are forbidden, namely: if $\forall i, j$,

$$
\begin{aligned}
\overrightarrow{a^{1}}{ }_{-i} \alpha & \preceq \overrightarrow{a^{2}}{ }_{-i} \beta \\
\overrightarrow{a^{1}}{ }_{-i} \gamma & \succeq \overrightarrow{a^{2}}{ }_{-i} \delta \\
\overrightarrow{c^{1}}{ }_{-j} \alpha & \succeq \overrightarrow{c^{2}}{ }_{-j} \beta
\end{aligned}
$$

one cannot have:

$$
{\overrightarrow{c^{1}}}_{-j} \gamma \prec{\overrightarrow{c^{2}}}_{-j} \delta
$$

where $\vec{x}_{-i}$ denotes the $n$-1-dimensional vector made of the evaluations of $\vec{x}$ on all criteria except the $i^{\text {th }}$ one for which the Greek letter denotes the substituted value. This property ensures that the differences of preference between $\alpha$ and $\beta$, on the one hand, and between $\gamma$ and $\delta$, on the other hand, can consistently be compared.

Thus, when applying the first pattern, one may also make sure that no contradictory trade-offs are introduced by the prediction mechanism. In the first pattern, analogical reasoning amounts here to finding triples of pairs of compared items $(\vec{a}, \vec{b}, \vec{c})$ appropriate for inferring the missing value(s) in $\vec{d}$. When there exist several suitable triples, possibly leading to different conclusions, one may use a majority vote for concluding.

Lastly, let us remark that the second, simpler, pattern agrees with the view that preferences wrt each criterion are represented by differences of evaluations. This includes the weighted sum, namely $\vec{b} \succeq \vec{a}$ iff $\sum_{i=1, n} w_{i}\left(b_{i}-a_{i}\right) \geq 0$, while analogy holds at degree 1 iff $\forall i \in[[1, n]], b_{i}-a_{i}=d_{i}-c_{i}$. This pattern does not agree with more general models of additive utility functions, while the first pattern is compatible with more general preference models.

### 4.3 Analogy-based Preference Learning

### 4.3.1 Motivation

The notion of analogical proportions and their formalization has raised a trend of interest in the last two decades [40, 70, 63, 47, 53]. Moreover analogical proportion-based classifiers have been designed and experienced with success [2, 45, 15], first for Boolean and then for nominal and numerical attributes. In this case, the predicted mark is the label of the class. Although it is not intuitively obvious why analogical proportion-based inference may work well, one may notice that such a proportion enforces a parallel between four situations in such a way that the change between $a$ and $b$ is the same as the change between $c$ and $d$. So this inference exploits co-variations.

One may wonder if what is working in classification may also be applied to preference prediction. The aim of work is to check whether analogical proportions may be a suitable tool for predicting preferences. The problem considered is no longer to predict a class for a new item, but a preference relation between two items on the basis of a set of examples made of known comparisons applying to pairs of items. This set of examples plays the role of a case base, where a case is just a pair of vectors describing the two items together with information saying what item is preferred.

Preference learning has become a popular artificial intelligence topic [28, 24, 35, 29]. Preference learning often relies on the assumption that data sets are massively available. Interestingly enough, analogical proportion-based inference may work with a rather small amount of examples, as we shall see. Preference-learning approaches often rely on the hypothesis that known preferences agree with a unique unknown aggregation function or with a conditional preference structure that has to be identified. Analogical proportionbased methods extrapolate predictions from known cases without looking for some underlying explanation model.

### 4.3.2 Contributions

In order to study the ability of analogical proportions to predict new preference relations from a given set of such relations, while avoiding the generation of contradictory tradeoffs, we propose different "Analogy-based Preference Learning" algorithms (APL algorithms for short). The criteria are assumed to be evaluated on a scale $S=\{1,2, \ldots, k\}$. Given a set $E=\left\{\overrightarrow{e^{j}}: \overrightarrow{x^{j}} \succeq \overrightarrow{y^{j}}\right\}$ of preference examples, where $\succeq$ is a preference relation telling us that choice $\overrightarrow{x^{j}}$ is preferred to choice $\overrightarrow{y^{j}}$.

Given a new pair of items $\vec{d} \notin E$ for which preference is to be predicted, we present two types of algorithms for predicting preferences in the following, corresponding respectively to the "vertical reading" (first pattern) that exploits triples of pairs of items, and to
"horizontal reading" (second pattern) where pairs of items are taken one by one.

## Analogy-based Preference Learning: Boolean setting

A first attempt to treat Analogy-based Preference Learning has been developed in [5] that applies the vertical reading and focus only on the Boolean view of analogical Proportions. In this contribution, two algorithms are proposed that look for triples of preferences appropriate for a prediction. The first one only exploits the given set of examples. The second one completes this set with new preferences deducible from this set under a monotony assumption. This completion is limited to the generation of preferences that are useful for the requested prediction. The predicted preferences should fit with the assumption that known preferences agree with a unique unknown weighted average.

Given a new item $\vec{d}:(\vec{x}, \vec{y})$ whose preference is to be predicted, the basic principle of $A P L$ is to find the good triples $(\vec{a}, \vec{b}, \vec{c})$ of examples in $E$ (or if possible in $\operatorname{comp}(E)$ ) that form with $\vec{d}$ either the non-contradictory trade-offs pattern (considered in first), or one of the three analogical proportion-based inference patterns (described in Section 1.2.2 of Chapter 1). Such triples, when applicable, will help to guess the preference of $\vec{d}$ by applying a majority vote on the solutions provided by each of these triples.

Let us consider one of the basic patterns:

$$
\begin{gathered}
\vec{a}: x_{-i} \alpha \succeq y_{-i} \beta \\
\vec{b}: x_{-i} \gamma \preceq y_{-i} \delta \\
\vec{c}: v_{-j} \alpha \succeq w_{-j} \beta \\
\vec{d}: v_{-j} \gamma ? w_{-j} \delta
\end{gathered}
$$

where preference of $\vec{d}$ is unknown.
The $A P L$ can be described by this basic process:

- For a given $\vec{d}$, search for good triples in $E$.
- In case no good triples could be found in $E$, search for such triples in $\operatorname{comp}(E)$.
- Apply a majority vote on the candidate solutions of these good triples to predict the preference of $\vec{d}$.

The process of searching for good triples can be summarized by the following 3 steps:

1. Find good $\vec{c}$ : In the basic pattern, we can see that the item $\vec{c}$ may be any example in the set $E$ which is identical to $\vec{d}$ except on one criterion that is denoted by its index $j$. The intuitive idea of $A P L$ is to start by searching for the best examples $\vec{c} \in E$ that fit the basic pattern considered. As $j$ may be any index in the set of criteria,
a loop on all possible criteria $j \in\{1, \ldots, n\}$ should be executed in order to find $j$. Once a candidate $\vec{c}$ is found, this helps to also fix parameters $\alpha, \beta, \gamma$ and $\delta$ for the current candidate triple. We save such parameters as param $=\{\alpha, \beta, \gamma, \delta, j\}$.
2. Find good $\vec{a}$ : Once parameters $\alpha$ and $\beta$ are fixed for each example $\vec{c}$, it is easy to find a good example $\vec{a} \in E$ in which $\alpha$ and $\beta$ appears on the same criterion, indexed by $i$. As in the case of $\vec{c}$, a similar process is to be applied to find such examples $\vec{a}$. This helps to fix a new parameter $i$ and update the set of parameters to be param $=\{\alpha, \beta, \gamma, \delta, j, i\}$.
3. Find good $\vec{b}$ : As a result of the previous step, to each candidate pair $(\vec{a}, \vec{c})$ along with $\vec{d}$ corresponds a set of candidate parameters param $=\{\alpha, \beta, \gamma, \delta, j, i\}$. The last step is to find all good examples $\vec{b} \in E$ to enclose the triple $(\vec{a}, \vec{b}, \vec{c})$, i.e., those that fit exactly the pattern: $p: x_{-i} \gamma, y_{-i} \delta$ regardless of the sign of the preference relation.

The next step of the $A P L$ is to predict preference based on the selected good triples. Each candidate triple helps to predict an atomic preference solution for $\vec{d}$ by inference based on any of the previous patterns described in Section 1.2.2. A global preference solution is computed through a majority vote applied on all atomic solutions and finally assigned to $\vec{d}$.

As expected, the proposed $A P L$ may fail in case no examples $\vec{c}$ (or $\vec{a}$, or $\vec{b}$ ) could be found in the set $E$ especially when $E$ has a limited size. To overcome this problem, we expand the set $E$ and search for examples $e$ in $\operatorname{comp}(E)$.

For any example $e \in E$ s.t.: $e: x_{-i} \alpha \succeq y_{-i} \beta$, one may produce a new valid preference example by dominance (monotony) defined as:

$$
\begin{align*}
& \text { newe } \in \operatorname{comp}(E) \text { iff newe }: n e w x_{-i} \alpha \succeq n e w y_{-i} \beta \\
& \quad \text { and } n e w x_{-i} \geq x_{-i} \text { and } y_{-i} \geq n e w y_{-i} \tag{4.1}
\end{align*}
$$

For any relation $e$ with opposite preference sign corresponds a newe by reversing the operators.

## Algorithms

Based on the previous ideas, two different algorithms for predicting preferences are proposed. The first alternative is to look at all good triples $(\vec{a}, \vec{b}, \vec{c}) \in E$ that provide a solution for the item $\vec{d}$. This first option is described by Algorithm 5.

In case Algorithm 5 fails to find good triples, the second alternative (described by Algorithm 6) aims at expanding the set of preference examples $E$ by searching for good triples $(\vec{a}, \vec{b}, \vec{c})$ in $\operatorname{comp}(E)$. In this set, examples are produced by applying dominance (monotony) on elements found in $E$.

```
Algorithm 5 APP with restricted set
    Input: a training set \(E\) of examples with known preferences
    a new item \(\vec{d} \notin E\) whose preference is unknown.
    PredictedPref \(=\) false
    Preprocess: \(S_{(\vec{a}, \vec{b})}=\) FindPairs \((E)\).
    CandidateVote(p) \(=0\), for each \(p \in\{\preceq, \succeq\}\)
    for each \(\vec{c} \in E\) do
        if IsGood \((\vec{c})\) then
            for each \((\vec{a}, \vec{b}) \in S_{(\vec{a}, \vec{b})}\) do
            if \(\operatorname{IsGood}(\vec{a})\) AND IsGood \((\vec{b})\) then
                    \(p=\operatorname{Sol}(\vec{a}, \vec{b}, \vec{c}, \vec{d})\)
                    CandidateVote \((p)++\)
            end if
            end for
        end if
    end for
    \(\operatorname{maxi}=\max \{\) CandidateV ote \((p)\}\)
    if maxi \(\neq 0\) AND unique (maxi, CandidateV ote \((p))\) then
        Preference \((\vec{d})=\operatorname{argmax}_{p}\{\) CandidateVote \((p)\}\)
        PredictedPref \(=\) true
    end if
    if PredictedPref then
        returnPreference \((\vec{d})\)
    else
        return (not predicted)
    end if
```


## Analogy-based Preference Learning: extension to the Multi-valued setting

The analogy-based Preference Learning approaches that handle nominal or numerical attribute values and deals with the multi-valued setting of AP, defined in Chapter 2, are presented in [6] . In this contribution, two approaches based on analogical proportions are presented and compared to previous works. The first one uses triples of pairs of items for which preferences are known and which make analogical proportions, altogether with the new pair. These proportions express attribute by attribute that the change of values between the items of the first two pairs is the same as between the last two pairs. This provides a basis for predicting the preference associated with the fourth pair, also making sure that no contradictory trade-offs are created. Moreover, we also consider the option that one of the pairs in the triples is taken as a k-nearest neighbor of the new pair. The second approach exploits pairs of compared items one by one: for predicting the preference between two items, one looks for another pair of items for which the preference is known such that, attribute by attribute, the change between the elements of the first pair is the same as between the elements of the second pair. The two approaches agree with

```
Algorithm 6 APP with a completion set
    Input:a training set \(E\) of examples with known preferences
    a new item \(\vec{d} \notin E\) whose preference is unknown.
    Preprocess: \(S_{(\vec{a}, \vec{b})}=\operatorname{FindPairs}(E)\).
    if \(\operatorname{Algo1}(\vec{d}, E)=\) not predicted then
        CandidateVote \((\mathrm{p})=0\), for each \(p \in\{\preceq, \succeq\}\)
        for each \(\vec{c} \in E\) do
            \(n e w_{\vec{c}}=\operatorname{comp}(\vec{c})\)
            for each \((\vec{a}, \vec{b}) \in E \times E\) do
            if \(\operatorname{IsGood}(\vec{a})\) AND IsGood \((\vec{b})\) then
                    \(p=\operatorname{Sol}\left(\vec{a}, \vec{b}, n e w_{\vec{c}}, \vec{d}\right)\)
                    CandidateV ote \((p)++\)
            end if
        end for
        if CandidateVote(p) \(=0\), for each \(p \in\{\preceq, \succeq\}\) then
            for each \(\vec{a} \in E\) do
                \(n e w_{\vec{b}}=\operatorname{comp}(\vec{b})\)
                    if \(\operatorname{IsGood}(\vec{a})\) AND \(\operatorname{IsGood}\left(n e w_{\vec{b}}\right)\) then
                        \(p=\operatorname{Sol}\left(\vec{a}, n e w_{\vec{b}}, n e w_{\vec{c}}, \vec{d}\right)\)
                        CandidateVote \((p)++\)
                    end if
            end for
            end if
        end for
    end if
    Preference \((\vec{d})=\operatorname{argmax}_{p}\{\) CandidateVote \((p)\}\)
    return Preference \((\vec{d})\)
```

the postulates underlying weighted averages and more general multiple criteria aggregation models. In this contribution, two new algorithms implementing these methods are suggested and tested on a variety of datasets.
$A P L_{3}$ : The basic principle of $A P L_{3}$ is to find triples $t(\vec{a}, \vec{b}, \vec{c})$ of examples in $E^{3}$ that form with $\vec{d}$ either the non-contradictory trade-offs pattern (considered in first), or the analogical proportion-based inference pattern. For each triple $t(\vec{a}, \vec{b}, \vec{c})$, we compute an analogical score $A_{t}(\vec{a}, \vec{b}, \vec{c}, \vec{d})$ that estimates the extent to which it is in analogy with the item $\vec{d}$ using Formula 2.1 in Chapter 2, where $P$ refers to definition $A$ of AP in this context. Then to guess the final preference of $\vec{d}$, for each possible solution, we first cumulate these atomic scores provided by each of these triples in favor of this solution and finally we assign to $\vec{d}$ the solution with the highest score. In case of ties, a majority vote is applied.

The $A P L_{3}$ can be described by this basic process:

- For a given $\vec{d}$ whose preference is to be predicted.
- Search for solvable triples $t \in E^{3}$ that make the analogical proportion, linking the 4 preference relations of the triple elements with $\vec{d}$, valid (the preference relation between the 4 items satisfy one of the vertical pattern given in Section 4.2).
- For each triple $t$, compute the analogical score $A_{t}(\vec{a}, \vec{b}, \vec{c}, \vec{d})$.
- Compute the sum of these scores for each possible solution for $\vec{d}$ and assign to $\vec{d}$, the solution with the highest score.
$A P L_{1}:$
Applying the "horizontal reading" (second pattern), we consider only one item $\vec{a}$ at a time and apply a comparison with $\vec{d}$ in terms of pairs of vectors rather than comparing simultaneously 4 preferences, as with the first pattern. From a preference $\vec{a}: \overrightarrow{a^{1}} \succeq \overrightarrow{a^{2}}$ such that $\left(\overrightarrow{a^{1}}, \overrightarrow{a^{2}}, \overrightarrow{d^{1}}, \overrightarrow{d^{2}}\right)$ is in analogical proportion, one extrapolates that the same preference still holds for $\vec{d}: \overrightarrow{d^{1}} \succeq \overrightarrow{d^{2}}$. A similar process is applied in [26] that they called analogical transfer of preferences.

Following this logic, for each item $\vec{a}$ in the training set, an analogical score $A\left(\overrightarrow{a^{1}}\right.$, $\left.\overrightarrow{a^{2}}, \overrightarrow{d^{1}}, \overrightarrow{d^{2}}\right)$ is computed. As in case of the vertical reading, these atomic scores are accumulated for each possible solution for $\vec{d}$ (induced from items $\vec{a}$ ). Finally, the solution with the highest score is assigned to $\vec{d}$.

The $A P L_{1}$ can be described by this basic process:

- For a given $\vec{d}: \overrightarrow{d^{1}}, \overrightarrow{d^{2}}$ whose preference is to be predicted.
- For each item $\vec{a} \in E$, compute the analogical score $A\left(\overrightarrow{a^{1}}, \overrightarrow{a^{2}}, \overrightarrow{d^{1}}, \overrightarrow{d^{2}}\right)$.
- Compute the sum of these scores for each possible solution for $\vec{d}$ and assign to $\vec{d}$, the solution with the highest score.


## Algorithms

Based on the above ideas, we propose two different algorithms for predicting preferences. Let $E$ be a training set of examples whose preference is known. Algorithms 7 and 8 respectively describe the two previously introduced procedures $A P L_{3}$ and $A P L_{1}$. Note that in Algorithm 7, to evaluate the analogical score $A_{t}(\vec{a}, \vec{b}, \vec{c}, \vec{d})$ for each triple $t$, we choose to consider all the possible arrangements of items $\vec{a}, \vec{b}$ and $\vec{c}$, i.e., for each item $\vec{x}$, both $\vec{x}: \overrightarrow{x^{1}} \preceq \overrightarrow{x^{2}}$ and $\overrightarrow{x^{\prime}}: \overrightarrow{x^{2}} \succeq \overrightarrow{x^{1}}$ are to be evaluated. The function FindCandidateTriples $(t)$ helps to find such candidate triples. Since we are dealing with triples in this algorithm, $2^{3}$ candidate triples are evaluated for each triple $t$. The final score for $t$ is that corresponding to the best score among its candidate triples. In both Algorithms 7 and $8, P(\vec{x})$ returns the preference sign of the preference relation for $\vec{x}$.

For $A P L_{3}$, we also consider another alternative in order to drastically reduce the number of triples to be investigated. This alternative follows exactly the same process described by Algorithm 7 except one difference: instead of systematically surveying $E^{3}$, we restrict the search for solvable triples $t(\vec{a}, \vec{b}, \vec{c})$ by constraining $\vec{c}$ to be one of the $k$-nearest neighbors of $\vec{d}$ w.r.t. Manhattan distance ( $k$ is a parameter to be tuned). This option allows us to decrease the complexity of $A P L_{3}$ that become quadratic instead of being cubic. We denote $A P L_{3}(N N)$ the algorithm corresponding to this alternative.

```
Algorithm 7 APL3
    Input: a training set \(E\) of examples with known preferences
    a new item \(\vec{d} \notin E\) whose preference \(P(\vec{d})\) is unknown.
    \(\operatorname{SumA}(\mathrm{p})=0\) for each \(p \in\{\preceq, \succeq\}\)
    Best \(A_{t}=0, S=\emptyset\), BestSol \(=\emptyset\)
    for each triple \(t=(\vec{a}, \vec{b}, \vec{c})\) in \(E^{3}\) do
        \(\mathrm{S}=\) FindCandidateTriples(t)
        for each candidate triple \(c t=\left(\overrightarrow{a^{\prime}}, \overrightarrow{b^{\prime}}, \overrightarrow{c^{\prime}}\right)\) in S do
            if \(\left(P\left(\overrightarrow{a^{\prime}}\right): P\left(\overrightarrow{b^{\prime}}\right):: P\left(\overrightarrow{c^{\prime}}\right): x\right.\) has solution \(\left.p\right)\) then
                \(A_{t}=\operatorname{Min}\left(A\left(a_{1}^{\prime}, b_{1}^{\prime}, c_{1}^{\prime}, d_{1}\right), A\left(a_{2}^{\prime}, b_{2}^{\prime}, c_{2}^{\prime}, d_{2}\right)\right)\)
            if \(\left(A_{t}>\operatorname{Best} A_{t}\right)\) then
                Best \(A_{t}=A_{t}\)
                BestSol \(=\operatorname{Sol}(c t)\)
            end if
            end if
        end for
        \(\operatorname{SumA}(\) BestSol \()+=\) Best \(_{t}\)
    end for
    \(\operatorname{maxi}=\max \{S u m A\}\)
    if \((\operatorname{maxi} \neq 0)\) then
        if (unique \((\operatorname{maxi}, S u m A)\) ) then
            \(P(\vec{d})=\operatorname{argmax}_{p}\{\operatorname{Sum} A\}\)
        else
            Majority vote
        end if
    else
        No Prediction
    end if
    return \(P(\vec{d})\)
```


### 4.3.3 Experimental validation

To evaluate the proposed APL algorithms in the Boolean or numerical setting, we have developed an experimental study based on five datasets, the two first ones are synthetic data generated from different functions: weighted average, Tversky's additive difference and Sugeno Integral described in the following.

```
Algorithm 8 APL1
    Input: a training set \(E\) of examples with known preferences
    a new item \(\vec{d} \notin E\) whose preference \(P(\vec{d})\) is unknown.
    \(\operatorname{SumA}(\mathrm{p})=0\) for each \(p \in\{\preceq, \succeq\}\)
    BestA=0, BestSol \(=\emptyset\)
    for each \(\vec{a}\) in \(E\) do
        \(\operatorname{Best} A=\max \left(A\left(a_{1}, a_{2}, d_{1}, d_{2}\right), A\left(a_{2}, a_{1}, d_{1}, d_{2}\right)\right)\)
        if \(\left(A\left(a_{1}, a_{2}, d_{1}, d_{2}\right)>A\left(a_{2}, a_{1}, d_{1}, d_{2}\right)\right)\) then
            BestSol \(=P(\vec{a})\)
        else
            BestSol \(=\operatorname{not} P(\vec{a})\)
        end if
        SumA \((\) BestSol \()+=\) BestA
    end for
    \(\operatorname{maxi}=\max \{S u m A\}\)
    if \((\operatorname{maxi} \neq 0)\) then
        if (unique (maxi, SumA)) then
            \(P(\vec{d})=\operatorname{argmax}_{p}\{\operatorname{Sum} A\}\)
        else
            Majority vote
        end if
    else
        No Prediction
    end if
    return \(P(\vec{d})\)
```

- Datasets 1: we consider only 3 criteria in each preference relation i.e., $n=3$. We generate different type of datasets:

1. Examples in this dataset are first generated using a weighted average function (denoted $W A$ in Table 4.1) with $0.6,0.3,0.1$ weights respectively for criteria 1,2 and 3.
2. The second artificial dataset (denoted $T V$ in Table 4.1) is generated using a Tversky's additive difference model [65], i.e. an alternative $a$ is preferred over $b$ if $\sum_{i=1}^{n} \Phi_{i}\left(a_{i}-b_{i}\right) \geq 0$, where $\Phi_{i}$ are increasing and odd real-valued functions. For generating this dataset, we used the piecewise linear functions described in [6].
3. Then, we generate this dataset using weighted max and weighted min which are particular cases of Sugeno integrals, namely using the aggregation functions defined as follows:

$$
\begin{gathered}
S_{\text {Max }}=\max _{i=1}^{n}\left(\min \left(v_{i}, w_{i}\right)\right), \\
S_{\text {Min }}=\min _{i=1}^{n}\left(\max \left(v_{i}, 6-w_{i}\right)\right),
\end{gathered}
$$

where $v_{i}$ refers to the value of criterion $i$ and $w_{i}$ represents its weight. In this case, we tried two different sets of weights : $w_{1}=5,4,2$ and $w_{2}=5,3,3$, respectively for criteria 1,2 and 3.

- Datasets 2: we expand each preference relation to support 5 criteria, i.e: $n=5$. We apply the weights $0.4,0.3,0.1,0.1,0.1$ in case of weighted average function and $w_{1}=5,4,3,2,1$ and $w_{2}=5,4,4,2,2$ in case of Sugeno integral functions. For generating the second dataset (TV), we used the following piecewise linear functions given in [6]. For the two datasets, weights are fixed on a empirical basis, although other choices have been tested and have led to similar results.

For both datasets, each criterion is evaluated on a scale with 5 levels, i.e., $S=$ $\{1, \ldots, 5\}$.

To check the applicability of APL algorithms, we also evaluate their efficiency on real data. We consider the following three datasets.

- The Food dataset (https://github.com/trungngv/gpfm) contains 4036 user preferences among 20 food menus picked by 212 users. Features represent 3 levels of user hunger; the study is restricted to 5 different foods.
- The University dataset (www.cwur.org) includes the top 100 universities from the world for 2017 with 9 numerical features such as national rank, quality of education, etc.
- The Movie-Lens dataset (https://grouplens.org) includes users responses in a survey on how serendipitous a particular movie was to them. It contains 2150 user preferences among different movies picked by different users.


## Results of the Boolean setting

Figures 4.1 and 4.2 show prediction accuracies of $A P L$ algorithms in case of Boolean setting respectively for Datasets 1 and 2 for different sizes of each dataset and different weights (see curves "Algo1_ $w_{i}(E)$ " and "Algo2_ $w_{i}(E)$ "; the used sets of weights and other curves using Inter $E$ data are defined in [5]).

The previous results show the effectiveness of Algorithm 2 as preference predictor which fits with a given weighted average used to produce the preference examples especially for small number of criteria.

It is worth pointing out that the predicted preferences have been evaluated as being valid, or not, on the basis of 3 weighted averages, the ones used for generating the dataset with its three versions. It is clear that a given set $E$ of preference examples is compatible


Figure 4.1: Prediction accuracies for Dataset 1 with 3 criteria and different sizes of subsets of data.


Figure 4.2: Prediction accuracies for Dataset 2 with 5 criteria and different dataset sizes
with a more large collections of weights. Strictly speaking a prediction is valid if it is correct with respect to at least one of the collections of weights compatible with $E$. As already said, determining all the extreme points of the polytope of the weights compatible with $E$ is quite tricky. So in the above reported experiments, we have compared the prediction to ones obtained by using the weighted averages used in the generation of the training set, and thus the reported accuracies are lower bounds of the true accuracies.

## Results of the multi-valued setting

Tables 4.1 and 4.2 provide prediction accuracies respectively for synthetic and real datasets for the three proposed $A P L$ algorithms as well as Algorithm 1 described in [26] (denoted here "FH18") in the multi-valued setting. The best accuracies for each dataset size are highlighted in bold.

Results in Table 4.1 and 4.2 show that:

- For synthetic data and in case of datasets generated from a weighted average, it is

Table 4.1: Prediction accuracies for Dataset 1 and Dataset 2

clear that $A P L_{3}$ achieves the best performances for almost all dataset sizes. $A P L_{1}$ is just after. Note that these two algorithms record all triples/items analogical scores for prediction. We may think that it is better to use all the training set for prediction to be compatible with weighted average examples.

- In case of datasets generated from a Sugeno integral, $A P L 1$ is significantly better than other algorithms for most datasets sizes and for the two weights $W_{1}$ and $W_{2}$.
- If we compare results of the three types of datasets: the one generated from a weighted average, from Tversky's additive difference or from a Sugeno integral, globally, we can see that the accuracy obtained for a Sugeno integral dataset is the best in case of datasets with 3 criteria (see for example APL1). For datasets with 5 criteria, results obtained on weighted average datasets are better than on the two others. While results obtained for Tversky's additive difference datasets seem less

Table 4.2: Prediction accuracies for real datasets

| Dataset | Size | APL3 | APL3(NN) | $k^{*}$ | APL1 | FH18 | $N^{*}$ |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| Food | 200 | $61.3 \pm 8.32$ | $\mathbf{6 3 . 0} \pm \mathbf{9 . 6 4}$ | 15 | $61.05 \pm 9.34$ | $57.55 \pm 10.41$ | 13 |
|  | 1000 | - | $\mathbf{7 3 . 1 6} \pm \mathbf{3 . 9 9}$ | 20 | $63.11 \pm 5.0$ | $63.11 \pm 5.54$ | 20 |
| Univ. | 200 | $73.6 \pm 9.67$ | $\mathbf{8 0 . 0} \pm \mathbf{8 . 0 3}$ | 14 | $73.6 \pm 8.47$ | $75.7 \pm 8.29$ | 12 |
|  | 1000 | - | $\mathbf{8 7 . 9} \pm \mathbf{3 . 0 4}$ | 17 | $76.76 \pm 3.86$ | $83.74 \pm 3.26$ | 12 |
| Movie | 200 | $51.9 \pm 14.72$ | $49.1 \pm 15.2$ | 19 | $\mathbf{5 2 . 9 3} \pm \mathbf{1 3 . 5 2}$ | $48.61 \pm 14.26$ | 15 |
|  | 1000 | - | $\mathbf{5 5 . 0 6} \pm \mathbf{4 . 5 1}$ | 23 | $54.48 \pm 4.7$ | $53.38 \pm 5.32$ | 10 |

accurate in most cases.

- For real datasets, it appears that $A P L_{3}(N N)$ is the best predictor for most tested datasets. To predict user preferences, rather than using all the training set for prediction, we can select a set of training examples, those where one of them is among the k-nearest neighbors.
- $A P L_{3}(N N)$ seems less efficient in case of synthetic datasets. This is due to the fact that synthetic data is generated randomly and applying the NN -approach is less suitable in such cases.
- If we compare $A P L$ algorithms to Algorithm1 "FH18", we can see that $A P L_{3}$ outperforms the latter in case of synthetic datasets. Moreover, $A P L_{3}(N N)$ is better than "FH18" in case of real datasets.
- $A P L$ algorithms achieve the same accuracy as Algorithm 1 in [5] with a very small dataset size (for the dataset with 3 criteria built from a weighted average, only 200 examples are used by $A P L$ algorithms instead of 1000 examples in [5] to achieve the best accuracy: See the left side of Figure 4.1 for results without completion). The two algorithms have close results for the Food dataset.
- Comparing vertical and horizontal approaches, there is no clear superiority of one view (for the tested datasets).

In Tables 4.3 and 4.4, we compare the best results obtained with our algorithms to the accuracies obtained by finding the weighted sum that best fits the data in the learning sets. The weights are found by using linear programming as explained in [6].

Table 4.3 displays the results obtained using the synthetic datasets generated according to Tverski's model. The results for datasets generated by a weighted average or a Sugeno integral are not reproduced in this table because the weighted sum (WSUM) almost always reaches an accuracy of $100 \%$. Only in three cases on thirty, its accuracy is slightly lower, with a worst performance of $97.5 \%$. This is not unexpected for datasets generated by means of a weighted average, since WSUM is the right model in this case. It is more surprising for data generated by a Sugeno integral (even if we have only dealt here with particular cases), but we get here some empirical evidence that the Sugeno integral can be well-approximated by a weighted sum. The results are quite different for datasets generated by Tversky's model. WSUM shows the best accuracy in two cases; APL1 and APL3,
also in two cases each. Tversky's model does not lead to transitive preference relations, in general, and this may be detrimental to WSUM that models transitive relations.

Table 4.3: Prediction accuracies for artificial datasets generated by the Tverski model

| Dataset | Size | APL3 | APL1 | WSUM |
| :--- | :---: | :--- | :--- | :--- |
| TV (3 features) | 50 | $\mathbf{8 7 . 8} \pm \mathbf{1 2 . 8 6}$ | $86.8 \pm 14.28$ | $82.00 \pm 17.41$ |
|  | 100 | $89.6 \pm 9.43$ | $88.0 \pm 9.6$ | $\mathbf{9 3 . 0 0} \pm \mathbf{8 . 2 3}$ |
|  | 200 | $81.25 \pm 5.48$ | $90.1 \pm 5.18$ | $\mathbf{9 1 . 0 0} \pm \mathbf{6 . 4 3}$ |
| TV (5 features) | 50 | $\mathbf{8 9 . 4} \pm \mathbf{1 5 . 0 8}$ | $89.2 \pm 14.85$ | $84.00 \pm 15.78$ |
|  | 100 | $90.2 \pm 8.18$ | $\mathbf{9 1 . 4} \pm \mathbf{8 . 0 3}$ | $87.00 \pm 9.49$ |
|  | 200 | $91.1 \pm 6.33$ | $\mathbf{9 1 . 9} \pm \mathbf{6 . 0 6}$ | $85.50 \pm 6.53$ |

Table 4.4 compares the accuracies obtained with the real datasets. WSUM yields the best results for all datasets except for the "Food" dataset, size 1000.

Table 4.4: Prediction accuracies for real datasets

| Dataset | Size | APL3(NN) | APL1 | WSUM |
| :--- | :---: | :--- | :--- | :--- |
| Food | 200 | $63.0 \pm 9.64$ | $61.05 \pm 9.34$ | $\mathbf{6 4 . 0 0} \pm \mathbf{2 0 . 1 1}$ |
|  | 1000 | $\mathbf{7 3 . 1 6} \pm \mathbf{3 . 9 9}$ | $63.11 \pm 5.0$ | $61.10 \pm 10.19$ |
| Univ. | 200 | $80.0 \pm 8.03$ | $73.6 \pm 8.47$ | $\mathbf{9 9 . 5 0} \pm \mathbf{1 . 5 8}$ |
|  | 1000 | $87.9 \pm 3.04$ | $76.76 \pm 3.86$ | $\mathbf{8 8 . 7 0} \pm \mathbf{2 1 . 4 3}$ |
| Movie | 200 | $49.1 \pm 15.2$ | $52.93 \pm 13.52$ | $\mathbf{6 9 . 5 0} \pm \mathbf{1 8 . 7 7}$ |
|  | 1000 | $55.06 \pm 4.51$ | $54.48 \pm 4.7$ | $\mathbf{7 7 . 6 0} \pm \mathbf{1 6 . 9 3}$ |

These examples suggest that analogy-based algorithms may surpass WSUM in some cases. However, the type of datasets for which it takes place is still to be determined.

### 4.3.4 Scientific impact

This research has been carried out in the context of the Master thesis of Toumather Nesibi and has been published in two international conferences (see [5, 6]).

### 4.4 Conclusion

The results presented in the previous section confirm the interest of considering analogical proportions for predicting preferences, which was the primary goal of this work since such an approach has been proposed only recently. We observed that analogical proportions yield a better accuracy as compared to a weighted sum model for certain datasets (TV, among the synthetic datasets and Food, as a real dataset). Determining for which datasets this tends to be the case requires further investigation.

Analogical proportions may be a tool of interest for creating artificial examples that are useful for enlarging a training set, see, e.g., [7]. It would be worth investigating to see if such enlarged datasets could benefit to analogy-based preference learning algorithms as well as to the ones based on weighted sum.

## Chapter 5

## Discussions and future works

### 5.1 Introduction

Comparing objects or situations and identifying in what respects they are identical (or similar) and in what respects they are different, is a basic type of operations at the core of many intelligent activities. In particular, proportions are a matter of comparison between pairs of objects or situations, where a comparison has already been done inside the pairs.

It is only in the last decade that analogical proportions, i.e., statements of the form $a$ is to $b$ as $c$ is to $d$, where each item refers to a situation described by a vector of feature values, have been formalized first in terms of subsets of properties that hold true in a given situation [40, 63], and then in a logical manner [47]. Quite early, it was shown that a formal view of analogical proportions may be the basis of a new type of classifier that performs well on some difficult benchmarks [2,45]. This was confirmed by other implementations directly based on a logical view of analogical proportions [8].

Besides, it was shown that analogical proportions belong to a larger family of socalled logical proportions that relate a 4-tuple of Boolean variables [50], where the 8 codeindependent logical proportions are of particular interest since their truth status remain unchanged if a property is encoded positively or negatively. These 8 logical proportions divide into 4 homogeneous proportions, which include the analogical proportion and 3 related proportions, and 4 heterogeneous proportions [54]. An heterogeneous proportion expresses the idea that there is an intruder among the 4 truth values, which is forbidden to appear in a specific position.

This habilitation was devoted to study the merits of homogeneous (especially analogical) and heterogeneous proportions and their applications in two different domains in AI: Classification and Preference Learning.

The rest of this chapter is organized as follows: Section 5.2 summarizes the main
contributions related to classification and preference learning problems. A discussion regarding the proposed approaches as well as their limits are detailed in Section 5.3. Section 5.4, discusses the possible extensions and new applications of logical proportions in the future works.

### 5.2 Main contributions

### 5.2.1 First application of Logical Proportions: Classification

This section summarizes our first contribution in this habilitation devoted to the first application of logical proportions (homogeneous and heterogenous ones) to classification problems.

## Analogy-based classification

In the first part of this habilitation, we have investigated the study of Analogical Proportions and their efficiency in the classification task. Analogical proportions have been, in particular, formalized in Boolean, nominal and numerical settings. In all cases if the analogical proportion holds, one of the fourth components of the proportion can be computed from the three others.

Based on this analogical inference, we have proposed diverse classification approaches in the first part of this habilitation. Analogical classifiers look for all triples of examples in the sample set that are in analogical proportion with the item to be classified on a maximal number of attributes and for which the corresponding analogical proportion equation on the class has a solution. To classify a new item, we specially emphasize an approach where the whole set of triples that can be built from the sample set is not considered. We just focus on a small part of the candidate triples. Namely, in order to restrict the scope of the search, we first look for examples that are as similar as possible to the new item to be classified. We then only consider the pairs of examples presenting the same dissimilarity as between the new item and one of its closest neighbors. Then the classification is made on the basis of an additive aggregation of the truth values corresponding to the pairs that can be analogically associated with the pairs made of the target item and one of its nearest neighbors. We then only deal with pairs leading to a solvable analogical equation for the class.

The proposed classification approach provides results as good as previous analogical classifiers with a lower average complexity, both in nominal and numerical cases.

## Oddness-based classification

The classification of a new item may be viewed as a matter of associating it with the class where it is the least at odds w.r.t. the elements already in the class.

In this second part of this habilitation, we first propose two viewpoints for estimating to what extent a new item, described in terms of binary-valued features, fits with a set of existing items. They are respectively based on an oddness index and an evenness index, which in spite of their names, are not exactly the opposite of each other. Both indicators, which refer to one feature, are built from heterogeneous logical proportions, and involve four items, the new item and three others. Heterogeneous proportions express that there is an intruder among four truth values, which is forbidden to appear in a specific position. Global oddness and evenness functions of an item with respect to a set are built from the corresponding indexes by taking all features into account, and then by considering all triples of items in the set.

Moreover the oddness function naturally extends to numerical features and to subsets of items of different sizes (pairs, triples, etc.). Simple classification procedures, based on these global functions, have been developed: a new item is assigned to the class that minimizes oddness or maximizes evenness.

The previous idea, dealing with pairs, have been then confirmed and refined in different ways: First, rather than considering all the pairs in a class, one can only deal with the pairs whose an element is one of the nearest neighbors of the item, in the target class. Second, we choose the second element in the pair also as another nearest neighbor in the class. Although the method relies on the notion of neighbors, the resulting algorithm is far from being a variant of the classical $k$-nearest neighbors approach. The oddness with respect to a class computed only on the basis of pairs made of two nearest neighbors leads to a low complexity algorithm.

Experimental results of oddness-based classifiers on a set of UCI benchmarks show that they are still competitive with regard to state of the art classifiers ( $k$ - $\mathrm{N} \mathrm{N}, \mathrm{SVM}$ ) while having drastically decreased the complexity.

### 5.2.2 Second application of Analogical Proportions: Preference Learning

In the last part of this habilitation, our interest was to study the ability of Analogical Proportions as a tool for predicting user's preference. Given a set of preferences between items taken by pairs and described in terms of nominal or numerical attribute values, Preference Learning aims to predict the preference between the items of a new pair.

In this context, we have proposed and compared two basic preference learning approaches based on analogical proportions. The first one uses triples of pairs of items for which preferences are known and which make analogical proportions, altogether with the new pair. This provides a basis for predicting the preference associated with the fourth pair, also making sure that no contradictory trade-offs are created. Moreover, we also consider the option that one of the pairs in the triples is taken as a k-nearest neighbor of the new pair. The second approach exploits pairs of compared items one by one: for predicting the preference between two items, one looks for another pair of items for which the preference is known such that, attribute by attribute, the change between the elements of the first pair is the same as between the elements of the second pair. As discussed in Chapter 4, the two approaches agree with the postulates underlying weighted averages and more general multiple criteria aggregation models. The reported experiments, both on real data sets and on generated datasets suggest the effectiveness of the approaches.

### 5.3 Discussions

### 5.3.1 Logical Proportions-based Classification

On the basis of the investigation of $A P$-classifier or Oddness/Evenness-based classifiers, we may globally derive the following conclusions:

On the first hand, the $A P$-classifier achieves a reduced complexity when compared to previous analogical classifiers taking into account all triples, while maintaining an accuracy statistically better than the $k$-NN and in many case equivalent to SVM. Nevertheless, the execution time of the $A P$-classifier remains still high due to the exploration of triples of examples during the testing phase. It would remain to find classes of problems where $A P$-classifiers are of particular interest. It may be the case when we have relatively few data at hand. However, it is worth pointing out that the $A P$-classifier relies on ideas quite different from the other existing classifiers, while providing results of similar quality.

As explained in Chapter 2, a rather small number of pair-based predictors are used to classify. It remains to investigate if this is a general property and if it is possible to obtain accurate results by focusing only on a still more restricted number of predictors. Such an approach might be closer to a cognitive attitude where excellent human experts usually focus directly on the few relevant pieces of information for making prediction.

This first work is quite experimental and a complete theoretical investigation has still to be done. [34, 22] have started this investigation. Nevertheless, some questions remain unanswered: for instance, what kind of theoretical accuracy could be expected from analogical classifiers? How well analogical classifiers deal with noise? Is it possible to statically determine the relevant triples to be used for classification? Taking inspiration of a similar work done for $k$-NN [48, 37], we may try to provide answers to some of these
questions in the future.
On the second hand and apart from a formal investigation of the properties of oddness and evenness measures, their merits would need to be studied in greater detail in order, for instance, to more precisely assess the expected accuracy of oddness or evenness-based classifiers. Then, one might think to use them in conformal predictors [62, 67, 66], as first experimented in [12] with an evenness-based classifier. Indeed the oddness measure may be considered as a non conformity measure, while the evenness measure would be a conformity measure. Moreover, as datasets become bigger and bigger, the scalability of analogy-based and oddness-based classifiers is paramount which has to be further investigated in future works.

### 5.3.2 Analogical Proportions-based Preference Learning

The reported experiments, both on real and generated datasets suggest the effectiveness of Analogical Proportions for Preference Learning in a similar way as in classification. However, many remaining issues should be addressed; for example determining the characteristic of the datasets for which Preference Learning approaches perform better requires further investigation.

Moreover in the proposed Preference Learning approach, the experiments have been on training sets generated by means of weighted sums, which is a quite standard aggregation function, and we have obtained good results for rather small subsets of examples. Still it is known that the representation of multiple-criteria preferences may require more general settings such as Choquet integrals [32] where the condition for avoiding contradictory trade-offs is weaker. Adapting the proposed approach to guess preferences generated by such more general settings is a topic for further research.

### 5.4 Research in progress and future works

Analogical proportions have proven to be a valuable tool for diverse application domains in the last decade such as morphological linguistic analysis [64, 38], solving IQ tests such as Raven progressive matrices $[58,21]$ as well as in classification and Preference Learning tasks. It would be interesting to find new domains for which Analogical Proportions may be suitably applied.

### 5.4.1 Future research axe 1: Data expansion

Analogical proportions are not only a tool for classification, but more generally for building up a fourth item starting from three others, thanks to the equation solving process.

As we have seen, this fourth item could be entirely new. Thus, while classifiers like $k$ NN focus on the neighborhood of the target item, analogical classifiers go beyond this neighborhood, and rather than "copying" what emerges among close neighbors, "take inspiration" of relevant information possibly far from the immediate neighborhood.

Some previous works have considered, discussed and experimented the idea of an analogical proportion-based enlargement of a training set, based on triples of examples. In [3], the authors proposed an approach to generate synthetic data to tune a handwritten character classifier. Couceiro et al. [22] presented a way to extend a Boolean sample set for classification using the notion of "analogy preserving" functions that generate examples on the basis of triples of examples in the training set. The authors only tested their approach on Boolean data.

As an attempt to tackle such problem, we have recently developed a new idea of enlarging a training set using analogical proportions [7] as the work in [22], with two main differences: we only consider pairs of examples to predict new examples not in the training set by using continuous analogical proportions which contribute to reduce the complexity to be quadratic instead of cubic, and we test with ordered nominal datasets instead of Boolean ones.

In this last work [7], results obtained by classical machine learning methods such as $k$-NN on the enlarged training set generally improve those obtained by applying these methods to the original training sets. On the other hand, these results, obtained with a smaller level of complexity, are often not so far from those obtained by directly applying the analogical proportion-based classification method on the original training set [15]. It remains to extend this new method to enlarge a training set having numerical attribute values which is a work in progress.

As discussed above, analogical proportions seems to be a tool of interest for creating artificial examples that are useful for enlarging a training set. It would be worth investigating to see if such enlarged datasets could benefit to analogy-based preference learning algorithms as well as to the ones based on weighted sum. Especially in some domain for which the available data remains scarce.

### 5.4.2 Future research axe 2: Continuous Analogy-based classification

As noted in sub-section 5.3.1, the overall complexity of $A P$-classifier is still cubic due to the use of triples during the classification phase which requires more execution time in case of large datasets. This is what motivates us to develop a new family of classifiers still based on analogical proportions but in a different way.

Given a data set, described in terms of discrete, ordered attribute values, we are actually studying the efficiency of simpler classifier that searches for pairs instead of triples during
the classification phase by using contineous analogical proportions which are statements of the form: $a$ is $b$ as $b$ is to $c$, i.e: $b$ can be seen as a midpoint of $a$ and $c$. Let $V=$ $\left\{v_{1}, \cdots, v_{k}\right\}$ be an ordered set of nominal values, then, $v_{i}$ will be regarded as the midpoint of $v_{i-j}$ and $v_{i+j}$ with $j \geq 1$, provided that both $v_{i-j}$ and $v_{i+j}$ exist. For instance, if $V=\{1, \cdots, 5\}$, the analogical proportions $1: 3:: 3: 5$ or $2: 3:: 3: 4$ hold, while $2: x:: x: 5=1$ has no solution. In this work, we aim to show that there is an alternative way for constructing analogical classifiers to handle discrete ordered data. The proposed approach deals with pairs rather than triples of examples since only items $a$ and $c$ are needed to predict $b$ for example (which helps to significantly reduce the execution time).

This last idea has been recently studied and tested with success within the master thesis of Marouane Essid who proposed a set of new $A P$ classifiers that led to encouraging results close to that of $A P$ classifier [15] while reducing the complexity to be quadratic instead of cubic.

### 5.4.3 Future research axe 3: Classification versus Preference Learning: a discussion

It is also interesting to study the relationship between classification and Preference Learning problems. This may help to develop a new formalism that take into consideration the characteristics of both domains and generate a kind of generic approach able to tackle both problems similarly. The intuition behind this statement starts by noting that Preference Learning may be viewed as just a particular case of classification. In fact, it can easily be noticed that a preference relation, denoted $x: x^{1} \succeq x^{2}$ s.t: $x^{1}=\left(x_{1}^{1}, \ldots, x_{n}^{1}\right)$ and $x^{2}=\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)$, can be coded as a new instance $x^{*}$ for classification whose attributes are simply the values of the two vectors $x^{1}$ and $x^{2}$ made in order and its class label is a Boolean value equal to 1 (resp. 0) in case the preference relation is $\succeq$ (resp. $\preceq$ ) namely: $x^{*}=\left\{x_{1}^{1}, \ldots, x_{n}^{1}, x_{1}^{2}, \ldots, x_{n}^{2}, 1\right\}$. It remains to check if the new transformed dataset satisfy the non-contradictory trade off property then evaluate the efficiency of any $A P$ classifier to classify such new transformed dataset.

### 5.4.4 Future research axe 4: Analogical Proportions and Information retrieval

We have also recently investigated a preliminary study to apply analogy between queries and documents for Information Retrieval (IR). For this end, we proposed a new analogical inference to evaluate document relevance for a given query. Based on this inference process, a new matching model for Information Retrieval has been developed and discussed [4]. Experiments carried out on three IR Glasgow test collections highlight the effectiveness of the model if compared to the known efficient Okapi IR model. A deeper investigation on the merits of such matching model as well as its application on a variety
of test collections have still to be performed.

### 5.4.5 Future research axe 5: Analogical Proportions and Arabic Text Mining

Based on these preliminary results obtained in IR, we also aim to tackle new relatedapplication domains and we have just started a new project on Arabic Text Mining using Analogical Proportions within a PHD proposal which is a work in progress.

Finally, one may think to extend such developed analogical models to support similar/close problems by adaptation. This process may be seen as a king of Transfer Learning in which it is required to save the main conclusions or knowledge while solving one problem and then apply it to solve a new but related problem.
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[^0]:    ${ }^{1}$ From now on, we denote $A P$-classifier, any classifier derived from the $A P$ rule

[^1]:    ${ }^{2}$ The geometrical proportion could be retrieved as well, choosing Goguen implication $s \rightarrow t=$ $\min (1, t / s)$ and $s \rightarrow t=1$ if $s=0$, product conjunction $s \wedge t=s \cdot t$, and equivalence $s \equiv t=\min (s / t, t / s)$ [47]. It yields

    $$
    a: b:: c: d=\min \left(\frac{\min \left(1, \frac{b}{a}\right)}{\min \left(1, \frac{d}{c}\right)}, \frac{\min \left(1, \frac{d}{c}\right)}{\min \left(1, \frac{b}{a}\right)}\right) \cdot \min \left(\frac{\min \left(1, \frac{a}{b}\right)}{\min \left(1, \frac{c}{d}\right)}, \frac{\min \left(1, \frac{c}{d}\right)}{\min \left(1, \frac{a}{b}\right)}\right) .
    $$

    with the convention $0 / 0=1$. Clearly, $a: b:: c: d=1$ if and only if $a / b=c / d$. In spite of this nice property, it can be checked that $1 / 2: 0:: 1: 0=1$, which is not satisfactory, since we expect here a value less than 1 [56]. For this reason, we do not consider this option further in this paper.

[^2]:    ${ }^{3}$ Note that in the nominal case, $a: b:: c \quad: \quad d \quad=0$ iff $(a, b, c, d) \in$ $\{(s, t, t, s),(s, s, s, t),(s, s, t, s),(s, t, s, s),(t, s, s, s) \| s, t \in \mathcal{V}\}$, while $A^{*}(a, b, c, d)=0$ only for the patterns of the form $(1,0, s, 1)$ or $(0,1, s, 0), \forall s \in[0,1]$ (and the other patterns obtained from these two by symmetry and central permutation) [25]. As expected, when $s, t \in\{0,1\}$, the two sets of patterns coincide.

[^3]:    ${ }^{1}$ It is clear that when dealing with classification task, $\mathcal{S}$ is just a set of examples, without any repetition, but obviously, its projections componentwise, the $S_{i}$ 's are multisets of Boolean or real values.

