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Abstract
New Approaches for Interference Management in Future Generation

Networks for 5G and Beyond using NOMA
Antoine KILZI

Electronics Department, IMT Atlantique

The ever-increasing demand for higher data rates, greater data volumes, more con-
nected devices, and lower latency requirements have pushed the International Telecom-
munication Union (ITU) to redefine the requirements for International Mobile Telecom-
munications (IMT) for 2020 and beyond, its three main pillars being enhanced Mobile
BroadBand (eMBB), Ultra-Reliable Low-Latency Communications (URLLC) and mas-
sive Machine-Type Communications (mMTC). Various techniques have been proposed
by the academia and the industry in order to satisfy the aforementioned tight require-
ments and to address the challenges of future generation networks. Examples of such
solutions are Non-Orthogonal Multiple Access (NOMA), small cells, Distributed Antenna
Systems (DAS) and Cloud Radio Access Network (C-RAN) systems, Coordinated Mul-
tipoint (CoMP), Unmanned Aerial Vehicules (UAV), Device to Device (D2D) and Full
Duplex (FD) communications. In all these techniques, the underlying problematic is that
of interference management. In fact, the broader problem of interference punctuates the
entire mobile communications field from the design of multiple access schemes (NOMA),
to redefining network architectures (DAS) and coordination frameworks (CoMP), to the
paradigm shifts represented by emerging solutions (UAVs and D2Ds). This thesis re-
volves around the interference management problem for various communication scenarios
consisting of the combination of NOMA with one or several of the aforementioned tech-
niques. The interference cancellation properties provided by the NOMA receivers are
heavily investigated for the dual contexts of system power minimization and throughput
maximization.

In Chapter 2, we tackle the problem of downlink power minimization in a single cell
environment with DAS and using NOMA. First, an existing heuristic for the joint user-
subcarrier-antenna and power assignment with user-rate requirements is extended from
the Centralized Antenna Systems (CAS) context to DAS. Several complexity reduction
techniques are proposed as well as novel Power Allocation (PA) schemes. Then, the inher-
ent potentials of combining NOMA with DAS are investigated. The main contribution of
Chapter 2 is the proposition of a new NOMA serving scheme termed mutual SIC, where
paired users are able to mutually cancel their interferences thanks to the powering of
multiplexed signals from different distributed antennas. The information theoretic condi-
tions enabling mutual SIC are therefore studied, and as a result, the power minimization
heuristics are reshaped to take advantage of the unveiled potentials of DAS with mutual
SIC NOMA.

In Chapter 3, the proposed approaches of Chapter 2 are ported to the context of
Hybrid Distributed Antenna Systems (HDAS) where a subset of the distributed antennas
might face transmit power limitations. Under these practical considerations, meeting the
user-rate requirements is no longer guaranteed, and particular attention is required to
design Resource Allocation (RA) schemes satisfying the problem constraints. Therefore,
optimal PA for HDAS is derived first and its specificities and divergence from DAS are
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thoroughly investigated. This enables the proposal of a simple criterion to guarantee the
existence of viable RA schemes. Afterwards, different strategies are proposed to tackle the
power minimization problem in HDAS, capturing the characteristics of the HDAS scenario
and enabling an efficient recourse to NOMA mutual SIC techniques which proved their
efficiency in reducing the system power.

Chapter 4 is devoted to the generalization of the concepts of mutual SIC to arbitrary
NOMA cluster sizes and for broader transmission scenarios, namely Joint Transmission
(JT) in Coordinated Multipoint (CoMP) systems. A particular care is given to the decod-
ing orders at the users level that are shown to greatly impact both the Power Multiplexing
Constraint (PMC) and the rate constraints for the application of mutual SIC. Therefore,
a new mathematical formalism for the derivation of the generalized mutual SIC conditions
is proposed accounting for both the users decoding orders on one hand, and JT serving on
the other hand. Then, the generalized mutual SIC concept is applied for two-user clusters
(Dual Mutual SIC (DMSIC)) and three-user clusters (Triple Mutual SIC (TMSIC)). The
proposed DMSIC and TMSIC solutions are shown to outperform existing CoMP NOMA
schemes, achieving higher system Spectral Efficiency (SE), while providing greater fairness
among served users.

In Chapter 5, the context of UAV-assisted networks is considered, where a UAV is
dispatched to support a two-cell system with a saturated antenna. Inspired by the advan-
tages of TMSIC from Chapter 4, the UAV positioning problem is formulated to maximize
the chances of applying TMSIC. To that end, a novel mathematical framework is intro-
duced to model the problem of UAV positioning with TMSIC feasibility in mind. The
presented probabilistic framework captures the randomness of Air-to-Ground channel link
characteristics and enables the formulation of TMSIC-seeking UAV placement problems in
probabilistic terms. Several positioning strategies are proposed based on various network
optimization metrics related to the proposed model. The trade-offs between the proposed
strategies are highlighted and the use case scenarios for every positioning technique are
discussed.

In the last chapter, the advantages of mutual SIC are studied for integration in the
context of Device to Device (D2D) inband underlay communication systems, targeting
maximum D2D sum-throughput, and using both Half Duplex and Full Duplex scenarios.
The conditions allowing for mutual SIC between D2D devices and Cellular Users (CUs)
are derived, and necessary and sufficient channel conditions taking into account transmit
power limits and PMCs are identified. A geometrical approach is introduced to efficiently
solve the optimal PA problem with a reduced complexity, enabling optimal global RA
including D2D-CU channel pairing and PA. The implementation of mutual SIC is shown
to provide great complementarity with D2D applications as the interference cancellation
configurations of mutual SIC take advantage of the near-far effect to extend the realm of
application scenarios of classical D2D following interference avoidance schemes.

Keywords: Non-Orthogonal Multiple Access, mutual Successive Interference Can-
cellation, Power Multiplexing Constraint, Power Allocation, Resource Allocation, Water-
filling, Spectral Efficiency, Distributed Antenna Systems, Coordinated Multipoint, Un-
manned Aerial Vehicules, Device to Device, Full Duplex.
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Résumé étendu de la thèse en
français

Introduction générale

De nos jours, la place qu’occupent les communications mobiles dans la société moderne
va bien au-delà de la communauté des experts, puisqu’elles ont contribué à façonner la
société actuelle de manière inédite. L’interaction entre l’offre et la demande suit la loi
de Say, où l’offre génère des applications par lesquelles une plus grande demande surgit,
nécessitant ainsi une offre supplémentaire [1]. Les progrès techniques, qui offrent une plus
grande facilité d’utilisation et des services plus étendus, ont pénétré dans la vie quoti-
dienne des consommateurs et ont considérablement modifié les activités humaines. Cet
effet, associé à la concurrence féroce pour obtenir des parts de marché plus importantes,
pousse les opérateurs de réseaux mobiles (MNO) à faire davantage de battage publicitaire
et, par conséquent, conditionne la société à en attendre toujours plus. Le côté avide étant
déclenché, chaque nouvelle percée technologique (par exemple, la naissance de l’iPhone
en 2007) génère une nouvelle gamme d’applications, qui s’insère dans les habitudes des
sociétés et se transforme en besoins réels, justifiant ainsi une demande supplémentaire à
laquelle l’offre doit faire face. Cette rétroaction auto-renforcée a entraîné une demande
sans cesse croissante de débits de données plus élevés, de volumes de données plus im-
portants, de dispositifs plus connectés, d’exigences de latence plus faibles pour des plans
de données moins chers [2]. Parallèlement, l’émergence de l’Internet des objets (IoT),
des communications de machine à machine et de véhicule à véhicule et d’autres technolo-
gies complexifie considérablement les profils de trafic, imposant aux MNO la contrainte
d’une plus grande flexibilité pour répondre aux diverses demandes des réseaux de généra-
tions actuelle et futures. L’union internationale des télécommunications (ITU) a défini les
besoins en matière de télécommunications mobiles internationales (IMT) pour 2020 et au-
delà, les trois principaux piliers étant les communications mobiles large bande améliorées
(eMBB: diffusion de vidéos 4K, réalité virtuelle et augmentée, etc.), les communications
ultra-fiables à faible latence (URLLC: par exemple, chirurgie à distance, sécurité des trans-
ports) et les communications massives de type machine (mMTC : par exemple, compteurs
intelligents, détection de réseau).

Diverses techniques ont été proposées par le monde universitaire et l’industrie afin
de satisfaire aux exigences strictes susmentionnées et de relever les défis des réseaux de
la future génération. Parmi ces solutions, on peut citer l’accès multiple non orthogonal
(NOMA), les petites cellules, les systèmes d’antennes distribuées (DAS) et les réseaux
d’accès radio de type Cloud-RAN (C-RAN), les communications multipoints coordonnées
(CoMP), les véhicules aériens sans pilote (UAV), les communications de dispositif à dis-
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positif (D2D) et les communications en duplex intégral (FD). Pour toutes ces techniques,
la problématique sous-jacente est celle de la gestion des interférences. En fait, le problème
plus large de l’interférence ponctue tout le domaine des communications mobiles, de la
conception des schémas d’accès multiples (ex. NOMA), à la redéfinition des architectures
de réseau (ex. DAS) et des cadres de coordination (ex. CoMP), jusqu’aux changements
de paradigme représentés par les solutions émergentes (ex. UAVs et D2Ds).

Cette thèse s’articule autour du problème de la gestion des interférences pour divers
scénarios de communication impliquant la combinaison de NOMA avec une ou plusieurs
des techniques mentionnées ci-dessus. Dans un premier temps, les propriétés d’annulation
des interférences des récepteurs NOMA sont étudiées dans le contexte de systèmes d’antennes
distribuées, ce qui donne lieu à un moyen d’annulation totale de l’interférence que nous
baptisons mutual SIC. Il s’en suit des applications de minimisation de la puissance dans
les cellules qui sont étudiées dans les chapitres 2 et 3, ou de maximisation des débits dans
les systèmes CoMP, les systèmes assistés par des UAV, ainsi que les systèmes moyennant
de la communication D2D qui sont étudiés dans une seconde partie de la thèse.

Chapitre 1 : Contexte général
Nous présentons dans ce chapitre une vue d’ensemble des principaux schémas d’accès mul-
tiple, des architectures de réseau et des techniques de communication qui sont abordés
dans la thèse. Nous discutons d’abord de la façon dont le nombre croissant de dispositifs
connectés pousse à l’adoption de la technique NOMA, puis nous présentons les principes
de cette technique appliquée dans le domaine de puissance, en mettant en évidence ses
avantages et en soulignant ses conditions d’application théoriques et pratiques. Ensuite,
nous expliquons les changements de paradigme lors du passage des systèmes d’antennes
centralisées aux architectures distribuées densifiées telles que les DAS et les réseaux C-
RAN. Les techniques spécifiques aux DAS sont présentées du point de vue de l’allocation
des ressources. La densification des réseaux étant limitée par les interférences intercel-
lulaires qu’elle génère, les principes de la CoMP, technique actuellement la plus avancée
pour la coordination des interférences intercellulaires, sont présentés par la suite. Enfin,
le contexte des communications D2D est décrit. Ses capacités à répondre à la demande di-
versifiée et à décharger le trafic de données du cœur du réseau vers ses dispositifs frontaux
sont expliquées. En outre, la relation symbiotique que le D2D entretient avec les commu-
nications en duplex intégral (FD) est détaillée.

Principe de la technique NOMA
Le concept de base du NOMA repose sur l’exploitation du domaine de la puissance pour
servir plusieurs utilisateurs de façon non orthogonale sur un même bloc de ressources
temps-fréquence. Du côté de l’émetteur, les signaux des différents utilisateurs se voient
attribuer des niveaux de puissance différents, et le codage par superposition est utilisé
pour transmettre les signaux combinés des utilisateurs. Nous désignons par G1 et G2 les
signaux multiplexés des utilisateurs UEs 1 et 2, avec pour puissances respectives %1 et
%2, et des gains de canal ℎ1 and ℎ2 avec |ℎ1 | > |ℎ2 |. Dans le contexte du NOMA, UE 1
est qualifié d’utilisateur fort alors que UE 2 est l’utilisateur faible. Le signal superposé et
transmis par la station de base est donné par G = G1 + G2, et les signaux reçus au niveau
de UE 1 et UE 2 sont donnés par: H1 = Gℎ1 + =1 et H2 = Gℎ2 + =2, où =8 représente le bruit
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blanc gaussien perçu au niveau de UE 8, ayant pour variance f2. Au niveau de UE 1, un
récepteur à annulation successive d’interférence (SIC) est appliqué pour extraire G1 de H1.
Il procède par une détection, une démodulation et un décodage du signal G2 pour ensuite
le ré-encoder et le soustraire au signal reçu comme montré dans la Fig.1.

Time/Frequency RB

Power

UE 2

UE 1

BS

SIC of UE 2’s signal while 

treating UE 1’s signal as noise

decoding of the 

signal of UE 1

decoding of UE 2’s signal 

while treating UE 1’s 

signal as noise

Figure 1 – Représentation d’un système NOMA à deux utilisateurs où UE 1 est l’utilisateur
fort implémentant un récepteur SIC.

Par conséquent, G1 peut être décodé sans interférence à un débit théorique donné par
la capacité de Shannon:

'1 = log2

(
1 + %1 |ℎ1 |2

f2

)
.

Au niveau de l’utilisateur faible, l’interférence de UE 1 s’ajoute au bruit blanc, et le débit
atteignable dans ce cas est donné par:

'2 = log2

(
1 + %2 |ℎ2 |2

%1 |ℎ2 |2 + f2

)
.

Densification de réseau et système d’antennes distribuées
L’idée de base de la densification du réseau est de rapprocher les nœuds d’accès au réseau
des utilisateurs finaux en répartissant plusieurs points de transmission (TP) dans la cel-
lule au lieu de les regrouper au même endroit comme pour un système centralisé (CAS).
Cela permet d’améliorer la couverture de la cellule et d’accroître sa capacité en amélio-
rant la qualité de la liaison grâce à la réduction de l’affaiblissement sur le trajet et à la
diversité spatiale supplémentaire favorisant la communication en ligne de visée (LoS). En
outre, la densification du réseau augmente la réutilisation par unité de surface du spectre
disponible, ce qui améliore considérablement la capacité du réseau.

Sur la densification distribuée ou centralisée

La densification des réseaux peut être classée en densification distribuée et densification
centralisée. La densification distribuée correspond au déploiement géographique de petites
cellules dans des zones où un trafic important est généré. Les petites cellules, les pico-
cellules et les femtocellules sont des BS entièrement fonctionnelles, capables de remplir
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toutes les fonctions des macrocellules (bande de base et traitement radio) mais avec une
puissance moindre et des zones de couverture plus petites. Chaque petite cellule ayant sa
propre connexion de liaison de retour, la coordination entre elles n’est pas simple et des
protocoles de gestion des interférences distribués sont nécessaires [3, 4].

D’autre part, lorsque l’unité de traitement en bande de base d’une BS est découplée
de ses unités radio, il est possible de réaliser une densification centralisée du réseau dans
un système DAS en déployant des têtes radio distantes (RRHs) dans toute la cellule, tout
en les connectant à une unité de traitement centrale appelée Baseband Unit (BBU) par
des fibres optiques à haut débit et à faible latence. Les RRH sont responsables de la con-
version numérique-analogique, de la conversion analogique-numérique, de l’amplification
de puissance et du filtrage, tandis que la BBU se charge de tout le traitement en bande de
base et des procédures de niveau supérieur telles que la programmation des utilisateurs, le
contrôle d’accès au support et la gestion des ressources radio (RRM). Cette architecture
en étoile permet une coordination complète entre les RRH. Les différences entre les DAS
et les petites cellules sont illustrées en Fig. 2.

Core network

fibre
BBU

RRH

RRH

Indoor Small cell

RRH

Centralized Densification
Central Processing

User Scheduling
Resource allocation

Mobility Management
...

Core network

Core network

S1 connection

Small cell

DSL link

Backhauling through micro wave links

Distributed Densification

Uncoordinated Scheduling

RRH

Figure 2 – Schéma d’un réseau hétérogène densifié composé de petites cellules autonomes
avec connexion de raccordement individuelle, et de RRH distribuées contrôlées par une
seule entité BBU.

Dans toute la littérature, une distinction a été faite entre le déploiement d’antennes
pour améliorer la couverture et l’augmentation de la capacité. Les systèmes de petites
cellules sont généralement considérés comme des amplificateurs de capacité, capables de
fournir des gains de capacité importants pour de petites régions à forte activité de réseau
en réutilisant la fréquence de la cellule. Dans ce scénario, le fait de disposer d’une petite
zone de couverture permet de créer une zone de haute capacité localisée qui ne crée pas
d’interférences excessives sur les sites voisins. D’autre part, le renforcement de la couver-
ture était l’objectif principal des premiers déploiements de DAS : les signaux étaient dif-
fusés simultanément sur toutes les antennes pour couvrir la zone de couverture. Bien que
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raisonnable du point de vue de la couverture pure, cette approche présente l’inconvénient
de provoquer d’importantes interférences hors cellule par rapport aux petites cellules et
aux CAS. En outre, des études telles que [5, 6] ont montré que les utilisateurs peuvent
être servis de manière plus efficace grâce à la diversité de sélection, où l’un des RRH
est sélectionné pour transmettre le signal de l’utilisateur. Il est démontré que cette ap-
proche offre une plus grande capacité et un service aux utilisateurs plus efficace en termes
de puissance. En outre, grâce à la densification centralisée des DAS, la programmation
BBU peut fonctionner de telle sorte que certains RRH réutilisent tout le spectre tandis
que d’autres RRH partagent dynamiquement la fréquence de la cellule. Pour toutes ces
raisons, les potentialités des DAS nous semblent plus attrayantes que celles des petites
cellules, notamment du point de vue de l’allocation de ressources. C’est pourquoi, dans
cette thèse, une grande importance a été accordée à la configuration DAS avec diversité
de sélection dans les schémas d’allocation de ressources (RA) proposés.

Transmission en multipoints coordonnés CoMP
La limite fondamentale de la densification des réseaux réside dans l’interférence crois-
sante causée par la diminution de la distance inter-sites. Il a été démontré dans [7]
que lorsque la densité de petites cellules augmente au-delà d’un certain seuil, le rapport
signal-sur-interférence-plus-bruit SINR diminue car les signaux interférants passent d’une
propagation sans visibilité (NLoS) à une propagation LoS, ce qui dégrade les performances
du réseau. Pour atténuer les interférences intercellulaires (ICI), 3GPP a proposé dans la
version 9 [8], puis a adopté dans la version 11 [9], la technique CoMP pour améliorer
les performances des utilisateurs sujets aux interférences et les performances globales du
réseau. Le principe consiste à appliquer une coordination entre les cellules adjacentes,
soit pour atténuer les interférences au bord de la cellule sans restreindre l’utilisation des
ressources du réseau, soit pour tirer intelligemment parti des interférences.

Plusieurs classifications des techniques de CoMP existent dans la littérature. Dans
cette thèse nous traiterons des techniques CoMP de selection dynamique du point de
transmission (DPS) et de la technique de transmission conjointe par points multiples de
transmission (JT).

Sélection dynamique du point de transmission DPS

Dans le DPS, les données relatives à un UE sont transmises par un seul nœud d’émission
pour une ressource temps/fréquence donnée. Cela requiert, en plus de l’échange d’information
relative à l’état du canal (CSI), la disponibilité des données d’utilisateurs pour tous les
émetteurs coopérants, ce qui permet au point sélectionné de changer dynamiquement d’un
intervalle de temps de transmission à un autre. Par conséquent, le RRH présentant la
perte de chemin la plus faible pour l’UE est toujours sélectionné.

Transmission conjointe par points multiples JT-CoMP

Avec la transmission JT-CoMP, des TP coopérant transmettent simultanément le signal
du même utilisateur sur la même ressource temps-fréquence. Le traitement conjoint des
données permet leur précodage sur les multiples nœuds d’émission afin qu’elles soient
combinées de manière cohérente au niveau de chaque UE. La JT-CoMP est la technique
de coordination la plus prometteuse, mais aussi la plus difficile à mettre en œuvre au vu
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des contraintes strictes de synchronisation qu’elle impose. Les techniques CoMP DPS et
JT sont présentées en Fig. 3.
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Figure 3 – Transmission en JT aux utilisateurs E1 et F1, et transmission en DPS pour
F2.

Communications device-to-device (D2D)
L’idée de base des communications D2D est de permettre la communication directe entre
des terminaux proches au lieu de faire transiter l’information par les stations de base et le
cœur du réseau. La communication D2D décharge le réseau du trafic de liaison montante
et descendante, ce qui libère de la capacité et des ressources énergétiques pour servir
d’autres utilisateurs. En outre, grâce à la proximité des terminaux, un canal D2D efficace
peut être établi, ce qui permet d’obtenir des débits de données élevés avec des puissances
d’émission minimales et une latence très faible. Cela améliore l’efficacité énergétique du
système et limite la zone d’interférences, permettant une meilleure réutilisation du spectre
[10], [11]. De nombreux services peuvent bénéficier du D2D, comme l’illustre la Fig. 4.
On peut notamment citer les applications de partage de contenu pour l’échange de vidéos
et de photos, les jeux en réseau, les services de diffusion en continu avec mise en cache,
les relais d’extension de couverture, les communications de véhicule à véhicule (V2V)
nécessitant des contraintes de latence strictes, etc.

Concernant les communications D2D, la classification suivante peut être faite [12] :

• Communications D2D en outband: la communication D2D prend place sur une
bande non licenciée du spectre sans affecter le réseau cellulaire.

• Communication D2D en inband: le canal D2D est alloué sur le spectre du
réseau cellulaire. La communication D2D peut être soit en overlay ou en underlay.

– Overlay: Des canaux dédiés du spectre cellulaire sont alloués aux communica-
tions D2D, ce qui empêche l’interférence co-canal entre système D2D et réseau
cellulaire.
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Figure 4 – Un aperçu des applications possibles du D2D.

– Underlay: Dans ce cas, le spectre du réseau cellulaire est réutilisé par les
équipements D2D et le défi réside en une gestion efficace des interférences
entre les réseaux D2D et cellulaires.

En raison de la nature stochastique de la bande sans licence et des difficultés à coor-
donner la communication sur deux bandes différentes (puisque la communication outband
nécessite une deuxième interface radio et utilise d’autres technologies sans fil telles que
WiFi Direct [13]), la transmission inband a suscité beaucoup d’intérêt au sein de la com-
munauté des chercheurs [14,15]. De plus, en raison de l’augmentation prévue du nombre
de dispositifs connectés, dédier des bandes cellulaires au D2D ne sera pas une solution
viable, c’est pourquoi la plupart des recherches se concentrent sur le D2D en bande sous-
jacente ou underlay [16–19].

Duplex intégral FD

Une technologie très prometteuse à appliquer en conjonction avec le D2D est la communi-
cation FD. Le FD permet à un même UE de transmettre et de recevoir des informations
en même temps et en utilisant la même fréquence [20]. Les systèmes de communica-
tion précédents impliquaient soit une transmission et une réception simultanées, mais
en utilisant des fréquences distinctes dans le cas du FDD (Frequency Division Duplex),
soit une transmission et une réception dans le même canal, mais en utilisant des inter-
valles de temps orthogonaux pour le TDD (Time Division Duplex), communément appelé
communication half-duplex (HD). Les gains obtenus par le FD peuvent aller jusqu’à un
doublement virtuel de l’efficacité spectrale (ES) par rapport aux systèmes TDD et FDD.
En contrepartie, une auto-interférence (SI) est observée en raison du retour en boucle du
signal transmis dans le récepteur, ce qui limite son intérêt par rapport au HD. Le défi de la



Résumé de la thèse XXVIII

conception d’un équipement FD consiste à annuler la SI de sorte que l’auto-interférence
résiduelle (RSI) soit comparable au bruit de fond. Aujourd’hui, les améliorations ap-
portées à l’architecture des antennes et aux circuits des émetteurs-récepteurs permettent
de réduire considérablement la RSI [21–23], ce qui plaide en faveur de l’utilisation du FD
dans les futures normes de communication.

La plupart des analyses de haut niveau sur les gains de capacité du FD [24–26] mod-
élisent la RSI comme une variable aléatoire gaussienne complexe de moyenne nulle et
de variance [%CG, où [ est la capacité d’annulation de la SI du dispositif FD et %CG sa
puissance de transmission. Ainsi, la puissance de la RSI, %'(� , est donnée par:

%'(� = [%CG . (1)

Le facteur d’annulation [ peut varier entre 0 et 1, avec [ = 0 correspondant à une
annulation parfaite de la SI, et [ = 1 se référant au cas où aucune annulation n’est
appliquée. Dans la thèse, les valeurs effectives de [ varient entre -80 dB et -130 dB. Par
conséquent, la RSI est directement liée à la puissance du signal transmis, ce qui rend le
FD plus adapté aux applications à faible puissance comme dans les réseaux D2D. L’intérêt
croissant pour la combinaison de la communication FD avec la technologie D2D a donné
naissance à de nouvelles applications et de nouveaux scénarios D2D, comme le montre la
Fig. 5.
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Figure 5 – Transmission D2D sous-jacente au réseau cellulaire (a) transmission en HD,
premier demi-cycle, 31 transmet à 32. (b) transmission en HD, second demi-cycle, 32
transmet à 31. (c) Transmission en FD, 31 et 32 transmettent en même temps.

Dans cette thèse, nous nous intéresserons à la topologie dite bidirectionnelle FD-D2D
présentée dans la figure 5c. Dans ce cas d’utilisation, un système D2D est sous-jacent
au réseau cellulaire. Les dispositifs D2D cherchent à échanger des informations, d’où la
topologie bidirectionnelle, tout en bénéficiant de la technologie FD au niveau des deux
dispositifs 31 et 32. Dans ce cas, les dispositifs D2D vont provoquer des interférences sur le
signal de l’utilisateur cellulaire au niveau de la station de base, et le signal de l’utilisateur
cellulaire va interférer avec les deux dispositifs. La version HD de cette topologie est
également présentée en Fig. 5 : dans la Fig. 5a, 31 transmet des informations à 32
pendant que 32 reçoit, et dans la Fig. 5b, 32 transmet des informations à 31 pendant que
31 reçoit.
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Chapitre 2 : NOMA Mutual SIC pour la minimisation
de puissance dans les systèmes d’antennes distribuées
Dans ce chapitre, nous considérons un système DAS pour servir en voie descendante
les utilisateurs d’une cellule ayant chacun une contrainte de débit cible à respecter. Le
but est de déterminer l’allocation de ressources en termes d’antennes de liaison, de sous-
bandes allouées par utilisateur, et de puissance allouée par sous-bande minimisant la
puissance totale du système. Nous proposons une résolution en deux étapes distinctes:
la première moyennant une communication orthogonale (OMA), et la seconde utilisant
l’accès non-orthogonal au spectre par le NOMA. Nous montrons comment la combinaison
du NOMA et du DAS donne lieu au concept de mutual SIC où les deux utilisateurs
appairés parviennent à annuler leurs interférences.

Algorithmes proposés

En OMA, le partage du spectre entre les utilisateurs est réalisé de manière itérative,
conjointement à une allocation de puissance optimale basée sur le concept de waterfilling.
Après une phase d’initialisation où chaque utilisateur est servi par sa meilleure sous-
porteuse, l’algorithme opère de la manière suivante:

• L’utilisateur consommant le plus de puissance est sélectionné,

• Le couple (antenne, sous-porteuse) présentant le meilleur gain de canal est alloué à
l’utilisateur sélectionné,

• La puissance totale consommée par l’utilisateur est mise à jour ainsi que le classe-
ment des utilisateurs consommant le plus de puissance.

Ces étapes sont répétées jusqu’à l’allocation de tout le spectre aux utilisateurs. Il s’ensuit
l’étape itérative d’appariement NOMA des utilisateurs :

• L’utilisateur consommant le plus de puissance est sélectionné pour être appairé
comme second utilisateur en NOMA.

• La sous-porteuse conduisant à la plus grande réduction de puissance de l’utilisateur
en question est sélectionnée. La puissance totale de l’utilisateur est minimisée par
une optimisation locale de puissance (LPO).

• La puissance totale consommée par l’utilisateur est mise à jour par un waterfilling
appliqué aux sous-porteuses qui lui sont exclusivement allouées.

Mutual SIC NOMA

Lorsque les signaux des utilisateurs appairés en NOMA sont émis par des antennes dif-
férentes, il devient possible d’appliquer le mutual SIC où l’interférence entre utilisateurs
est éliminée au niveau des deux utilisateurs simultanément. Pour ce faire, les conditions
de canal à vérifier et les conditions de multiplexage de puissance (PMC) à respecter sont
données par:

ℎ1,2ℎ2,1 > ℎ1,1ℎ2,2 (2)
ℎ2,2
ℎ2,1

<
%1
%2

<
ℎ1,2
ℎ1,1

(3)
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où ℎ8, 9 représente le gain de canal de l’utilisateur 8 avec l’antenne 9 . Les débits alors
atteignables par les deux utilisateurs en bit par seconde par Hz sont donnés par:

'1 = log2(1 + %1ℎ
2
1,1/f2), '2 = log2(1 + %2ℎ

2
2,2/f2)

Grâce au mutual SIC, l’allocation de puissance optimale consiste en un simple waterfilling
mais en veillant à respecter les conditions de PMC de (3). Si ce n’est pas le cas, un
ajustement de puissance est requis ; ce dernier pouvant porter sur %2 uniquement dans
le cas de l’ajustement direct de puissance (DPA), ou sur %1 et %2 conjointement dans les
cas de l’ajustement optimal et semi-optimal (OPAd) et (SOPAd).

Exemples de résultats

La performance des techniques proposées est évaluée par le biais de simulations numériques
dans les contextes DAS et CAS. Pour le DAS, les méthodes basées sur le NOMA classique
(une même antenne d’émission) sont désignées par “SRRH”, et celles employant le mu-
tual SIC sont désignées par “MutSIC”. Les variantes du SRRH diffèrent par la méthode
d’allocation de puissance choisie : le “FTPA” [27,28], le “LPO” que nous avons proposé,
et le “OPA” qui opère une optimisation de puissance globale mais est bien plus complexe
en termes de temps de calcul [29].
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Figure 6 – Puissance consommée en fonction du débit requis par utilisateur ':,A4@ pour
les contextes CAS et DAS, en signalisation OMA et NOMA-SRRH.

Dans la Fig. 6, la puissance totale des différentes techniques est représentée en fonc-
tion du débit cible des utilisateurs pour un total de 15 utilisateurs dans la cellule. Les
résultats montrent que la configuration DAS surpasse largement le CAS avec une réduc-
tion de puissance d’un facteur 16 environ. À un débit cible de 12 Mbps, la puissance
totale requise en utilisant SRRH-FTPA, SRRH-LPO et SRRH-OPA est respectivement
inférieure de 17,6 %, 24,5 % et 26,1 % à celle de la configuration OMA-DAS. Cela mon-
tre un avantage net du NOMA classique sur l’OMA même dans le contexte DAS. En
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outre, l’application de la LPO permet une réduction de la puissance de 7,7 % par rap-
port à la FTPA, avec une charge de calcul similaire. La pénalité de performance de
la LPO par rapport à l’allocation de puissance optimale n’est que de 2 % à 12 Mbps,
mais avec une complexité considérablement réduite. La Fig. 7 compare dans le contexte
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Figure 7 – Puissance totale en fonction de ':,A4@ pour les schémas NOMA-DAS proposés.

DAS le NOMA classique avec une seule antenne au NOMA mutual SIC. Les méthodes
MutSIC-DPA, MutSIC-SOPAd et MutSIC-OPAd dépassent de loin les performances de
la SSRH-LPO avec des réductions de puissance respectives de 56.1 %, 63.9 % et 72.9 %
pour un débit ':,A4@ = 13 Mbps. Les gains significatifs du OPAd par rapport au SOPAd,
et du SOPAd par rapport au DPA sont obtenus au prix d’une augmentation de la com-
plexité de l’allocation de puissance, d’où un compromis entre performance et complexité.
Finalement, en combinant les techniques SRRH pour certaines sous-porteuses au NOMA
mutual SIC pour d’autres sous-porteuses, il devient alors possible de réduire encore la
puissance. C’est le cas du Mut&SingSIC qui combine le SOPAd et le LPO pour aboutir
à un gain supplémentaire de 15.6 % par rapport au MutSIC-SOPAd.

Chapitre 3 : NOMA mutual SIC pour la minimisation
de puissance dans les systèmes d’antennes hybrides
distribuées
Dans ce chapitre, nous prolongeons l’étude du problème de minimisation de puissance
d’une cellule DAS en voie descendante au cas pratique où certaines antennes sont con-
traintes en puissance de transmission (systèmes DAS hybrides ou HDAS). En présence
de contraintes de puissance limite des antennes, il n’est plus possible de satisfaire les de-
mandes de débits cibles pour n’importe quelle association d’utilisateurs et d’antennes par
la simple biais de l’allocation de puissance. Nous proposons deux méthodes distinctes et
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complémentaires pour garantir la faisabilité du problème et le résoudre. Les principales
contributions de ce chapitre peuvent être résumées comme suit :

• Nous fournissons une analyse approfondie de l’allocation de puissance optimale en
OMA pour le HDAS en y soulignant les propriétés uniques qui le différencient du
cas classique du DAS,

• Nous déterminons un ensemble de conditions suffisantes pour que l’allocation de
canal choisie et l’association des utilisateurs aux antennes sélectionnée garantissent
l’existence d’une solution qui satisfasse les contraintes de débits cibles des utilisa-
teurs ainsi que les contraintes de puissances de transmission maximales des antennes,

• Nous proposons deux approches différentes pour une allocation conjointe de puis-
sance et de sous-porteuses pour les cas OMA et NOMA. L’une des approches est
plus efficace pour les conditions de simulation difficiles (en termes de débits cibles
et de puissances limites), alors que l’autre est plus performante pour les conditions
moins contraignantes de débits cibles et de puissances de transmission.

Exemples de résultats
Les techniques “OMA-HDAS” et “NOMA-HDAS” reposent sur une modification de la
phase d’initialisation des algorithmes antérieurs de réduction de puissance (tant pour
l’OMA que le NOMA), de sorte que l’on s’assure que chaque utilisateur est servi par
une antenne non contrainte et sur une de ses sous-porteuses tout au moins. Ainsi, la
satisfaction des contraintes de puissances d’antennes et de débits cibles est possible. Les
techniques “OMA-HDAS-Realloc” et “NOMA-HDAS-Realloc” opèrent en deux phases.
Dans un premier temps, les algorithmes antérieurs de minimisation de puissance sont
appliqués en ne considérant que les antennes non contraintes en puissance. Dans un second
temps, la possibilité de réaffecter certaines sous-porteuses par les antennes contraintes
en puissance est étudiée pour réduire davantage la puissance du système. Finalement,
une correction optimale de puissance est appliquée à ces deux familles de méthodes, si
nécessaire.

Pour situer les performances des approches proposées, nous les comparons dans la
Fig. 8 au cas le plus favorable où aucune contrainte en puissance n’est considérée (cas
des méthodes “DAS”), et au cas le plus défavorable où l’antenne contrainte est éteinte
(cas des méthodes “SOFF”). Notons tout d’abord l’important palier de puissance qui
existe entre les méthodes orthogonales et non orthogonales, pour lesquelles l’algorithme
le moins performant requiert un minimum de 40 W de moins que n’importe lequel des
autres méthodes OMA pour une puissance limite de 20 W et un débit de 5 Mbps par
utilisateur. Ceci montre encore une fois le potentiel important du NOMA en mutual SIC
pour minimiser la puissance des systèmes de communications. L’intérêt d’observer la per-
formance de nos algorithmes pour des contraintes de puissances limites de transmission
élevées est de donner une idée du minimum de puissance atteignable par chacune de nos
deux approches. Ainsi, il est clair que la technique OMA-HDAS présente un meilleur
pouvoir de réduction de puissance que la technique OMA-HDAS-Realloc. Cependant,
OMA-HDAS ne se rapproche de son potentiel que pour des valeurs de puissances limites
relativement élevées. De plus, la puissance délivrée par OMA-HDAS augmente consid-
érablement lorsque la puissance limite décroît ; jusqu’au point où elle finit par dépasser
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Figure 8 – Puissance totale consommée en fonction de la contrainte en puissance de
l’antenne pour les cas OMA (a) et NOMA (b) pour  = 38 utilisateurs avec un débit cible
de 'A4@ = 5 Mbps.

la puissance totale requise par la technique OMA-SOFF. Or pour les mêmes conditions
de débits cibles et de puissances limites, l’évolution de la puissance OMA-HDAS-Realloc
est bien plus maîtrisée, ce qui lui permet de continuer à délivrer des résultats qui sont
sensiblement meilleurs que la solution triviale OMA-SOFF. Le même constat peut être
fait pour les méthodes NOMA dans la Fig. 8b puisqu’elles souffrent/profitent des mêmes
avantages/inconvénients que les méthodes OMA.

En guise de conclusion, OMA-HDAS-Realloc est de loin la meilleure méthode pour les
conditions d’opération les plus contraignantes (en termes de puissances limites, nombre
d’utilisateurs et de débits cible par utilisateurs), alors que OMA-HDAS est la mieux
adaptée pour des conditions plus favorables.

Chapitre 4 : Utilisation la technique NOMA mutual
SIC pour augmenter l’efficacité spectrale des systèmes
CoMP
La méthode mutual SIC trouve son origine dans l’application des principes du NOMA
au contexte DAS, où les signaux multiplexés sont envoyés par différentes RRH. Dans ce
chapitre, nous visons une généralisation du concept de mutual SIC pour couvrir le cas
d’un nombre arbitraire d’utilisateurs (≥ 3). Ce faisant, nous développons un nouveau
formalisme du mutual SIC qui peut être directement appliqué au DAS, C-RAN ainsi
qu’à toute autre architecture de réseaux (HetNets, small cells, etc.) sous la condition
d’existence de protocoles de signalisation permettant la coopération entre les points de
transmission. Le cadre du CoMP est sélectionné pour conduire l’étude puisqu’il permet de
couvrir les cas de cellules uniques (single cell) ou multiples (multi-cell) tout en considérant
les transmissions conjointes des signaux par plusieurs points de transmissions ou par un
seul point de transmission. Nous présentons dans ce chapitre le modèle du système et
nous posons le problème de maximisation de débit sous contrainte de puissances limites.
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Les conditions fondamentales de débits et de PMC permettant un mutual SIC généralisé
sont développées pour le JT-CoMP et le DPS-CoMP, et les cas particuliers de deux et
de trois utilisateurs sont évalués. Les contributions majeures de ce chapitre peuvent être
résumées de la manière suivante :

• Nous proposons d’améliorer le débit des utilisateurs au bords de la cellule ainsi que
le débit global du système en introduisant le service en mode JT non seulement
pour les utilisateurs périphériques, mais aussi pour les utilisateurs centraux de la
cellule ;

• Nous développons les conditions permettant une annulation d’interférence en NOMA
pour les contextes DPS et JT et nous montrons que, contrairement à la croy-
ance générale des travaux antérieurs de la littérature, l’annulation successive de
l’interférence des signaux d’utilisateurs centraux à la cellule est possible au niveau
des utilisateurs périphériques ;

• Nous définissions rigoureusement les conditions permettant la faisabilité du mutual
SIC pour un nombre arbitraire d’utilisateurs et nous l’appliquons pour le cas de
groupes NOMA de trois utilisateurs ;

• Nous montrons que le JT est plus favorable à une opération d’annulation d’interférence
que le DPS, sans être pour autant une condition nécessaire pour implémenter le mu-
tual SIC ;

• Nous remettons en question l’idée d’associer systématiquement l’utilisateur à son
antenne la plus proche (en termes de puissance de signal reçu (RSS)) pour maximiser
la capacité du système. Par là même, nous proposons une technique d’association
des utilisateurs aux antennes qui garantit l’application du mutual SIC.

Exemples de résultats
Dans la méthode que nous proposons pour le cas de trois utilisateurs, tous les utilisa-
teurs sont servis en mode JT et un mutual SIC est appliqué au niveau de toutes les
paires d’utilisateurs prises deux par deux, d’où le nom de “FullJT-TMSIC”. Elle est com-
parée à la méthode “CellEdgeJT-CellCenterSIC” de [30] où le JT n’est utilisé que pour
l’utilisateur périphérique et les utilisateurs centraux n’appliquent le SIC que pour le sig-
nal de l’utilisateur périphérique. Une autre variante est aussi proposée sous le nom de
“CellEdgeJT-TMSIC”, qui tente d’appliquer le mutual SIC au niveau des trois utilisateurs
tout en ne servant que l’utilisateur périphérique en transmission conjointe (JT-CoMP).

La comparaison des résultats entre CellEdgeJT-CellCenterSIC et CellEdgeJT-TMSIC
de la Fig. 9 montrent les améliorations apportées par la simple adoption du TMSIC sans
changement du moyen de transmission des signaux pour les utilisateurs centraux, qui sont
servis dans les deux cas par sélection dynamique du point d’accès (DPS-CoMP). Il en
résulte une augmentation sensible de l’ES au pic des deux courbes avec 18.2 bps/Hz pour
le CellEdgeJT-CellCenterSIC contre 27.8 bps/Hz pour le CellEdgeJT-TMSIC. D’autre
part, la comparaison entre le FullJT-TMSIC et le CellEdgeJT-TMSIC montre l’intérêt
de l’utilisation du JT pour servir tous les utilisateurs. Les gains ainsi obtenus, qui sont
amplifiés par l’application du triple mutual SIC (TMSIC), démontrent bien la supériorité
du JT par rapport au DPS avec une augmentation de 66% de l’ES atteinte.
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Figure 9 – Comparaison des procédures de maximisation du débit pour un système à trois
utilisateurs et deux antennes avec %1 + %2 = 4 W.

Il est également intéressant d’observer le niveau d’équité atteint par ces méthodes
pour fournir leurs ES respectives. L’indice d’équité de Jain [31] est affiché dans la table
1 pour une puissance totale des antennes %1 = %2 = 2 W. Cet indice prend la valeur 1
dans le cas d’une équité parfaite entre les utilisateurs (tous les utilisateurs atteignent la
même ES), et de 1/3 pour le pire des cas (toute l’ES est atteinte par un seul utilisateur).
Nous remarquons que le FullJT-TMSIC aboutit à une mesure d’équité qui est très proche
de 1 (0.97) et qui est bien meilleure que celle obtenue pour le CellEdgeJT-CellCenterSIC
(0.40). Le CellEdgeJT-TMSIC, quant à lui, délivre un niveau d’équité situé entre les
deux. Ceci montre bien que, non seulement le FullJT-TMSIC est la meilleure stratégie
au regard de l’ES obtenue, mais aussi qu’il délivre le plus haut niveau d’équité. En fait,
c’est bien grâce à sa plus grande équité dans l’allocation de débit aux utilisateurs que le
débit total du FullJT-TMSIC que nous proposons est supérieur aux autres.

Table 1 – Indice d’équité de Jain pour les systèmes à trois utilisateurs avec %!1/%!2 = 1

Jain fairness
FullJT-TMSIC 0.97

CellEdgeJT-CellCenterSIC 0.40
CellEdgeJT-TMSIC 0.62

Le gains considérables apportés par l’application du TMSIC suggèrent l’élaboration de
techniques d’allocation de ressources en termes d’association d’utilisateurs, d’antennes et
de sous-porteuses qui cherchent à favoriser la faisabilité du TMSIC avant tout. C’est par
cette porte d’entrée que nous attaquons la problématique de positionnement d’antennes
mobiles dans la cellule dans le chapitre suivant.
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Chapitre 5 : Analyse des stratégies de placement de
drones pour une annulation complète de l’interférence
dans un système CoMP à deux cellules
L’utilisation de drones comme stations de base volantes se développe rapidement dans
le domaine des communications sans fil afin d’apporter un support provisoire à des cel-
lules encombrées. Ce chapitre considère un système à deux cellules où l’une des cellules
est saturée, c’est-à-dire qu’elle ne peut plus servir ses utilisateurs, et est supportée par
un véhicule aérien sans pilote (UAV) ou drone. Des procédures de positionnement du
drone sont proposées pour alléger au mieux la charge de la cellule encombrée, avec une
attention particulière portée à l’augmentation de l’ES du système par un service plus
équitable des utilisateurs en bordure de cellule ainsi que des utilisateurs centraux de cha-
cune des deux cellules adjacentes considérées. Dans le chapitre précédent, l’obtention
d’un groupe d’utilisateurs sans interférence grâce à l’application du TMSIC a permis
d’améliorer l’équité et l’ES du système. Par conséquent, l’idée maîtresse du placement des
drones dans ce chapitre est de permettre le TMSIC tout en tenant compte des caractéris-
tiques des liaisons air-sol (A2G) en termes de réalisations aléatoires de communications
LoS et NLoS entre les utilisateurs et le drone. Les contributions majeures de ce chapitre
peuvent être résumées comme suit:

• Nous étudions le problème de positionnement des drones tout en prenant en compte
les particularités du canal de propagation A2G en LoS/NLoS entre les utilisateurs
et l’UAV au lieu de recourir au modèle de canal à évanouissement moyen qui est
utilisé dans la littérature ;

• Nous introduisons un cadre d’étude probabiliste pour permettre le calcul de la prob-
abilité de TMSIC associée à une position donnée du drone. Ceci permet la formula-
tion du problème de positionnement du drone permettant de maximiser les chances
d’application du TMSIC entre les utilisateurs ;

• Nous étudions plusieurs techniques de positionnement basées sur ce cadre proba-
biliste avec différents critères d’optimisation et nous les comparons aux techniques
de positionnement basées sur la considération traditionnelle dumean path loss. Nous
mettons également en évidence les compromis existant entre la capacité du système,
l’équité et la complexité de calcul des approches étudiées.

Exemples de résultats
De par la méthodologie que nous avons élaborée pour placer les drones, les méthodes
proposées de MPP, MRP et MPRP cherchent toutes à permettre l’application du TMSIC
mais avec des objectifs différents pour chaque méthode. Le MPP vise une maximisation de
la probabilité de TMSIC, le MRP vise une maximisation du débit atteignable par TMSIC,
et le MPRP vise une maximisation du produit de la probabilité de TMSIC et du débit
qui lui est associé. La méthode de MPLP, quant à elle, adopte le modèle de canal moyen
(sans faire la distinction entre LoS et NLoS) pour effectuer le placement du drone. Nous
commençons par remarquer dans la Fig. 10a que les méthodes MPP, MRP et MPRP qui
prennent en compte le modèle aléatoire de propagation en LoS/NLoS, délivrent de bien
meilleures probabilités de TMSIC que le MPLP. Ceci est normal puisque le MPLP base
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ses calculs sur un modèle moins réaliste du canal qui ne permet pas de rendre compte des
fluctuations dues au liaisons LoS et NLoS, et qui ont un impact certain sur la faisabilité
du TMSIC. Par suite, nous notons le peu de différence qui existe entre les méthodes MPP,
MRP et MPRP bien que la méthode MPP délivre la plus grande probabilité comme on
pouvait s’y attendre. Ce résultat a priori contre-intuitif s’explique par la formulation
générique des problèmes de positionnement que nous avons proposée, dans laquelle les
conditions de débit et de PMC du TMSIC sont posées comme contraintes du problème.
Il en résulte donc une faible différence en termes de probabilité de TMSIC.

Dans la Fig. 10b, l’ES atteinte pour chaque algorithme est représentée en fonction de
la puissance de transmission à la station de base fixe. L’ES atteinte lorsque nous disposons
de deux antennes fixes est aussi représentée à des fins de comparaison. L’amélioration des
performances due à la mobilité des drones par rapport aux stations de base fixes est claire-
ment observée pour toutes les techniques de positionnement. De plus, la prise en compte
de la combinaison LoS/NLoS augmente significativement l’ES de 3 à 5 bps/Hz pour le
MRP et le MPRP par rapport au MPLP. Cependant, la performance moyenne du MPP
est à la traîne, car elle ne dépasse le MPLP que pour les petites valeurs de puissance limite
%!1 = 1 W avant de passer en dessous pour les valeurs limites de puissance supérieures
à 1,5 W. Cela suggère que l’évolution de la position du drone avec l’augmentation de la
valeur de %!1 affecte les liaisons A2G de telle sorte que le taux d’augmentation du débit
MPP est inférieur à celui de MPLP. En effet, une analyse du positionnement de l’UAV
dans MPP et de son évolution avec la limite de puissance montre que les valeurs élevées
de %!1 ont tendance à placer l’UAV aux bords de la région de recherche, ce qui entraîne
de faibles gains de canal et explique le débit plus faible par rapport à MPLP à %!1 = 5 W.

Nous pouvons résumer les résultats de la figure 10b en affirmant que le fait de se
concentrer exclusivement sur la probabilité TMSIC peut induire en erreur le placement du
drone dans des zones où les liaisons A2G et le débit réalisable sont faibles. L’introduction
du débit dans la fonction objectif donne un avantage qualitatif à la MRP par rapport
à la MPP, puisque le débit est pris en compte pendant le positionnement, alors que la
différence de probabilité TMSIC entre les deux est négligeable (cf. figure 10a). Cela dit,
la combinaison du débit et de la probabilité dans le PRPM donne des résultats encore
meilleurs puisque les deux objectifs sont pris en compte dès le début du processus de
positionnement. Cependant, le gain en performance du MPRP et du MRP se fait au prix
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d’une complexité supplémentaire par rapport au MPLP, puisque 64 combinaisons doivent
être vérifiées pour le MRP et le MPP par rapport aux 8 ordres de décodage évalués par le
MPLP. Dans le manuscrit, nous explorons plus en profondeur cette grande diversité dans
les résultats de performance au niveau de chaque utilisateur, ce qui offre un large choix de
sélection en fonction des priorités du système. Si la performance de l’utilisateur du bord
de la cellule est prioritaire par rapport au débit total du système, le choix du MRP est le
plus approprié. D’autre part, si la performance de l’utilisateur du centre de la cellule est
priorisée, alors le MPRP et le MPP peuvent être employés, tout en gardant à l’esprit que le
MPRP fournit la meilleure performance de débit global. Enfin, le MPLP peut également
être utilisé pour favoriser l’utilisateur du bord de la cellule, tout en maintenant un bon
débit global et en réduisant la complexité de l’optimisation par rapport au MRP en raison
du modèle plus simple de mean path loss. Ce large éventail de choix fournit également
au planificateur de réseau une multitude de réponses pour faire face aux variations dans
le temps des exigences de trafic, où les priorités des utilisateurs peuvent changer et la
stratégie de positionnement du drone peut être modifiée en conséquence.

Chapitre 6 : Application de NOMA mutual SIC dans
les systèmes de communication inband D2D sous-jacents
à un réseau cellulaire
Le nombre de dispositifs connectés ne cessant d’augmenter, des changements de paradigmes
doivent être entrepris pour répondre à cette demande explosive. La communication D2D
est l’une de ces solutions, qui permet d’augmenter le nombre de connexions, de réduire
la latence et de décharger le trafic des réseaux mobiles sans nécessiter d’infrastructures
de réseau supplémentaires. C’est pourquoi elle a suscité un intérêt croissant de la part
du monde universitaire et de l’industrie au cours des dernières années [32–36]. Dans ce
chapitre, nous proposons d’étudier l’interaction du NOMA mutual SIC avec l’écosystème
D2D pour améliorer les performances du système. En supposant un réseau cellulaire pré-
établi, l’objectif sera d’opérer le couplage D2D-utilisateur cellulaire (CU) et le contrôle
de la puissance de telle sorte que le débit total du système D2D sous-jacent soit max-
imisé sans affecter la qualité de service des CUs. Le problème conjoint d’attribution des
canaux et de la puissance est formulé, et il est montré que ce problème peut être séparé
en problèmes disjoints d’allocation de puissance (PA) et d’attribution des canaux . Pour
le problème de PA mutual SIC en mode FD, les conditions de mutual SIC pour FD-D2D
sont d’abord dérivées, la réduction des contraintes du problème est ensuite effectuée, puis
une résolution géométrique est proposée, permettant une résolution efficace du problème.
Les principales contributions de ce chapitre peuvent être résumées comme suit :

• Nous déterminons les conditions de SIC et de PMC permettant une annulation
mutuelle de l’interférence entre D2D et CU ;

• Nous montrons que les PMC impliquent les conditions de SIC pour les modes de
transmission HD et FD, ce qui permet une réduction considérable du problème de
PA pour le cas du FD-SIC ;

• Nous résolvons analytiquement le problème de PA pour toutes les configurations,
et particulièrement pour le FD-SIC où la méthodologie développée conduit à une
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réduction drastique de la complexité ;

• La complémentarité entre le D2D et le NOMA mutual SIC est mise en évidence.
La façon dont l’intégration du NOMA peut étendre l’applicabilité du D2D à des
configurations d’utilisateurs et des scénarios de canaux plus larges est discutée.

Exemples de résultats
La Fig. 11 présente le débit total D2D en fonction du facteur d’annulation de la SI [,
pour deux valeurs différentes de 'D,<8= (débit requis des utilisateurs CU). On observe que
les schémas d’allocation de ressources avec mutual SIC sont plus performants que leurs
homologues sans SIC pour les scénarios de transmission HD et FD. En d’autres termes,
les avantages de l’opération SIC en termes de SINR l’emportent sur la charge induite par
les PMC supplémentaires sur la solution du problème de PA. En effet, une augmentation
de 41 % du débit est observée sur la Fig.11a entre HD-SIC et HD-NoSIC (passant de
19,8 Mbps à 28,1 Mbps). Les augmentations de débit dues au mutual SIC pour le cas de
la transmission FD varient de +2 % pour [ = −80 dB à +33 % pour [ = −130 dB. Les
gains en performance du FD-SIC par rapport au FD-NoSIC augmentent avec les capacités
d’annulation de la SI des dispositifs pour deux raisons : d’une part, la diminution de [
relâche les contraintes d’applicabilité du mutual SIC, augmentant ainsi le nombre de
paires D2D-CU qui bénéficient du FD-SIC (d’une moyenne de 0.36 paires D2D FD-SIC
pour [ = −80 dB à 1,92 paires pour [ = −130 dB, avec 'D,<8= = 1, 5 Mbps). D’autre part,
la diminution de [ réduit les termes d’interférence dans l’expression du débit D2D, ce qui
se traduit par un débit atteint plus élevé.
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Figure 11 – Débit total du D2D en fonction du facteur d’annulation de la SI, [, pour
 = 20 CUs, � = 5 paires de D2Ds, et 3<0G = 100 m.

Comme prévu, en comparant les performances pour différents débits d’UC requis entre
les Figs. 11a et 11b, l’augmentation de 'D de 1, 5 Mbps à 3 Mbps diminue le débit
D2D obtenu pour toutes les méthodes proposées. Cependant, le gain en pourcentage des
performances des procédures SIC par rapport à NoSIC passe de 41 % à 86 % pour le
cas HD, et de 33 % à 70 % pour le cas FD (pour [ = −130 dB). La raison de cette
augmentation de gain est que les algorithmes NoSIC sont fortement affectés par la valeur



Résumé de la thèse XL

de la puissance de CU (%D) puisqu’ils souffrent de son interférence, ce qui n’est pas le
cas des techniques SIC. En fait, même si le nombre total de paires D2D-CU pouvant
aboutir à un FD-SIC diminue avec les contraintes plus sévères de mutual SIC dues à
l’augmentation de 'D,<8= (d’une moyenne de 1,6 paire pour 'D,<8= = 1, 5 Mbps à 1,4 paire
pour 'D,<8= = 3 Mbps, avec [ = −90 dB), l’allocation de Munkres donne un nombre
croissant de paires D2D-CU sélectionnées atteignant FD-SIC (ou HD-SIC) avec 'D,<8=
(d’une moyenne de 0,8 paire pour 'D,<8= = 1, 5 Mbps à une moyenne de 1,24 paire pour
'D,<8= = 3 Mbps, avec [ = −90 dB). Cela corrobore l’idée que la diminution du débit
des techniques No-SIC avec 'D,<8= est plus importante que celle des techniques SIC, à tel
point que la contribution des techniques de mutual SIC dans la maximisation du débit
est plus importante lorsque 'D,<8= augmente. Ceci est vérifié en comparant le pourcentage
de diminution du débit D2D pour chaque algorithme lorsqu’on passe de 'D = 1.5 Mbps
à 'D = 3 Mbps : une diminution de 39 %, 33 %, 22 %, et 13 % est observée pour les
algorithmes FD-NoSIC, HD-NoSIC, FD-SIC, HD-SIC respectivement. La plus grande
réduction de performance de FD-NoSIC par rapport à HD-NoSIC justifie le déplacement
du point d’intersection entre FD-SIC et HD-SIC vers la gauche lorsque 'D,<8= augmente.
En effet, FD-SIC et HD-SIC sont appliqués quand c’est possible, par dessus FD-NoSIC
et HD-NoSIC respectivement. Si l’écart de performance entre FD-NoSIC et HD-NoSIC
diminue, HD-SIC surpasse FD-SIC sur un plus large intervalle de valeurs de [ avant que
FD-SIC ne finisse par rattraper et dépasser HD-SIC pour des valeurs de [ plus petites
(c’est-à-dire pour de meilleures capacités d’annulation du SI des dispositifs).
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Figure 12 – Débit total du D2D en fonction de 3<0G pour un facteur d’annulation de la
SI, [, de −130 dB.

Dans la Fig. 12, la variation du débit total D2D est présentée en fonction de la distance
maximale de l’utilisateur D2D, 3<0G. L’augmentation de 3<0G conduit à une diminution
significative des performances de toutes les méthodes proposées puisque ℎ3, le gain de
canal de la liaison directe entre les utilisateurs 31 et 32 du couple D2D est réduit en
moyenne. Cependant, cette augmentation de 3<0G s’accompagne d’une augmentation
plus importante - en point de pourcentage - de la performance due au mutual SIC pour
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les scénarios de transmission FD et HD, par rapport aux scénarios No-SIC. En effet, FD-
SIC permet d’obtenir un débit D2D 128 % plus élevé que FD-NoSIC pour 3<0G = 100 m,
qui est à comparer à l’augmentation de 81 % obtenue pour 3<0G = 20 m. Cela est dû au
fait qu’il y a plus de paires D2D-CU compatibles avec le FD-SIC lorsque les utilisateurs
D2D sont plus éloignés les uns des autres, puisqu’une moyenne de 1,96 paires appliquent
FD-SIC avec succès pour 3<0G = 20 m contre 3,33 paires pour 3<0G = 100 m. La raison
de cette augmentation est la diminution de ℎ3 qui relaxe les conditions suffisantes de
PMC, permettant ainsi plus de cas FD-SIC. Ceci met une fois de plus en évidence la
complémentarité entre le D2D et le mutual SIC : bien que l’augmentation des distances
D2D disqualifie généralement l’application classique du D2D, l’application du mutual SIC
permet un regain d’intérêt pour la communication D2D.

Conclusions et perspectives
Dans cette thèse, nous avons étudié la combinaison de NOMA avec de multiples tech-
nologies de communication telles que D2D et FD, et des paradigmes de réseau comme
DAS, CoMP, et UAVs afin de proposer des solutions nouvelles pour les réseaux de future
génération reposant sur une gestion efficace des interférences.

Nous avons tout d’abord abordé le problème de la minimisation de la puissance de
la liaison descendante dans une cellule DAS avec des exigences de taux d’utilisation.
L’examen du concept de waterfilling pour l’allocation de puissance a permis de simplifier
considérablement la complexité, ce qui a donné lieu à des schémas efficaces d’allocation
conjointe de canal et de puissance pour le NOMA classique à une seule antenne. Ensuite,
nous avons exploré les possibilités offertes par le DAS pour les signaux multiplexés en
puissance provenant de différents RRHs. Cela a conduit à la définition du nouveau concept
de mutual SIC qui a dévoilé les potentiels cachés de la diversité spatiale DAS et a permis
une annulation complète des interférences entre utilisateurs. Les résultats obtenus ont
montré la supériorité du NOMA mutual SIC par rapport à l’opération unique de SIC
standard.

Pour aller plus loin, le cas pratique des antennes à puissance limitée a été exploré
dans le contexte HDAS. La présence de contraintes de puissance sur les antennes de
transmission pouvant potentiellement causer un échec dans la satisfaction des exigences
de QoS des utilisateurs, les conditions d’allocation des canaux permettant de servir les
utilisateurs avec succès ont alors été dérivées. La compréhension de ces contraintes a
permis de façonner les stratégies d’allocation des ressources qui répondent aux demandes
des utilisateurs pour diverses conditions de système. Deux approches distinctes ont été
proposées pour tenir compte des limites de puissance de l’antenne pendant le processus
de minimisation de la puissance : l’une donnant d’excellents résultats pour des conditions
peu contraignantes, et l’autre présentant des performances robustes pour des conditions
difficiles.

Par la suite, nous avons souhaité appliquer les principes de la procédure mutual SIC
dans un cas plus général englobant les environnements multi-cellules dotés d’une coordi-
nation/coopération. Par conséquent, le concept de mutual SIC a été étendu pour prendre
en compte la transmission JT-CoMP et un nombre arbitraire d’utilisateurs NOMA. En-
suite, les études de cas de double et triple mutual SIC ont été réalisées, montrant une
amélioration considérable des performances par rapport aux techniques OMA JT-CoMP
précédentes, ou aux techniques de SIC simples NOMA non coordonnées. En outre, un
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résultat intéressant a été mis en évidence dans le cas deu double mutual SIC, où il
a été démontré que favoriser l’interférence annulable par des choix non conventionnels
d’association utilisateur-antenne peut être plus bénéfique que l’association traditionnelle
antenne-utilisateur basée sur le RSS.

Les changements potentiels de paradigme dus au mutual SIC ont motivé la propo-
sition de procédures de positionnement des réseaux assistés par drone qui permettent
l’application du TMSIC et, par conséquent, héritent de tous ses avantages en termes
d’équité et de débit. Un cadre probabiliste a été proposé pour tenir compte de la nature
aléatoire des liaisons air-sol entre le drone et les utilisateurs, tout en visant une application
TMSIC. Plusieurs métriques d’optimisation ont été proposées, fournissant un large panel
de sélection pour le planificateur de réseau avec une multitude de réponses pour faire face
aux variations dans le temps des besoins de trafic des utilisateurs.

Enfin, l’écosystème des communications D2D a été abordé en conjonction avec la
communication FD et NOMA entre les CU et les dispositifs D2D. Les conditions de
mutual SIC spécifiques à la communication FD-D2D ont été étudiées en détail et les con-
ditions de canal nécessaires et suffisantes ont été identifiées. En outre, une représentation
géométrique de l’espace de solution a permis une résolution optimale efficace du PA, per-
mettant des affectations optimales ultérieures de D2D aux CU. De plus, l’application de
la procédure de mutual SIC dans le contexte D2D s’est avérée particulièrement bénéfique
à plusieurs égards. D’une part, des gains de performance significatifs ont été obtenus
grâce à l’annulation des interférences, par rapport à la stratégie classique sans SIC entre
les CU et les D2D. D’autre part, la mise en œuvre du mutual SIC a montré une grande
complémentarité avec les applications D2D : lorsque le D2D classique ne parvient pas à
apporter une augmentation de capacité supplémentaire à un système sans fil, en raison
de distances D2D trop élevées, le mutual SIC peut être appliqué pour tirer parti de l’effet
near-far.

Travaux futurs
Le travail présenté dans cette thèse a montré comment le concept clé de mutual SIC
peut être adapté à divers scénarios de réseau et de cas d’usage tels que DAS, CoMP,
réseaux assistés par drone et communications D2D. Ceci est bien normal puisque tout
nouvel atout pour lutter contre les interférences est précieux pour les réseaux de demain
qui seront sérieusement limités par les interférences. Pourtant, plusieurs aspects de ces
études sont loin de dévoiler tout leur potentiel.

Tout d’abord, les schémas d’allocation de ressources dérivés supposent une connais-
sance parfaite de l’état du canal. Dans la pratique, cela est difficilement réalisable, et des
recherches supplémentaires sont nécessaires pour déterminer le résultat des techniques de
RA proposées dans le contexte d’une connaissance imparfaite de la statistique du CSI
et/ou du CSI instantané. Par conséquent, une direction de travail possible pourrait être
de concevoir des schémas RA robustes atténuant l’écart de performance entre le CSI par-
fait et le CSI bruité, où différents modèles de bruit CSI pourraient être supposés selon le
contexte : [37–39].

Une suite directe de cette étude serait l’analyse de l’impact d’une mise en œuvre
imparfaite de SIC sur les performances des procédures proposées. D’une part, le CSI
erroné pourrait induire l’administrateur du réseau en erreur en l’amenant à appliquer le
mutual SIC dans des scénarios inadéquats, ce qui pourrait se retourner contre lui en termes
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d’interférence subie. D’autre part, des interférences résiduelles pourraient subsister à la
suite d’une procédure SIC imparfaite en raison d’erreurs de quantification et d’estimation
du canal résultant d’une égalisation imparfaite. La dégradation de performance induite
nécessiterait des tests supplémentaires et éventuellement une atténuation par des schémas
RA robustes prenant en compte l’imperfection mentionnée dans leur conception.

Bien que nous ayons proposé une procédure de mutual SIC généralisée dans le scé-
nario CoMP, la complexité exponentielle des ordres de décodage qui l’accompagne limite
la taille des groupes NOMA à un maximum de trois utilisateurs. Les travaux futurs
pourraient consister à combiner des analyses expérimentales et théoriques afin de déter-
miner les ordres de décodage les plus probables pour obtenir un mutual SIC. Cela per-
mettrait d’obtenir des gains de capacité linéaires pour chaque nouvel utilisateur ajouté,
sans compromettre la complexité de l’ordonnancement. Un suivi direct de cette étude
peut consister à concevoir des stratégies de regroupement des utilisateurs permettant un
nombre maximal d’applications de mutual SIC. À cet égard, les techniques de pointe de
regroupement centré sur l’utilisateur dans la CoMP peuvent être envisagées pour inclure
plusieurs utilisateurs à la fois. En outre, l’étude peut être étendue pour explorer la mise
en œuvre du mutual SIC dans les systèmes à entrées multiples et à sorties multiples.

Dans le dernier chapitre, la procédure géométrique proposée pourrait inspirer la réso-
lution de problèmes PA de plus grande dimensionnalité où plus d’une seule CU accède
à la même ressource que la paire D2D, ou inversement, plus de deux dispositifs sont en
communication D2D. En outre, il pourrait être intéressant de dériver des modèles pour
le couplage D2D-CU qui seraient purement basés sur la connaissance des conditions de
canal, ou même plus loin, sur leur positionnement géographique relatif. Cela pourrait
être réalisé à l’aide de divers outils (par exemple, des techniques d’apprentissage automa-
tique), ce qui simplifierait l’étape d’attribution des canaux et faciliterait l’intégration des
méthodologies proposées aux DAS.
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Introduction

Nowadays, the place of mobile communications in the modern society spans much beyond
the Information and Communications Technology (ICT) community, as it has contributed
to shape today’s society in unprecedented ways. For instance, the interplay between offer
and demand follows Say’s law where the offer enables applications through which greater
demand surges, requiring thereby further supply [1]. The technical advancements, provid-
ing greater ease of use and wider services, have penetrated the consumer’s day to day lives,
substantially reshaping human activities. This effect, coupled with the ferocious compe-
tition for higher market shares, pushes Mobile Network Operators (MNOs) for promoting
more hype through the advertisement industry and, as a result, conditions the society to
always expect for more. The greedy side being triggered, every new technological break-
through (e.g. birth of the iPhone in 2007) enables a new range of applications, which
penetrates into societies’ habits and morphs into actual needs, justifying thereby further
demand to which the offer has to cope with. This self-reinforcing feedback resulted in an
ever increasing demand for higher data rates, further data volumes, more connected de-
vices, lower latency requirements for cheaper data plans [2]. Meanwhile, the emergence of
the Internet of Things (IoT), machine-to-machine and vehicle-to-vehicle communications
and other technologies greatly complexifies the traffic profiles, imposing the constraint of
a greater flexibility from MNOs to meet the diversified demands of current and future
generation networks. The International Telecommunication Union (ITU) has defined the
requirements for International Mobile Telecommunications (IMT) for 2020 and beyond,
its three main pillars being enhanced Mobile BroadBand (eMBB) (4K video streaming,
virtual and augmented reality, viewpoint video, etc.), Ultra-Reliable Low-Latency Com-
munications (URLLC) (e.g. remote medical surgery, transportation safety) and massive
Machine-Type Communications (mMTC) (e.g. smart metering, network sensing).

To meet these stringent requirements, MNOs will have to resort to every tool available
at their disposal and carefully aggregate them in order to provide the expected leaps in
performance. In an effort to provide solutions for network growth, lessons could be learned
from the past. According to the analysis of Cooper reported in [40] by Prof. Webb on the
main enabling techniques for higher system capacity, the lion’s share goes to the densifi-
cation of mobile network deployment, allowing for a confined serving and enabling higher
spectrum reuse. This is the driving idea behind the proliferation of small cells [41–43],
Distributed Antenna Systems (DAS) and Cloud Radio Access Network (C-RAN) [44–46],
which leads to the complex Heterogeneous Networks (HetNet) [47–49]. This being said,
network densification cannot be indefinitely exploited as it meets its limits in the increas-
ing inter-cell interference it generates. To unleash its full potentials, efficient interference
management techniques need to be introduced, hence the adoption of the Coordinated
Multipoint (CoMP) framework for inter-cell management, since 3GPPP release 11 [9], and
its further enhancements in releases 14 and 15. Moreover, the surge of newly connected
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devices will require breaking the orthogonality of previous generations multiple access
schemes to accommodate more User Equipments (UEs) and provide a higher spectral ef-
ficiency using the same resources. As a result, Non-Orthogonal Multiple Access (NOMA)
was selected as a study item in Long Term Evolution (LTE) release 13 - termed Multiuser
Superposition Transmission (MUST) - and was adopted in the LTE standard since release
14 as an efficient component to tackle the capacity crisis. The key enabler is the adoption
of complex receivers capable of canceling the interference of undesired signals. Thus, the
interference management problem is the cornerstone for enabling further advancements
of mobile communications. The interest for Device to Device (D2D) communications
coupled to full-duplex (FD) transmission attests of this observation [33, 50–52]. On the
one hand, interference avoidance is favored by allowing end-devices to bypass the network
infrastructure and exchange information on a proximity-based trigger for a minimum in-
terference footprint. On the other hand, the advancements of self-interference cancellation
of FD receivers enable a virtual doubling of the capacity without requiring any additional
network resources.

The general theme of this thesis revolves around the interference management prob-
lem for various mobile communications scenarios. Our aim is to efficiently combine the
mentioned technologies hereinabove, to assess their combined gains and explore the key
specific properties arising from such combinations. In a first part of the thesis (Chapters
2 and 3), we will be investigating NOMA signaling in DASs to meet the users Quality
of Service (QoS) demands with minimal power consumption. The powering of multi-
plexed signals from different antennas paves the way for a complete intra-cell Successive
Interference Cancellation (SIC) that we called “mutual SIC”. This newly unveiled tool for
interference management shows great potentials for the green communication scenarios of
Chapters 2 and 3, as well as the rate craving scenarios studied in the second part of the
thesis, in Chapters 4 to 6. Therefore, the mutual SIC concept is further investigated in
the general framework of CoMP in Chapter 4, where its interference cancellation prop-
erties can be efficiently applied to combat inter-cell interference and enhance cell-edge
user experience. Afterwards, an application of mutual SIC is proposed in Chapter 5 for
the context of Unmanned Aerial Vehicules (UAV) placement in UAV-assisted mobile net-
works. Finally, the field of D2D communications is approached where the interference
resulting from competing CUs and D2D devices is managed through the mixing of in-
terference avoidance schemes with interference cancellation schemes in the mutual SIC
procedure.

Thesis outline
Chapter 1 presents a general overview of the main enabling techniques for future gener-
ation networks which are tackled in this thesis. First, the principles of downlink power
domain NOMA are presented. Then, the motivation for network densification is discussed,
and the evolution of the network architectures going from Centralized Antenna Systems
(CAS) to DAS, then to C-RANs, is reviewed in general, and more specifically from the
perspective of Resource Allocation (RA). Afterwards, the concept of CoMP is explored
for its potentials to efficiently manage the problems of inter and intra-cell interference
resulting from the densified network topologies. Finally, we present the framework of
D2D communications as another means for boosting the network performance and meet-
ing the diversified demands, and we present the necessary technical background of FD
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communications to be used in conjunction with D2D.
In Chapter 2, NOMA signaling is combined with the DAS setup to address the prob-

lem of downlink power minimization under strict user rate requirements. The chapter
first presents a review of the state-of-the-art research on downlink power minimization
using NOMA. Then, after presenting the system model and formulating the optimal RA
problem, we discuss the need for suboptimal RA schemes and separating the NOMA
layer from the Orthogonal Multiple Access (OMA) layer. Thus, optimal Power Allocation
(PA) for fixed channel assignment is revisited for OMA signaling, and the design of an
iterative joint channel and power allocation for OMA is proposed. Afterwards, a new PA
scheme for the NOMA pairing step is proposed. In the second part of the chapter, we
lay the theoretical background for the application of NOMA multiplexing in DAS, where
the mutual SIC concept is introduced for the case of two multiplexed users per subband.
Finally, several PA techniques are proposed for the application of mutual SIC in NOMA
DAS.

In the third chapter, we adapt the power minimization solutions of Chapter 2 to the
practical scenario of antenna-specific power limit constraints referred to as hybrid DAS.
The optimal RA problem is reformulated for the context of hybrid DAS and then the
optimal PA solution is derived for the case of OMA. A simple criterion is developed
to guarantee the existence of viable RA schemes. Afterwards, two joint RA schemes are
proposed to solve the power minimization problem in OMA. The first one accounts for the
power constraints at the end of the algorithm, while the other considers the antenna power
limits throughout the user-antenna-subcarrier allocation process. Finally, the additional
NOMA layer, including iterative user pairing and subcarrier power allocation, is remodeled
to capture the characteristics of the hybrid DAS scenario.

Chapter 4 is devoted to the generalization of the mutual SIC concept to multiple
antenna systems in a multi-cell CoMP framework. A new mathematical formalism is
proposed to generalize the mutual SIC concept to arbitrary NOMA cluster sizes, while
including multi-point transmission methods. We highlight the inter-relation between the
decoding orders at the level of every user with the generalized mutual SIC conditions, and
we derive the fundamental conditions of Power Multiplexing Constraints (PMCs) and rate
constraints enabling the application of mutual SIC for two CoMP configurations: joint
transmission and dynamic point selection. Afterwards, we present two case studies: Dual
Mutual SIC (DMSIC) for two-user clusters and Triple Mutual SIC (TMSIC) for three-user
clusters.

In Chapter 5, a UAV positioning favoring TMSIC is proposed to support a two-cell
system with a saturated antenna. The UAV positioning problem is formulated to account
for TMSIC application. Next, a mathematical framework for modeling the problem of
TMSIC feasibility through UAV placement in probabilistic terms is introduced. Several
UAV positioning strategies are proposed based on different network optimization metrics
related to the probabilistic model. Then, the used methodology for adequate perfor-
mance assessment is presented. Finally, the trade-offs between the proposed methods are
highlighted, and the use case applications for every positioning technique are discussed
according to the user serving priorities.

Chapter 6 investigates the application of NOMA signaling to D2D communications
with half and full duplex modes. The first section presents the state-of-the-art studies on
NOMA with D2D applications. Next, the system model is presented and the joint channel
and power allocation problem is formulated. The mutual SIC conditions for half-duplex



Introduction 4

D2D are derived next and the resolution of the optimal PA is presented. Afterwards,
the case of FD D2D applying mutual SIC is investigated. The constraints of mutual SIC
and PMCs are derived, and a constraint reduction procedure is conducted to simplify the
problem without any incidence on the solution performance. Then, a geometrical repre-
sentation of the PA problem is proposed, enabling an efficient low-complexity resolution
method. Finally, the complete resource (channel and power) allocation problem is solved
by using the Munkres algorithm.

The last chapter concludes this thesis and suggests future works that could be con-
ducted in each of the approached research domains.

Contributions of the thesis
This work contains several original contributions that are proposed to cope with the
increasing expectations from mobile networks. Below is a summary of the main contribu-
tions of this thesis.

In Chapters 2 and 3, the aim was to derive efficient resource allocation schemes for
the minimization of the downlink system power under QoS constraints. The main contri-
butions of the first two chapters are:

• proposing an iterative waterfilling scheme that greatly reduces the complexity of
NOMA user pairing,

• proposing a new PA scheme for single antenna NOMA pairing which outperforms the
standard fractional transmit PA scheme without incurring additional complexity,

• introducing the concept of mutual SIC where interference cancellation is conducted
at the level of all paired NOMA users on a subcarrier, achieving an important
reduction in the transmit power, compared to single-SIC NOMA,

• providing and analyzing the optimal PA scheme for power minimization in the
context of OMA hybrid DAS, leading to the proposal of a systematic criterion for
assessing the feasibility of the solution given a predefined subcarrier allocation,

• proposing two different approaches for the joint channel and power allocation in
HDAS, one being robust against harsh system conditions in terms of high user
rates and low power antennas, the other being particularly suited for mild system
conditions.

From Chapters 4 to 6, the intent is to profit from the interference cancellation capa-
bilities of mutual SIC to maximize the system spectral efficiency in the various scenarios
of CoMP serving, UAV assisted networks, and D2D enabled networks employing FD. The
main contributions of every chapter can summarized as follows.
In Chapter 4:

• the generalization of the mutual SIC principle is conducted, from the case of two
users with a single transmission antenna per signal, to an arbitrary number of mul-
tiplexed users with joint transmission of signals through multiple antennas,

• the proposal of a simple user-antenna pairing scheme to always enable mutual SIC
application, challenging the practice of user-antenna association based on the max-
imum received signal strength criterion,
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• the extension of joint transmission serving to cell-center users is proposed as a means
to enhance the overall system performance and the cell-edge performance through
the use of mutual SIC.

In Chapter 5:

• a probabilistic framework is introduced to account for the specificity of line-of-
sight/non line-of-sight propagation and enable the computation of the TMSIC prob-
ability associated to the UAV position,

• several approaches using different optimization metrics are proposed showcasing the
trade-offs between system capacity, user fairness and computational complexity.

In Chapter 6:

• the conditions for applying mutual SIC in FD-D2D systems are defined, and the
PMC conditions are proven to encompass the rate conditions of mutual SIC,

• a geometrical representation is introduced to reduce the search space of optimal
PA for FD-D2D using NOMA, enabling optimal RA by successive application of
optimal PA and optimal channel assignment.

These contributions led to the following list of publications:

Journal papers
• A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “Optimal Resource Alloca-

tion for Full-Duplex IoT Systems Underlaying Cellular Networks with Mutual SIC
NOMA,” under revision in IEEE Internet Things J.

• A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “Analysis of Drone Place-
ment Strategies for Complete Interference Cancellation in Two-Cell NOMA CoMP
Systems,” in IEEE Access, vol. 8, pp. 179055-179069, Sept. 2020.

• A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard,“Mutual Successive Interference
Cancellation Strategies in NOMA for Enhancing the Spectral Efficiency of CoMP
Systems,” in IEEE Trans. Commun., vol. 68, no. 2, pp. 1213-1226, Feb. 2020.

• A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “New Power Minimization
Techniques in Hybrid Distributed Antenna Systems With Orthogonal and Non-
Orthogonal Multiple Access,” in IEEE Trans. Green Commun. Netw., vol. 3, no.
3, pp. 679-690, Sept. 2019.

• J. Farah, A. Kilzi, C. Abdel Nour and C. Douillard, “Power Minimization in Dis-
tributed Antenna Systems Using Non-Orthogonal Multiple Access and Mutual Suc-
cessive Interference Cancellation,” in IEEE Trans. Veh. Technol., vol. 67, no. 12,
pp. 11873-11885, Dec. 2018.
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Conference paper
• A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “Inband Full-Duplex D2D

Communications Underlaying Uplink Networks with Mutual SIC NOMA,” 2020
IEEE 31st Annual Int. Symp. Pers., Indoor and Mobile Radio Commun. (PIMRC),
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Chapter 1

Background

We present in this chapter an overview of the main multiple access schemes, network ar-
chitectures, and communication techniques that we address throughout this dissertation.
We first discuss, in section 1.1, how the increasing number of connected devices pushes
towards the adoption of NOMA, and then we present the principles of power domain
NOMA, showcasing its advantages and highlighting its theoretical and practical condi-
tions of application. In section 1.2, we elaborate on the paradigm shifts when moving from
centralized antenna systems to densified distributed architectures such as DAS and Cloud
Radio Access Networks (C-RANs). The enabling techniques due to DAS are presented
from the perspective of resource allocation. Afterwards, given that network densification
is self limited by the inter-cell interference it generates, the principles of CoMP, the most
advanced framework for inter-cell interference coordination, are presented in section 1.3.
Finally, the context of D2D communications is described in section 1.4. Its potentials to
meet the diversified demand as well as offload the data traffic from the network core to
its front-end devices are explained. Moreover, the symbiotic relationship that D2D holds
with FD communications is presented.

1.1 Principles of Downlink NOMA
Historically, multiple access schemes have characterized every new generation of cellular
networks. They include Frequency Division Multiple Access (FDMA) in 1G systems,
Time Division Multiple Access (TDMA) in 2G, Code Division Multiple Access (CDMA)
in 3G, and Orthogonal Frequency Division Multiple Access (OFDMA) in 4G networks.
The pursuit in all these multiple access schemes was to enable broader multiple access
by exploiting the orthogonality in the different dimensions of the network system, i.e.
users are allocated distinct frequency channels or time slots or signature codes or resource
blocks so that their signals do not interfere with one another when they access the network.
This common theme of “orthogonality” is rooted back to the idea of interference avoidance
through resource partitioning. However, with the rapid growth of mobile networks, it has
become more and more evident that the “orthogonality” feature of multiple access will
be a serious limiter to the number of accommodated users. Therefore, NOMA has been
resorted to in order to cope with the increasing demand for connected devices [53, 54].
NOMA comes in various forms and techniques such as Multi-User Shared Access (MUSA)
[55], Low Density Spreading (LDS) [56], Sparse Code Multiple Access (SCMA) [57], Power
Domain NOMA (PD-NOMA) [28], Pattern Division Multiple Access (PDMA) [58] or Bit
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Division Multiplexing (BDM) [59]. In this thesis, we will be dealing with PD-NOMA
which was mainly adopted for downlink transmissions. Consequently, from hereinafter,
PD-NOMA is simply referred to as NOMA.

NOMA breaks the orthogonality by allocating the same time/frequency resource to
multiple users at the expense of additional receiver complexity. At the transmitter side,
signals of different users are allocated different power levels (hence the power domain
nomenclature), and superposition coding is used to transmit the combined users signals.
Let G1 and G2 be the multiplexed signals of UEs 1 and 2, with respective powers %1 and
%2, and let ℎ1 and ℎ2 be their experienced channel gains with |ℎ1 | > |ℎ2 |. In the NOMA
framework, UE1 is referred to as the strong user, while UE 2 is labeled as the weak user.
A higher power level is allocated to the weak user (%2 > %1) to compensate for its weaker
channel gain, provide user fairness, and allow the decoding of UE 2’s signal at the level
of UE 1. The super-imposed signal transmitted by the Base Station (BS) is given by
G = G1 + G2, and the received signals H1 and H2 at the level of UE 1 and UE 2 are given
respectively by: H1 = Gℎ1 + =1 and H2 = Gℎ2 + =2, where =8 represents the Gaussian noise
received by UE 8 with average power f2. At the level of UE 1, the SIC receiver is applied to
extract G1 from the total received signal. It proceeds first by detecting, demodulating and
decoding the dominant signal which is G2, prior to subtracting it from the total received
signal as shown in Fig. 1.1.

Time/Frequency RB

Power

UE 2

UE 1

BS

SIC of UE 2’s signal while 

treating UE 1’s signal as noise

decoding of the 

signal of UE 1

decoding of UE 2’s signal 

while treating UE 1’s 

signal as noise

Figure 1.1 – Representation of a two-user NOMA system with UE 1 performing SIC before
retrieving its signal.

Consequently, G1 is decoded in an interference-free manner and its achievable rate
according to the Shannon channel capacity theorem is given by:

'1 = log2

(
1 + %1 |ℎ1 |2

f2

)
.

At the level of the weak user, UE1’signal is treated as additional interference, and the
achievable rate is given by:

'2 = log2

(
1 + %2 |ℎ2 |2

%1 |ℎ2 |2 + f2

)
.

For the general case of < multiplexed users with channel gains such |ℎ1 | > |ℎ2 | > . . . >

|ℎ< |, the power is allocated according to the descending order of channel gains, i.e. %< >
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%<−1 > . . . > %1 [60,61]. The 8th UE iteratively decodes and subtracts the signals of users
with weaker channel gains - starting from G< to G8+1 - before retrieving its own signal G8
while suffering from the interference of the remaining 8 − 1 users. The rate for UEi is thus
given by:

'8 = log2

(
1 + %8 |ℎ8 |2

8−1∑
9=1
% 9 |ℎ8 |2 + f2

)
, (1.1)

Note that for the case of three or more multiplexed users, enforcing %< > %<−1 > . . . > %1
at the BS is not enough to guarantee that G< will remain the dominant signal, since lower
power signals may add up to a greater power level than %<. This may induce SIC error
propagation, threatening the throughput gains achieved by NOMA. To avoid running into
that problem and to ensure SIC stability, the enforced Power Multiplexing Constraint
(PMC) for the general case of < multiplexed subcarriers is done as follows:

%< > %<−1 + %<−2 + · · · + %1,

...

%8 > %8−1 + %8−2 + · · · + %1,

...

%2 > %1.

(1.2)

This being said, in the literature, most papers considering downlink NOMA limit the
number of multiplexed users to a maximum of three [28, 62, 63] since it was shown that
the additional rate gains become marginal when < further increases [27], while the re-
ceiver complexity grows linearly with <. Note that the growing computational power
of mobile devices enabled the implementation of interference cancellation as they have
been incorporated in wireless standards under the name of Network-Assisted Interference
Cancellation and Suppression (NAIC) in LTE since 3GPP release 12 [64].

1.2 Network Densification and Distributed Antenna
Systems

The basic idea behind network densification is to bring network access nodes closer to the
end users through the spreading of multiple Transmission Points (TPs) throughout the
cell instead of having them grouped at the same location as for CAS. This enables a better
cell coverage and enhances the cell capacity by improving the link quality due to reduced
path loss and additional spatial diversity favoring Line-of-Sight (LoS) communication.
Moreover, network densification increases the reuse per unit area of the available spectrum
which significantly improves the network capacity.

1.2.1 Distributed and Centralized Densification
Network densification can be classified into distributed and centralized densification. Dis-
tributed densification corresponds to the geographical deployment of small cells, in ar-
eas where immense traffic is generated. Small cells, pico cells and femto cells are fully
functioning BSs, capable of performing all the macro-cell functions (baseband and radio
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processing) but with a lower power and smaller coverage areas. Each small cell having
its own backhaul connection, coordination among them is not straightforward and dis-
tributed interference management protocols are required [3,4]. On the other hand, when
the baseband processing unit of a BS is decoupled from its radio units, centralized net-
work densification can be achieved in DAS by deploying the Remote Radio Heads (RRHs)
throughout the cell, while connecting them to a central processing unit referred to as Base-
band Unit (BBU) through high-speed low-latency optical fibers. RRHs are responsible
for the digital to analog conversion, analog to digital conversion, power amplification
and filtering [65], while the BBU handles all the baseband processing, and higher level
procedures such as user scheduling, medium access control, and Radio Resource Manage-
ment (RRM). This star-like architecture achieves a full coordination between RRHs. The
differences between DAS and small cells are depicted in Fig. 1.2.

Core network

fibre
BBU

RRH

RRH

Indoor Small cell

RRH

Centralized Densification
Central Processing

User Scheduling
Resource allocation

Mobility Management
...

Core network

Core network

S1 connection

Small cell

DSL link

Backhauling through micro wave links

Distributed Densification

Uncoordinated Scheduling

RRH

Figure 1.2 – Schematic of a densified heterogeneous network consisting of stand-alone
small cells with individual backhaul connection, and distributed RRHs controlled by a
single BBU entity.

Throughout the literature, a distinction has been made between deploying antennas
for improving coverage as opposed to improving capacity. Small cell systems are typically
seen as capacity boosters, capable of providing important capacity gains for small regions
of high network activity by reusing the cell frequency. In this scenario, having a small
coverage region enables a localized high capacity region that does not leak out excessive
interference to the neighboring sites. On the other hand, coverage strengthening was the
primary objective of early DAS deployment [44], where signals were simulcasted across all
of the antennas to blanket the coverage region. While reasonable from a pure coverage
perspective, this approach has the drawback of causing important out-of-cell interference
compared to both small cells and CAS. Moreover, studies such as [5,6] showed that more
efficient user serving can be achieved through selection diversity, where one of the RRHs is
selected to transmit the user signal. This approach is shown to provide greater capacity
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and more power efficient user serving. Also, thanks to the centralized densification of
DAS, BBU scheduling can operate such that some RRHs reuse all the spectrum while
other RRHs dynamically share the cell frequency. For all these reasons, the potentials of
DAS seem to us more appealing than those of small cells, especially from the perspective
of resource allocation. That is why in this thesis, great importance has been given to the
DAS setup with selection diversity in the proposed RA schemes.

1.2.2 More on Network Centralization
Network centralization can be taken one step further by grouping the BBUs of multiple
cell sites in the same location, to form a shared BBU pool. This centralized network
architecture is known as Cloud Radio Access Network (C-RAN), it was first proposed
in [66] and detailed in [67]. C-RAN can be viewed as the natural extension of DAS
centralization to a multi-cell scale, its advantages compared to DAS are manifold: Due
to the high traffic variation in time and space, individual cell site BBUs are dimensioned
according to the network busy hours which may be 10 times higher than off-the-peak
hours [67]. When office BSs experience their peak load, residential BSs are at a their low,
hence valuable BBU computational power is wasted. By virtualizing BBUs of diverse
network areas and enabling dynamic reconfigurable mappings between RRHs and BBUs,
the required baseband processing capacity of the pool is smaller than the sum of capacities
of BSs taken individually.
The resulting hardware savings from adequate BBU dimensioning is called the statistical
multiplexing gain of C-RANs. Although highly dependent on user distribution and traffic
profiles, an average gain of 25% can be achieved [68,69]. These hardware savings directly
translate into a reduction of the CAPital EXpenditure (CAPEX) as well as the OPerating
EXpenditure (OPEX) since important savings in cooling resources can be achieved, which
represent 46% of cell site power consumption [67]. Moreover, even for negligible statistical
multiplexing gains, grouping BBUs in the same location reduces site rental/acquisition
costs, reducing thereby OPEX/CAPEX. In total, 15% CAPEX and 50% OPEX savings
are envisioned in comparison to RAN with RRH [70].
Finally, one of the key features of C-RAN deployments is providing cooperative real-
time RRM; therefore, resource allocation becomes possible on a multi-cell level. This
provides a robust infrastructure to combat interference as it is the main limiter to network
densification as discussed next.

1.2.3 On the Limits of Network Densification and the Cell Paradigm
Shift

The limit to how far network densification can go is not necessarily bound to be less or
equal to the user deployment density. Provided that idle mode capability is enabled [71,
72], many studies have pushed the ratio of deployed transmission nodes to UEs requiring
network access beyond the intuitive unity limit [73–75]. The fundamental limit to network
densification lies in the growing interference caused by the decreasing inter-site distance.
It was demonstrated in [7] that when the density of small cells grows beyond a certain
threshold, the experienced Signal to Interference and Noise Ratio (SINR) decreases as
the interfering signals transition from non-LoS (NLoS) to LoS propagation, degrading
the network performance. In fact, the problem of interference management is central to
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all mobile communications systems. All the proposed Multiple Access (MA) schemes in
every mobile generation can be summarized as a proposition to manage the problem of
inter-user interference while sharing the same resources. The same is true at the level
of traditional cellular architectures where frequency reuse schemes were resorted to for
inter-cell interference mitigation. One could argue that inter-cell interference is basically
inter-user interference taken on a network scale, but now that the network densification
intensifies, the validity of such a distinction may be at question.

UE 1
RRH 1

BBU

Core network

RRH 2

UE 2

Information Signal

Interference Signal

UE 3
UE 4

UE 5

UE 6

Figure 1.3 – Schematic of an inter-user/inter-cell interference scenario, in a two-antenna
cell, illustrating the need for a new broader approach on handling inter-user/inter-cell
interference in dense mobile networks.

To better illustrate the duality of the approach on handling interference, we consider
the example of figure 1.3, where two users in a DAS cell are served from separate RRHs
on the same time/frequency resource block. One possible strategy could be that RRHs
1 and 2 are reusing the cell spectrum. In that case, interference avoidance can be done
through the selection of distant users from one another (e.g. UE 6 and UE 5). Another
approach could be to consider the system as a two-user NOMA group where interference
cancellation techniques could be attempted, i.e. taking advantage of the strong inter-
fering signals for a better cancellation. It is not straightforward to determine whether
inter-user interference is better attended to using traditional inter-cell mitigation tech-
niques, or same-cell coordination techniques (which trace back to MA schemes). Each
followed approach comes from a different background (inter-cell vs intra-cell interference
management), and will lead to the adoption of different policies for the resolution of the
same problem. In fact, the cell concept itself is at question as the network densifies, as it
becomes more and more challenging to draw the line between neighboring cells. Indeed,
the cell concept traces back to the geographic division of the space into hexagonal cells
with a central BS serving the users in each region through a dedicated portion of the spec-
trum. Now that the cell architecture is split into multiple transmitting points with each
of them having the potential to reuse the entire spectrum, the common understanding of
cells needs to be revisited. As a consequence, the frontier between inter-cell and intra-cell
interference management techniques should be revisited in a more holistic manner. In this
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order of thought, we present next the concept of CoMP, as the most advanced framework
for tackling the interference management problem.

1.3 Coordinated Multipoint
To mitigate the Inter-Cell Intereference (ICI), 3GPP proposed in release 9 [8], and then
adopted in release 11 [9], the CoMP technique as the evolution of enhanced ICI Coordi-
nation (eICIC) to improve the performance of interference-prone users and enhance the
overall network performance. The rationale is to apply coordination between adjacent
cells, either in order to alleviate cell-edge interference without restricting the usage of
network resources, or to intelligently take advantage of interference. The coordination
can be done in a distributed or centralized fashion. In distributed coordination, cell
sites are interconnected through the X2 interface to form a fully meshed network where
Channel State Information (CSI) is exchanged. Thanks to this configuration, one of the
coordinated cells can act as a master cell managing resource allocation and scheduling,
while the others act as slaves. Such scenarios are typical for distributed CoMP between
small cells [76–78]. In centralized coordination, a central unit processes the feedback
information from cell sites to handle ICI and perform joint radio resource scheduling.
For this purpose, CSI and user data must be made available at the level of the central
unit, which implies high backhaul overhead with stringent latency requirements. For op-
erators with free or cheap already available fiber resources, meeting these backhauling
constraints is possible, hence star-like network architectures such as DASs and C-RANs
are an appealing solution. In fact, the C-RAN architecture is considered as the main
enabler for implementing CoMP technology, since BBU pools are directly interconnected
in the same building, thus C-RAN deployment inherently provides the low-latency and
high backhaul capacity required for CoMP. A schematic of centralized and decentralized
CoMP architectures are provided in Fig. 1.4.

Core network

X2

X2

Distributed CoMP with  Small cells

Core network

BBU pool 
1

BBU pool 
2

Daisy chain architecture

BBU pool 
3

Cooperation area 3

Cooperation area 1
Cooperation area 2

Boundaries of CoMP areas

Centralized CoMP with  C-RAN

user-centric 
clustering

Non-cooperating RRHs

network-centric 
clustering

Figure 1.4 – An overview of CoMP implementation into different network architectures.
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A common classification of CoMP techniques in the literature distinguishes between
the schemes that involve the exchange of CSI only (sometimes referred to as coordination
approaches) and those requiring the exchange of both CSI and user data (cooperative
approaches). By virtue of this classification, Coordinated Scheduling (CS) and Coordi-
nated Beamforming (CB) are presented first, in the next section, followed by Dynamic
Point Selection (DPS) and Joint Transmission (JT) which are cooperative approaches as
explained afterwards.

1.3.1 Coordinated Scheduling and Coordinated Beamforming

In CS, the cooperating nodes seek to avoid interference by allocating cell-edge users E1
and F1 different channels 51 and 52 (Fig. 1.5), while allocating other frequencies for
inner users in the cell (e.g. user E2 in Fig. 1.5). This joint decision on the user-channel
association is possible thanks to the sharing of user CSI between the corresponding nodes.
Note, however, that the results of a CS coordination are not limited to the interference
avoidance policy, but also take into account the potentially competing QoS requirements
of both users, the available power at every RRH, the history of user serving, etc. That
is to say the coordination results are parts of a whole in the ongoing resource allocation
problem to best serve the two cells. These coordination results are applied every time
scheduling is performed, which can be as short as 1 ms for LTE. Therefore, resources can
be dynamically allocated even with instantaneous changes of UEs channel conditions.

f1f2

f4
f3

E1

F1

E2 F2

f2

F3

Node E Node F

No interference on F3

High power beamHigh power beam

low power beam

Figure 1.5 – CS, allocating cell edge users different frequency resources.

With CB (Fig. 1.6), users are served through the same time/frequency resource while
being allocated different spatial resources, i.e. beam patterns. Thanks to the CSI sharing,
which includes channel quality indicators and precoding matrix indicators, interference
is prevented through each transmission node allocating the main beam to its user, and
nullifying the beam to the other neighboring UE, as shown in Fig. 1.6.
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No interference on F3
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f2
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Figure 1.6 – CB, allocating cell edge users different beam patterns while using the same
frequency.

Generally, CB is often used with CS, as shown in Fig. 1.7. On the one hand, CS can
efficiently handle the interference, and on the other hand, better reception quality is
ensured by CB.

f2

f3
f3

E1

F1

E2 F2

f2

F3

Node E Node F

No interference on F2 and F3

High power beam

low power beam

High power beam

null beams

f1

E3

f1

No interference on E2 and E3

Different frequency resources and beam 
patterns to E1 and F1

Figure 1.7 – Combining CS/CB schemes.

1.3.2 Dynamic Point Selection and Joint Transmission
In DPS, the data related to a UE is transmitted by a single transmitting node for a
given time/frequency resource, as is done in CS. However, on top of CSI, the data should
be available at all cooperating transmitters, which enables the selected point to change
dynamically from one transmission time interval to another. Therefore, the RRH with the
minimum path loss for the UE is always selected. The tighter latency in DPS, compared
to CS, enables a cell/TP switching at the subframe level for a given UE.
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With Joint Transmission CoMP (JT-CoMP), cooperating TPs transmit simultane-
ously the signal of the same user over the same time/frequency resource (c.f. Fig. 1.8).
The joint processing of the data enables its precoding over the multiple transmitting nodes
so that it is coherently combined at the level of each UE. JT-CoMP is the most promising
coordination technique, but is also the most challenging one to implement, as discussed
next.

f2

f3E1

F1

F2

f2

F3

Node E Node F

No interference on F3

High power beam

low power beam

High power beam

f1

E3

f1

No interference on E3

Coherent signal reception at E1 and F1

f2

f1
low power beam

High power beam
High power beam

Figure 1.8 – JT Transmission from Nodes E and F to users E1 and F1.

On the evolution of the cell concept in C-RANs and CoMP
JT-CoMP enables the serving of UEs from multiple cell transmission nodes or RRHs,
thus breaking to some extent the “cell” paradigm. The common understanding of cells
would morph into the concept of CoMP-sets which are in essence the sets of “cell sites”
that perform cooperation. The main challenge regarding CoMP is to come up with
clustering techniques that would bridge the gap between theoretical expectations and
practical performance gains of actual CoMP systems.

This gap is observed when moving from the ideal network wide cooperation area to e.g.
two cooperation areas. In that case, the performance of simple clustering techniques can
easily fall back to performance levels similar to uncoordinated networks. On the other
hand, theoretical and practical results [79, 80] promise a linear performance gain with
the increasing cooperation area, while assuming network-wide JT CoMP. Nonetheless,
providing network-scale cooperation is simply not feasible - even within the C-RAN ar-
chitecture - as cooperation will fatally span over geographically separated BBU pools (c.f.
Fig. 1.4). Moreover, as the cooperation area increases, inter-cluster interference reduces
by virtue of the greater distances, to the point where additionally canceled interferences
are comparable to the randomized interference plus noise floor. Consequently, the gains
of full network cooperation get asymptotically smaller [81] while the growth rate of the
signaling burden due to CSI exchange (let alone user data) is unchanged if not increased.
The challenge of CoMP clustering schemes is to strike the right balance between network
performance and increasing signaling overhead and scheduling complexity. The physical
limitations for providing the huge signaling exchange spanning over multiple BBU pools
pushes towards a hybrid clustering scheme. On the one hand, the maximum cooperation
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area is static and set to the coverage region of a single BBU pool. Note that thanks to
the optical fiber advancements enabling the remote locating of RRHs 20 to 40 km away
from the BBUs, considerable cooperation areas can be achieved (c.f. Fig. 1.4). On the
other hand, within these fixed areas, dynamic user-centric clustering can be conducted,
where users are allocated their own cluster of RRHs which can overlap with each other,
instead of clustering RRHs in a network-centric manner and then serving users in the
cluster from a subgroup of the RRHs [82,83].
On a final note, there is an amount of inter-cluster interference which cannot be com-
bated with CoMP; therefore, efficient network planning should consider the traffic profile,
varying user densities (e.g. sub-urban vs. dense urban environments), the geographical
topology, in order to: 1) optimize the RRH locations and determine the fixed RRH-BBU
pools assignments such that the density of cluster-edge users suffering from inter-cluster
interference is minimized; 2) elaborate smart CoMP clustering schemes capable of a fast
adaption to the network spatial and temporal fluctuations within the available cooperation
regions.

1.4 Device to Device Communication
To cope with the increasing demand for data, a completely opposite approach in net-
work densification is to increase the number of wireless links per unit area, instead of
deploying more access nodes (small cells or RRHs). The underlying idea is to enable the
direct communication between close end-devices instead of having information transiting
through BSs and the network core. D2D communication offloads uplink and downlink
traffic from the network which can use the freed network capacity and power resources
to serve other users. Also, by virtue of single-hop and proximity gains, an efficient D2D
channel can be established, leading to high data rates with minimal transmit powers
and very low latency. This enhances the system energy efficiency and localizes the inter-
ference footprint of devices, enabling densified local reuse of spectrum [10], [11]. Many
services can benefit from D2D as depicted in Fig. 1.9, a non-exhaustive list includes:
content sharing applications for the exchange of videos and photos between friends, mul-
tiplayer gaming, streaming services with enabled caching, mobile relaying for coverage
extension, Vehicle-to-Vehicle (V2V) communication requiring strict latency constraints,
context-aware applications which enable context-related mobile advertising, etc. In that
regard, D2D communications are expected to open up new business opportunities to net-
work operators and app developers to take advantage of this new market by providing
proximity-based e-services, as forecast by the social networking service (SNC) research
[84].

With D2D, near-by devices are authorized to communicate directly with one another
with little to no information transiting through the cellular network. To establish a D2D
link, a peer discovery process must be initiated before the communication phase can
take place. When direct D2D discovery is used, the D2D communication is completely
decentralized without requiring any intervention from the network (e.g. Bluetooth and
WiFi-direct). However, direct discovery techniques use beaconing signals and scanning,
making them time and energy consuming. Moreover, the uncontrollable interference in
the unlicensed spectrum hinders the establishment of reliable QoS. Therefore, moving the
D2D discovery process in the licensed band enables resorting to network assistance to
mediate the discovery process [14, 32]. The UE initiates a D2D link request, prompting
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Figure 1.9 – A snapshot of possible D2D applications.

the BS to scan the network and recognize D2D candidates, coordinate the time/frequency
resources, and provide back the identity information to the newly formed D2D pair.

In our work on D2D communications (Chapter 6), we are mainly interested in pro-
viding efficient power allocation and channel assignment of D2D communications, while
assuming prior completion of the D2D discovery and pairing of devices.
As it was hinted out earlier, the idea of D2D is not new, as several services using direct
communication already exist such as WiFi-direct and Bluetooth. The novelty in D2D is
the utilization of the licensed bands of the cellular spectrum. From that distinction, the
following classification can be made regarding D2D communications [12]:

• Outband D2D communication: D2D occurs in the unlicensed band without
affecting the cellular network.

• Inband D2D communication: the D2D channel is allocated from the cellular
band. Inband D2D can either be overlay or underlay.

– Overlay: Dedicated communication links from the cellular spectrum are allo-
cated to the D2D, preventing co-channel interference between the D2D system
and the cellular network.

– Underlay: In this case, the cellular spectrum is reused by D2D devices and
the challenge resides in managing the interference between the D2D and the
cellular network.

Due to the stochastic nature of the unlicensed band and to the challenges of coordinat-
ing the communication over two different bands (since outband communication requires
a second radio interface and uses other wireless technologies such as WiFi Direct [13]),
inband transmission has gained much attraction among the research community [14, 15].
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Furthermore, due to the anticipated increase in the number of connected devices, dedi-
cating cellular bands to D2D will not be a viable solution, thus most research focus on
inband underlay D2D [16–19].

1.4.1 Full Duplex
A highly promising technology to be applied in conjunction with D2D is FD communica-
tions. FD enables the same UE (or any other equipment in the network) to transmit and
receive information during the same time and using the same frequency [20]. Previous
communication schemes either involved a simultaneous transmission and reception but
using separate frequencies in the case of FDD (Frequency Division Duplex), or co-channel
transmission and reception but using orthogonal time slots for TDD (Time Division Du-
plex). TDD schemes are also referred to as Half Duplex (HD) in the literature, as they are
send-then-receive systems, and FDD can be found under the name of Out-of-band Full-
Duplex (OBFD), whereas FD alone refers to In-Band Full-Duplex (IBDF). The achieved
gains of FD can go up to a virtual two-fold increase in spectral efficiency compared to
HD and OBDF systems. In return, a Self Interference (SI) is incurred due to the trans-
mitted signal looping back into the receiver, thus limiting its appeal compared to HD.
The challenge in designing FD equipment is in canceling the SI such that the Residual
Self Interference (RSI) is comparable with the noise floor. SI cancellation techniques are
grouped into three main categories: passive suppression, analog cancellation and digital
cancellation, as depicted in Fig. 1.10.

FD Terminal

DAC

ADC

Tx RF chain

Rx RF chain

Passive suppression

Tx

Rx

Analog signal 
processing

Analog cancellation

reference control parameters (delay, attenuation, phase)

Digital signal 
processing

Digital cancellation

Figure 1.10 – Block diagram of the architecture of an FD transceiver implementing passive
suppression, analog and digital self-interference cancellation (ADC = Analog to Digital
Converter, DAC = Digital to Analog Converter, RF = Radio Frequency, Tx = Transmit-
ter, Rx = Receiver).

Passive suppression occurs between the Tx and Rx antennas, it mainly consists in
attenuating the received signal by separating the antennas the furthest apart on the
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equipment, while also placing absorbing material in between them, and eventually apply-
ing appropriate polarization. Analog cancellation occurs at the level of the received RF
signal before down-conversion. The sent signal is taken from the Tx chain, attenuated
and delayed in order to mimic the Tx/Rx channel, and then subtracted from the received
RF signal. Finally, digital cancellation occurs at the level of the digital baseband signal
after the ADC block. Similarly to the analog cancellation, the necessary phase shifts and
delay adjustments are applied to a reference signal from the transmitter in order to further
reduce SI. Digital SI cancellation is limited by the dynamic range of ADCs, therefore it
is essential to apply all three passive and active cancellation schemes at the FD receiver.
Nowadays, the achieved improvement in antenna architecture and in transceiver circuitry
allows a great reduction of the RSI [21–23], thereby advocating for the use of FD in future
communication standards.

Most of high-level analyses on the capacity gains of FD [24–26] model the RSI as a
complex Gaussian random variable with zero mean and variance [%CG, where [ is the SI
cancellation capability of the FD device and %CG its transmission power. Thus, the power
of the residual self-interference %'(� is given by:

%'(� = [%CG . (1.3)

The cancellation factor [ can vary between 0 and 1, with [ = 0 denoting perfect SI
cancellation and [ = 1 referring to the case where no cancellation is applied. In our thesis,
actual values of [ range from -80 dB to -130 dB. Therefore, the RSI is directly related to
the transmit signal power, which makes FD most suited for low-power applications like
in D2D networks. The surging interest for the combination of the FD communication
with the D2D technology gave birth to new D2D applications and scenarios, as depicted
in Fig. 1.11.

CU

BS

Direct Link

Interference
Link

(a)

CU

BS

Direct Link

Interference
Link

(b)

CU

BS

Direct Link

Interference
Link

(c)

Figure 1.11 – D2D transmission underlaying a cellular system (a) HD transmission, first
half time slot, 31 transmits to 32. (b) HD transmission, second half time slot, 32 transmits
to 31. (c) FD transmission, 31 and 32 transmit to each other in the same time slot.

In this dissertation, we will be interested in the so-called bidirectional FD-D2D topol-
ogy presented in Fig. 1.11c. In this use case, a D2D system is underlaying the cellular
network. D2D devices are looking to exchange information, hence the bidirectional topol-
ogy, while also benefiting from the FD technology at the level of both devices 31 and
32. In that case, the D2D devices will cause interference on the signal of the cellular
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user at the level of the base station, and the cellular user’s signal will interfere on both
devices. The HD version of this topology is also presented in Fig. 1.11, where in Fig.
1.11a 31 transmits information to 32 while 32 is receiving, and in Fig. 1.11b 32 transmits
information to 31 while 31 is receiving.

1.5 Summary
In this chapter, the necessary background on major candidate technologies to fulfill future
generation network requirements is provided. First, the ability of power domain NOMA
to increase system capacity and the number of connected devices is presented. Then, the
key advantages, architectures and limits of network densification in the forms of DAS and
C-RAN are elaborated. Afterwards, coordination among cell sites is discussed for the
CoMP framework, and its main cooperation/coordination modes are described. Finally,
the ecosystem of D2D communication is overviewed showing the gradual transition from
unlicensed outband communication and signaling, to licensed bands underlay D2D, with
enabled FD communication.
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Chapter 2

NOMA Mutual SIC for Power
Minimization in Distributed
Antenna Systems

In this chapter, we study the problem of serving users by means of a downlink DAS using
NOMA. The objective is to minimize the total cell power while guaranteeing the users
their required rates. To that end, a power minimization strategy that operates successively
in the orthogonal and non-orthogonal layers is proposed. After the presentation of the
system model in section 2.2, the principles of the proposed waterfilling algorithm for PA
are presented in details, guiding the elaboration of RA strategies for both OMA and
NOMA (sections 2.4 and 2.5). Also, the combination of DAS and NOMA paves the way
for a mutual SIC procedure, whose theoretical background is developed in section 2.5.2.1.
Then, its incorporation to the global RA procedure is conducted for various PA schemes in
sections 2.5.2.3 and 2.5.2.4. A complexity analysis of the proposed schemes is performed
in section 2.6, and the performance of the proposed methods is evaluated in section 2.7.
The conclusions are finally drawn in section 2.8.

The major contributions of this chapter are summarized as follows:

• We introduce several techniques that allow a significant complexity reduction of the
waterfilling procedures used for PA in [85], for both orthogonal and non-orthogonal
transmission, while adapting the allocation techniques to the DAS context.

• We propose a new NOMA PA scheme for user pairing that outperforms Fractional
Transmit Power Allocation (FTPA) [27, 28], while taking into account the power
multiplexing constraints.

• Unlike previous works, we investigate the use of different RRHs to power the mul-
tiplexed subcarriers in NOMA. This new setting gives rise to the concept of mutual
SIC where paired users on a subcarrier can perform SIC at the same time, under
well defined conditions.

• Finally, we propose new suboptimal algorithms to achieve joint subcarrier, RRH,
and power allocation, in light of the newly uncovered potentials specific to the
application of NOMA in the DAS context.

23
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2.1 Related Works

Efficient RA is key in squeezing the achievable potentials out of DAS. For this purpose, the
study in [5] explored the advantages of DAS and compared the achievable ergodic capacity
for two different transmission scenarios: selection diversity and blanket transmission. In
the first case, one of the RRHs is selected (based on a path-loss minimization criterion)
for transmitting a given signal, whereas in the second, all antennas in the cell participate
in each transmission, thus creating a macroscopic multiple antenna system. The results of
[5] show that selection diversity achieves a better capacity in the DAS context, compared
to blanket transmission. The same observations are made in [6]. In [86], RRH selection
is also preconized as a mean to decrease the number of information streams that need to
be assembled from or conveyed to the involved RRHs, as well as the signaling overhead.

2.1.1 Energy Efficiency Maximization in DAS

Several works target the optimization of system Energy Efficiency (EE) in DAS. In [87],
two antenna selection techniques are proposed, either based on user path-loss information
or on RRH energy consumption. Also, proportional fairness scheduling is considered for
subband allocation with a utility function adapted to optimize the EE. In [88], Subcarrier
Assignment (SA) and PA are done in two separate stages. In the first one, the number of
subcarriers per RRH is determined, and subcarrier-RRH assignment is performed assum-
ing initial equal power distribution. In the second stage, PA is performed by maximizing
the EE under the constraints of the total transmit power per RRH, of the targeted bit
error rate and of a proportionally-fair throughput distribution among active users. The
optimization techniques proposed in [87,88] for DAS are designed for the orthogonal case.
In other words, they allow the allocation of only one user per subcarrier.

2.1.2 NOMA in DAS and C-RAN

Applying power multiplexing on top of the orthogonal frequency division multiplexing
(OFDM) layer has proven to significantly increase system throughput compared to or-
thogonal signaling, while also improving fairness and cell-edge user experience. A few
previous works have studied the application of NOMA in the DAS context. An outage
probability analysis for the case of two users in C-RAN is provided in [89] where all
RRHs serve simultaneously both users. The results show the superiority of NOMA when
compared to TDMA, in the context of C-RANs. In [90], the study investigates the appli-
cation of distributed NOMA for the uplink of C-RANs. The partially centralized C-RAN
architecture allows the use of joint processing by distributed antennas, in which RRHs
can exchange correctly decoded messages from other RRHs in order to perform SIC. In
[91], an efficient end-to-end uplink transmission scheme is proposed where the wireless
link between users and RRHs on one side, and the fronthaul links between the RRHs and
BBU on the other side are studied. User grouping on blocks of subcarriers is proposed to
mitigate the computational complexity, and a fronthaul adaptation for every user group
is performed in order to strike a tradeoff between throughput and fronthaul usage.
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2.1.3 State of the Art of Power Minimization in the NOMA
Context

Recent works tackle the downlink power minimization problem in the NOMA context. In
[92], the proposed joint RA scheme consists in a deletion-based algorithm where the entire
spectrum is first allocated to all users; then, optimal PA followed by the removal of users
from subcarriers are iteratively conducted until the constraints of the maximum number
of multiplexed users are satisfied. The algorithm presents near-optimal results, however, it
proceeds with a high computational complexity as a numerical solver is required for solving
the optimal PA in every iteration. Moreover, the PMCs are not taken into consideration.
The PMCs state that the signal to be decoded first must have a higher power level than
the other received signals, so that it is detectable at the receiver side. A similar deletion-
based approach to [92] is followed in [29] but with consideration of PMCs. First the
entire spectrum is allocated to all users and the optimal PA is obtained for a relaxed
version of the minimization problem without PMCs. Then, the number of multiplexed
users per subcarrier is reduced to a maximum of two (according to a simple criterion),
before the iterative adjustment phase is conducted serially over all the users to meet the
PMCs using bisection search. However, the proposed adjustment procedure does not take
into account the rate coupling between multiplexed users. Thus, the obtained solution
satisfies PMCs but without a guarantee of user rate satisfaction. Power minimization
strategies are also proposed in [93] for Multiple-Input Multiple-Output NOMA (MIMO-
NOMA), where PA and receive beamforming design are alternated in an iterative way.
Constraints on the targeted Signal to Interference and Noise Ratio (SINR) are considered
to guarantee successful SIC decoding. Provided results for a moderate number of users (4
or 6) show an important gain in performance with respect to OMA, however the subcarrier
allocation problem is not included, only PA is considered. In [85], a set of techniques
have been introduced, allowing the joint allocation of subcarriers and power, with the
aim of minimizing the total power in NOMA-CAS. Particularly, it was shown that the
most efficient method, from the power minimization perspective, consists of applying user
pairing at a subsequent stage to single-user assignment, i.e. after applying OMA signaling
at the first stage, instead of jointly assigning collocated users to subcarriers. The work in
this chapter follows the same approach to perform power minimization.

2.2 System Model
The system consists in a total of ' RRHs uniformly positioned over a cell where  
mobile users are randomly deployed (Fig. 2.1). The RRHs are connected to the BBU
through high capacity optical fibers. RRHs and users are assumed to be equipped with
a single antenna. Users transmit their CSI to RRHs, and the BBU collects all the CSI
from RRHs. Perfect CSI is assumed throughout the thesis (the influence of imperfect
or outdated CSI is not the aim of our work). Alternatively, the BBU can benefit from
channel reciprocity to perform the downlink channel estimation by exploiting the uplink
transmissions. Based on these estimations, the BBU allocates subcarriers, powers, and
RRHs to users in such a way to guarantee a transmission rate of ':,A4@ [bps] for each user :.
The system bandwidth � is equally divided into ( subcarriers to form the set S = È1 . . . (É.
Each user : is allocated a set S: of subcarriers. From the set of  users, a maximum of
<(=) users {:1(=), :2(=), . . . , :<(=) (=)} are chosen to be collocated on the =Cℎ subcarrier
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(1 ≤ = ≤ (), where :8 (=) refers to the 8th user multiplexed on subcarrier = with A8 (=) its
powering antenna. Classical OMA signaling corresponds to the special case of <(=) = 1.
Let ℎ:,=,A be the squared channel gain between user : and RRH A over subcarrier =, and
H the three-dimensional channel gain matrix with elements ℎ:,=,A , 1 ≤ : ≤  , 1 ≤ = ≤ (,
1 ≤ A ≤ '. As shown in Fig. 2.1, NOMA subcarriers can be served by the same RRH or
by different RRHs. For instance, one can consider serving User 1 and User 2 on the same
subcarrier SC 1 (= = 1, :1(1) = 1, :2(1) = 2) by RRH 1 (A1(1) = 1, A2(1) = 1), while User
2 and User 3 are paired on SC 2 (= = 2, :1(2) = 3, :2(2) = 2), and served by RRH 1 and
RRH 2 respectively (A1(2) = 2, A2(2) = 1).

Figure 2.1 – Example of a downlink DAS setup with four RRHs and three NOMA-served
users.

In the rest of the chapter, and without loss of generality, we will consider a maximum
number of collocated users per subcarrier of 2, i.e. <(=)= 1 or 2. On the one hand, it
has been shown that the gain in performance obtained with the collocation of 3 users
per subcarrier, compared to 2, is minor in downlink NOMA [27]. On the other hand,
limiting the number of multiplexed users per subcarrier limits the SIC complexity at the
receiver terminals. We will denote by first (resp. second) user on a subcarrier = the
user which has a higher (resp. lower) channel gain on = between the two paired users,
when their subcarrier is powered by the same RRH. Let %:8 (=),=,A8 (=) be the power of
the 8Cℎ user on subcarrier = transmitted by RRH A8 (=). When the same antenna powers
the signals of multiplexed users over a subcarrier = (A1(=) = A2(=) = A), user :1(=) can
remove the inter-user interference from any other user :2(=) if its channel gain verifies
ℎ:2 (=),=,A < ℎ:1 (=),=,A [27,63], and treats the received signals from other users as noise. The
theoretical throughputs ':8 (=),=,A , 1 ≤ 8 ≤ 2, on = are given by the Shannon capacity limit
as follows:

':1 (=),=,A =
�

(
log2

(
1 +

%:1 (=),=,Aℎ:1 (=),=,A
f2

)
, (2.1)

':2 (=),=,A =
�

(
log2

(
1 +

%:2 (=),=,Aℎ:2 (=),=,A
%:1 (=),=,Aℎ:2 (=),=,A + f2

)
, (2.2)
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where #0 and f2 = #0�/( are respectively the power spectral density and the power
level (over a subcarrier) of additive white Gaussian noise, including randomized inter-cell
interference, and assumed to be constant over all subcarriers.

2.3 Problem Formulation

We first consider the case where the same RRH powers the signals of both paired users
on each subcarrier; the case of two different RRHs powering the multiplexed signals is
treated separately in section 2.5.2. Taking into account the PMCs specific to NOMA, the
corresponding optimization problem can be formulated as:

{S: , %:,=,A}∗ = arg min
S: ,%:,=,A

 ∑
:=1

∑
=∈S:

2∑
8=1,

s.t.:8 (=)=:

%:,=,A8 (=) , (2.3)

subject to:



∑
=∈S:

2∑
8=1,

s.t.:8 (=)=:

':,=,A8 (=) = ':,A4@,∀: ∈ È1 . . .  É, (2.4)

%:,=,A ≥ 0,∀(:, =, A) ∈ È1 . . .  É55 × È1 . . . (É × È1 . . . 'É, (2.5)
%:2 (=),=,A ≥ %:1 (=),=,A ,∀= ∈ S/<(=) = 2. (2.6)

The problem consists in finding the optimal subcarrier-RRH-user allocation, as well as
the optimal PA over the allocated subcarriers, so as to minimize the objective function,
that is the total transmit power of the cell. This must be done under the rate constraints
(2.4), positive power constraints (2.5), and PMCs (2.6). The first constraint imposes
a minimum rate requirement ':,A4@ for every user :, that must be achieved over the
subcarriers S: allocated to :. The second condition ensures that all power variables
remain non-negative (a null power variable corresponds to an unallocated subcarrier).
Finally, the last constraint accounts for the power multiplexing conditions where the
power %:2 (=),=,A of the weak user must be greater than the power %:1 (=),=,A of the strong
user. Solving this optimization problem resides in determining the optimal allocation set
S: for every user :, as well as finding the optimal power allocation over the allocated
subcarriers. Therefore, the optimization problem at hand is mixed combinatorial and
non-convex, which justifies the introduction of suboptimal solutions. However, instead
of completely splitting the subcarrier assignment from the power allocation, we aim at
designing a power minimization algorithm that iteratively performs user-subcarrier-RRH
assignment based on the estimation of the system power for a given iteration. This
approach proved its efficiency in [85] for the CAS context and will be used next. Also, the
joint subcarrier assignment and power allocation strategy is operated in an initial OMA
phase (section 2.4), followed by the additional NOMA layer for the case of the same RRH
powering multiplexed signals in section 2.5, and different RRHs powering the multiplexed
signals in section 2.5.2.
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2.4 Power Minimization in OMA Signaling
The problem in (2.3) is NP-hard [94, 95] even for the OMA case, and its solution resides
in finding the optimal subcarrier assignment which consists in a subcarrier-user-RRH
allocation (S∗

:
∀:), and the optimal PA (%∗

:,=,A
) corresponding to that SA. This being said,

for any fixed SA (including the optimal one S∗
:
), the optimal PA for power minimization

in OMA is the well known waterfilling algorithm [96]. Therefore, we start by presenting
the properties of the waterfilling algorithm in details, then the gained insights allow the
design of an efficient joint channel and power allocation scheme.

2.4.1 Optimal PA: The Waterfilling Algorithm

In the orthogonal context, there is no inter-user interference hence the global downlink
power minimization problem reduces to  separate power minimization problems, one for
every user in the cell.

Consider a user : allocated the subcarrier set S: of size #: with the subcarrier = of
: being transmitted by antenna A (=); the waterfilling procedure for minimizing the total
user power while meeting its required rate is the solution to the problem:

{%:,=,A}∗ = arg min
%:,=,A

∑
=∈S:

%:,=,A (=) , (2.7)

subject to: ∑
=∈S:

�

(
log2

(
1 +

%:,=,A (=)ℎ:,=,A (=)
f2

)
= ':,A4@ . (2.8)

This problem is efficiently solved by means of standard optimization techniques, its La-
grangian is given by:

! (%:,=,A , _) = −
∑
=∈S:

%:,=,A (=) + _(':,A4@ −
∑
=∈S:

�

(
log2

(
1 +

%:,=,A (=)ℎ:,=,A (=)
f2

)
).

The Karush-Kuhn-Tucker (KKT) condition for achieving optimality is given by:

m!/m%:,=,A (=) = 0,∀= ∈ S: ,

⇔ −1 + �

( ln(2)
_ℎ:,=,A (=)

f2 + %:,=,A (=)ℎℎ,=,A (=)
= 0,∀= ∈ S: ,

⇔ %:,=,A (=) +
f2

ℎ:,=,A (=)
=

_�

( ln(2) = constant,∀= ∈ S: . (2.9)

The solution is called the waterfilling solution because one can construe the solution
graphically by thinking of the curve of inverted channel signal-to-noise ratios as being
filled with energy (water) to a constant line given by ,: , _�/( ln(2), with more power
being allocated to high gain subcarriers. The waterline is determined by replacing (2.9)
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in (2.8) which yields: ∑
=∈S:

�

(
log2

(,:ℎ:,=,A (=)
f2

)
= ':,A4@,

,: = f
2 2

(':,A4@

�#:( ∏
=∈S:

ℎ:,=,A (=)
)1/#:

. (2.10)

The waterline is proportional to the background noise, inversely proportional to the ge-
ometrical mean of the channel gains (, ℎ), and grows exponentially with the required
rate. Note the impact of the allocated bandwidth �#: in reducing the waterline, hence
the total power: even if a subcarrier addition does not enhance the geometrical mean, a
waterlevel drop still occurs due to the increment of #: . However, if the channel mean
is affected by the change in S: , the waterline variation cannot be predicted beforehand.
Therefore, the evolution of the waterline and user power with subcarrier addition and
retraction is studied next to gain insights on SA for OMA.

2.4.1.1 Subcarrier Addition

A subcarrier is added to S: if its addition decreases the user power through waterfilling.
Since subcarrier addition presents an additional power burden, the only way this may lead
to a power decrease is through a decrease of the waterline. We first evaluate the condition
on ℎ=4F (the gain of the added subcarrier) for a waterline decrease, then we show that a
waterline decrease does indeed translate into a power decrease before defining the way a
subcarrier should be selected to maximize that power decrease.

From (2.10), an iterative relation is derived between the old waterline ,: (#: ), the
new waterline ,: (#: + 1) and the channel gain of the added subcarrier ℎ=4F:

,: (#: + 1)#:+1 = ,: (#: )#:
ℎ=4F/f2 . (2.11)

To compare the new waterlevel to the previous one, we compute their ratio:

,: (#: + 1)
,: (#: )

=
,: (#: )

#:
#:+1

(ℎ=4F/f2)
1

#:+1,: (#: )
,

=

(
f2/ℎ=4F
,: (#: )

) 1
#:+1

.

The waterline decreases when the added subcarrier verifies:

ℎ=4F >
f2

,: (#: )
⇔ ℎ=4F >

ℎ

2
(':,A4@

�#:

. (2.12)

This relation provides the precise condition on the link quality for subcarrier admission to
S: . Indeed, not only is the previous observation confirmed regarding waterline decrease
given that ℎ is unchanged, but also it is shown that an added subcarrier can decrease the
waterline even though the average channel gain is degraded. We prove next that adding
a subcarrier verifying (2.12) leads to a power decrease which is maximal when ℎ=4F is at
its highest.
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Proof. The expression of the total user power before and after subcarrier addition is given
respectively by:

%:,C>C (#: ) = #:,: (#: ) −
∑
=∈S:

f2

ℎ:,=,A (=)
,

%:,C>C (#: + 1) = (#: + 1),: (#: + 1) −
∑
=∈S:

f2

ℎ:,=,A (=)
− f2

ℎ=4F
.

Expressing the power variation in terms of ,: (#: ), #: and ℎ=4F, we get:

Δ% = %:,C>C (#: + 1) − %:,C>C (#: ) = (#: + 1)
(
,: (#: )#:
ℎ=4F/f2

) 1
#:+1

− #:,: (#: ) −
f2

ℎ=4F
. (2.13)

Taking the derivative of Δ% with respect to ℎ=4F, we get:

m (Δ%)
mℎ=4F

= − f
2

#:+1

ℎ
1

#:+1
+1

=4F

,: (#: )
#:
#:+1 + f2

ℎ2
=4F

,

=
[
−

(
f2

ℎ=4F
,: (#: )#:

) 1
#:+1
+ f2

ℎ=4F

] 1
ℎ=4F

.

Studying the negativity of m (Δ%)/mℎ=4F we get:

f2

ℎ=4F
≤ ( f

2

ℎ=4F
)

1
#:+1,: (#: )

#:
#:+1 ,

⇔ ( f
2

ℎ=4F
)1−

1
#:+1 ≤ ,: (#: )

#:
#:+1 ,

⇔ ( f
2

ℎ=4F
)

#:
#:+1 ≤ ,: (#: )

#:
#:+1 ,

⇔ f2

ℎ=4F
≤ ,: (#: ).

Which is the same condition as in (2.12). Therefore, since a prerequisite of the selected
subcarrier is to verify (2.12), the derivative of Δ% is negative and the greater is ℎ=4F,
the smaller is the power decrease (in algebraic value). Note that if (2.12) is met with
equality, then from (2.11), ,: (#: + 1) = ,: (#: ) and the power variation is null. Thus,
for ℎ=4F > f2/,: (#: ), the subcarrier addition yields a power decrease. This concludes
our proof. �

As a conclusion, the subcarrier addition verifying (2.12) leads to a waterline decrease
and a power decrease. The decrease is maximized when the selected subcarrier is such
that ℎ=4F is as high as possible.

2.4.1.2 Subcarrier Removal

So far, it has been implicitly assumed that all the subcarriers in S: receive positive powers
through waterfilling. Looking back at (2.9), this is not guaranteed since the waterlevel
may be low enough so that negative powers are allocated to subcarriers. This occurs for



2.4. Power Minimization in OMA Signaling 31

every subcarrier = ∈ S: with ℎ:,=,A (=) < f2/,: (#: ), the opposite of condition (2.12) for
adding a subcarrier. From hereinafter, a useful or valid subcarrier is one that verifies
(2.12), otherwise it is useless. In the literature [97], such subcarriers are dealt with by
invoking a subcarrier removal routine: the subcarriers are first sorted according to their
channel gains, then the subcarrier receiving the most negative power (i.e. having the
lowest gain subcarrier) is removed from S: . The waterline is updated and the search for
negative powers is repeated until useful-only subcarriers remain in S: . Since adding a
useful subcarrier decreases the waterline, it can be easily shown that removing a useless
subcarrier also decreases the waterline. Therefore, we propose to slightly modify the rou-
tine by removing all the useless subcarriers at once instead of removing them one at a time.

On another hand, if a change of Δ' in the required rate of a user is observed, based
on (2.10), the new waterline is obtained from the previous one through:

,:,=4F = ,:2
(Δ'
�#: . (2.14)

This straightforward relation between the new and old waterlines provides a comprehen-
sive complexity reduction compared to the dichotomy-based waterfilling approach used in
[85]. Note that an increase in the required rate does not cause any negative power issues
because the waterline increases, making (2.12) easier to satisfy, whereas a negative Δ'
might cause problems. In such a case, the new waterline is obtained from (2.14), then
the subcarrier removal routine explained previously is executed. If this does not lead to
a subcarrier removal, the power decrease is given by:

Δ% = #: (,:,=4F −,: ) = ,: (2
(Δ'
�#: − 1). (2.15)

Having presented the behavior of the user waterline and total power for the addition and
removal of a subcarrier in terms of the user subcarrier set S: and the channel gain quality
of the candidate subcarrier, we are now equipped to tackle the problem of joint SA and
PA in the next section.

2.4.2 Joint Subcarrier Assignment and Power Allocation in OMA
The determining parameters for the total user power are its required rate, the quality
of the mean channel gain on its allocated subcarriers (ℎ), and the number of allocated
subcarriers. In the system power minimization problem, the user required rates are given,
and the joint SA and PA is all about sharing the system bandwidth among users and
conducting the adequate user-subcarrier association to minimize the global system power.
Our proposed complete joint SA and PA procedure for OMA is referred to as OMA-DAS;
it resides in an iterative user-subcarrier-RRH allocation with a power update after each
allocation. The algorithm is composed of an initialization phase and an algorithm core,
as shown next.

Worst-Best-H: WBH

Given the importance of the best subcarriers of a user in reducing its power, the initial-
ization phase must make sure that users which can potentially consume the most power
get there best subcarriers first. Considering ℎ:,<0G, the best channel gain of : over all
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the subcarrier-RRH pairs in the system, the selected user is: :∗ = arg min: ℎ:,<0G. It is
allocated its best subcarrier-RRH pair which is loaded in power to provide ':∗,A4@. This
initialization step is repeated until each user is assigned one subcarrier, after which the
priority is changed, as will be explained next. These steps are shown in details in algo-
rithm 2.1, where S 5 is the set of allocated subcarriers, S? the set of free subcarriers, and
U0 the set of an uninitialized users.

Algorithm 2.1 WBH
Initialization: S? = [1 : (],U0 = [1 :  ],S 5 = ∅
while U0 ≠ ∅ do
∀: ∈ U0 : (=_max: , A_max:) = arg max

=∈S? ,A ∈È1...'É
(ℎ:,=,A )

:∗ = arg min
:∈U0

ℎ:,=_max: ,A_max:

=∗ = =_max:∗ ; A∗ = A_max:∗
%:∗,=∗,A∗ = f

2(2':∗ ,A4@(/� − 1)/ℎ:∗,=∗,A∗
%:∗,C>C = %:∗,=∗,A∗ ,

S:∗ = S:∗ ∪ {=∗}
S 5 = S 5 ∪ {=∗}
S? = S? ∩ {=∗}2
U0 = U0 ∩ {:∗}2

end while

Orthogonal multiplexing

After the WBH phase, the system power consumption is at its highest. The core of OMA-
DAS resides in an iterative subcarrier allocation phase where the system power is reduced
after each subcarrier allocation. To efficiently allocate the bandwidth among users and
thus minimize the system power, the most power consuming users should be prioritized,
i.e. the users that request the highest total transmit power from the antennas. Therefore,
the subcarrier allocation phase resides in selecting the most power consuming user which
is then allocated the best subcarrier-RRH pair available as it reduces the most its power
consumption (section 2.4.1.1). Following that allocation, the power of the selected user
is updated through (2.13), updating thereby the user priority for subsequent subcarrier
allocations. The process is repeated until the system power decrease becomes negligible
or until the allocation of all the subcarriers. Note that after the WBH phase, the system
power decreases with every subcarrier allocation by at least d. The threshold d is chosen
in such a way to strike a balance between the power efficiency and the spectral efficiency
of the system, since unused subcarriers are released for use by other users or systems.
The complete OMA-DAS RA scheme is presented in algorithm 2.2.

Remark. For each user, subcarriers are allocated in the descending order of channel
gains. Since an allocated subcarrier is guaranteed to be useful (c.f. (2.12)), previously
allocated subcarriers with higher channel gains than ℎ=4F , ℎ:∗,=∗,A∗ are also valid after
updating the power subsequently to the allocation of ℎ=4F. Therefore, no negative powers
arise from the resulting waterline decrease.

Next, the NOMA user pairing phase is considered; it is applied on top of the OMA
layer, that is after the OMA-DAS algorithm.
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Algorithm 2.2 OMA-DAS
Phase 1: WBH
Phase 2: Orthogonal multiplexing
U? = [1 :  ]// set of active users
while U? ≠ ∅ ∧ S? ≠ ∅
:∗ = arg max

:

%:,C>C// identify the most power-consuming user

(=∗, A∗) = arg max
(=,A )

ℎ:∗,=,A // identify its most favorable subcarrier-RRH pair

if ℎ:∗,=∗,A∗ > f2/,:∗ (#:∗)
Calculate ,:∗ (#:∗ + 1),Δ%(:∗, =∗, A∗) using (2.11) and (2.13)
if Δ%(:∗, =∗, A∗) < −d // (=∗, A∗) allows a significant power decrease
Attribute (=∗, A∗) to :∗,
Remove =∗ from S?,
Add =∗ to S 5 ,
Update %:∗,C>C

else
remove :∗ from U? // :∗’s power can no longer be decreased significantly in OMA

end if
else

remove :∗ from U? // :∗’s power can no longer be decreased at all in OMA
end if

end while

2.5 Power Minimization in NOMA Signaling
The NOMA layer consists in an iterative user pairing phase to further decrease the system
power after OMA-DAS. The general idea behind user pairing in the NOMA RA schemes
we develop is to select the most power consuming users and pair them onto the subcarriers
that reduce their total power the most. The followed PA strategy for user pairing and the
reasons and mechanisms for a power decrease subsequent to a user pairing are described
next in details.

Given a selected user : for pairing, the multiplexing over a candidate subcarrier is
considered only for subcarriers in S 5 but not in S: . Thus the pairing is seen by the
user as a further bandwidth allocation as in the OMA phase, hence the possibility of a
power decrease, with the exception that additional interference is present on the candidate
channel due to the power of the first user that was initially allocated this candidate in the
OMA phase. Therefore, user : is allocated the subcarrier as a second user on subcarrier
= (: = :2(=) = :2). By doing so, the rate achieved by the first user already allocated on
= is not jeopardized. The resulting power from that bandwidth allocation is handled as
follows:
When allocating a subcarrier = to user :2, the additional rate brought to the user (':2,=,A

in (2.2)) must be compensated for by lowering the rate on the sole subcarriers of :2
(denoted as SB>;4

:2
) to prevent any rate excess. The sole subcarriers of a user are the ones

that did not get paired in a prior pairing phase, neither as first, nor as second users.
The waterline is decreased only over these subcarriers in order to avoid long chains of
power modifications that would arise by changing the power of previously multiplexed
subcarriers. Such changes would in turn induce power modifications on users paired
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with :2 on those subcarriers in an earlier phase, thus leading to power modifications on
their own subcarriers, especially their multiplexed ones, and so on. To avoid such an
inconvenient behavior, the powers of multiplexed subcarriers get fixed once the pairing is
performed and the task of rate compensation is carried out over the user’s sole subcarriers.
Initially, all the subcarriers of a user are sole subcarriers (SB>;4

:
= S: ,∀:), and the initial

waterlevel of every user in the NOMA phase is the final waterline obtained in the OMA
phase. To determine the power variation subsequent to a user pairing, we let # B>;4

:2
be the

cardinal of SB>;4
:2

. From equation (2.10), the waterline over the sole subcarriers of :2 is
given by:

,:2 (# B>;4:2
) = f2

(
2('

B>;4
:2
/�/

∏
<∈SB>;4

:2

ℎ:2,<,A (<)

)1/#B>;4
:2
,

with 'B>;4
:2

the total rate of sole subcarriers of :2. Since :2 is allocated as a second user
on the new subcarrier =, its sole subcarrier set is unchanged. Also, the additional rate
':2,=,A due to the allocation of = corresponds to the rate decrease Δ':2,=,A that should be
compensated for on the sole subcarriers of :2, so as to ensure the global rate constraint
':2,A4@. In other words, the variation that rate 'B>;4

:2
undergoes is opposite to the rate

addition that comes along the new subcarrier assignment. We can write the new rate that
must be achieved on SB>;4

:2
as 'B>;4′

:2
= 'B>;4

:2
+ Δ':2,=,A where the rate decrease Δ':2,=,A is

negative and equal to −':2,=,A . Recall from (2.14) that the waterline expression after a
target rate variation Δ' is given by:

,:2,=4F (# B>;4:2
) = ,:2 (# B>;4:2

)2(Δ'/�#
B>;4
:2 . (2.16)

Thus, the power variation of :2 due to pairing is the sum of two terms: a power increase
relative to the newly allocated subcarrier %:2,=,A , and a power decrease over SB>;4

:2
due to

the rate compensation and given by (2.15), which leads to the expression in (2.17):

Δ% = # B>;4:2
,:2 (# B>;4:2

) (2
−(':2 ,=,A
�# B>;4

:2 − 1) + %:2,=,A . (2.17)

We present next the power control mechanism for determining the multiplexed subcarrier’s
power by distinguishing two serving cases, one when the antennas of the two multiplexed
users are the same, and another when they are different.

2.5.1 Same Serving RRH
The allocated power for user :2 selected as a second user over subcarrier = has to verify
the PMC condition %:2,=,A > %:1,=,A . A PA rule commonly used in the literature [27,28] is
FTPA where %:2,=,A is given by: %:2,=,A = %:2,=,A (ℎ:2,=,A/ℎ:1,=,A)−Z , with Z a decay factor, set
to 0.5 in this thesis. The idea behind this design is to exploit the gap between the channel
gains of the multiplexed users. The greater the gap in channel coefficients, the greater
the allocated power to the second user on the studied subcarrier. This method will be
referred to as “SRRH”. While this approach guarantees SIC stability in an efficient manner,
it is not optimized for the context of power minimization which is ours. Therefore, we
introduce next the SRRH-LPO algorithm where %:2 (=),=,A is set such that power variation
is minimized. The algorithm relies on the Local Power Optimization (LPO) PA scheme
developed below.
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Local Power Optimization

The power decrease incurred by a candidate subcarrier = in the SRRH technique is greatly
influenced by the amount of power %:2,=,A allocated to user :2 on = using FTPA. Indeed,
the addition of a new subcarrier translates into an increase of the power level allocated to
the user on the one hand, and conversely into a power decrease for the same user due to
the subsequent waterline reduction on its sole subcarriers on the other hand. Therefore,
we propose to optimize the value of %:2,=,A in such a way that the resulting user power
reduction is minimized:

min
%:2 ,=,A

Δ%:2 ,

subject to:
%:2,=,A ≥ %:1,=,A .

By expressing ':2,=,A in terms of %:2,=,A using (2.2), we can formulate the Lagrangian of
this optimization problem as:

! (%:2,=,A , _) = %:2,=,A + # B>;4:2
,:2 (# B>;4:2

)
((

1 +
%:2,=,Aℎ:2,=,A

%:1,=,Aℎ:2,=,A + f2

)− 1
#B>;4
:2 − 1

)
+ _(%:2,=,A − %:1,=,A),

where _ is the Lagrange multiplier. The corresponding KKT conditions are:
1 + _ −

,:2 (# B>;4:2
)ℎ:2,=,A

%:1,=,Aℎ:2,=,A + f2

(
1 +

%∗
:2,=,A

ℎ:2,=,A

%:1,=,Aℎ:2,=,A + f2

) −#B>;4:2
−1

#B>;4
:2

= 0,

_(%∗
:2,=,A

− %:1,=,A) = 0.

We can check that the second derivative of the Lagrangian is always positive, and therefore
the corresponding solution is the global minimum. For _ = 0, this optimum is:

%∗:2,=,A
=

©«
(
,:2 (# B>;4:2

)ℎ:2,=,A

%:1,=,Aℎ:2,=,A + f2

) #B>;4
:2

#B>;4
:2

+1
− 1

ª®®¬
(
%:1,=,A +

f2

ℎ:2,=,A

)
. (2.18)

For _ ≠ 0, %∗
:2,=,A

= %:1,=,A . However in such cases, with no power difference between the
two paired users successful SIC decoding is jeopardized at the receiver side for the first
user. To overcome this problem, we take:

%∗:2,=,A
= %:1,=,A (1 + `), (2.19)

with ` a positive safety power margin that depends on practical SIC implementation. In
other terms, if the obtained %∗

:2,=,A
in (2.18) verifies the power constraint inequality, it is

retained as the optimal solution, otherwise, it is taken as in (2.19).
On another hand, considering that the selected user suffers from the interference of the
strong user, and that %:1,=,A is constant through the PA over the subcarriers of :2, then
the addition of = can be seen as a simple subcarrier addition in the waterfilling process
(section2.4.1.1), but with a noise power of f2+%:1,=,Aℎ:2,=,A instead of f2. Indeed, a closer
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look at (2.18) reveals that the optimal power expression can be written as the difference
of a waterline and an inverse channel gain:

%∗:2,=,A
=

(
,:2 (# B>;4:2

)ℎ:2,=,A

%:1,=,Aℎ:2,=,A + f2

) #B>;4
:2

#B>;4
:2

+1
×

(
%:1,=,Aℎ:2,=,A + f2

ℎ:2,=,A

)
−
%:1,=,Aℎ:2,=,A + f2

ℎ:2,=,A
,

The first term of %∗
:2,=,A

can be rearranged to yield (2.20) which is the application of (2.11)
for the iterative waterline update after subcarrier addition, where ℎ=4F is set to ℎ:2,=,A , and
the background noise f2 is set to the background plus interference noise f2+%:1,=,Aℎ:2,=,A .

,
′

:2
=

( ,:2 (# B>;4:2
)#

B>;4
:2

ℎ:2,=,A/(%:1,=,Aℎ:2,=,A + f2)

) 1
#B>;4
:2

+1
. (2.20)

Therefore, the optimal allocated power in (2.18) is also given by:

%∗:2,=,A
= ,

′

:2
− %:1,=,A −

f2

ℎ:2,=,A
. (2.21)

The similarities with the waterfilling properties can also be expended to get the equiv-
alent condition of (2.12) for subcarrier addition. This allows the rejection of candidate
subcarriers whose allocation will necessarily increase the power of user :2 if they do not
satisfy:

ℎ:2,=,A >
f2

,:2 (# B>;4:2
) − %:1,=,A

. (2.22)

This method, referred to as “SRRH-LPO”, operates similarly to SRRH, except for the
FTPA power allocation which is replaced by either (2.20) or (2.19). The SRRH and
SRRH-LPO algorithms are presented below in algorithm 2.3.

Algorithm 2.3 SRRH, SRRH-LPO
Phase 1: OMA-DAS
Phase 2: NOMA pairing
U? = [1 :  ] // reinitialize the set of active users
while S 5 ≠ ∅ ∧ U? ≠ ∅
:2 = arg max

:

%:,C>C

for every = ∈ S 5 ∩ {S:2}2 s.t. ℎ:2,=,A < ℎ:1,=,A and (2.22) // A2(=) = A1(=) = A
Calculate %:2,=,A through FTPA for SRRH, LPO for SRRH-LPO
Calculate , ′

:2
(#B>;4

:2
) using (2.16) for SRRH, (2.20) for SRRH-LPO

Calculate Δ%:2,=,A using (2.17)
end for
=∗ = arg min

=
Δ%:2,=,A // end of the subcarrier search phase

if Δ%:2,=∗,A < −d // subcarrier allocation
Assign :2 on =∗ and remove =∗ from S 5
Fix %:1,=∗,A∗ and %:2,=∗,A∗ , update %:2,=,A ,∀= ∈ SB>;4:2

// thus %:2,C>C is updated
else remove :2 from U?

end while
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Note that after the WBH phase, an iteration in OMA and NOMA phases both result
in either the allocation of a subcarrier-RRH pair, or the rejection of a user from the
set U? of active users (in case of a negligible power decrease). Either ways, the total
number of available subcarriers or active users is decreased by one every iteration. In the
best case (in terms of complexity), OMA and NOMA phases involve  iterations, that
is when all the users get dismissed without getting allocated a subcarrier in the OMA
phase, or paired over a subcarrier in NOMA. In the worst case, the algorithm ends with
an empty set of active users and a single subcarrier in S? or S 5 (for OMA and NOMA
respectively), or with a single user in U? and empty sets in S? and S 5 (for OMA and
NOMA respectively). Therefore, during the OMA phase, the sum |S? | + |U? | goes from (

at the beginning of orthogonal multiplexing, to 1 at the end, resulting in ( − 1 iterations.
In the NOMA phase, the sum |S 5 | + |U? | goes from ( + at the beginning of the pairing,
to 1 at the end of the pairing, resulting in ( +  − 1 iterations. These considerations
are central to the complexity analysis in section 2.6 and they prove the stability of the
proposed resource allocation approaches for OMA and NOMA.

2.5.2 Different serving RRHs
The rest of the chapter aims at designing specific NOMA RA schemes capturing the unique
properties that arise in DAS when subcarrier multiplexing is done through different RRHs.
We start by developing the theoretical foundation lying behind SIC implementation when
different RRHs are used to power the multiplexed signals on a subcarrier. The results
show that under some well defined conditions, both paired users can perform SIC on the
subcarrier. Finally, we propose several RA schemes taking advantage of the capacity gains
inherent to mutual SIC and combine them with single SIC techniques.

2.5.2.1 Theoretical Background

In the case where the same RRH powers both multiplexed users on a subcarrier, there
always exists one strong user at a given time which is the user having the best subcarrier-
RRH link. However, this isn’t necessarily the case when different RRHs are chosen to
power the subcarrier, since the concept of weak and strong users is only valid relatively
to a specific transmitting antenna. Indeed, the greater diversity provided by powering
multiplexed subcarriers by different RRHs involves four instead of two different user-RRH
links and thus opens the possibility of having more than one “strong” user at a time. To
simplify the notations, users :1(=) and :2(=) on a subcarrier =, and their transmitting
antennas A1(=) and A2(=) are simply referred to as :1, :2, A1, A2.

Theorem 1. Two users :1 and :2, paired on subcarrier = and powered by two different
RRHs, respectively A1 and A2, can both perform SIC if:

ℎ:1,=,A2 ≥ ℎ:2,=,A2 (2.23)
ℎ:2,=,A1 ≥ ℎ:1,=,A1 (2.24)

Proof. Let B1 be the signal of user :1 transmitted by RRH A1 with power %:1,=,A1 , and let B2
be the signal of user :2 transmitted by RRH A2 with power %:2,=,A2 . Therefore, the channel
conditions experienced by every signal arriving at a given user are different: at the level of
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:1, the power levels of signals B1 and B2 are %:1,=,A1ℎ:1,=,A1 and %:2,=,A2ℎ:1,=,A2 respectively.
Similarly, at the level of :2, the power levels of signals B1 and B2 are %:1,=,A1ℎ:2,=,A1 and
%:2,=,A2ℎ:2,=,A2 respectively. Depending on their respective signal quality, users :1 and :2
can decode signal B2 at different rates. Let '(:1)

:2
be the necessary rate at the level of user

:1 to decode the signal of user :2 in the presence of the signal of user :1. And let '(:2)
:2

be the necessary rate to decode the signal of user :2 at the level of :2 in the presence of
the signal of user :1. The capacity that can be achieved by :1 and :2 over signal B2 and
in the presence of interfering signal B1 is given by the Shannon limit:

'
(:1)
:2

=
�

(
log2

(
1 +

%:2,=,A2ℎ:1,=,A2

%:1,=,A1ℎ:1,=,A1 + f2

)
(2.25)

'
(:2)
:2

=
�

(
log2

(
1 +

%:2,=,A2ℎ:2,=,A2

%:1,=,A1ℎ:2,=,A1 + f2

)
(2.26)

For :1 to be able to perform SIC, the rates should satisfy the following condition:

'
(:1)
:2
≥ '(:2)

:2
(2.27)

By writing: '(:1)
:2
− '(:2)

:2
= �

(
log2

(
-
.

)
, we can express - − . as:

- − . = %:1,=,A1%:2,=,A2

(
ℎ:1,=,A2ℎ:2,=,A1 − ℎ:2,=,A2ℎ:1,=,A1

)
+ f2%:2,=,A2

(
ℎ:1,=,A2 − ℎ:2,=,A2

)
(2.28)

Similarly, for user :2, the rate condition that should be satisfied for the implementation
of SIC at the level of :2 is:

'
(:2)
:1
≥ '(:1)

:1
(2.29)

'
(:2)
:1

and '(:1)
:1

can be obtained from (2.25) and (2.26) by interchanging indexes 1 and 2.
Also, by writing: '(:2)

:1
− '(:1)

:1
= �

(
log2

(
/
)

)
, we get:

/ − ) = %:2,=,A2%:1,=,A1

(
ℎ:2,=,A1ℎ:1,=,A2 − ℎ:1,=,A1ℎ:2,=,A2

)
+ f2%:1,=,A1

(
ℎ:2,=,A1 − ℎ:1,=,A1

)
(2.30)

Note that for special case A1 = A2 = A, we get:

- − . = f2%:2,=,A
(
ℎ:1,=,A − ℎ:2,=,A

)
/ − ) = −f2%:1,=,A

(
ℎ:1,=,A − ℎ:2,=,A

)
Therefore, either (2.28) or (2.30) is positive, not both, which justifies why only the stronger
user, the one with the higher channel gain, is able to perform SIC as it has been stated
in all the literature on NOMA [27–29,63,92].

For both users to perform SIC, the rate conditions (2.27) and (2.29) must be verified
at the same time. From (2.28) and (2.30), we infer that the following two conditions are
sufficient to enable mutual SIC:

ℎ:1,=,A2 ≥ ℎ:2,=,A2

ℎ:2,=,A1 ≥ ℎ:1,=,A1

Indeed, these conditions ensure the positivity of each of the two terms in both - −. and
/ − ) . This concludes our proof. �
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Regarding the PMCs, the key is to design the PA scheme in such a way that the
received power of the first signal to be decoded is larger than the power of the other
signal. The resulting power conditions for users :1 and :2 respectively become:

%:1,=,A1ℎ:1,=,A1 ≤ %:2,=,A2ℎ:1,=,A2

%:2,=,A2ℎ:2,=,A2 ≤ %:1,=,A1ℎ:2,=,A1

They can be combined into the following condition:

ℎ:1,=,A1

ℎ:1,=,A2
≤
%:2,=,A2

%:1,=,A1
≤
ℎ:2,=,A1

ℎ:2,=,A2
(2.31)

Remark. If (2.23) and (2.24) are true, then ℎ:1 ,=,A1
ℎ:1 ,=,A2

≤ ℎ:2 ,=,A1
ℎ:2 ,=,A2

. In this case, a PA scheme
can be found to allow a mutual SIC, i.e. there exist %:1,=,A1 and %:2,=,A2 such that (2.31)
is fulfilled.

Finally, conditions (2.23) and (2.24) are sufficient but not necessary for the application
of mutual SIC. Actually, the conditions for the application of mutual SIC lie in the
positivity of (2.28) and (2.30). If any of (2.23) or (2.24) is not valid, the power terms
in (2.28) and (2.30) should be considered, since they affect the sign of both equations.
However, a closer examination of (2.28) and (2.30) reveals that in practical systems,
their numerical values are greatly dominated by their first common term, since in general
f2 << %ℎ:,=,A [98,99]. In that regard, a simpler constraint on the channel gains is derived:

ℎ:1,=,A1ℎ:2,=,A2 ≤ ℎ:2,=,A1ℎ:2,=,A1 (2.32)

This constraint will be used instead of (2.23) and (2.24) in the sequel. Note that condition
(2.32) also ensures the existence of a PA scheme that allows mutual SIC. When both users
:1 and :2 perform SIC on a subcarrier =, their reachable rates on = are given by:

':1,=,A1 =
�

(
log2

(
1 +

%:1,=,A1ℎ:1,=,A1

f2

)
(2.33)

':2,=,A2 =
�

(
log2

(
1 +

%:2=,A2ℎ:2,=,A2

f2

)
(2.34)

Following the introduction of mutual SIC, the RA strategy should be modified accordingly.
Therefore, the next sections describe the development of novel RA techniques that can
benefit from this new potential of the NOMA-DAS combination.

2.5.2.2 Mutual SIC UnConstrained (MutSIC-UC)

In addition to the selection of different antennas in the pairing phase of algorithm 2.3,
the key modifications that must be accounted for when moving from single SIC to mutual
SIC RA schemes involve:

• New subcarrier subset selection: only the subcarrier-RRH links satisfying (2.32) are
considered for potential assignment in mutual SIC configurations.

• Power assignment: PMC (2.31) must be accounted for instead of (2.6).
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To get a lower bound on the performance of mutual SIC-based RA, we solve a relaxed
version of the problem without PMCs. This consideration reverts the optimal PA scheme
in the pairing phase to the user-specific waterfilling solution in OMA. Therefore, the
pairing phase in mutual SIC becomes a simple extension of the OMA resource allocation
in algorithm 2.2. This method is referred to as MutSIC-UC.

To compensate for the disregarded constraints, subcarrier assignment should be fol-
lowed by a power optimization step as shown in appendix 2.A. However, the set of possible
power corrections grows exponentially with the number of multiplexed subcarriers. There-
fore, alternative suboptimal strategies accounting for the power multiplexing constraints
at every subcarrier assignment are investigated in the following sections.

2.5.2.3 Mutual SIC with Direct Power Adjustment (MutSIC-DPA)

From a power minimization perspective, the power distribution obtained through wa-
terfilling is the best possible PA scheme. However, compliance with the PMCs is not
guaranteed; therefore, a power adjustment might be resorted to for the multiplexed sub-
carriers.

When an adjustment is needed, the new value of %:2,=,A2 in (2.31) should fall between
%:1,=,A1ℎ:1,=,A1/ℎ:1,=,A2 and %:1,=,A1ℎ:2,=,A1/ℎ:2,=,A2 (the value of %:1,=,A1 is fixed). However,
since any deviation from the waterfilling procedure degrades the performance of the solu-
tion, this deviation must be minimal. Therefore, %:2,=,A2 is set at the nearest limit of the
inequality (2.31), with some safety margin ` accounting for proper SIC decoding. This
power adjustment is conducted at both the SA stage (to determine the best candidate
couple (=, A2) for user :2) and the PA stage (following the selection of the subcarrier-
RRH pair). After the subcarrier-RRH pairing, the powers on the multiplexed subcarrier
of both users are kept unvaried, as in algorithm 2.3. This procedure will be referred to as
MutSIC-DPA; its details are presented in algorithm 2.4.

Algorithm 2.4 MutSIC-DPA
Phase 1: OMA-DAS
Phase 2: NOMA pairing using mutual SIC
:2 = arg max

:

%:,C>C

(2 = {(=, A2) s.t. (2.32) & (2.12) are verified}
for every candidate couple (=, A2) ∈ (2
Calculate %∗

:2,=,A2
and Δ%:2,=,A2 using (2.11) and (2.13)

If %∗
:2,=,A2

verifies (2.31), set %:2,=,A2 = %
∗
:2,=,A2

If %:2 ,=,A2
%:1 ,=,A1

<
ℎ:1 ,=,A1
ℎ:1 ,=,A2

⇒ set %:2,=,A2 = (1+`)%:1,=,A1
ℎ:1 ,=,A1
ℎ:1 ,=,A2

, estimate Δ%:2,=,A2 using (2.14), (2.17)

If %:2 ,=,A2
%:1 ,=,A1

>
ℎ:2 ,=,A1
ℎ:2 ,=,A2

⇒ set %:2,=,A2 = (1−`)%:1,=,A1
ℎ:2 ,=,A1
ℎ:2 ,=,A2

, estimate Δ%:2,=,A2 using (2.14), (2.17)
end for
(=∗, A∗2) = arg min

(=,A2)
Δ%:2,=,A2 .

Continue the assignment similarly to SRRH using DPA when needed



2.5. Power Minimization in NOMA Signaling 41

2.5.2.4 Mutual SIC with Sequential Optimization for Power Adjustment
(MutSIC-OPAd, MutSIC-SOPAd, and Mut&SingSIC)

In order to improve on the MutSIC-DPA technique, we propose to replace the adjustment
and power estimation steps by a sequential power optimization. Instead of optimizing
the choice of %:2,=,A2 over the candidate couple (=, A2), we look for a wider optimization
in which powers of both first and second users on the considered subcarrier are adjusted,
in a way that their global power variation Δ%:1 + Δ%:2 is minimal:

{%:1,=,A1 , %:2,=,A2}∗ = arg max
%:1 ,=,A1 ,%:2 ,=,A2

(−Δ%:1 − Δ%:2)

subject to:
ℎ:1,=,A1

ℎ:1,=,A2
≤
%:2,=,A2

%:1,=,A1
,

%:2,=,A2

%:1,=,A1
≤
ℎ:2,=,A1

ℎ:2,=,A2

The power variations of users :2 and :1 are given by:

Δ%:2 = #
B>;4
:2

,�,:2 (2
Δ':2(

�# B>;4
:2 − 1) + %:2,=,A2

Δ%:1 = (# B>;4:1
− 1),�,:1

(
2

Δ':1(

(#B>;4
:1

−1)� − 1
)
+ %:1,=,A1 − %�:1,=,A1

where %�
:1,=,A1

is the initial power allocated to :1 on =, ,�,:1 and ,�,:2 are the initial
waterlines of :1 and :2 before pairing, and Δ':1 and Δ':2 the rate variations over the
remaining sole subcarriers of :1 and :2 (after pairing). They are given by:

Δ':1 = −
�

(
log2

(
f2 + %:1,=,A1ℎ:1,=,A1

f2 + %�
:1,=,A1

ℎ:1,=,A1

)
, Δ':2 = −

�

(
log2

(
1 +

%:2,=,A2ℎ:2,=,A2

f2

)
The Lagrangian of this problem is:

! (%:1,=,A1 , %:2,=,A2 , _1, _2) = − _1

(
%:1,=,A1

ℎ:1,=,A1

ℎ:1,=,A2
− %:2,=,A2

)
− _2

(
%:2,=,A2 − %:1,=,A1

ℎ:2,=,A1

ℎ:2,=,A2

)
− Δ%:1,=,A1 − Δ%:2,=,A2

The solution of this problem must verify the following conditions:
∇! (%:1,=,A1 , %:2,=,A2 , _1, _2) = 0
_1

(
%:1,=,A1ℎ:1,=,A1/ℎ:1,=,A2 − %:2,=,A2

)
= 0

_2
(
%:2,=,A2 − %:1,=,A1ℎ:2,=,A1/ℎ:2,=,A2

)
= 0

_1, _2 ≥ 0

Four cases are identified:

1. _1 = 0, _2 = 0

2. _1 ≠ 0, _2 = 0→ %:2,=,A2 = %:1,=,A1ℎ:1,=,A1/ℎ:1,=,A2

3. _1 = 0, _2 ≠ 0→ %:2,=,A2 = %:1,=,A1ℎ:2,=,A1/ℎ:2,=,A2

4. _1 ≠ 0, _2 ≠ 0
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Case 1 corresponds to the unconstrained waterfilling solution applied separately to the
two users. Case 4 is generally impossible, since the two boundaries of the inequality
(2.31) would be equal. Considering case 2, by replacing %:2,=,A2 in terms of %:1,=,A1 in the
Lagrangian and by taking the derivative with respect to %:1,=,A1 , we can verify that %∗

:1,=,A1
is the solution of the following nonlinear equation:

,�,:2

ℎ:1,=,A1ℎ:2,=,A2

ℎ:1,=,A2f
2

(
1 +

%:1,=,A1ℎ:2,=,A2ℎ:1,=,A1

f2

)− 1
#B>;4
:2
−1

+
,�,:1ℎ:1,=,A1

f2 + %�
:1,=,A1

ℎ:1,=,A1

(
f2 + %:1,=,A1ℎ:1,=,A1

f2 + %�
:1,=,A1

ℎ:1,=,A1

)− 1
#B>;4
:1

−1
−1

−
ℎ:1,=,A1

ℎ:1,=,A2
− 1 = 0 (2.35)

Note that in practice, we also take into consideration the safety power margin ` in the
calculation of %:1,=,A1 . Similar calculations are performed for case 3, and the solution that
yields the lowest Δ% is retained. Also, if none of the cases provides positive power solu-
tions, the current candidate couple (=, A2) is discarded. This method of Optimal Power
Adjustment (OPAd) is employed both at the subcarrier allocation stage (for the selection
of the best candidate couple (=, A2) for user :2) and at the power allocation stage (fol-
lowing the selection of the subcarrier-RRH pair). It will be referred to as “MutSIC-OPAd”.

In order to decrease the complexity of MutSIC-OPAd, inherent to the resolution of
a nonlinear equation for every subcarrier-RRH candidate, we consider a “semi-optimal”
variant of this technique, called “MutSIC-SOPAd”: at the stage where candidate couples
(=, A2) are considered for potential assignment to user :2, DPA is used for power adjust-
ment to determine the best candidate in a cost-effective way. Then, the preceding OPAd
solution is applied to allocate power levels to users :1 and :2 on the retained candidate.

At last, to further exploit the space diversity inherent to DAS and minimize the system
transmit power, single SIC and mutual SIC algorithms are combined to take advantage
of the full potential of NOMA techniques. Given the superiority of mutual SIC over
single SIC schemes, we prioritize the allocation of subcarriers allowing mutual SIC by
first applying MutSIC-SOPAd. Then, the remaining set of solely assigned subcarriers is
further examined for potential allocation of a second user in the single SIC context, using
the same RRH as that of the first assigned user. LPO is used for power allocation in this
second phase. This method will be referred to as “Mut&SingSIC”.

2.6 Complexity Analysis
In this section, we analyze the complexity of the proposed allocation techniques. Given
that the algorithms consist in sequential blocks of OMA assignment and NOMA pairing,
we analyze the complexity of each step independently and then derive the complexity
of each algorithm by combining the corresponding steps. Also, to have a ground of
comparison with the CAS scenario, the complexities of OMA-CAS, NOMA-CAS and
OMA-DAS are presented. Throughout all the section, we assume that an average of (
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iterations are needed for the completion of the OMA phase, and that ( iterations are
required on average for the NOMA phases.

In the OMA section, the core of the algorithm resides in searching for the most power
consuming user, which presents a linear complexity with the number of users ($ ( )),
assigning him the best subcarrier-RRH pair ($ ('()), and iterating this process ( times
until all subcarriers are allocated. The resulting complexity is of $ ((( + '()). Suppose,
on the other hand, that we sort the '× subcarrier vectors (of length () in channel matrix
H prior to subcarrier-RRH assignment. This means the channel matrix is rearranged in
such a way that the subcarriers of each user are sorted in the decreasing order of channel
gain, separately for each RRH. In this case, the assignment of the best available subcarrier-
RRH pair to the selected user reduces to searching for the best antenna with a complexity
linear with '. Sorting H reduces the complexity of the subcarrier-RRH allocation phase
( times, while adding a sorting complexity of  (' log((). Each allocation cycle consists
then of user identification, followed by the search of the RRH providing the subcarrier
with the highest channel gain. The resulting complexity of this new approach is therefore
$ ( (' log(() + (( + ')). This approach is roughly (/ log(() times less complex then
the preceding one (without matrix reordering), hence it will be used hereinafter for all
the algorithms.

Each allocation step in the pairing phase of NOMA using SRRH consists of the identi-
fication of the most power consuming user, followed by a search over the subcarrier space
and a power update over the set of sole subcarriers for the user. Assuming an average
number of (/ subcarriers per user, the total complexity of SRRH and SRRH-LPO is
$ ( (' log(() +(( +') +(( +(+(/ )). In order to assess the efficiency of SRRH-LPO,
we compare our solution to the optimal PA technique developed in [92]. More specifically,
we apply SRRH-LPO to determine the user-subcarrier-RRH assignment; then we apply
the optimal PA in [92] without PMCs. Only the simulations yielding solutions abiding
by the PMCs are included for possible comparison. This technique will be referred to
as SRRH-OPA; its complexity analysis and comparison with SRRH-LPO is provided in
appendix 2.B. Note that OMA-CAS and NOMA-CAS complexities are derived from the
DAS scenario through replacing ' by 1.

Concerning MutSIC-UC, by following the same reasoning as for OMA-DAS, and ac-
counting for the search of an eventual collocated user for ( subcarriers, we get a total
complexity $ ( (' log(() + (( + ') + (( + ' − 1)).

As for MutSIC-DPA, the total complexity is $ ( (' log(() +(( +') +(( +(('−1) +
(/ )), where the ((' − 1) term stems from the fact that the search over the subcarrier
space in the pairing phase is conducted over all combinations of subcarriers and RRHs,
except for the RRH of the first user on the candidate subcarrier.

Regarding MutSIC-OPAd, let � be the complexity of solving the nonlinear equation
(2.35). The total complexity is therefore $ ( (' log(()+(( +')+(( +(('−1)�+(/ )).
Given that MutSIC-SOPAd solves (2.35) only once per allocation step, its complexity is
$ ( (' log(() + (( + ') + (( + ((' − 1) + (/ + �)). Consequently, the complexity of
Mut&SingSIC is $ ( (' log(() + (( + ') + (( + ((' − 1) + (/ +�) + (( + ( + (/ ).
The additional term corresponds to the single SIC phase which is similar to the pairing
phase in SRRH.
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Table 2.1 – Approximate complexity of the different allocation techniques.

RA Technique Complexity RA Technique Complexity
OMA-CAS $ ( ( log(()) MutSIC-UC $ ( (' log(())
NOMA-CAS $ ((2 +  ( log(()) MutSIC-DPA $ ('(2 +  (' log(())
OMA-DAS $ ( (' log(()) MutSIC-OPAd $ ('�(2 +  (' log(())

SRRH $ ((2 +  (' log(()) MutSIC-SOPAd $ ('(2 + (� +  (' log(())
SRRH-LPO $ ((2 +  (' log(()) Mut&SingSIC $ ('(2 + (� +  (' log(())

To give an idea of the relative complexity orders, Table 2.1 summarizes the approx-
imate complexity of the different techniques. In fact, the complexity of the methods
employing a numerical solver depends on the resolution cost � that depends on the close-
ness of the initial guess to the actual solution. In that regard, MutSIC-SOPAd is roughly
� times less complex than MutSIC-OPAd, and has a complexity comparable to MutSIC-
DPA.

2.7 Performance Results

2.7.1 System Parameters
The performance of the different allocation techniques is assessed through simulations in
the LTE/LTE-Advanced context [100]. The cell is hexagonal with an outer radius '3
of 500 m. For DAS, we consider four RRHs (' = 4), unless specified otherwise. One
antenna is located at the cell center, while the others are uniformly positioned on a circle
of radius 2'3/3 centered on the cell center. The number of users in the cell is  = 15,
except for Fig. 2.5. The system bandwidth � is 10 MHz, divided into ( = 64 subcarriers
except for Fig. 2.5. The transmission medium is a frequency-selective Rayleigh fading
channel with a root mean square delay spread of 500 ns. We consider distance-dependent
path loss with a decay factor of 3.76 and lognormal shadowing with an 8 dB variance.
The noise power spectral density #0 is 4.10−18 mW/Hz. Perfect knowledge of the channel
gain by the BBU is assumed throughout the thesis. For typical system parameters, the
system performance in terms of transmit power is mainly invariant with d, thus d is set
to 10−3 , . A detailed analysis of the system behavior in terms of d can be found in [101]
for OMA systems. The safety power margin ` is set to 0.01. The performance results of
OMA-CAS, NOMA-CAS and OMA-DAS are also shown for comparison.

2.7.2 Simulation Results
Fig. 2.2 presents the total transmit power in the cell as a function of the requested rate
considering only SRRH schemes for NOMA-based techniques. The results show that the
DAS configuration greatly outperforms CAS: a large leap in power with a factor around
16 is achieved with both OMA and NOMA signaling. At a target rate of 12 Mbps, the
required total power using SRRH, SRRH-LPO and SRRH-OPA is respectively 17.6%,
24.5%, and 26.1% less than in OMA-DAS. This shows a clear advantage of NOMA over
OMA in the DAS context. Besides, applying LPO allows a power reduction of 7.7% over
FTPA, with a similar computational load. The penalty in performance of LPO with
respect to optimal PA is only 2% at 12 Mbps, but with a greatly reduced complexity.
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Figure 2.2 – Total power as a function of ':,A4@ for DAS and CAS scenarios, with OMA
and NOMA-SRRH schemes.

In Fig. 2.3, the results focus on the evaluation of mutual SIC and single SIC config-
urations. All three constrained configurations based on pure mutual SIC (MutSIC-DPA,
MutSIC-SOPAd and MutSIC-OPAd) largely outperform SRRH-LPO. Their gain towards
the latter is respectively 56.1%, 63.9% and 72.9%, at a requested rate of 13 Mbps. The
significant gain of optimal power adjustment towards its suboptimal counterpart comes
at the cost of a significant complexity increase, as shown in section 2.6. The most power-
efficient mutual SIC implementation is obviously MutSIC-UC, since it is designed to solve
a relaxed version of the power minimization problem by dropping all PMCs. Therefore, it
only serves as a benchmark for assessing the other methods, because PMCs are essential
for allowing correct signal decoding at the receiver side. Except for the OPAd solution,
the best global strategy remains the combination of mutual and single SIC subcarriers,
since it allows a power reduction of 15.2% and 15.6% at 12 and 13 Mbps respectively,
when compared to MutSIC-SOPAd.

Fig. 2.4 shows the influence of increasing the number of RRHs on system performance.
As expected, increasing the number of spread antennas greatly reduces the overall power,
either with single SIC or combined mutual and single SIC configurations. A significant
power reduction is observed when ' is increased from 4 to 5, followed by a more moderate
one when going from 5 to 7 antennas. The same behavior is expected for larger values of
'. However, practical considerations like the overhead of CSI signaling exchange and the
synchronization of the distributed RRHs, or geographical deployment constraints, would
suggest limiting the number of deployed antennas in the cell.

In Fig. 2.5, we show the performance for a varying number of users, for the case of 4
RRHs and 128 subcarriers. Results confirm that the allocation strategies based on mutual
SIC, or combined mutual and single SIC, scale much better to crowded areas, compared
to single SIC solutions. The power reduction of Mut&SingSIC towards SRRH-LPO is
69.8% and 78.2% for 36 and 40 users respectively.

Table 2.2 shows the statistics of the number of non-multiplexed subcarriers, the num-
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Figure 2.3 – Total power as a function of ':,A4@ for the proposed NOMA-DAS schemes.

ber of subcarriers where a mutual SIC is performed, and the number of subcarriers where
a single SIC is performed. On average, SRRH-LPO uses single SIC NOMA on 25% (resp.
32%) of the subcarriers for ':,A4@ = 9 Mbps (resp. 12 Mbps), while the rest of the sub-
carriers is solely allocated to users (a small proportion is not allocated at all, depending
on the power threshold d). On the other hand, the proportions are respectively 17% and
23% with MutSIC-SOPAd. Therefore, in light of the results of Figs. 2.3 and 2.5, MutSIC-
SOPAd not only outperforms SRRH-LPO from the requested transmit power perspective,
but it also presents the advantage of yielding a reduced complexity at the UE level, by re-
quiring a smaller amount of SIC procedures at the receiver side. This shows the efficiency
of the mutual SIC strategy, combined with appropriate power adjustment, over classical
single SIC configurations.

Table 2.2 – Statistics of subcarrier multiplexing, for  =15, (=64, and '=4.

RA technique Non Mux SC SC MutSIC SC SingSIC
':,A4@ = 9 Mbps

SRRH-LPO 48.1 - 15.9
MutSIC-SOPAd 53.4 10.6 -
Mut&SingSIC 39.2 10.6 14.2

':,A4@ = 12 Mbps
SRRH-LPO 43.7 - 20.3
MutSIC-SOPAd 49.4 14.6 -
Mut&SingSIC 29 14.6 20.4

Note that in Mut&SingSIC, 17% (resp. 23%) of the subcarriers are powered from dif-
ferent antennas. This shows the importance of exploiting the additional spatial diversity,
combined with NOMA, inherent to DAS.
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Figure 2.5 – Total power as a function of the number of users for the NOMA-DAS schemes,
with ':,A4@=5 Mbps, (=128, and '=4.

2.8 Conclusion
In this chapter, various RA techniques were presented for minimizing the total downlink
transmit power in DAS for 5G and beyond networks. We first revisited the waterfilling
principle prior to applying the acquired knowledge to designing efficient RAs in OMA
and NOMA. Furthermore, we unveiled some of the hidden potentials of DAS for NOMA
systems and developed new techniques to make the most out of these advantages, while
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extracting their best characteristics and tradeoffs. Particularly, this study has enabled
the design of NOMA with SIC decoding at both paired UE sides. Simulation results have
shown the superiority of the proposed methods with respect to single SIC configurations.
They also promoted mutual SIC with suboptimal power adjustment to the best tradeoff
between transmit power and complexity at both the BBU and the UE levels. In order to
address additional practical challenges of DAS, the next chapter focuses on transposing
the solutions provided in this chapter to power minimization problems with power limited
RRHs.

The contributions of this chapter led to the publication of the following journal paper:

J. Farah, A. Kilzi, C. Abdel Nour and C. Douillard, “Power Minimization in Distributed
Antenna Systems Using Non-Orthogonal Multiple Access and Mutual Successive Inter-
ference Cancellation,” in IEEE Trans. Veh. Technol., vol. 67, no. 12, pp. 11873-11885,
Dec. 2018.

Appendices

2.A Formulation of the Power Optimization Problem
for the Constrained Case in Mutual SIC

For a predefined subcarrier-RRH-user assignment, the constrained power minimization
problem for power assignment can be cast as the solution of the following optimization
problem:

max
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where S<(�� is the set of subcarriers undergoing a mutual SIC. The corresponding La-
grangian with multipliers _: and V8,= is:
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Writing the KKT conditions leads to a system of #4 non-linear equations with #4 vari-
ables, where #4 = 3|(<(�� | +  + ( (taking into account the (−|S<(�� | power variables on
non-paired subcarriers). Knowing that V1,= and V2,= cannot be simultaneously non-zero,
we have, for every subcarrier allocation scheme, a total of 3|S<(�� | different possible com-
binations to solve, that is 3|S<(�� | different variations of a square system of 2|S<(�� | + +(
equations (per subcarrier allocation).

2.B Complexity Analysis of SRRH-OPA and Com-
parison with SRRH-LPO

SRRH-OPA consists in successively applying SRRH-LPO to set the subcarrier-RRH as-
signment, and afterwards applying the optimal PA described in [29]. Therefore, the
complexity of SRRH-OPA equals that of SSRH-LPO added to the complexity of optimal
PA which is discussed next.

Following the optimal power formulation provided in [29], the relaxed version of the
problem is as follows:
Let  = be the set of multiplexed users on subcarrier =, N" the set of multiplexed sub-
carriers, SB>;4 the set of sole subcarriers with # B>;4 = |SB>;4 |, :1(=) the first user over the
subcarrier =, where = is either a sole or a multiplexed subcarrier, :2(=) the second user
over the subcarrier =, where = is a multiplexed subcarrier, A (=) the RRH powering the
signals on the subcarrier =, ':,=,A the rate achieved by user : on subcarrier = powered by
RRH A. Using the same rate to power conversion procedure as in [29], the optimization
problem can be expressed as follows:

min
':,=,A

∑
=∈N"∪SB>;4

0(=)f2

ℎ1(=)
+ (1(=) − 1)f2

ℎ2(=)

[
1

ℎ2(=)
+ 0(=) − 1

ℎ1(=)

]
subject to: ∑

=∈(:
':,=,A (=) = ':,A4@,∀: ∈ 1 :  

Where ℎ1(=) = ℎ:1 (=),=,A (=), ℎ2(=) = ℎ:2 (=),=,A (=), f2 = #0�/(, 0(=) = 2':1 (=) ,=,A (=)(/�, and
1(=) = 2':2 (=) ,=,A (=)(/�. ':1 (=),=,A (=) is the rate achieved by the strong or sole user :1(=) on
subcarrier =, and ':2 (=),=,A (=) is the rate delivered on the subcarrier = to the user :2(=). If
= happens to be a sole subcarrier, then ':2 (=),=,A (=) is null. The Lagrangian of this problem
is given by:
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After applying the KKT conditions, and including the  rate constraints, we obtain a
system of #B>;4 + 220A3 (N") + non-linear equations and unknowns (#B>;4 + 220A3 (N")
rate variables and  Lagrangian multipliers). A numerical solver is used to determine
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the solution, namely the trust-region dogleg method. Since finding an exact expression
of this method’s complexity is cumbersome, we propose to provide instead the average
execution time ratio of SRRH-OPA with respect to SRRH-LPO, measured over a total
of 1000 simulations at a rate of 12Mbps, for  = 15 users, ( = 64 subcarriers and ' = 4
RRHs. We observed that the execution time of SRRH-OPA is more than the double the
one of SRRH-LPO, while the performance improvement is of only 2%. This showcases
the efficiency of our LPO procedure, both in terms of its global optimal-like performance
and in terms of its cost effective implementation.



Chapter 3

NOMA Mutual SIC for Power
Minimization in Hybrid Distributed
Antenna Systems

In the previous chapter, we studied the power minimization problem in the DAS context
using NOMA, and we proposed several RA techniques that tackle the power minimiza-
tion problem under user target rate requirements. In this chapter, we consider the power
minimization problem in Hybrid DAS (HDAS) where antennas are supplied by various –
low power and high power – energy sources. Antenna-specific power limits are taken into
account and the problem is reformulated in this new HDAS scenario. After presenting
the system model in section 3.2, the optimal PA for OMA with fixed subcarrier-RRH
assignment is derived in section 3.3. This allows the design of adequate OMA RA tech-
niques in section 3.4, and NOMA RA techniques in section 3.5. A comparative complexity
analysis is conducted in section 3.6 for the proposed RA schemes, and their performance
assessment is undergone in section 3.7. Finally, the conclusions are drawn in section 3.8.
The major contributions of this chapter can be summarized as follows:

• We provide a deep thorough analysis of the optimal PA for the context of HDAS,
showcasing the unique properties it exhibits with respect to classical unconstrained
DAS, and highlighting the major differences in the obtained solutions.

• We derive the set of sufficient conditions on channel assignment and user-antenna
pairing that guarantees the existence of a solution to satisfy the user rate require-
ments on the one hand, and the antenna power limits on the other hand.

• We provide two different approaches for joint channel and power allocation in both
OMA and NOMA. One approach is more suited for harsh system conditions (in
terms of required rates and total power limits), while the other is more effective for
mild system conditions.

3.1 Related Works
The deployment of antennas throughout the cell in DAS allowed for greater coverage and
enhanced signals strength by reducing the mean distance between users and their serving
antennas. The new distributed cell architectures provide a robust framework to combat

51
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inter-cell and intra-cell interference. These advantages have a green ecological impact as
cells will be able to provide users with their requested services by utilizing the advantages
of the network topology rather than resorting to an increase in the system transmission
power.

However, the relative geographic proximity between the users and the antennas in
DAS may give rise to more restrictive regulations on antenna power limits than before, in
order to limit the electromagnetic field exposure, especially in sensitive locations in dense
urban areas (e.g. around hospitals, police stations, etc.). Therefore, in such hybrid con-
figurations, certain antennas in the cell may have restrictive transmit power constraints,
e.g. due to their geographical position, their powering source or their small size, while
others have access to a much higher amount of available power. The development of pro-
cedures which can deal with such different restrictions goes along with the philosophy of
5G and beyond communications in designing new smart networks that can dynamically
adapt to various network demands and configurations. These procedures would also come
in handy in situations where the operators use hybrid sources of energy to power the
antennas deployed at different locations in the cell, including electric grids, local genera-
tors and various energy harvesting techniques. These different scenarios leading to power
constrained antennas will be referred to from hereinafter as HDAS.

Several works in HDAS target the optimization of system EE with a power constraint
on each RRH. In [102], the authors propose antenna selection as a means to maximize
the EE of communication systems by successively activating antennas with a decreasing
order in added efficiency. However, in a multi-carrier system where frequency selective
channels are experienced by users, the possibility to use or not a particular antenna can
be extended to each of the possible system subcarrier. In [88], SA and PA are done in
two separate stages. In the first stage, the number of subcarriers per RRH is determined,
and subcarrier/RRH assignment is performed assuming initial equal power distribution.
In the second stage, optimal PA relying on the sub-gradient method is performed to max-
imize the EE under the constraints of the total transmit power per RRH, of the targeted
bit error rate and of a proportionally-fair throughput distribution among active users.
In [103], optimal PA is derived for EE maximization under antenna power constraints
and proportionally fair user rates in a downlink MISO system. Differently from [88], a
single-variable non-linear equation needs to be solved. However the resource allocation
problem in its integrality is not addressed since the joint subchannel and power allocation
is not studied. Moreover, no insights are inferred from the obtained PA towards the de-
sign of efficient user-channel assignment policies. The optimization techniques proposed
in [88, 102, 103] for HDAS are designed for the case of OMA. In other words, they allow
the allocation of only one user per subcarrier.

In NOMA, multiple users are enabled to access the same time-frequency block through
multiplexing in the power domain. The power multiplexing scheme is coupled with SIC
receivers to mitigate inter-user interference and enhance the system spectral efficiency.
In CAS, the decoding order of downlink NOMA used to be determined according to the
descending order of channel gains [27,28,104,105]. When combining the study of NOMA
with DAS, we showed in the previous chapter that under some specific subcarrier, user
and powering antenna configurations, the two paired users on a subcarrier would be able
to perform SIC. Based on this property, we developed techniques for joint subcarrier



3.2. System Description and Problem Formulation 53

and power allocation that aim at minimizing the total amount of power under user rate
constraints in downlink NOMA. To the best of our knowledge, the problem of downlink
power minimization in DAS networks with RRH power limits using NOMA has not been
addressed yet. This problem is substantially different from the one in chapter 2 since
heavily loaded antennas are generally the most important players in minimizing the system
power. Thus, setting power limits on some of them will necessarily raise the system
power consumption. To address this problem, we derive the optimal PA scheme for OMA
(given a predefined subcarrier assignment) and explore thoroughly its properties, prior
to introducing complete RA schemes that meet the system requirements based on the
optimal PA, in both orthogonal and non-orthogonal scenarios.

3.2 System Description and Problem Formulation
The study is conducted on a downlink system consisting of a total of ' RRHs uni-
formly positioned over a cell, where  single-antenna mobile users are randomly de-
ployed. Each RRH is equipped with a single antenna, therefore, the terms “RRH” and
“antenna” will be used interchangeably. Among these ' RRHs, we consider a subset
RL = {'!1, '!2, . . . , '!�} of � < ' power-limited (or constrained) antennas having each
a respective power limit %<8 , 8 = 1, . . . , �, constituting the set P = {%<1 , %<2 , . . . , %<� }.
The remaining ' − � RRHs have power limits much higher than those in RL, that is
why their power constraints will not be considered in the following. These antennas con-
stitute the set RU = {'*1, '*2, . . . , '*'−�} of unconstrained antennas. All RRHs are
connected to a single BBU through high capacity optical fibers and selection diversity [5]
is assumed. The system bandwidth � is equally divided into a total of ( subcarriers. Each
user : is allocated a set S: of subcarriers by the BBU in a way to achieve a requested
rate ':,A4@ [bps]. From the set of  users, a maximum of <(=) users are chosen to be
collocated on the =Cℎ subcarrier (1 ≤ = ≤ () using PD-NOMA [27, 106]. Classical OMA
signaling corresponds to the special case of <(=) = 1. Also, in the sequel, we denote by
DAS the system where � = 0 (i.e. none of its RRHs has a power limitation), and by
HDAS the case where � ≠ 0.

The hybrid distributed antenna system is illustrated in Fig. 3.1 where orthogonal
signaling is used to serve User 2 on subcarrier SC 3, and non-orthogonal signaling is used
to serve Users 1, 2 and 3 on subcarriers SC 1 and SC 2 from both RL and RU antennas.
Let %:,=,A be the power of user : on subcarrier =, transmitted by RRH A, H the three-
dimensional squared channel gain matrix with elements ℎ:,=,A , 1 ≤ : ≤  , 1 ≤ = ≤ (,
1 ≤ A ≤ ', :8 (=) the 8Cℎ multiplexed user on subcarrier =, A8 (=) the antenna powering the
signal of the 8Cℎ user on subcarrier =, and S('!8) the set of subcarriers powered by the 8Cℎ
antenna in RL. At each receiver side, additive white Gaussian noise is assumed with a
power spectral density #0, leading to the same average noise power f2 = #0�/( on each
subcarrier. In this study, we limit the number of collocated users to a maximum of 2 per
subcarrier, which limits the SIC complexity at the receiver side at the cost of a negligible
performance drop, compared to 3 collocated users, as it was shown in [27].

When the same antenna is used to power the signals of collocated users on a subcarrier
(e.g. User 1 and User 2 on subcarrier SC 1 in Fig. 3.1), the user with higher channel
gain decodes, re-modulates and subtracts the signal of the weak user, whereas the weak
user suffers from the interference caused by the signal of the strong user. Therefore,
the rate expressions and PMCs of two collocated users :1 and :2 on subcarrier = with
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Figure 3.1 – HDAS cell with two power-limited RRHs (RRH 1 and RRH 4).
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On the other hand, when the signal of the multiplexed users :1 and :2 on a subcarrier
= and transmitted by two different RRHs A1(=) and A2(=) respectively (e.g. User 2 and
User 3 on subcarrier SC 2 in Fig. 3.1), mutual SIC can be performed if the user channel
gains verify:
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In such cases, their theoretical throughputs and power multiplexing constraints are given
by:
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The aim in this chapter is to derive joint subcarrier and power allocation as well as
user-pairing schemes that minimize the total transmit power while meeting the rate re-
quirement of each user (':,A4@) and the power limit constraints on the RL antennas (P).
The introduction of power limit constraints on a subset of RRHs will lead to a more power
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consuming solution than the one obtained previously in chapter 2, since the addition of
any new constraint to an optimization problem may only result in the degradation of the
solution’s performance. Through comparison to the problem in chapter 2, having power
constraints on some antennas results in a power transfer from the constrained antennas to
the unconstrained ones, in such a way that the requested rates remain satisfied for each
user. Hence, minimizing the total transmit power of the system under the user rate and
antenna power limit constraints translates into searching for the best “power transfer”
scheme that minimizes the excess in power compared to the unconstrained DAS solutions
in chapter 2. Note that the number of constrained antennas � shall not reach ', that is
to say that at least one antenna has to remain unconstrained in order to guarantee the
satisfaction of the requested rate for all users. The global optimization problem of user-
subcarrier-RRH assignment and PA, taking into account the rate requirements, power
limits, and NOMA PMCs, can be formulated as:

OP1 : {S: , %:,=,A}∗ = arg min
S: ,%:,=,A

 ∑
:=1

∑
=∈S:

2∑
8=1,

s.t.:8 (=)=:

%:,=,A8 (=) ,

subject to : ∑
=∈S:

s.t. :8 (=)=:, 8={1,2}

':8 ,=,A8 (=) = ':,A4@,∀:, 1 ≤ : ≤  , (3.3)

∑
=∈S('! 9 )

2∑
8=1,

A8 (=)='! 9

%:8 (=),=,'! 9 ≤ %< 9
,∀ 9 , 1 ≤ 9 ≤ �, (3.4)

∀= ∈ {1, . . . , (}, s.t. <(=) = 2
{ (3.2), A1(=) ≠ A2(=) (3.5)
(3.1), A1(=) = A2(=). (3.6)

As in the previous chapter, the problem at hand involves set selection as well as continuous
variable optimization, hence its mixed-integer non-convex nature justifies the introduction
of suboptimal schemes. Therefore, we follow the same approach for tackling the RA
problem by first deriving the optimal PA for power minimization in the OMA context
and for a fixed SA (section 3.3). Then the optimal PA properties lead to the elaboration
of RA schemes for OMA (section 3.4) and NOMA (section 3.5).

3.3 Optimal Power Allocation for OMA HDAS
In the orthogonal scenario, every subcarrier = is allocated to one user and one antenna at
most, referred to as : (=) and A (=) respectively. The optimal PA scheme for a predefined
subcarrier allocation scheme is cast as the solution to the following problem:

OP2 : {%:,=,A}∗ = min
{%:,=,A }

 ∑
:=1

∑
=∈S:

%:,=,A (=) ,
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subject to: ∑
=∈S:

�

(
log2

(
1 +

%:,=,A (=)ℎ:,=,A (=)
f2

)
= ':,A4@,∀:, 1 ≤ : ≤  , (3.7)∑

=∈S('!8)
%: (=),=,'!8 ≤ %<8 ,∀8, 1 ≤ 8 ≤ �. (3.8)

The problem in hand can be solved by means of standard convex optimization techniques,
its Lagrangian is given by:

! (%:,=,A , _: , U8) = −
 ∑
:=1

∑
=∈S:

%:,=,A (=) +
 ∑
:=1

_:

(
':,A4@ −

∑
=∈S:

�

(
log2

(
1 +

%:,=,A (=)ℎ:,=,A (=)
f2

))
+

�∑
8=1

U8
©«%<8 −

∑
=∈S('!8)

%: (=),=,'!8
ª®¬ , (3.9)

where _: and U8 represent the Lagrangian multipliers relative to the rate and power
constraints respectively. The corresponding KKT conditions are:

∇! (%∗
:,=,A (=) , _

∗
: , U
∗
8 ) = 0,∑

=∈S:

�

(
log2

(
1 +

%:,=,A (=)ℎ:,=,A (=)
f2

)
= ':,A4@,∀:, 1 ≤ : ≤  ,∑

=∈S('!8)
%: (=),=,'!8 ≤ %<8 ,∀8, 1 ≤ 8 ≤ �,

U8
©«

∑
=∈S('!8)

%: (=),=,A (=) − %<8
ª®¬ = 0,∀8, 1 ≤ 8 ≤ �,

U8 ≥ 0,∀8, 1 ≤ 8 ≤ �.

The expressions of the partial derivatives of ! with respect to the power variables change
according to whether the powering RRH is constrained or not. For subcarriers powered
by a constrained antenna, we get:

m!

m%:,=,A (=)
= −1 − �_:

( ln(2)
ℎ:,=,A (=)/f2

1 + %:,=,A (=)ℎ:,=,A (=)/f2 − U8 = 0.

By setting <: = −�_:/( ln(2), we have:

<:

f2

ℎ:,=,A (=)
+ %:,=,A (=)

= 1 + U8 . (3.10)

The subcarriers that are not powered by a constrained antenna do not feature an U8 term
as in (3.10). Instead, their partial derivative yields:

<:

f2

ℎ:,=,A (=)
+ %:,=,A (=)

= 1. (3.11)
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Equations (3.10) and (3.11) can be rearranged in the following form:

%:,=,A (=) =
<:

(1 + U8)
− f2

ℎ:,=,A (=)
,∀= ∈ S('!8), (3.12)

%:,=,A (=) = <: −
f2

ℎ:,=,A (=)
,∀= ∉ S(RL), (3.13)

where S(RL) , ∪�
8=1S('!8) is the set of all subcarriers powered by a power constrained

antenna. If OP1 was considered without the power constraints (3.8), the solution of the
PA problem would revert to the classical case of power minimization with user-specific
rate constraints, resulting in a user-specific waterfilling where the waterline <: of user :
would be the same for all of its subcarriers. However, in HDAS, the waterline becomes
specific to the separate classes of subcarriers, grouped according to the transmitting an-
tenna. More specifically, equations (3.12) and (3.13) show that, for every user :, a specific
waterlevel <:8 , <:/(1 + U8) is assigned for every subset of subcarriers allocated to : on
the constrained antenna '!8, whereas the remaining subcarriers of : that are not powered
by a constrained RRH share a common waterlevel <: . Furthermore, all the waterlevels
of user :, corresponding to its powering RRHs, are related to <: by the factors (1 + U8).
Replacing the power variables by their expressions from (3.12) and (3.13) in the rate con-
straints (3.7), and applying some manipulations yield the following forms, for each user
:: ∑

=∈S:∩S(RL)

log2

(
<:

ℎ:,=,A (=)
f2

)
+

�∑
8=1

∑
=∈T:8

log2

(
<:ℎ:,=,A (=)
(1 + U8)f2

)
=
':,A4@(

�
,

∑
=∈S:∩S(RL)

log2

(
<:

ℎ:,=,A (=)
f2

)
+

∑
=∈∪�

8=1T:8

log2

(
<:

ℎ:,=,A (=)
f2

)
−

�∑
8=1
|T:8 | log2(1 + U8) =

':,A4@(

�
,

where T:8 , S: ∩S('!8) is the set of subcarriers allocated to user : and powered by '!8.
Consequently, we obtain:∑

=∈S:

log2
(
<:ℎ:,=,A (=)/f2) − �∑

8=1
|T:8 | log2(1 + U8) =

':,A4@(

�
.

Therefore, <: can be written as:

<: =
©« 2

':,A4@(

�∏
=∈S: ℎ:,=,A (=)/f2

�∏
8=1
(1 + U8) |T:8 |

ª®¬
1/|S: |

,

<: = ,:

�∏
8=1
(1 + U8)

|T:8 |
|S: | . (3.14)

Recall from (2.10) that ,: is the common waterline that user : would have had in a
“classical” waterfilling scheme, i.e. if the power constraints on RL were not taken into
account (<: = ,: when U8 = 0,∀8). Therefore, U8 can be seen as the power correction
factors that are applied to the unconstrained waterfilling solution to obtain the new power
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pouring solution in (3.12) and (3.13). Note that if user : has all its subcarriers powered
by non-constrained antennas (T:8 = ∅, 1 ≤ 8 ≤ �), then the allocated power to the user
subcarriers is according to (3.13). The user will have a unique waterline <: for all of
its subcarriers, and <: = ,: since |T:8 | = 0, 1 ≤ 8 ≤ �. Such a user is not affected by
the power correction. Also, if a unique constrained RRH '!8 is exclusively serving a
user (T:8 = S: , and ∀ 9 ≠ 8,T:8 = ∅), the power of all of its subcarriers will be accord-
ing to (3.12), meaning that a unique waterline is assigned to the user and it is given by
<:/(1 + U8). But we have from (3.14) <: = ,: (1 + U8), therefore the waterline of the user
is equal to ,: and it is not affected by the power correction. At last, another possibility
for having unique waterlines (per user) resides in a system where the classical waterfilling
solution abides by (3.8). Indeed, if all the U8 variables were null, the resulting Lagrangian
would not account for the power constraints (3.8), hence the solution would be a simple
user-based waterfilling: if U8 = 0, <: =

<:
(1+U8) = ,: which results in a uniform waterlevel

over all the subcarriers of the user :.
As a consequence, if an initial RA technique verifies the constraints on the antennas as-
suming a user-based waterfilling, this is indeed the best PA solution for the given SA. On
the other hand, the proposed optimal PA technique can be applied in association with
any SA scheme that constitutes a solution to problem OP1. Solving the power optimiza-
tion problem reduces to determining the � Lagrangian variables U8 relative to the power
constraints. By replacing (3.14) into (3.12), the power constraint (3.8), corresponding to
U8 ≠ 0 in the KKT conditions, for the 8Cℎ antenna '!8 in RL, can be written as:

∑
=∈(('!8)

(
,: (=)

∏�
9=1(1 + U 9 )

|T: (=)8 |
|S: (=) |

(1 + U8)
− f2

ℎ: (=),=,A (=)

)
= %<8 . (3.15)

Equation (3.15) consists of � non-linear equations with unknowns U8. In the sequel, the
case of a single power-limited antenna (� = 1) is considered first in order to provide a clear
analysis of the hybrid system behavior. Then, the generalized study for higher values of
� is developed.

3.3.1 Single Power-Limited Antenna
For the special case of a single power-limited antenna, we simply denote by '! the consid-
ered RRH and U the Lagrangian variable relative to the corresponding power constraint.
For each user, we can identify at most two sets of subcarriers and thus two waterlevels
which are related by the factor (1 + U). The waterlevel of the subcarrier set that is not
powered by the constrained antenna '! is obtained from (3.14) as:

<: = (1 + U)
|T: |
|S: |,: . (3.16)

This equation shows how the introduction of the constraint on one of the antennas affects
the PA scheme, compared to the non-constrained case: since |T: |/|S: | ≤ 1, and U > 0, the
waterline of the subcarriers in T: decreases with respect to ,: (since <:/(1 + U) < ,:),
while that of the subcarriers in S: ∩ T: increases (since <: > ,:). This behavior is
depicted in Fig. 3.2.
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Figure 3.2 – Power pouring diagram for a user : after power correction.

When the PA solution of the unconstrained problem does not respect (3.8), then a
power correction using (3.12) and (3.13) is necessary, and the rate transfer from the con-
strained antenna to the unconstrained ones translates into an unbalanced power transfer
from antenna '! to the other antennas. This gives further justification to why U can
be seen as the deviation factor from the unconstrained problem. A greater value of U
translates into a greater deterioration of the performance of the solution towards that
of the unconstrained problem, meaning a more important increase of the total power in
HDAS compared to DAS.
For � = 1, the system of equations in (3.15) reduces to a single equation with a unique
unknown U: ∑

=∈S('!)

(
,: (=) (1 + U)

|T: (=) |
|S: (=) | −1

− f2

ℎ: (=),=,A (=)

)
= %< . (3.17)

There is no a priori guarantee for the existence of a solution to (3.17). An example of a
situation with no solution is when every user served by '! is exclusively linked to '!.
Keeping in mind that such users are not affected by the power correction, if their total
power consumption is greater than %<, then no PA could, at the same time, verify the
antenna power constraint and provide the users the rates they are requesting. Therefore,
it is of interest to assess the feasibility of a proposed SA before proceeding to the resolution
of (3.17) through a numerical solver. By isolating the terms U from the others, (3.17)
takes the following form:∑

=∈S(RL),
T: (=)≠S: (=)

,: (=) (1 + U)
|T: (=) |
|S: (=) | −1

= %< −
∑

=∈S('!),
T: (=)=S: (=)

,: (=) +
∑

=∈S('!)

f2

ℎ: (=),=,A (=)
,

�(U) = �.

(3.18)

The first sum is a function of U, hence the notation �(U). It includes all the subcarriers
in S('!) belonging to users that are served by at least one non-constrained antenna.
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� is constant (for a fixed subcarrier allocation) and accounts for: the power limit, the
waterlines relative to the subcarriers of the users exclusively served by '!, and finally,
the inverse channel gains of all subcarriers powered by '!. In order to have a solution,
� needs to belong to the image of � when U spans the positive real axis. However, �(U)
is a polynomial with negative, fractional exponents and positive coefficients. Thus, it is
a strictly decreasing function of U, its co-domain is ] limU→inf �(U) = 0; �(0)]. Therefore,
the condition that guarantees the existence of a solution is: 0 < � ≤ �(0).

Proposition 3.1. If the system requires a power correction, � will be necessarily smaller
than �(0).

Proof. The left hand side of (3.17) is the power on '! for a given value of U. When
U = 0, and since the system requires correction, this power is the actual power of
'! before any power correction takes place. This value is greater than %<, that is∑
=∈S('!)

(
,: (=) − f2/ℎ: (=),=,A (=)

)
≥ %<. By setting U to 0 in (3.18), we directly obtain

�(0) − � ≥ 0, i.e. �(0) ≥ � which concludes our proof. �

As a result, the existence of a solution is only conditioned by � being strictly positive.
Finally, the uniqueness of the solution is an immediate result of the monotonic nature of
function �.

3.4 Resource Allocation for HDAS using OMA
Having established the main properties and conditions of the optimal power allocation, we
now seek efficient resource allocation schemes that meet the rate and power limit require-
ments while minimizing the total power. In the following, two different approaches are
proposed to resolve OP1 in the OMA context: OMA-HDAS and OMA-HDAS-Realloc.
They both aim at determining the subcarrier and PA schemes that minimize the over-
all power, while guaranteeing the power and rate allocation constraints. OMA-HDAS
takes into consideration the antenna power constraints at the end of the algorithm, while
OMA-HDAS-Realloc accounts for the loading of the constrained antennas throughout the
algorithm.

3.4.1 The OMA-HDAS Approach
In the case of a single constrained antenna, a success-guaranteed RA scheme is one that
ensures the positivity of �. The negativity of � refers to the scenario where satisfying the
constraints of OP1 is impossible because the users that are solely served by '! require
a higher power than %< to reach their target rate. Since the power of such users is
not affected by the power correction, it is easy to determine why OP1 is not feasible in
this scenario. By extension to the general case (� > 1), the PA problem is not feasible
when the requested power of users served exclusively by '!8 is greater than %<8 , for any
antenna in RL. Therefore, one sufficient condition enabling the resolution of OP1 resides
in removing the negative term from the right hand side of (3.18). This is achieved by
imposing:

|T:8 | < |S: |,∀:,∀8, 1 ≤ 8 ≤ �. (3.19)
In other terms, a sufficient condition for a success-guaranteed RA scheme is to have
every user served by RL allocated at least one subcarrier powered by a non-constrained
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antenna. This is ensured by modifying the WBH phase as shown in algorithm 3.1 where
every user is assigned a subcarrier-RRH pair from RU instead of RL ∪ RU. Then,
the power minimization strategy developed for OMA in algorithm 2.2 of section 2.4.2 is
applied. Finally, the state of the RL antennas is checked: if a power level higher than the
imposed limit is detected, the optimal PA described in section 3.3 is applied to perform
power correction. The details of OMA-HDAS are presented in algorithm 3.1 where S 5
represents the set of allocated subcarriers, S? the set of free subcarriers, and U0 the set
of active users in the modified WBH phase.

Algorithm 3.1 OMA-HDAS
Initialization: S? = [1 : (],U0 = [1 :  ],S 5 = ∅
Phase 1: Modified Worst-Best-H
while U0 ≠ ∅ do
∀: ∈ U0 : (=_max: , A_max:) = arg max

=∈S? ,A ∈RU
(ℎ:,=,A )

:∗ = arg min
:∈U0

ℎ:,=_max: ,A_max:

= = =_max:∗ ; A = A_max:∗
%:∗,=,A = f

2(2':∗ ,A4@(/� − 1)/ℎ:∗,=1,A1 , %:∗,C>C = %:∗,=,A ,

S:∗ = S:∗ ∪ {=};S 5 = S 5 ∪ {=};S? = S? ∩ {=}2 ,
U0 = U0 ∩ {:∗}2

end while
Phase 2: Orthogonal multiplexing // as in algorithm 2.2
Phase 3: Power correction
if ∃8 ∈ {1, . . . , �}/%'!8 > %<8

Apply the power correction using (3.15), (3.12) and (3.13)
end if

The main advantages of OMA-HDAS are its relative simplicity and its guarantee for
providing a solution to the system. However, separating the subcarrier-RRH assignment
from the correction phase is far from optimal since a beneficial subcarrier-RRH allocation
on RL in the first two phases of algorithm 3.1 may turn out to be penalizing after power
correction. In fact, when no special care is given in the subcarrier-RRH allocation to
account for the subsequent power correction, a great load may result on RL, rendering
the toll of the correction unacceptable. For instance, the power increase incurred by the
power correction could be such that turning off the constrained antennas and applying
the power minimization procedure of OMA-DAS (algorithm 2.2, section 2.4.2, chapter
2) over the unconstrained ones would be more profitable. This method is referred to as
OMA-SOFF and will serve as a higher bound benchmark on the power consumption in
DAS. To tackle the issues concerning OMA-HDAS, we propose in the next section a new
approach for solving OP1.

3.4.2 The OMA-HDAS-Realloc Approach
To overcome the aforementioned drawbacks of OMA-HDAS, we seek an RA scheme that
can systematically outperform the trivial solution of OMA-SOFF. For this purpose, the
current algorithm undergoes two phases prior to the power correction. First, OMA-
SOFF is applied: the constrained antennas are virtually shut off and the OMA-DAS
power minimization technique is applied over RU. In the second phase, the solution is
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enhanced by gradually moving some subcarriers from RU to RL, thus exploiting the
better links available through the RL antennas. To do so, the most power demanding
user : is selected and its subcarriers are considered for a potential reallocation.
To determine the subcarrier whose reallocation is the most profitable to user :, let us
consider A>;3 = A (=) the antenna powering the subcarrier = before reallocation, and A=4F the
candidate RRH considered for reallocation. To simplify the analysis, their corresponding
channel gains are denoted by ℎ>;3 = ℎ:,=,A>;3 and ℎ=4F = ℎ:,=,A=4F respectively.

Proposition 3.2. The subcarrier leading to the greatest power decrease for user : is the
one having the highest ratio ℎ=4F/ℎ>;3, and the selected RRH is the one providing the
largest channel gain on the selected subcarrier.

Proof. The reallocation of a subcarrier can be decomposed into two consecutive steps:
the removal of the subcarrier from the user, and its allocation to the user while being
powered by a new antenna. If ,: is the waterline of user : prior to the reallocation,
,
′

:
the intermediate waterline after the subcarrier removal, and ,:,=4F the waterline

after completing the reallocation, ,:,=4F can be obtained from ,: based on the iterative
waterline relation in (2.11) as follows:

,
′|S: |−1
:

=
,
|S: |
:

ℎ>;3

f2

,
|S: |
:,=4F

=
,
′|S: |−1
:

ℎ=4F/f2


⇒ ,:,=4F = ,:

(
ℎ>;3

ℎ=4F

)1/|(: |
.

The power variation of user : obtained from this potential reallocation is:

Δ% = |S: |
(
,:,=4F −,:

)
. (3.20)

The subcarrier to be selected for reallocation must verify:

=∗ = arg min
=∈S:

Δ% = arg min
=∈S:

,:,=4F = arg max
=∈S:

ℎ=4F

ℎ>;3
.

Then, it is straightforward that the selected RRH should be A=4F = arg max
A∈RL

(ℎ:,=∗,A). This

concludes our proof. �

When ℎ=4F/ℎ>;3 > 1, the reallocation is applied and the total power and waterline
level of the user are updated. This reallocation process is carried out until leading to an
excess in power over every antenna in RL. Note that if a reallocation would render a user
without any sole subcarriers powered by RU, then this reallocation is rejected in order
to guarantee the existence of a solution to the system according to (3.19). The details of
OMA-HDAS-Realloc are presented in algorithm 3.2 where U? is the set of active users in
the reallocation phase, R is the set of active antennas in RL for reallocation, and SRU

:
is

the set of subcarriers of : powered by antennas in RU.
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Algorithm 3.2 OMA-HDAS-Realloc
Phase 1: OMA-SOFF
Apply OMA-DAS (algorithm 2.2) but using only antennas in RU
Phase 2: Subcarrier reallocation
Initialization: U? = {1, . . . ,  };R = RL;SRU

:
, S: ∩ S(RL) = S: ,∀:

while U? ≠ ∅ & R ≠ ∅ do
:∗ = arg max

:∈U?

(%:)

(=∗, A∗) = arg max
=∈SRU

:∗ ,A ∈R

(
ℎ:∗ ,=,A
ℎ:∗ ,=,A (=)

)
// with A = A=4F , A (=) = A>;3

Estimate Δ% according to (3.20)
if Δ% < −d
%:∗ = %:∗ + Δ%
SRU
:∗ = SRU

:∗ ∩ {=
∗}2

Update %RL
if |SRU

:∗ | == 1
U? = U? ∩ {:∗}2 // remove :∗ from the active user set to hold (3.19)

end if
if %A∗ > %<
R = R ∩ {A∗}2 // remove A∗ from the set of active antennas

end if
else
U? = U? ∩ {:∗}2 // user power can no longer be decreased

end if
end while
Phase 3: Power correction

3.5 Resource Allocation for HDAS using NOMA
To further reduce the system power, the NOMA layer is applied on top of OMA. For this
purpose, the user pairing scheme of the Mut&SingSIC technique that was introduced in
chapter 2, section 2.5.2.4, is adapted to account for the antenna power limits.

The allocation technique starts with an uncorrected version of the proposed solutions
for OMA, then the algorithm tries to pair users in order to reduce system power prior
to applying a power correction at a final stage. As previously discussed in chapter 2,
each time pairing is performed on a subcarrier, the users powers on this subcarrier are
kept unvaried for the subsequent allocation stages. In other words, they will not undergo
any further modification in the succeeding PA steps, in order to avoid complex chains
of modifications. Due to the power multiplexing constraints of mutual and single SIC
subcarriers (3.5), (3.6), the optimal power correction described in section 3.3 for OMA can
not be directly applied to the non-orthogonal context. Indeed, since the power allocated to
multiplexed subcarriers is constant until the end of the pairing phase, the power correction
has to be carried out on the sole subcarriers only (i.e. subcarriers occupied by a unique
user). Moreover, the total amount of power on multiplexed subcarriers is deducted from
the power limit on each constrained antenna. In other terms, the new power limit on the
8th power-constrained RRH is reduced to:

%
′
<8
= %<8 −

∑
=∈(('!8) s.t <(=)=2

%:,=,'!8 . (3.21)
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Therefore, a necessary condition to allow the power correction of the system is to prevent
any subcarrier pairing that would lead to a total power of multiplexed subcarriers greater
than %<8 for any antenna in RL. To keep track of the total multiplexed power on RL
antennas, we initialize the vector %'!8 of |RL| elements to zero. For every subcarrier-
RRH candidate, the powers %:2,=,A2 (=) and %:1,=,A1 (=) of the involved users :1 and :2 are
added to their corresponding %'!8 elements. If this addition results in an excess on an
antenna from RL, the current candidate pair is denied multiplexing. Meanwhile, the
power limit on the multiplexed subcarriers per constrained antenna (i.e. the second term
in the right-hand part of (3.21)) is set to a fraction V (0 < V < 1) of %<8 , in order to leave
room for power adjustment (correction).
Similarly to the orthogonal scenario, the subcarrier pairing must leave at least one sole
subcarrier for each user powered by an RRH in RU in order to guarantee the existence
of a solution to the PA problem. This pairing procedure can be coupled with either
OMA-HDAS or OMA-HDAS-Realloc. Note that for the sake of simplicity, we restrict the
choices of PA procedures for determining the power on multiplexed subcarriers to LPO
(see section 2.5.1) for single SIC subcarriers, and DPA (see section 2.5.2.3) for mutual
SIC subcarriers. Finally, the power correction is performed on the sole subcarriers with
%
′
<8

instead of %<8 in (3.15). The details of the complete NOMA algorithms are presented
in algorithm 3.3.

3.6 Complexity Analysis
In this section, we assess the complexity of the proposed resource allocation techniques.
Just like for the previous chapter, the algorithms consist in sequential blocks of OMA
assignment, OMA reallocation, and NOMA pairing, thus the complexity of each indepen-
dent step is provided then the overall complexity of the proposed algorithms is deduced
by combining the corresponding steps.

The complexity of OMA-HDAS is dominated by the matrix reordering of the channel
gains for every  × ' pair and the iterative subcarrier-RRH allocation. As shown in
chapter 2, section 2.6, it amounts to a complexity of $ ( (' log(() + (( + ')). In OMA-
HDAS-Realloc, the RL antennas are not used until the reallocation phase, thus H does
not need to be sorted on the corresponding � RRHs. Therefore, the resulting complexity
before the reallocation phase is $ ( ((' − �) log(() + ( + ' − �)().

During the reallocation phase, the most power consuming user is first selected ($ ( )),
then its subcarriers are checked for a potential emission from the RL antennas. The se-
lected subcarrier satisfies Proposition 3.2 which requires determining the best antenna for
every candidate subcarrier. Assuming an equal distribution of the number of subcarri-
ers among users, the complexity of reallocating a single subcarrier is $ ( + �(/ ). For
the worst case of ( reallocated subcarriers, the resulting complexity is upper-bounded by
$ ((( + (�/ )).

Finally, the subcarrier pairing step consists of selecting the most power consuming
user which costs $ ( ), then searching for the subcarrier-RRH pair minimizing the total
power ($ ((')). The process is repeated a maximum of ( times leading to a complexity
of $ ((( + (')). At last, the power correction phase is carried when needed with a
computational cost denoted by 5 , which depends on the numerical solver used to resolve
the non-linear system in (3.15). Table 3.1 gives the upper bound to the complexity of
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Algorithm 3.3 NOMA-HDAS & NOMA-HDAS-Realloc
Phase 1: OMA phase
OMA-HDAS or OMA-HDAS-Realloc but without power correction

Phase 2: User pairing
U? = {1, 2, . . . ,  }
while U? ≠ ∅ do

Select the most power consuming user :∗
Select the couple (=∗, A∗) such that:
Δ% is minimal
The total power of multiplexed subcarriers over each antenna in RL is less than V%<8

if Δ% < −d
Apply the user pairing
Remove the selected subcarrier from SB>;4

:∗

if Any of the multiplexed users has one remaining sole subcarrier
Remove this user (:∗ = :2(=∗) or :1(=∗)) from U?

end if
else

Remove :∗ from U?
end if

end while

Phase 3: Power correction
if ∃8 ∈ {1, . . . , �}/%'!8 > %<
Apply the power correction on SB>;4

:
,∀: using (3.12), (3.13), and using %′<8 instead

of %<8 in (3.15).
end if

each technique.

Table 3.1 – Approximate complexity of the different allocation techniques.

Technique Complexity
OMA-HDAS $ ( (' log(() + (( + ') + 5 )
OMA-HDAS-Realloc $

(
 ((' − �) log(() + (( + ' − �) + (( + (�/ ) + 5

)
NOMA-HDAS $ ( (' log(() + (( + ') + (( + (') + 5 )
NOMA-HDAS-Realloc $

(
 ((' − �) log(() + (( + ' − �) + (( + (�/ ) + (( + (') + 5

)

It can be seen that OMA-HDAS and OMA-HDAS-Realloc present similar complexities,
since the computational cost of the reallocation phase is compensated by an initial sorting
over a smaller user-antenna set of subcarrier vectors. The same applies when comparing
the complexity of NOMA-HDAS to that of NOMA-HDAS-Realloc since their NOMA
pairing phases are essentially the same. However, when comparing NOMA to OMA
algorithms, a noticeable complexity increase can be observed. This is driven by the
dominant factor (2' as opposed to the (2�/ term in the reallocation phase. Since the
cost of power correction is the same for all techniques, we compare the relative complexities
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of the algorithms before power correction. For the configuration of Fig. 3.3, that is  = 38
users, ' = 4 RRHs, ( = 64 subcarriers, � = 1 constrained RRH and 'A4@ = 5 Mbps per
user, OMA-HDAS-Realloc is 17.7% less complex than OMA-HDAS, while NOMA-HDAS
is 1.7% less complex than NOMA-HDAS-Realloc. Both NOMA techniques are about 46%
more complex than OMA-HDAS.

3.7 Performance Evaluation
The performance of the proposed resource allocation schemes iss assessed for various
conditions of antenna power limits, user rate requirements and number of users in the
cell. The reported simulation results are averaged over 10 000 iterations of various user
distributions, for each simulation setup. Results are compared against the OMA-DAS and
NOMA-DAS scenarios of the previous chapter. The system is simulated using a hexagonal
cell model with an outer radius A3 of 500 m. The network topology consists of four RRHs
distributed as follows: one central antenna and three antennas uniformly positioned on a
circle of radius 2A3/3 centered on the cell center. In all the simulated scenarios, the central
antenna is considered to have no power limitation. In all the figures, except for Fig. 3.5,
a single antenna (randomly chosen) is power limited (� = 1), whereas in Fig. 3.5, one,
two and three power limited antennas are considered. Users are randomly deployed in
the cell. The transmission medium is a frequency-selective Rayleigh fading channel with
a root mean square delay spread g of 500 ns. Large scale fading is composed of path-loss
with a decay factor of 3.76, and lognormal shadowing with an 8 dB variance. The system
bandwidth � is 10 MHz, and is divided into ( = 64 subcarriers. The noise power spectral
density #0 is -173 dBm/Hz and the power threshold d is set to 0.01 W.

The power margin V is an important parameter in NOMA algorithms. As explained
in section 3.5, it is essential to ensure the success-guaranteed nature of the algorithms
since the remaining power %′<8 is the actual one being used to solve (3.15). The cost
of the power correction does not really depend on how distant the actual power of each
antenna 8 is from %

′
<8

(i.e. |%'!8 −%
′
<8
|), but it greatly depends on the ratio of %'!8 before

correction to the effective power limit of the antenna %′<8 . Therefore, a power excess of
1 W when %

′
<8
= 5 W, incurs a much more graceful degradation compared to the case

when %′<8 = 0.01 W. Also, the high or low amount of power margin with respect to %′<8
left by the pairing steps is entirely linked to the randomness of the channel realizations.
To counteract this, the power margin factor V is used to ensure %′<8 > (1 − V)%<8 . The
larger the V, the greater the risk of having a significant power correction toll. Conversely,
the lower the V, the smaller the number of accepted subcarriers for multiplexing, and the
smaller the power reduction observed between OMA and NOMA. The optimal value of
V comes then as a tradeoff in order to minimize the total system power. This optimal
value depends on the system parameters, e.g. the targeted rate, the number of users,
etc. Nevertheless, practical tests show that any value of V between 0.7 and 0.8 always
guarantees a near-optimal tradeoff by leaving enough room to %<8 for power correction
without hindering the pairing process. For this reason, the value V = 0.75 is selected.

Fig. 3.3 presents the total transmit power in the cell as a function of the power limit
%<. At first, we note the important gap between orthogonal and non-orthogonal RA
schemes in which the worst performing NOMA algorithm requires at least 40 W less
power than any other OMA scheme at a power limit of 20 W, to provide all 38 users with
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Figure 3.3 – Total power as a function of the antenna power limit for OMA and NOMA
schemes, 'A4@ = 5 Mbps,  = 38 users.

a requested rate of 5 Mbps. This amounts to a power decrease by more than a factor of
two, which means that the complexity increase due to NOMA is largely overcome by the
important power savings achieved over OMA. The performance of the algorithms under
high power limit constraints gives an indication about the best performance that can be
reached by each considered allocation technique. Therefore, in light of this remark and
regarding orthogonal RA schemes, OMA-HDAS has a greater potential in limiting system
power than OMA-HDAS-Realloc. However, OMA-HDAS only achieves this potential
for relatively relaxed power constraints. Also, OMA-HDAS performance deteriorates
drastically for more severe conditions: as the power limit decreases, OMA-HDAS leads to
an increasingly more important power correction cost until it eventually gets worse than
the trivial OMA-SOFF solution in which constrained antennas are simply shut off and the
algorithm is run using the remaining antennas. On the other hand, OMA-HDAS-Realloc
handles critical power conditions in a much more graceful way. Indeed, its total transmit
power remains a reasonably better alternative than the trivial solution, while slightly
increasing with the decreasing power limit. This is in accordance with the properties that
were required from OMA-HDAS-Realloc in providing a solution that always outperforms
the trivial solution.

As a conclusion, OMA-HDAS-Realloc performs better than OMA-HDAS by far for
critical system conditions, whereas OMA-HDAS is better for the other extreme (i.e for
loose system conditions of power limit, user rates and number of users). The same analysis
can be drawn from the two competing NOMA algorithms as they suffer/benefit from the
same advantages/drawbacks as shown in Figs. 3.3,3.4. The reason for this behavior being
that each NOMA scheme is based on its orthogonal counterpart.

In Fig. 3.4, the performance of the OMA and NOMA schemes are presented as a
function of the number of users. It can be observed that the behavior of the NOMA algo-
rithms follows the lead of their OMA counterparts: starting from mild system conditions
(i.e. for a relatively small number of users), NOMA-HDAS has barely an advantage over
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Figure 3.4 – Total power as a function of the number of users  for a requested rate of
'A4@ = 5 Mbps with %< = 5 W.

NOMA-HDAS-Realloc (14.3 W vs 14.5 W respectively for  = 32 users), till the point
where the system conditions start to weigh too heavily on NOMA-HDAS, forcing impor-
tant power corrections. The latter switches the balance in favor of NOMA-HDAS-Realloc
which requires a transmit power of 60.5 W for a total of  = 40 users, incurring a 58%
power increase with respect to NOMA-DAS against 188% inferred by NOMA-HDAS.

The percentage power increase of NOMA-HDAS-Realloc compared to NOMA-DAS
increases with the number of users: 24% for  = 36 users, 37% for  = 38 users, and 58%
for  = 40 users. This increase was expected since the total system power is increasing
with the number of users while the imposed power-limit remains unchanged. Finally,
we note the important reduction in the performance gaps when moving from OMA to
NOMA, between HDAS-Realloc and HDAS algorithms, within the regions of mild system
conditions. For example, for  = 32 users, a relative power difference of 60% is observed in
the orthogonal context vs 5% of difference in the non-orthogonal one. This convergence of
the algorithms in regions previously favorable to NOMA-HDAS promotes NOMA-HDAS-
Realloc as a globally better candidate for resolving our RA problem.

Fig. 3.5 shows the evolution of the system power with the number of constrained an-
tennas. As expected, the greater the number of constrained antennas, the more important
the total power. Moreover, when comparing NOMA-HDAS and NOMA-HDAS-Realloc
at 13 Mbps, we observe that the correction costs increase with the number of constrained
antennas. At a rate of 13 Mbps, the difference between NOMA-HDAS and NOMA-
HDAS-Realloc, is 0.27 dB (6.4%), 4.3 dB (169%) and 18.3 dB (6660%) for � = 1, 2
and 3 respectively. However, at lower values of the requested rate, the saved power of
NOMA-HDAS with respect to NOMA-HDAS-Realloc is even larger for a larger num-
ber of constrained antennas (0.27 dB (6.4%), 0.77 dB (19.4%) and 2.5 dB (77.8%) for
� = 1, 2 and 3 respectively at 12 Mbps). We conclude that the increase in the num-
ber of constrained antennas magnifies the differences between NOMA-HDAS-Realloc and
NOMA-HDAS, both in critical and mild conditions.
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3.8 Conclusion
In this chapter, we extended the proposed procedures developed in chapter 2 for downlink
power minimization using mutual SIC NOMA to the context of HDAS while imposing
power limitations on a subset of transmitting antennas. We first explored the character-
istics of optimum PA in an orthogonal scenario, which enabled the design of RA schemes
for both orthogonal and non-orthogonal contexts. The results suggest the use of different
algorithms depending on system conditions: The NOMA-HDAS method is favored in the
presence of low requested rates, high power limits and small numbers of served users and
constrained antennas. On the other hand, the NOMA-HDAS-Realloc technique proves to
be remarkably efficient in harsher system constraints, maintaining a significant advantage
over the trivial solution of shutting down the constrained antennas. Thus, relying on a
judicious antenna allocation in the first place is preferable over resorting systematically
to the optimum power correction procedure.

The combination of NOMA with DAS gave birth to the mutual SIC concept leading
to inter-user interference-free NOMA clusters. This complete interference cancellation
proved its efficiency in the context of power minimization, as it was demonstrated in the
last two chapters. In the second part of the thesis, starting from the next chapter, the
potential of mutual SIC is explored for the dual problem, that is throughput maximization
problems under power limit constraints.

The contributions of this chapter led to the publication of the following journal paper:

A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “New Power Minimization Tech-
niques in Hybrid Distributed Antenna Systems With Orthogonal and Non-Orthogonal
Multiple Access,” in IEEE Trans. Green Commun. Netw., vol. 3, no. 3, pp. 679-690,
Sept. 2019.
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Chapter 4

Enhancing the Spectral Efficiency of
CoMP Systems using NOMA mutual
SIC

The mutual SIC technique originated from the application of NOMA principles to the DAS
setup, with multiplexed signals being sent by different RRHs. In this chapter, we seek to
generalize the concept of mutual SIC in NOMA to cover the case of arbitrary numbers of
multiplexed users. Meanwhile, we develop a new formalism for the mutual SIC procedure
that can be directly applied to DAS and C-RAN as well as other network topologies
(HetNets, small cells, etc.), provided that the signaling exchange enabling cooperation
is available. The context of CoMP (cf. section 1.3) is therefore selected to conduct the
study as it allows to encompass the cases of multi-cell and/or single cell scenarios while
considering both joint transmission of signals by multiple TPs or single TP serving.

After providing an overview of previous works on NOMA in CoMP systems in the
literature review of section 4.1, the system model is presented in section 4.2 where the
system setup is described and the throughput maximization problem is clearly stated.
Then in section 4.3, the fundamental conditions of PMC and rate conditions for a gen-
eralized mutual SIC are developed for JT-CoMP and DPS-CoMP. Afterwards, two case
studies are conducted: in section 4.4, a two-user NOMA cluster is considered, and in sec-
tion 4.5 three-user NOMA clusters are considered. The impact of mutual SIC on system
throughput and fairness among users is presented in section 4.6, and the major conclu-
sions of the chapter are drawn in section 4.7. The key contributions of this chapter can
be summarized as follows:

• We propose to improve the cell-edge user rate and the overall system throughput
by introducing JT not only for cell-edge but also for cell-centered users. In practice,
JT is not necessarily applied to all users on all subbands, but may be restricted to
users signals transmitted on subbands including at least one cell-edge user.

• We develop the conditions for allowing interference cancellation in NOMA for both
DPS and JT scenarios, and show that, unlike previous CoMP techniques, SIC of
the signals of inner users is possible at the level of the cell-edge user.

• We rigorously define the conditions allowing the feasibility of mutual SIC for any
user and apply it to a three-user NOMA cluster.

71
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• We show that JT is more favorable for enabling interference cancellation than DPS
without being a necessary condition for achieving mutual SIC.

• We challenge the common practice of basing the user-antenna association on the
Received Signal Strength (RSS) for achieving the highest system capacity, and we
favor the associations allowing the much more profitable mutual SIC procedure.

4.1 Related Works
Several studies have proposed the combination of NOMA with CoMP techniques. In
[107], the authors study a CoMP-NOMA system for downlink transmission and propose
a suboptimal scheduling strategy that scales linearly with the number of users. In [108],
the applicability of different NOMA-COMP scenarios is studied. The authors also argue
that signals of users receiving CoMP transmissions must be decoded prior to those of
non-CoMP users receiving single transmission. In [109], CoMP scenarios are studied in
a HetNet system consisting of a macro BS, and multiple small BSs. The users requiring
JT-CoMP transmission are first determined according to the RSS. Users with weak RSS
– cell-edge users – are granted JT-CoMP transmission. The sub-optimal user-clustering
for NOMA users developed in [110] is adopted, then a low complexity distributed power
allocation for rate maximization is performed independently on every BS. In [30], a two-
cell system made of one cell-edge user and two cell-center users (one in each cell) is
studied. Alamouti code [111] is utilized with joint transmission to serve the cell-edge user
with JT-CoMP in order to improve the performance of this user.

In all previous studies on NOMA-CoMP, only cell-edge users are considered as poten-
tial CoMP users. Also, cell-edge users are not considered able to decode and remove the
signals of inner cell users. Finally, user-antenna association for non-CoMP users is based
on the sole criterion of maximal RSS or channel gain. However, the concept of mutual
SIC we introduced previously in chapter 2, and also applied in chapter 3, brings back
into question the ideas of “strong” and “weak” users as they stand equally in front of
interference cancellation. The configuration used in those chapters actually corresponds
to an intra-site CoMP (using DPS), behaving as inter-site CoMP [112]. This new concept
of mutual SIC relying on CoMP systems makes the combination of NOMA and CoMP
much more interesting than their combination using the single SIC approach. Indeed, a
complete interference cancellation (intra-cell and inter-cell) among users from the same
NOMA cluster (whether they are cell-edge or cell-center users) becomes possible. There-
fore, in this chapter we study the combination of NOMA and multicell-CoMP, establishing
the conditions enabling a successful mutual SIC procedure at the level of all users, and
assessing the performance by means of the system throughput metric.

4.2 System Model
We consider a two-cell downlink system where each cell has multiple RRHs deployed in a
DAS setup such that the RRHs are connected to their BBUs through high capacity optical
fibers (see Fig. 4.1). Similarly to previous setups, single-antenna RRHs are considered;
hence, the terms “RRH” and “antenna” will be used interchangeably. Users transmit
their CSI to RRHs, and the BBU collects all the CSI from RRHs and shares them with
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other BBUs. Inter-BBU message exchange can be done through a direct X2 link between
the BBUs of the two cells, in case of a fully meshed decentralized CoMP architecture,
or both BBUs may be connected to a third party central unit in a star-like network, for
a centralized CoMP architecture. In any case, whether the central unit coordinates the
BBUs (which in turn control the RRHs), or whether BBUs exchange information in a
decentralized manner, we assume that the information data relative to any user is made
available at the level of both BBUs of each cell. Therefore, a Joint Processing (JP) CoMP
scenario is considered with either a DPS scheme, where users are served by one antenna
at a time, or a JT scheme in which a user may benefit from the transmission of the same
signal over multiple antennas at the same time (cf. section 1.3.2). To focus on the cell-
edge user scenario, we restrict the choice of serving antennas to the two located near the
common frontier of the cells, one on each side. Let K be the set of users, with a maximum
number of three users considered in the system, user 1 being a non-cell-edge user present
in cell 1, user 2 a non-cell-edge user located in cell 2, and user 3 the cell-edge user. The
serving RRH for user 1 in cell 1 is referred to as A1 (or A = 1) and that of user 2 in cell
2 is referred to as A2 (or A = 2). The system framework is presented in the schematic
of Fig.4.1. Without loss of generality, three different geometric regions were defined, in
which each user is randomly positioned.

BBU

UE 3

UE 1 UE 2

BBU

UE 1 

region
UE 2 

region

UE 3 
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X2

1
r

2
r

Figure 4.1 – Illustration of the two-cell DAS setup with the functional RRHs A1 and A2,
and the three colored user regions (UE = user equipment).

The problem structure of this chapter is radically different from that of the two previ-
ous ones, since the purpose is to showcase the important advantages of combining mutual
SIC with CoMP, rather than devising new resource allocation schemes. Indeed, in a prac-
tical implementation with a significant number of users in each cell, appropriate pairing
or clustering methods must be incorporated in the resource allocation technique, so as to
assign NOMA clusters of 2 or 3 users to subbands [110, 113–115]. This chapter is there-
fore focused on one of these particular clusters, with the main objective of the chapter
being the study of the upper layer conditions enabling the combination of mutual SIC and
CoMP (physical aspects of mutual SIC are out of the scope of the thesis). The resulting
enhancements of the service quality of users in general, and cell-edge users in particular,
are compared against classic NOMA scenarios [28, 104,105], or previous CoMP scenarios
[30]. To do so, the performance of different CoMP systems is analyzed from the system
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capacity perspective. We aim to maximize the achievable total throughput of any given
configuration, under the following sets of constraints:

• SIC constraints: the set of conditions that make the mutual SIC technique possible
from the information theory perspective, i.e. the conditions on achievable rates at
the respective users levels.

• PMCs: the set of conditions that make the mutual SIC technique feasible from a
practical implementation perspective, i.e. the conditions on the received signals
powers at the respective users levels. Let B8 be the signal of user 8, 8 ∈ {1, 2, 3}.
According to the SIC principle, if signals B1, B2 and B3 are to be decoded in that
order at the level of one of the users, then the signal power of B1 at the level of that
user must be greater than that of B2 and B3 combined, and the power level of B2
must be greater than that of B3. This guarantees SIC stability since every signal is
ensured to be the dominant signal during its decoding [110,116].

• Power limit constraints: the maximum total amount of transmit power available at
the level of the RRHs.

As previously mentioned, the work in this chapter is conducted over a given NOMA cluster
with known users and multiplexed subcarrier. Therefore, the subband index is dropped
from the channel attenuation and power terms. Let ℎ:,A be the channel attenuation
experienced by a signal between antenna A and user :, and let %:,A be the power of signal
B: transmitted from antenna A to user :. This signal reaches : after experiencing the
channel with attenuation factor ℎ:,A ; the received signal power is therefore %:,Aℎ:,A . In
the case of JT, both antennas A1 and A2 are used for the transmission of the message to
user : with transmit powers being respectively %:,A1 and %:,A2 . Hence, the received signal
power is %:,A1ℎ:,A1 +%:,A2ℎ:,A2 . The system throughput is the sum of the rates achieved by
all users in the system, its expression depending on whether DPS or JT is adopted and
on the intra-cell and inter-cell interfering terms. When there is no interference (which is
the case with a full mutual SIC between the three users), the rate expression for a user :
is given by the Shannon capacity theorem:

': =


�

(
log2

(
1 + %:,Aℎ:,A

f2

)
for DPS, (4.1)

�

(
log2

(
1 +

%:,A1ℎ:,A1 + %:,A2ℎ:,A2
f2

)
for JT, (4.2)

f2 being the noise power over the subband bandwidth �/( normalized to 1. The problem
formulation of sum-rate maximization over the transmit power variables %:,A takes the
following generic form:

max
%:,A

∑
8∈K

'8, (4.3a)

such that: 
Mutual SIC constraints are verified, (4.3b)
PMCs are verified, (4.3c)
Power limit constraints are verified. (4.3d)
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In the following section, we derive the fundamental mutual SIC constraints for a gen-
eral system of " users and two transmitting RRHs in a CoMP scenario. Then, attention
is directed towards the application of the mutual SIC technique in a two-user and a three-
user system in sections 4.4 and 4.5 respectively. The expressions of (4.3b), (4.3c) and
(4.3d) will therefore be developed in each case.

4.3 Mutual SIC Conditions for CoMP Scenarios
In this section, we study the conditions, in terms of channel coefficients and transmit
powers, that must be met to enable the mutual SIC procedure at the level of all users for
any NOMA cluster size. To this end, a general framework for identifying the interfering
user sets depending on the decoding order is introduced. The developed methodology
is provided for JT transmission scenario which encompasses simpler DPS transmission
schemes. In other words, the conditions concerning DPS-based mutual SIC schemes can
be easily adapted from those shown in this section by canceling the transmitted power
from one of the antennas to the user.

LetM be the NOMA cluster with dimension ", i.e. M is the set of users multiplexed
over the same frequency resource. Given two users ? and = randomly selected in that
cluster, we seek to determine the conditions under which a successful mutual SIC can occur
between the two users while in the presence of interfering signals from the remaining users
in M. In chapter 2, section 2.5.2.1, the mutual SIC conditions were developed for the
special case of two users per cluster and a single-cell system. The rate conditions that
must be verified to guarantee mutual SIC can be translated into SINR conditions: For =
to successfully decode (and cancel) the signal of ? denoted by B?, the SINR of B? at the
level of =, denoted by (�#'B?= must be greater than the SINR of B? at the level of ? itself
((�#'B?? ). Therefore, the conditions of mutual SIC at the level of both users are:{

(�#'B=? > (�#'B== SIC of B= at user ?, (4.4)
(�#'

B?
= > (�#'

B?
? SIC of B? at user =, (4.5)

Determining the SINRs requires the knowledge of the interfering signals at the level of
every user, at the time of decoding signals B= and B?. For example, if ? managed to
decode the signal of a third user < in the cluster while = did not, the SINR of ? will
not suffer from the interference caused by B<, while decoding either B= or B?. The same
cannot be said of user = in that case, which highlights the importance of the decoding
order at every user. Indeed, the SINR terms vary according to this decoding order, which
is instructed by the BBU to the RRH and then to the user via signaling. Therefore,
mutual SIC conditions depend on each possible decoding order. Let I? and I= be the
sets of interfering users on users ? and = respectively. I? and I= can be each partitioned
into two sets, a set of common interfering users between = and ? named C?=, and a set
of interfering users specific to = and ?, U= and U? respectively. These sets have the
following properties:

I? = C?= ∪U?, C?= ∩U? = ∅,
I= = C?= ∪U=, C?= ∩U= = ∅,

U? ∩U= = ∅.
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Depending on whether B= or B? is considered for decoding in (4.4) or (4.5) respectively,
the interfering signals are interchanged between B= and B?. B= is the useful signal in (4.4),
and becomes the interfering signal in (4.5), whereas B? is the interfering signal in (4.4) and
the useful signal in (4.5). Therefore, the interfering user sets depend on the signal being
decoded and their notation is defined accordingly, hence the terms IB=? ,I

B?
? ,IB?= , and IB== .

Also, since B= is a common interfering signal to users ? and = in (4.5), = belongs to C?=
when decoding B?, thus the notation CB??= with = ∈ CB??= , = ∉ U=, = ∉ U?. The same applies
in (4.4) where B? is a common interfering signal when decoding B=, leading to the notation
CB=?= with ? ∈ CB=?=, ? ∉ U=, = ∉ U?. Then, it follows that U= and U? are not affected by
the signal that is being decoded between B= and B?. This being said, the partition of the
global interfering set for user = for (IB?= ) is made relatively to the other user ? whose
signal is studied for decoding at the level of =. When the mutual SIC of = is studied
with another user ? ′, the global interfering set of = is changed but, more importantly, its
partition is modified, thus affecting U=. To illustrate that with an example, if we consider
the mutual SIC between = and ?, where a third user < of the cluster has been previously
decoded by ? but not by =, then it would seem natural to state that < belongs to U=.
However, when studying the SIC procedure between < and =, it is clear that < cannot
belong to U= since it is included in the common interfering sets of = and <. This means
that the interfering set specific to user = U= depends on the other user ? considered for
the application of mutual SIC; thus the needed notation U=(?) (and U?(=) for user ?).
To sum up, the user specific sets of = and ? are independent of the signal being decoded
(B= and B?), but they are at the same time defined according to the other user considered
to have mutual SIC. The complete notations with the properties mentioned above are as
follows:

for the decoding of B= at ? in (4.4) for the decoding of B? at = in(4.5)
IB=? = CB=?= ∪U?(=) ,

IB== = CB=?= ∪U=(?) ,
? ∈ CB=?=,


IB?? = CB??= ∪U?(=) ,

IB?= = CB??= ∪U=(?) ,
= ∈ CB??= ,

By taking A1 = 1 and A2 = 2, the expression of (�#'B=? can be written as:

(�#'B=? =
%=,1ℎ?,1 + %=,2ℎ?,2∑

8∈IB=?
(%8,1ℎ?,1 + %8,2ℎ?,2) + f2

=
%=,1ℎ?,1 + %=,2ℎ?,2∑

8∈CB=?=
(%8,1ℎ?,1 + %8,2ℎ?,2) +

∑
8∈U? (=)

(%8,1ℎ?,1 + %8,2ℎ?,2) + f2 .

With these notations, the mutual SIC conditions that derive from (4.4) and (4.5) can now
be developed by comparing (�#'B=? with (�#'B== in (4.4), and (�#'B?= with (�#'B?? in
(4.5). The SINR condition for the decoding of B= at the level of ? is: (�#'B=? > (�#'

B=
= .

By subtracting (�#'B== from (�#'
B=
? we get:

(�#'B=? − (�#'B== =
%=,1ℎ?,1 + %=,2ℎ?,2∑

8∈IB=?
(%8,1ℎ?,1 + %8,2ℎ?,2) + f2 −

%=,1ℎ=,1 + %=,2ℎ=,2∑
8∈IB==
(%8,1ℎ=,1 + %8,2ℎ=,2) + f2 > 0,

which leads to
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� =(%=,1ℎ?,1 + %=,2ℎ?,2)
[ ∑
8∈IB==

(%8,1ℎ=,1 + %8,2ℎ=,2) + f2]
−(%=,1ℎ=,1 + %=,2ℎ=,2)

[ ∑
8∈IB=?

(%8,1ℎ?,1 + %8,2ℎ?,2) + f2] > 0,

where � is the numerator of (�#'B=? −(�#'B== , whose expression can be further rearranged
as:

� =ℎ=,1ℎ?,1%=,1
[ ∑
8∈IB==

%8,1 −
∑
8∈IB=?

%8,1
]

+ℎ=,2ℎ?,2%=,2
[ ∑
8∈IB==

%8,2 −
∑
8∈IB=?

%8,2
]
+ f2 [%=,1(ℎ?,1 − ℎ=,1) + %=,2(ℎ?,2 − ℎ=,2)]

+ ℎ?,1ℎ=,2
[
%=,1

∑
8∈IB==

%8,2 − %=,2
∑
8∈IB=?

%8,1
]
+ ℎ?,2ℎ=,1

[
%=,2

∑
8∈IB==

%8,1 − %=,1
∑
8∈IB=?

%8,2
]

︸                                                                                                        ︷︷                                                                                                        ︸
�

.

By detailing �, we get:

� = ℎ?,1ℎ=,2
[
%=,1

( ∑
8∈CB=?=

%8,2 +
∑

8∈U=(?)

%8,2
)
− %=,2

( ∑
8∈CB=?=

%8,1 +
∑

8∈U? (=)

%8,1
) ]

+ ℎ?,2ℎ=,1
[
%=,2

( ∑
8∈CB=?=

%8,1 +
∑

8∈U=(?)

%8,1
)
− %=,1

( ∑
8∈CB=?=

%8,2 +
∑

8∈U=(?)

%8,2
) ]
,

� = (ℎ?,1ℎ=,2 − ℎ?,2ℎ=,1)
[
%=,1

∑
8∈CB=?=

%8,2 − %=,2
∑
8∈CB=?=

%8,1
]
+ ℎ?,1ℎ=,2

[
%=,1

∑
8∈U=(?)

%8,2 − %=,2
∑

8∈U? (=)

%8,1
]

+ ℎ?,2ℎ=,1
[
%=,2

∑
8∈U=(?)

%8,1 − %=,1
∑

8∈U? (=)

%8,2
]
.

In practical interference-limited systems, the background noise is negligible compared to
the interfering signals [98,99], i.e. f2 << %: ′ ,Aℎ:,A ,∀(:, :

′) ∈ K2,∀A ∈ {A1, A2}. Replacing
� by its expression in �, we get the final expression of the SIC condition for the decoding
of B= at the level of user ?:

ℎ=,1ℎ?,1%=,1

[ ∑
8∈U=(?)

%8,1 −
∑

8∈U? (=)

%8,1

]
+ ℎ=,2ℎ?,2%=,2

[ ∑
8∈U=(?)

%8,2 −
∑

8∈U? (=)

%8,2

]
+(ℎ?,1ℎ=,2 − ℎ?,2ℎ=,1)

[
%=,1

∑
8∈CB=?=

%8,2 − %=,2
∑
8∈CB=?=

%8,1

]
+ℎ?,1ℎ=,2

[
%=,1

∑
8∈U=(?)

%8,2 − %=,2
∑

8∈U? (=)

%8,1

]
+ ℎ?,2ℎ=,1

[
%=,2

∑
8∈U=(?)

%8,1 − %=,1
∑

8∈U? (=)

%8,2

]
> 0.

(4.6)
To determine the condition for the decoding of B? at the level of user =, = and ? are

simply swapped in (4.6).
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Having defined the general conditions of a mutual SIC between two random users
of a NOMA cluster of size ", we consider the special cases " = 2 and " = 3 in the
following sections. We explore the specific properties of every case allowing different
mutual SIC scenarios, we establish the corresponding set of PMCs and we discuss their
significance and implications, before describing the followed methodology to efficiently
assess the performance of each scenario.

4.4 Mutual SIC in a Two-User System
To determine the mutual SIC conditions in a two-user system, also referred to as Dual
Mutual SIC (DMSIC), we first have to identify the interfering user sets for each user.
Without loss of generality, we consider in this section that only users 1 and 2 from Fig.
4.1 are present in the system. However, the same reasoning can be developed for any
couple of users, whether it includes a cell-center user and a cell-edge user or two cell-
center users, leading to the same conditions with different indexes. Since users 1 and 2
constitute the whole NOMA cluster, the interfering sets specific to each user, U1(2) and
U2(1), are empty and the interfering sets I1 and I2 are identical. Thus, by letting ? = 1
and = = 2, we get CB212 = {1}, and condition (4.6) under which user 1 is capable of decoding
the signal B2 of user 2 becomes:

(ℎ1,1ℎ2,2 − ℎ1,2ℎ2,1) [%2,1%1,2 − %2,2%1,1] > 0. (4.7)

Also, by letting ? = 2 and = = 1, we get CB121 = {2}, and the condition under which user 2
is capable of decoding the signal B1 of user 1 is:

(ℎ2,1ℎ1,2 − ℎ1,1ℎ2,2) [%1,1%2,2 − %1,2%2,1] > 0.

These two SIC conditions are equivalent and form a unique constraint. Therefore, if one
user satisfies the constraint of interference cancellation, the other one does as well, and
if one cannot perform SIC, the other user cannot either. This result is radically different
from that of classic SIC in CAS [28, 104, 105], or a DAS with the paired signals powered
by a common RRH (see chapter 2, section 2.5.1), where only one user out of the two
performs interference cancellation.
Next, we investigate DMSIC in DPS and JT scenarios. We highlight the PMCs that
differentiate each case as well as the corresponding formulation of the power limit con-
straints, before defining the new user-RRH association and power allocation strategy in
each case.

4.4.1 Two-User System with Dynamic Point Selection
4.4.1.1 DPS-DMSIC

The use of multiple antennas to power the signals of multiplexed users is what rendered
feasible the mutual SIC procedure that we introduced in chapter 2. The only transmission
scenario considered in chapter 2 is in fact an intra-site CoMP with dynamic point selection
only. As stated earlier, the calculation developed here considers the general case of JT-
served users. To obtain the underlying DPS constraints, the signal must be transmitted
from one antenna only. This translates into canceling out either %<,1 or %<,2 for any user
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< (< = 1 or 2). By setting %2,1 and %1,2 to 0, the context of condition (2.32) (chapter
2, section 2.5.2.1) is met where user 1 is assigned to A1 and user 2 to A2, and the DMSIC
condition (4.7) becomes solely dependent on the channel coefficients of the users:

%2,2%1,1(ℎ1,2ℎ2,1 − ℎ1,1ℎ2,2) > 0⇒ ℎ1,2ℎ2,1 > ℎ1,1ℎ2,2. (4.8)

In other terms, the ability of the system to perform DMSIC when user 1 is powered by
A1 and user 2 by A2 is uniquely determined by the channel characteristics of the system,
since the power factors are necessarily positive. However, if ℎ1,1ℎ2,2 > ℎ1,2ℎ2,1, DMSIC
can still be achieved in the system by switching the serving antennas of the users. Indeed,
if %1,1 = %2,2 = 0 in (4.7), then user 1 is served by A2 and user 2 by A1, satisfying the new
corresponding mutual SIC constraints as follows:

%2,1%1,2(ℎ1,1ℎ2,2 − ℎ1,2ℎ2,1) > 0⇒ ℎ1,1ℎ2,2 > ℎ1,2ℎ2,1. (4.9)

As a conclusion, in a two-user system using DPS, the channel characteristics are the only
factors that determine the antenna association of each user: if ℎ1,2ℎ2,1 > ℎ1,1ℎ2,2, user 1
is served by A1 and user 2 by A2; if not, the antenna association is simply reversed. Note
that in either case, the users are not necessarily assigned their best antenna, from the
channel gain perspective. For example, considering the case where ℎ1,2ℎ2,1 > ℎ1,1ℎ2,2, it
is impossible to have ℎ1,1 > ℎ1,2 and ℎ2,2 > ℎ2,1 at the same time, meaning that at least
one user will not be served by its best antenna. Either only one user is assigned to its
most preferable antenna, or neither user is served by its best antenna. Therefore, the DM-
SIC procedure goes against the usual practice of associating the user to its closest/best
antenna. While this might seem counter-intuitive at first, it should be understood that
the rate gain provided by interference cancellation greatly overcomes the channel gain
“deficit”, as it will be shown in the performance assessment section (section 4.6).

Moving on to the PMCs, the PA must ensure that the power level of the signal to
be decoded (at the level of a given user) is higher than the combined power levels of the
remaining signals that have not been decoded yet. Table 4.1 presents the PMCs and
power limit constraints for every user according to the channel characteristics. %!1 and
%!2 are the transmit power limits of RRHs A1 and A2, respectively.

Table 4.1 – PMCs and power limit constraints for two-user DPS clusters

Channel gain conditions

ℎ1,1ℎ2,2 < ℎ1,2ℎ2,1 ℎ1,1ℎ2,2 > ℎ1,2ℎ2,1

User 1 PMC %2,2ℎ1,2 > %1,1ℎ1,1 %2,1ℎ1,1 > %1,2ℎ1,2

User 2 PMC %1,1ℎ2,1 > %2,2ℎ2,2 %1,2ℎ2,2 > %2,1ℎ2,1

Power limit
%1,1 ≤ %!1 %2,1 ≤ %!1

%2,2 ≤ %!2 %1,2 ≤ %!2

The two PMCs of the first case in Table 4.1 can be summed up in the same form as
in (2.31):

ℎ2,2
ℎ2,1

<
%1,1
%2,2

<
ℎ1,2
ℎ1,1

. (4.10)
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Note that a necessary and sufficient condition for the existence of a PA scheme that
satisfies (4.10) is to have (4.8). Indeed if (4.8) is true, the right member of (4.10) is
greater than the left one. The same holds for the second case in Table 4.1, when (4.9) is
true.

The objective function of the optimization problem (4.3a) presented in section 4.2 is
the sum of the user rates as expressed in (4.1). The DMSIC constraints determine the
user-antenna association, and this affects the expressions of the PMCs and power limits
as shown in Table 4.1. The corresponding strategy is referred to as DPS-DMSIC.

4.4.1.2 DPS-NoSIC

To assess the efficiency of DPS-DMSIC, we also consider a benchmark scenario, namely
DPS-NoSIC, in which the mutual SIC procedure is excluded at both user sides. Thus, the
imposed PMCs for DPS-DMSIC are dropped. In DPS-NoSIC, users may be served by the
same antenna as there is no more obligation to satisfy the mutual SIC conditions. Then,
for any given channel realization, two additional user-antenna associations are identified
when both users are served by the same antenna A1 or A2, which raises to four the number
of possible user-antenna associations. The expressions of the users rates now include the
interfering term from every other user:

'1 = log2

(
1 +

%B1,A (B1)ℎ1,A (B1)
%B2,A (B2)ℎ1,A (B2) + f2

)
,

'2 = log2

(
1 +

%B2,A (B2)ℎ2,A (B2)
%B1,A (B1)ℎ2,A (B1) + f2

)
,

where A (B: ) denotes the antenna powering the signal of user :. For every channel real-
ization, the problems corresponding to the four user-antenna associations are solved, and
the scheme yielding the highest throughput is retained.

4.4.2 Two-User System with Joint Transmission
4.4.2.1 JT-DMSIC

Users subject to JT receive their information signals from multiple RRHs which can be
affiliated to different cells. In that regard, a user is not associated to a specific cell, and
the idea of switching the user-antenna association as in the DPS case becomes irrelevant.
The validity of the DMSIC constraint is a function of the channel and power variables,
contrary to DPS. The BBUs must therefore adapt the PA in order to ensure the following
condition:

(ℎ1,1ℎ2,2 − ℎ1,2ℎ2,1) [%2,1%1,2 − %2,2%1,1] > 0. (4.7)
By inspecting (4.7), we can see that if ℎ1,1ℎ2,2 > ℎ1,2ℎ2,1, the PA must ensure that
%2,1%1,2 > %2,2%1,1; otherwise, the power condition must be reversed.

Regarding the PMCs, the power level of B1 at the level of user 1 is the sum of the
signal powers from A1 and A2 and it amounts to %1,1ℎ1,1 + %1,2ℎ1,2. Therefore, the PMC
for the decoding of B2 at the level of user 1 is given by :

%2,1ℎ1,1 + %2,2ℎ1,2 > %1,1ℎ1,1 + %1,2ℎ1,2. (4.11)
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Similarly, the PMC for the decoding of B1 at the level of user 2 is:

%1,1ℎ2,1 + %1,2ℎ2,2 > %2,1ℎ2,1 + %2,2ℎ2,2. (4.12)

Proposition 4.1. If the PMCs of a two-user system are valid, the DMSIC condition is
necessarily valid as well.

Proof. Let us rewrite the PMCs (4.11) and (4.12) in the following form:

(%2,2 − %1,2)ℎ1,2 > (%1,1 − %2,1)ℎ1,1,

(%1,1 − %2,1)ℎ2,1 > (%2,2 − %1,2)ℎ2,2.

Then, the terms %1,1 − %2,1 and %2,2 − %1,2 have the same sign. If they are both positive,
we get the following inequality:

ℎ1,1
ℎ1,2

<
%2,2 − %1,2
%1,1 − %2,1

<
ℎ2,1
ℎ2,2

,

which leads to ℎ2,2ℎ1,1 < ℎ1,2ℎ2,1 (actually, the channel constraint imposes the positive
sign of %1,1 − %2,1 and %2,2 − %1,2, not the other way around). However, since %1,1 − %2,1
and %2,2 − %1,2 are assumed positive, %2,2%1,1 > %2,1%1,2. The DMSIC condition (4.7) is
thus verified, since power term (%2,1%1,2 − %2,2%1,1) and channel term (ℎ1,1ℎ2,2 − ℎ1,2ℎ2,1)
have the same sign.
Similarly, assuming the negativity of %1,1 − %2,1 and %2,2 − %1,2 implies opposite channel
conditions (ℎ1,1ℎ2,2 > ℎ1,2ℎ2,1) and transmit power relations (%2,1 > %1,1 and %1,2 >

%2,2 =⇒ %1,2%2,1 > %1,1%2,2), which makes (4.7) a product of two positive terms. This
concludes our proof. �

Therefore, both PMCs at the level of users 1 and 2 encompass their common DMSIC
condition, hence the number of constraints in the PA problem of sum-throughput maxi-
mization through DMSIC is reduced. The last two constraints account for the transmit
power limits of each RRH given by:

%1,1 + %2,1 ≤ %!1 , (4.13)
%1,2 + %2,2 ≤ %!2 . (4.14)

On a side note, even though user-antenna association is irrelevant to the JT context,
the power allocation is similar to the user-antenna selection in DPS: when ℎ1,2ℎ2,1 >

ℎ1,1ℎ2,2, the dominant signal transmitted by A1 is B1 (since %1,1 > %2,1) and the dominant
signal transmitted by A2 is B2 (since %2,2 > %1,2), taking us back to user-antenna association
in DPS when ℎ1,2ℎ2,1 > ℎ1,1ℎ2,2. The same analysis applies when ℎ1,2ℎ2,1 < ℎ1,1ℎ2,2: B2 is
dominant at the level of A1 and B1 is dominant at the level of A2. This showcases how DPS
is a special case of JT and implies that JT is naturally richer in potential and properties.
For this reason, in section 4.5, we consider only JT scenarios for a three-user system, as
it inherently encompasses all the DPS cases and many others.

At last, the problem formulation for the JT case can be summed up as: maximize sum
rate '1 + '2 expressed using (4.2), under power limit constraints (4.13) and (4.14) and
PMCs (4.11) and (4.12).
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4.4.2.2 JT-NoSIC

JT-NoSIC is introduced to assess the efficiency of the DMSIC procedure when applied
to JT-users. It serves as a benchmark for the performance of JT-DMSIC. The problem
structure in JT-NoSIC remains globally unchanged except that the PMCs are dropped,
and the rate expressions of '1 and '2 are given by:

'1 = log2

(
1 + %1,1ℎ1,1 + %1,2ℎ1,2

%2,1ℎ1,1 + %2,2ℎ1,2 + f2

)
,

'2 = log2

(
1 + %2,1ℎ2,1 + %2,2ℎ2,2

%1,1ℎ2,1 + %1,2ℎ2,2 + f2

)
.

4.5 Mutual SIC in a Three-User System
In this section, mutual SIC is studied for a three-user NOMA cluster. The conventional
technique for serving users in CoMP is presented first, then a new scheme based on a
full JT system is introduced. At last, a middle-ground strategy combining the proposed
and conventional serving methods is proposed to enable a fair comparison between the
methods.

4.5.1 The Conventional Approach (CellEdgeJT-CellCenterSIC)
The conventional way of employing JT was first thought of as a way to improve the signal
quality of weak cell-edge users that suffer the most from inter-cell interference. Inner-cell
users are generally considered to be more interference-immune given their proximity to
the serving antenna, and their relative distance from the interfering ones. In that sense,
the study in [30] sought to improve the system spectral efficiency by serving the cell-edge
user (user 3 in Fig. 4.1) by both RRHs A1 and A2, while user 1 and 2 are served uniquely by
their closest antennas, A1 and A2 respectively. In that setup, the cell-edge user suffers from
the interference of both user 1 and user 2; however, it is the only user taking advantage
of cell coordination in JT. Users 1 and 2 are able to successfully decode the signal of user
3 but cannot remove each other’s signals. From a classic single-antenna single-SIC point
of view, the cell-edge user is the weak user both in cell 1 with user 1, and in cell 2 with
user 2. We refer to this method as CellEdgeJT-CellCenterSIC.
Let us determine the SIC conditions at the level of user 1 and user 2 respectively to remove
the signal of user 3 (these conditions were not considered in [30]). Since both users ? = 1
(resp. ? = 2) and = = 3 suffer from the interference of user < = 2 (resp. < = 1), we have
CB=?= = {<, ?} = {2, 1} (resp. {1, 2}), U?(=) = U=(?) = ∅. After replacing each variable by
its value in (4.6), and keeping in mind that %1,2 = %2,1 = 0, the SIC conditions for the
decoding of B3 at the level of users 1 and 2 are respectively:

(ℎ1,1ℎ3,2 − ℎ1,2ℎ3,1) [%3,1%2,2 − %3,2%1,1] > 0, (4.15)
(ℎ2,1ℎ3,2 − ℎ2,2ℎ3,1) [%3,1%2,2 − %3,2%1,1] > 0. (4.16)

These conditions imply that the common power factor and the two channel factors must
have the same sign:

sign (ℎ1,1ℎ3,2 − ℎ1,2ℎ3,1) = sign (ℎ2,1ℎ3,2 − ℎ2,2ℎ3,1)
= sign (%3,1%2,2 − %3,2%1,1). (4.17)



4.5. Mutual SIC in a Three-User System 83

The validity of this SIC procedure is mainly based on the channel properties: if both
channel factors are not of the same sign, SIC is not applicable.
The problem formulation of CellEdgeJT-CellCenterSIC resides in the maximization of the
sum rate of '1, '2 and '3 given by:

'1 = log2

(
1 + %1,1ℎ1,1

%2,2ℎ1,2 + f2

)
, '2 = log2

(
1 + %2,2ℎ2,2

%1,1ℎ2,1 + f2

)
,

'3 = log2

(
1 + %3,1ℎ3,1 + %3,2ℎ3,2

%1,1ℎ3,1 + %2,2ℎ3,2 + f2

)
,

having (4.17) as SIC constraints, and the following PMC and power limit constraints :

%3,1ℎ1,1 + %3,2ℎ1,2 > %1,1ℎ1,1 + %2,2ℎ1,2,

%3,1ℎ2,1 + %3,2ℎ2,2 > %2,2ℎ2,2 + %1,1ℎ2,1,

%1,1 + %3,1 ≤ %!1 ,

%2,2 + %3,2 ≤ %!2 .

4.5.2 Triple Mutual SIC in a Joint Transmission System (FullJT-
TMSIC)

In this subsection, we propose the use of JT for the whole NOMA cluster. This is driven
by three main reasons:

1. The densification of the network topology implies smaller distances between users
and antennas, but also between RRHs of different cells. This proximity of RRHs
brings back into question the ICI-immune character of cell-center users, hence the
potential use of JT for these users.

2. Inspired by the results of section 4.4.1, the ideas of weak and strong users no longer
hold in the presence of a mutual SIC procedure. Therefore, exploring the mutual
SIC capabilities of the system for all three users and not just the cell-edge user is
an idea worth investigating.

3. The use of JT maximizes the chances of successful Triple Mutual SIC (TMSIC),
since all possible DPS combinations are only special cases of joint transmission as
pointed out in section 4.4.2.

We propose a new method to enable a complete mutual SIC procedure at the level of
every user, through the use of JT. This means that every user must be able to decode
and subtract the signals of both other users. The mutual SIC conditions, in this case,
strongly depend on the decoding order undergone at the level of each user, as previously
discussed in section 4.3. This decoding order is related to the PMCs: user ? cannot
decode the signal of user = unless the power level of B= is dominant at ?. At the level of
every user, two decoding orders are possible, raising to eight the total number of decoding
orders combinations in the system, as shown in Table 4.2. The second row labels each
combination by an identifying number. The cells of the table indicate, for any user (row),
and any selected combination (column), the decoding order followed at the level of the
user. For example, in the first combination, user 1 starts by decoding the signal of user 2
before proceeding to that of user 3.
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Table 4.2 – The eight potential decoding orders of TMSIC

Decoding order ID
1 2 3 4 5 6 7 8

D1 D2-D3 D2-D3 D2-D3 D2-D3 D3-D2 D3-D2 D3-D2 D3-D2
D2 D1-D3 D1-D3 D3-D1 D3-D1 D1-D3 D1-D3 D3-D1 D3-D1
D3 D1-D2 D2-D1 D1-D2 D2-D1 D1-D2 D2-D1 D1-D2 D2-D1

Let <, =, and ? be the three users of the system. For any selected pair of users (?, =),
and for a given decoding order, their mutual SIC constraints fall in one of the three
following categories of mutual SIC:

1. Users ? and = did not manage to decode the signal of user < prior to decoding
their respective signals. The users-decoding ID triplets (?, =,ID) that fall into this
category are: (D1,D2,1), (D1,D2,2), (D2,D3,4), (D1,D3,5), (D1,D3,7), and (D2,D3,8).

2. User ? managed to decode the signal of user < prior to decoding the signal of user
=, while = did not manage to decode B< before proceeding with B?. The correspond-
ing ordered triplets (?,=,ID) are: (D1,D3,1), (D2,D3,2), (D1,D3,3), (D3,D2,3), (D2,D1,3)
(D2,D1,4), (D1,D2,5), (D2,D3,6), (D1,D2,6), (D3,D1,6), (D3,D2,7), and (D3,D1,8).

3. Both users ? and = successfully decoded the signal of user < prior to decoding
each others signals. The corresponding triplets are: (D2,D3,1), (D1,D3,2), (D1,D3,4),
(D2,D3,5), (D1,D2,7), and (D1,D2,8).

For every scenario, we start by identifying the interference sets �B=?=, �
B?
?=, U?(=) and U=(?),

and then derive the mutual SIC conditions between = and ?. From section 4.3, we recall
that ? ∈ CB=?= and = ∈ CB??= .

Scenario 1

Users ? and = did not decode B< before canceling each other’s interference. In this case,
< is a common interfering signal to ? and =. Therefore CB=?= = {<, ?}, C

B?
?= = {<, =}, and

U=(?) = U?(=) = ∅. Using (4.6), we get the following condition at the level of user ?:

(ℎ?,1ℎ=,2 − ℎ?,2ℎ=,1) [%=,1(%?,2 + %<,2) − %=,2(%?,1 + %<,1)] > 0.

The SIC condition at the level of user = is simply obtained by interchanging ? and = in
the previous expression:

(ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1) [%?,1(%=,2 + %<,2) − %?,2(%=,1 + %<,1)] > 0.

By letting �?= = ℎ?,1ℎ=,2 − ℎ?,2ℎ=,1, the mutual SIC conditions can be written in the
following form: {

�?= [%=,1(%?,2 + %<,2) − %=,2(%?,1 + %<,1)] > 0, (4.18)
�?= [%?,2(%=,1 + %<,1) − %?,1(%=,2 + %<,2)] > 0. (4.19)

Note that, contrary to the two-user JT system, the SIC condition to remove B? at the level
of = is no longer the same as the SIC condition to cancel B= at the level of ?. This means
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that it may happen that only one of the users succeeds in decoding the signal of the other
one. The PMCs for the removal of B= then B< at the level of user ? are respectively:

%=,1ℎ?,1 + %=,2ℎ?,2 > (%?,1 + %<,1)ℎ?,1 + (%?,2 + %<,2)ℎ?,2,
%<,1ℎ?,1 + %<,2ℎ?,2 > %?,1ℎ?,1 + %?,2ℎ?,2.

The PMCs for the removal of B? then B< at the level of user = are respectively:

%?,1ℎ=,1 + %?,2ℎ=,2 > (%=,1 + %<,1)ℎ=,1 + (%=,2 + %<,2)ℎ=,2,
%<,1ℎ=,1 + %<,2ℎ=,2 > %=,1ℎ=,1 + %=,2ℎ=,2.

Scenario 2

User ? decoded B< and user = did not decode B< before canceling their respective signals.
In this scenario, < only affects the interfering set of user =, therefore we haveU=(?) = {<},
U?(=) = ∅, CB=?= = {?}, C

B?
?= = {=}. Let � be the expression of the SIC condition at the

level of user ?. Using (4.6), we have:

� = ℎ=,1ℎ?,1%=,1%<,1 + ℎ=,2ℎ?,2%=,2%<,2 + ℎ?,1ℎ=,2%=,1%<,2 + ℎ?,2ℎ=,1%=,2%<,1
+(ℎ?,1ℎ=,2 − ℎ?,2ℎ=,1) (%=,1%?,2 − %=,2%?,1) > 0.

By adding and subtracting ℎ?,2ℎ=,1%=,1%<,2 and ℎ?,1ℎ=,2%=,2%<,1 to �, we get:

� = ℎ=,1ℎ?,1%=,1%<,1 + ℎ=,2ℎ?,2%=,2%<,2
+ ℎ?,2ℎ=,1%=,1%<,2 + ℎ?,1ℎ=,2%=,2%<,1
− ℎ?,2ℎ=,1%=,1%<,2 − ℎ?,1ℎ=,2%=,2%<,1
+ ℎ?,1ℎ=,2%=,1%<,2 + ℎ?,2ℎ=,1%=,2%<,1
+ (ℎ?,1ℎ=,2 − ℎ?,2ℎ=,1) (%=,1%?,2 − %=,2%?,1).

Grouping the terms in the first two rows and factoring them yields: (%=,1ℎ=,1 + %=,2ℎ=,2) ×
(%<,1ℎ?,1 +%<,2ℎ?,2). Grouping the third and forth rows together and taking out common
factors yields: �?= (%=,1%<,2 − %=,2%<,1). Therefore �, becomes:

� = [%=,1(%?,2 + %<,2) − %=,2(%?,1 + %<,1)]�?= + (%=,1ℎ=,1 + %=,2ℎ=,2) [%<,1ℎ?,1 + %<,2ℎ?,2] > 0.

There is an additional positive term compared to (4.18). This means that the condition
that must be satisfied to ensure SIC of B= at the level of ? is less stringent when ? has
previously removed the message of user <. This result is shown here through calculation,
but it is also intuitive, since removing the interference term of user < enhances (�#'B=?
compared to (�#'B== in (4.4). On the other hand, this dissymmetry of the interfering
user sets degrades the chances of = to perform SIC of B? when compared to (4.19), as
its (�#'B?= suffers from an interference that is not present in (�#'B?? in (4.5). This can
be verified by deriving the SIC condition at the level of =. To obtain the SIC conditions
at the level of user =, = and ? must be interchanged in the initial SIC condition in (4.6)
before making any replacement in the interfering sets leading to the current expression of
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�. By letting � be the expression of the SIC condition we get:

� = ℎ?,1ℎ=,1%?,1

[ ∑
8∈U? (=)

%8,1 −
∑

8∈U=(?)

%8,1

]
+ ℎ?,2ℎ=,2%?,2

[ ∑
8∈U? (=)

%8,2 −
∑

8∈U=(?)

%8,2

]
+(ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1)

[
%?,1

∑
8∈CB??=

%8,2 − %?,2
∑
8∈CB??=

%8,1

]
+ℎ=,1ℎ?,2

[
%?,1

∑
8∈U? (=)

%8,2 − %?,2
∑

8∈U=(?)

%8,1

]
+ ℎ=,2ℎ?,1

[
%?,2

∑
8∈U? (=)

%8,1 − %?,1
∑

8∈U=(?)

%8,2

]
.

Replacing U=(?) by {<}, U?(=) by ∅, and C
B?
?= by {=}, � becomes:

� = − ℎ=,1ℎ?,2%?,2%<,1 − ℎ=,2ℎ?,1%?,1%<,2 − ℎ?,1ℎ=,1%?,1%<,1 − ℎ?,2ℎ=,2%?,2%<,2
+(ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1) (%?,1%=,2 − %?,2%=,1).

By adding and subtracting ℎ=,2ℎ?,1%?,2%<,1 and ℎ=,1ℎ?,2%?,1%<,2 to �, we get:

� =ℎ=,2ℎ?,1%?,2%<,1 + ℎ=,1ℎ?,2%?,1%<,2 − ℎ=,1ℎ?,2%?,2%<,1 − ℎ=,2ℎ?,1%?,1%<,2
−ℎ=,2ℎ?,1%?,2%<,1 − ℎ=,1ℎ?,2%?,1%<,2 − ℎ?,1ℎ=,1%?,1%<,1 − ℎ?,2ℎ=,2%?,2%<,2
+(ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1) (%?,1%=,2 − %?,2%=,1).

Combining the terms of the first row together and those of the second row gives:

� = (ℎ=,2ℎ?,1 − ℎ=,1ℎ?,2)%?,2%<,1 + (ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1)%?,1%<,2
− ℎ?,1%<,1(ℎ=,1%?,1 + ℎ=,2%?,2) − ℎ?,2%<,2(ℎ=,2%?,2 + ℎ=,1%?,1)
+ (ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1) (%?,1%=,2 − %?,2%=,1).

Finally, grouping the common factors leads to the final channel and power conditions are
given by:

� = [%?,2(%=,1 + %<,1) − %?,1(%=,2 + %<,2)]�?= − (ℎ=,1%?,1 + ℎ=,2%?,2) [ℎ?,1%<,1 + ℎ?,2%<,2] > 0.

It is therefore confirmed that the new SIC condition at the level of = has an additional
negative term compared to (4.19).
The PMCs for the removal of B< then B= at the level of user ? are respectively:

%<,1ℎ?,1 + %<,2ℎ?,2> (%?,1 + %=,1)ℎ?,1 + (%?,2 + %=,2)ℎ?,2,
%=,1ℎ?,1 + %=,2ℎ?,2 > %?,1ℎ?,1 + %?,2ℎ?,2.

Also, the PMCs for the removal of B? then B< at the level of user = are respectively:

%?,1ℎ=,1 + %?,2ℎ=,2> (%=,1 + %<,1)ℎ=,1 + (%=,2 + %<,2)ℎ=,2,
%<,1ℎ=,1 + %<,2ℎ=,2 > %=,1ℎ=,1 + %=,2ℎ=,2.

Scenario 3

Users ? and = decoded B< before canceling each other’s interference. In this scenario, the
conditions of mutual SIC between ? and = are exactly the same as in the two-user system
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since the third user, <, is taken out of the equation for the two users. Therefore, the
mutual SIC constraint is the same as (4.7):

(ℎ=,1ℎ?,2 − ℎ=,2ℎ?,1)
[
%?,1%=,2 − %?,2%=,1

]
> 0.

The signal of the third user < must be the dominant one at both users ? and =. The
PMCs of ? are as follows:

%<,1ℎ?,1 + %<,2ℎ?,2 > (%?,1 + %=,1)ℎ?,1 + (%?,2 + %=,2)ℎ?,2,
%=,1ℎ?,1 + %=,2ℎ?,2 > %?,1ℎ?,1 + %?,2ℎ?,2.

The PMCs for the removal of B< then B? at the level of user = are:

%<,1ℎ=,1 + %<,2ℎ=,2 > (%=,1 + %?,1)ℎ=,1 + (%=,2 + %?,2)ℎ=,2,
%?,1ℎ=,1 + %?,2ℎ=,2 > %=,1ℎ=,1 + %=,2ℎ=,2.

At last, the total power constraints are the same for all eight configurations and they are
given by:

%1,1 + %2,1 + %3,1 ≤ %!1 , (4.20)
%1,2 + %2,2 + %3,2 ≤ %!2 . (4.21)

To sum up, our proposed method, namely FullJT-TMSIC, serves all three users using
joint transmission and seeks to achieve an interference-free NOMA cluster. For every
channel realization, the method solves the problem of sum-rate maximization (max '1 +
'2 + '3, where '8, 8 = 1, 2, 3, are given in (4.2)) eight times with the PMCs and mutual
SIC conditions for every corresponding decoding order, while respecting the power limits
imposed by the system in (4.20) and (4.21). The algorithm retains the results of the best
performing decoding order configuration per channel realization.

4.5.3 Enhancement over the Conventional Approach (CellEdgeJT-
TMSIC)

Two major aspects differentiate FullJT-TMSIC from the CellEdgeJT-CellCenterSIC con-
ventional approach: the use of the mutual SIC procedure at all users, and the employment
of JT to serve all users. However, the FullJT context is not necessary for achieving TM-
SIC. Therefore, to assess separately the benefits of JT from those of TMSIC, we propose
to use the TMSIC procedure in CellEdgeJT-CellCenterSIC configurations, when possible,
calling it CellEdgeJT-TMSIC. In this case, only the cell-edge user is served using JT,
while all three users may cancel their mutual interferences.

Compared to CellEdgeJT-CellCenterSIC, CellEdgeJT-TMSIC presents the advantage
of using a TMSIC while FullJT-TMSIC presents the advantage of using a complete JT
system compared to CellEdgeJT-TMSIC. Moreover, the use of mutual SIC, and more
precisely TMSIC, allows the algorithm to reach a solution when the initial CellEdgeJT-
CellCenterSIC technique fails because the SIC conditions strongly depend on the channel
conditions in (4.17): if the signs of the channel differences don’t match, SIC is not pos-
sible irrespectively of the power distribution. The PMCs and mutual SIC conditions are
directly derived from the ones obtained in section 4.5.2 by letting either %?,1 or %?,2
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(resp. %=,1 or %=2, %<1 or %<2) be equal to zero, when a cell-center user ? (resp. =, <) is
concerned. The eight scenarios are then evaluated. However, because of the decrease in
the degrees of freedom in the system (in terms of non-zero power variables), the chances
of successive triple mutual SIC are lower with CellEdgeJT-TMSIC, compared to FullJT-
TMSIC. Therefore, the CellEdgeJT-TMSIC technique first applies TMSIC when possible.
If no solution is found, CellEdgeJT-CellCenterSIC is applied. If neither strategy leads
to a solution, SIC is abandoned at all users levels, i.e. all the SIC and PMC constraints
are relaxed and the rate maximization problem involves the sum rate of interference-full
users. Their rates are given by:

'1 = log2

(
1 + %1,1ℎ1,1

%3,1ℎ1,1 + (%3,2 + %2,2)ℎ1,2 + f2

)
,

'2 = log2

(
1 + %2,2ℎ2,2
(%3,1 + %1,1)ℎ2,1 + %3,2ℎ2,2 + f2

)
,

'3 = log2

(
1 + %3,1ℎ3,1 + %3,2ℎ3,2

%1,1ℎ3,1 + %2,2ℎ3,2 + f2

)
.

4.5.4 On Successful SIC in FullJT-TMSIC and CellEdgeJT-TMSIC
Achieving a complete TMSIC in three-user NOMA clusters using two serving antennas
is no longer guaranteed as it was the case for DPS-DMSIC and JT-DMSIC in two-user
clusters. In such situations, it is possible to evaluate the alternatives where a smaller
number of users operate in mutual SIC while the rest may benefit from single SIC or not.
However, this is not the idea of the chapter since rate maximization is not by itself the aim
of our work but just a means to measure the effectiveness of combining mutual SIC with
CoMP. That is why we revert directly to the NoSIC alternative, as we are only interested
in the cases of full triple mutual SIC. It is therefore clear that all three methods are not
guaranteed to yield a successful TMSIC implementation for all simulations, and that the
effectiveness of the proposed methods are to be measured with respect to both the rate
gain provided by TMSIC, and the statistics of TMSIC occurrences.

4.6 Performance Evaluation
Simulations are conducted to evaluate the performance of the presented scenarios and
techniques, under the following practical conditions: The outer cell radius of each hexag-
onal cell is '3 = 500 m. The penetration depth of the user 3 zone is of 30 m in each cell
(Cf. Fig. 4.1). Three out of the four RRHs (per cell) are spread across the cell, uniformly
positioned on a circle of radius 2'3/3, while the fourth is located at each cell center. Users
are independently positioned, their positions being randomly generated with a uniform
probability distribution over their respective regions. The transmission channel model
includes a distance-dependent path-loss of decay factor 3.76, and a zero-mean lognormal
shadowing with an 8 dB variance. The total bandwidth is � = 10 MHz, subdivided over
( = 64 subbands to yield a subband bandwidth of �/( = 156.250 kHz. The power spectral
density of the additive background white noise is #0 = 4.10−18 mW/Hz, and the noise
power on each subband is f2 = #0�/(. The power limit constraints over the serving
antennas A1 and A2 are varied such that the total available system power %! (excluding
other non-serving RRHs) remains constant throughout the simulations. Unless specified
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otherwise, the total power %! = %!1 + %!2 is 4 W. MATLAB software is used to generate
the numerical results and fmincon from the optimization toolbox is used to solve the
optimization problems in each technique.
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Figure 4.2 – Spectral Efficiency of a two-user system as a function of %!1/%!2 .

In Fig.4.2, the system Spectral Efficiency (SE) for the different two-user strategies is
presented as a function of the antennas power limit ratio %!1/%!2 . Although antenna
power limits of different cells are not usually linked, the chosen representation provides a
useful analysis, for network planning, of the best power distribution between the antennas.
A first noticeable property is the shape of the curves: all the techniques seem to reach
their performance peak at the unity power ratio, implying that the system better handles
different user distributions when %!1 = %!2 . It should be pointed out, though, that this
observation is only true on an average basis, i.e. the optimal power ratio is not necessarily
one for every single channel realization.

At the common performance peak (%!1 = %!2 = 2 W), an important SE gap between
DMSIC and NoSIC algorithms is observed for both the JT and DPS cases. SE gains
of 13.1 bps/Hz (69% increase) and 6 bps/Hz (32% increase) are achieved between JT-
DMSIC and JT-NoSIC, and between DPS-DMSIC and DPS-NoSIC respectively. This
clearly showcases the superiority of the mutual SIC procedure with respect to the common
practice of automatically assigning the users to their best antennas which is implicitly done
in the NoSIC algorithms as discussed hereafter.

The JT algorithms dominate their DPS counterparts in both DMSIC and NoSIC
scenarios. However, the performance gap between DPS-NoSIC and JT-NoSIC is nearly
imperceptible. To understand this behavior, we first recall the four possible DPS-NoSIC
scenarios of section 4.4.1.2, where users can be served either by the same antenna or by
different ones. Any of these four cases can be derived from the JT version of this algorithm
by simply setting the appropriate power variables to zero. Once again, JT encompasses
all the different DPS scenarios into a broader one. The simulation results reveal that the
power allocation scheme that maximizes the total rate for DPS-NoSIC almost always re-
sides in allocating to the user with the best channel gain the entire power %! of the serving
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RRH. The signal of the second user is switched off, whether it is served by the same RRH
or not, avoiding thereby the interference that would be caused by that user. In such cases,
the enhancement brought by the JT scenario is in the addition of a new signal coming
from the second antenna that enhances the reception quality of the user, and thus its rate
as well as the total system rate. The increase in power level translates into a marginal
rate improvements when the user rate vs. SNR (Signal-to-Noise Ratio) curve is already
at a saturation point in DPS. In contrast, the more equitable power distribution between
users that takes place in DPS-DMSIC makes the working point of every user quite far
from the saturation region of their rate vs SNR curves. This effect is very similar to the
waterfilling algorithm where maximizing the total rate is done through shifting some of
the available power away from the best link towards another, rather than focusing the
whole power on the best link. The only difference here is that, instead of having multiple
subbands allocated to one user, the same subband is allocated to two different users at
the same time. In this regard, the effect of the DMSIC procedure is virtually doubling
the bandwidth of the system without adding interference. Not only does this achieve a
much greater fairness and more important sum rates, but it also yields a significant rate
improvement when moving from DPS-DMSIC to JT-DMSIC, as shown in Fig. 4.2.
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Figure 4.3 – Comparison of the rate maximization procedures for a three-user system.

The performance of the discussed methods for three-user clusters is presented in
Fig. 4.3. As stated earlier, a complete mutual SIC procedure is no longer guaranteed
in three-user systems, and different techniques lead to different success rates for TMSIC.
For our setup, a statistical analysis of the obtained results yields 95% chances of successful
mutual SIC in FullJT-TMSIC and 46% in CellEdgeJT-TMSIC. The analysis also shows
that even the easier single SIC conditions in CellEdgeJT-CellCenterSIC are not always
feasible, with 44% success rate for SIC of the signal of user 3, B3, at the level of user 1
and user 2.

Comparing CellEdgeJT-CellCenterSIC and CellEdgeJT-TMSIC showcases the enhance-
ments brought by adopting the triple mutual SIC strategy: 18.2 bps/Hz vs. 27.8 bps/Hz
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at the peak. Indeed, the rate gain is entirely due to the use of the TMSIC procedure, as no
change is carried to the system configuration: in both cases, user 3 is served with JT and
users 1 and 2 are served by a single antenna in DPS. This shows that the occurrence of
TMSIC is not exclusively bound to a full JT NOMA cluster, and it highlights the ability
of TMSIC to increase the total throughput without requiring any technical change in the
system. On the other hand, comparing FullJT-TMSIC and CellEdgeJT-TMSIC sheds the
light on the importance of a fully JT-based system in enhancing the throughput. This
time, the use of JT to serve every user distinguishes FullJT-TMSIC from CellEdgeJT-
TMSIC. As in Fig. 4.2, the rate gain due to JT towards DPS is magnified by triple mutual
SIC where a rate gain of 18.4 bps/Hz is achieved (66% increase).

Table 4.3 – Jain fairness measurement for three-user systems for %!1/%!2 = 1

Jain fairness
FullJT-TMSIC 0.97

CellEdgeJT-CellCenterSIC 0.40
CellEdgeJT-TMSIC 0.62

A fairness measurement of the three-user techniques is provided in Table 4.3 for a
unit power ratio (%!1/%!2 = 1). The Jain fairness index is used [31]. This index is
upper bounded by 1 for absolute fairness scenarios (i.e. all users achieve the same rate
on average), and lower bounded by 1/3 which corresponds to the worst case scenario
(i.e. a single user is holding all of the system throughput). The fairness index achieved
by FullJT-TMSIC approaches the upper bound whereas the CellEdgeJT-CellCenterSIC
technique has a poor fairness index (0.40). This shows that not only does FullJT-TMSIC
perform best with regards to SE, but it also achieves the highest values of fairness among
users. Thanks to the mutual SIC procedure, FullJT-TMSIC achieves a higher system
throughput through a fairer distribution of the available power to the users. To better
showcase this behavior, the individual rates of users are presented for both FullJT-TMSIC
and CellEdgeJT-CellCenterSIC as a function of the total system power in Fig. 4.4. Instead
of showing the average individual rate achieved by each user, the averages of the minimum,
maximum and middle rates achieved in every simulation are put forward, in order to better
emphasize the throughput disparity for the different methods.

It can be seen from Fig. 4.4 that most of the throughput achieved by CellEdgeJT-
CellCenterSIC comes from the highest rate user. Indeed, for a total system power of
8W, the minimum and middle rate users account for only 8.3% of the total throughput,
compared to the 60% for FullJT-TMSIC. The rate distribution in FullJT-TMSIC is much
fairer, each user actively contributing to the system throughput.
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Figure 4.4 – Minimum, maximum and middle individual user rates as a function of the
system power for a power ratio equal to one in a three-user system.

10 -1 10 0 10 1

Power Ratio

25

30

35

40

45

50

S
E

 i
n
 b

p
s
/H

z

FullJT-TMSIC-2W

JT-DMSIC-2W

FullJT-TMSIC-4W

JT-DMSIC-4W

FullJT-TMSIC-8W

JT-DMSIC-8W

Figure 4.5 – Comparison of the best performing scenario for 2-user vs. 3-user clusters, for
%! = 2, 4 and 8 W.

In Fig. 4.5, the best performing approach for two and three-user clusters are compared
in the same conditions of power ratios and total system power. Also, to allow a fair
comparison, the user deployment is kept unvaried for the two initial users: for every
channel realization, users 1 and 2 are randomly deployed according to the system model in
Fig. 4.1, and the third user is added to the system without affecting the initial distribution
of the two other users. Even under these conditions, the rate gain provided by the third
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user accounts to a 44% increase in SE, for a power ratio equal to one when %! = 4 W. This
significant increase is not only due to the exploitation of the added diversity by the third
user. In fact, being able to serve a third user without causing interference - which is the
core of TMSIC - is equivalent to adding to the system an additional virtual subband for
exploitation. This was the case for JT-DMSIC compared to JT-NoSIC, and it is also the
case of FullJT-TMSIC in comparison with JT-DMSIC. Also, this result contrasts with the
general knowledge inherent to classical single-SIC NOMA systems, such as in [27], where
it is shown that the performance gain of three vs. two collocated users per subband and
powered by the same antenna is rather minor. With a judicious NOMA-DAS employing
mutual SIC, the number of users per cluster could be efficiently extended to the limit that
can be allowed by both the SIC complexity constraint at receivers, and the large but yet
limited computational power available at the BBU for scheduling. Note that for a general
NOMA cluster of size ", "−1 signals must be decoded at the level of a given user, which
can be done in (" − 1)! possible orders. The total number of possible decoding orders in
the entire cluster is therefore given by (" − 1)!" . Due to the exponential increase of the
scheduling complexity with the cluster size, the best trade-off is usually attained for two
or three-user clusters.

Comparing the rates for different power values, it appears that a linear increase in the
throughput occurs for a geometric progression in the total power. This is to be expected
given the logarithmic relation between the serving power and the rate (cf. equations (4.1)
and (4.2)). Furthermore, it can be observed that rate curves for different power limits are
parallel which reinforces the idea that maximum throughput is achieved, on average, for
unit power ratios.

As a conclusion, FullJT-TMSIC is by far the best performing technique. Even though
particularly restrictive measures on antenna selection were set in our study by limiting the
serving antenna choices to A1 and A2 in the configuration of Fig. 4.1, an important success
rate to establish triple mutual SIC was observed with 95% chances. Furthermore, it is
expected that taking advantage of the spatial diversity of each cell by fully exploiting the
DAS system would yield even higher percentages of triple mutual SICs. Moreover, when
subcarrier assignment is considered, the frequency diversity of the system can be leveraged,
enhancing even further the chances of triple mutual SIC. In fact, having observed the
efficiency of TMSIC, a new way of user-clustering can be envisioned in which the selection
of user 1 and user 2, RRHs A1 and A2, and the subband, are based on the cell-edge user,
in order to guarantee a TMSIC implementation.

4.7 Conclusion
This chapter focused on the combination of NOMA with CoMP systems to enhance cell-
edge user experience as well as the global system performance. We first explored the
conditions for a mutual SIC procedure for a general NOMA cluster with two coordi-
nated antennas. The mutual SIC procedure was then applied to two-user and three-user
clusters in both DPS and JT. Important performance enhancements were shown in the
system throughput (up to 70%) and the user fairness which validate the potential of this
technology in reaching current and future challenges imposed by 5G and beyond systems.

The considerable gains of TMSIC suggest building resource allocation schemes of user-
antenna-subbands associations that favor TMSIC feasibility above other considerations.
Therefore, in the next chapter, antenna positioning problems are considered from the
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perspective of TMSIC application.

The contributions of this chapter led to the publication of the following journal paper:

A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard,“Mutual Successive Interference Can-
cellation Strategies in NOMA for Enhancing the Spectral Efficiency of CoMP Systems,”
in IEEE Trans. Commun., vol. 68, no. 2, pp. 1213-1226, Feb. 2020.



Chapter 5

Analysis of Drone Placement
Strategies for Complete Interference
Cancellation in Two-Cell NOMA
CoMP Systems

The use of Unmanned Aerial Vehiculess as flying base stations is rapidly growing in the
field of wireless communications to leverage the capacity of congested cells. This chapter
considers a two-cell system where one of the cells is saturated, i.e. can no longer serve
its users, and is supported by a UAV. The UAV positioning procedures are proposed
to best alleviate the load on the congested cell with a particular attention directed at
enhancing system SE through a fairer serving of cell-edge users as well as cell-centered
users of the two adjacent cells. From the experience of the previous chapter, achieving an
interference-free user cluster through the application of TMSIC allowed for better system
fairness and SE. Therefore, the driving idea of UAV placement, in this part of the study,
is to enable TMSIC while taking into account the characteristics of Air-to-Ground (A2G)
links in terms of random LoS and NLoS realizations between users and the UAV.

This chapter is organized as follows: section 5.1 discusses the importance of resorting
to flying base stations in the context of mobile networks and presents a review of previous
work on UAV positioning. Section 5.2 describes the system model and formulates the
general UAV placement problem. Section 5.3 introduces the mathematical framework
for modeling the UAV positioning problem on a probabilistic basis. In section 5.4, the
proposed UAV positioning techniques are presented, while power allocation strategies
are described in section 5.5. In section 5.6, the performance results are assessed, and
section 5.7 draws the major conclusions of this chapter.
The contributions of this chapter can be summarized as follows:

• We study the UAV positioning problem while taking into account the specificity of
LoS/NLoS propagation between users and the UAV, instead of the mean path loss
model used in most of the literature.

• We introduce a probabilistic framework that enables the calculation of the TMSIC
probability associated to the UAV position. This enables the formulation of a UAV
positioning problem to maximize the chances of TMSIC between users.

• We investigate several positioning techniques based on the probabilistic framework
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with different optimization criteria, and we compare them to positioning techniques
based on the traditional mean path loss consideration. We also highlight the existing
trade-offs between system capacity, fairness, and computational complexity of the
investigated approaches.

5.1 Related Works
UAVs have lately been gathering interest as a growing research topic for mobile com-
munication networks [117–121]. The major capabilities of UAVs reside in their fast and
cost-effective setup and their virtually unconstrained mobility in the aerial space, largely
improving the probability of LoS communication. Unlike terrestrial mobile base stations
that are bound by road maps and traffic light constraints for circulation, UAVs can move
freely through space to cope with the evolving demand for service or network reconfig-
uration. Many applications require such key capabilities, ranging from natural disaster
scenarios like floods, hurricanes and tornadoes, to public safety communication, and tem-
porary crowded events like concerts or festivals in large arenas, sports events in football
stadiums, etc. While deploying additional small base stations in anticipation to planned
events such as festivals could be profitable for the case of long lasting events (expanding
over a few days), it is not suited for dealing with temporary and unpredictable emergency
situations typically spanning over the course of a couple of minutes to a few hours. Such
scenarios could be rooted to exceptional events like for the cases of disaster relief and ser-
vice recovery, as well as to much more common congestion scenarios like antenna failure
or energy shortage, actual traffic jamming resulting in uneven data traffic loads, etc. De-
ploying additional small cells especially for that matter equates to large expenditure costs
for small periods of time, hence the inefficiency of such approaches. Relying on UAVs for
these systems is an appealing feature thanks to their on-demand service capabilities (they
can be released and retrieved after use), their adjustable position in real time which can
cope with high data traffic variation, and their cost-effective and fast deployment. There-
fore, the use of UAVs in the system provides greater flexibility and better preparedness to
respond to all sorts of wireless demands occurring in a rather difficult-to-predict manner
[122].

Much work has been done on the integration of NOMA into UAV-assisted networks.
The authors in [123] study the case of a UAV BS serving a large number of users using
NOMA. A simultaneous optimization of the UAV height, the bandwidth allocation to
users, the transmit antenna beamwidth and PA is conducted to solve the max-min rate
problem using inner convex approximations. The results show that NOMA outperforms
OMA in this context, achieving results close to dirty paper coding. However, the UAV’s
horizontal position is fixed at the center of the cell and the user pairing strategy is based
on the Euclidean distance between a far-user and a nearby-user. In contrast, the work in
[124] proposes a heuristic pairing strategy for multi-user systems inspired by the optimal
PA and UAV placement solution for rate maximization of a single NOMA pair. Bisec-
tion search is used afterwards to determine the optimal PA and UAV placement for the
maximization of the minimum sum rate of user pairs. A UAV-assisted NOMA network
is proposed in [125] where a fixed BS and a UAV cooperate to serve users. The sum
rate maximization is accomplished by optimizing the rate of UAV-served users through
trajectory and scheduling optimization first, then NOMA precoding is optimized to max-
imize BS-served user rates. In [126], a UAV is dispatched to upload specific information
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to ground BSs that serve uplink users with rate constraints. The objective for the UAV
fly path is to complete its mission as quickly as possible. To that end, a fly-hover-fly
procedure is proposed, coupled with successive convex approximation and uplink NOMA
serving is used. The results show that mission completion time is significantly minimized
with the proposed NOMA scheme compared to OMA.
The work in [127] focused on studying the performance of the UAV downlink command
and control (C&C) channel, for which the 3GPP has defined minimum rate requirements.
The study compared the deployment of a UAV for two network architectures: a tradi-
tional three-sector BS operating in OMA, and a massive MIMO cellular system operating
in multi-user mode (i.e. multiple users scheduled per time-frequency resource). The use
of MIMO with UAV improved reliability compared to traditional cells when supporting
the data rate requirements of a C&C channel, thus allowing for higher altitude placement
of UAVs compared to traditional cells. However, the study also revealed that UAVs can
severely degrade the performance achieved by Ground User Equipments (GUE) in MIMO
if an uplink power control policy is not applied to protect the GUEs, which stresses the
need for coordination between the aerial and ground networks.

Indeed, the integration of UAVs as aerial base stations supporting the ground network
will require a better management of the system resources in time and frequency, since the
backhaul link between the UAV and the network needs to be established and the hand-
off procedures as well as low-latency control need to be guaranteed. Therefore, in the
following, we consider a CoMP framework to best evaluate the potential gains provided
by UAVs. More specifically, JT-CoMP is assumed where signals are transmitted to each
user from multiples TPs.

In the last chapter, we studied the combination of NOMA with CoMP for a two-cell
system. A full JT system over NOMA clusters of two and three users was studied showing
significant advantages over partial JT (i.e., where JT is only used for cell-edge users and
DPS is used for cell-center users). Sending the NOMA signals from different TPs enabled
mutual SIC between users, which led to defining the conditions of DMSIC and TMSIC
for two or three-user clusters respectively. The obtained interference-free NOMA clusters
provided significantly better performance results than classical NOMA schemes in terms
of spectral efficiency as well as fairness among users, which suggests positioning the UAV
with the aim of favoring TMSIC application. Thus, coupling the interference cancellation
capabilities of NOMA with CoMP and the mobility of UAVs aims for an effective ICI
cancellation. This ICI cancellation is all the more possible thanks to the management of
the UAV mobility and power levels. Indeed, compared to fixed ground base stations, the
UAV allows for both a reduction in the needed transmit power (by ensuring higher link
qualities than conventional ground-to-BS channels) as well as a localization of interference
in the region the UAV is hovering over while serving users.

5.2 System Model
A two-cell system is considered where each cell is originally served by a unique BS located
at its center. However, one of the cells is congested in a way that its BS can no longer serve
additional users. A UAV is deployed to assist the congested system as shown in Fig. 5.1.
The UAV may be controlled by an external controller or the BS of the non-congested cell
(cell 1 in Fig. 5.1), which communicates to the UAV its flight path information and power
allocation through a backhaul link. The management of the backhaul link to the BS is
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not considered in this work and was studied in [128]. In such scenarios, UAV placement
generally tends to favor the cell-edge users [129] that suffer from poor channel gains
as well as significant potential interference due to the neighboring cell. However, while
focusing exclusively on such users tends to boost the inter-user fairness within the cell,
system throughput is not optimized and only marginal enhancements would occur on the
throughput performance. To strike a balance between fairness and system throughput,
cell-edge as well as cell-center users must be considered for the UAV placement problem.
Moreover, to take advantage of the cooperation between the cells and to properly manage
inter-cell interference, cell-center users from cell 1 and 2 should be considered as well. The
interference management can be done through NOMA pairing of users from both cells,
as was done in chapter 4. For this purpose, we focus our study on a three-user NOMA
cluster formed by a triplet of users selected from regions 1, 2 and 3 of the two cells, as
shown in Fig. 5.1, where each user can be representative of a user agglomeration from its
respective region.

The fixed BS 01 serves the users and is assisted by a UAV working as a Mobile Base
Station (MBS). The BS and MBS are both equipped with a single transmit antenna. It
is assumed that the information to be transmitted for each user is made available at the
level of the BS and MBS through the backhaul link, enabling DPS and JT serving in the
system. JT-mode is used in the remainder of this chapter, given its superior performance
to DPS, as shown in chapter 4.

Figure 5.1 – Illustration of the two-cell JT system with the functional base station 01, the
saturated BS in cell 2, the UAV working as MBS 02, and the three colored user regions.

The objective of this study is to serve the three users such that the resulting channel
gains from the UAV position allow the application of TMSIC on their subband. By doing
so, system throughput and fairness would be optimized. Note that other users in the
system are assumed to be served on different subbands, without causing interference on
the considered user triplet. However, the UAV positioning only involves the user triplet
that includes the cell-edge user. Additionally, note that despite Fig. 5.1 depicting a CAS,
the proposed problem formulation provided next is applicable to distributed network
architectures (DAS, small cells, etc.), in which 01 and 02 of Fig. 5.1 play the role of two
nearby antennas of adjacent cells.

In the following, the path loss model is presented, followed by a reminder on the
TMSIC conditions, then the TMSIC solution space is discussed. Afterwards, the UAV
placement problem is formulated.
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5.2.1 Path Loss Model
The A2G links between users and the UAV are either LoS or NLoS with some probability.
Assuming that the UAV is located at position (G, H, ℎ), and that user : is located at
position (G: , H: ) in the ground plane, the path loss for the LoS and NLoS links in dB is
given respectively by [130]:

!LoS = 20 log
(
4c 523:
2

)
+ [LoS, (5.1)

!NLoS = 20 log
(
4c 523:
2

)
+ [NLoS, (5.2)

where 2 is the speed of light in vacuum, 52 is the carrier frequency, 3: is the distance
between the UAV and user : (cf. Fig.5.1), [LoS and [NLoS are the average additional
losses for LoS and NLoS transmissions. The probability of having a LoS link, %LoS,
depends on the angle \: formed by the UAV-user : segment and its projection on the
ground plane: \: = tan−1(ℎ/

√
(G − G: )2 + (H − H: )2). %LoS is modeled as:

%LoS =
1

1 + U4−V
(

180
c
\:−U

) , (5.3)

where U and V are constants that depend on the environment (suburban, urban, dense-
urban, etc.) parameters [130,131] such as the ratio of built-up land area to total land area,
the number of buildings per unit area, and a scale parameter describing the building’s
heights distribution. Let ℎ:,8 be the squared channel gain between user : and BS 08.
The squared channel gain ℎ:,2 between the UAV and user : can be obtained from the
experienced path loss ! by:

ℎ:,2 = 10−!/10 =
22

(4c 523: )2
×

{
10−[LoS for ! = !LoS,

10−[NLoS for ! = !NLoS,
(5.4)

ℎ:,2 is then a function of the UAV position as well as the random channel realization
regarding the LoS/NLoS nature of the user-UAV link.

5.2.2 Signal Model and TMSIC Conditions
An adequate UAV placement is one that delivers channel links such that TMSIC is ren-
dered feasible in that position. Recall that to enable TMSIC, a set of constraints must be
satisfied including PMCs and rate constraints. If we take back the three users notation
<, =, and ?, the fundamental result from chapter 4 on the condition for decoding a signal
B=, at the level of user ?, is to have:
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For a particular decoding order D, six similar rate constraints (two at the level of each
user) must be verified to enable TMSIC, hence the corresponding set of SIC constraints
SIC(D) accounting for the decoding order D. However, recall from (5.4) that ℎ:,2 depends
on the LoS/NLoS realization of the A2G channel of user :. Thus, even for the same
decoding order D, the SIC constraints change according to the LoS/NLoS A2G state of
the three users in the cluster. These eight possible LoS/NLoS configurations among the
users, coupled with the eight potential decoding orders, lead to a total of 64 possible
combinations of decoding orders/random channel realizations. The SIC constraints are
then denoted by SIC(8, D) for the 8th LoS/NLoS combination and Dth decoding order.
On the other hand, the PMCs stipulate that if signal B? is to be decoded prior to the
other signals B= and B< at the level of a given user (user < or =), the power level of B?
must be greater than the sum of power levels of B= and B<. Since in TMSIC every user
decodes the signal of the two others before retrieving its own signal, six PMCs must be
verified (for any LoS/NLoS combination 8 and any decoding order D), constituting the set
of PMCs denoted by PMC(8, D). The rate achieved by each user :, when JT-CoMP is
used to apply TMSIC between the user triplet, is given by:

': = � log2

(
1 +

∑2
8=1 %:,8ℎ:,8

#0�

)
, (5.5)

where � is the subband bandwidth, and #0 is the power spectral density of additive white
Gaussian noise. A final set of constraints is to account for the transmit power limits of
01 and 02 referred to as %!1 and %!2 :

%1,1 + %2,1 + %3,1 ≤ %!1 ,

%1,2 + %2,2 + %3,2 ≤ %!2 .
(5.6)

The first inequality accounts for the sum of the users powers over antenna 01, and the
second one accounts for the sum power over antenna 02. The problem then resides in
finding the positions of the UAV such that: 1) the PMCs, 2) the mutual SIC constraints,
and 3) the total transmit power constraints are satisfied.

5.2.3 TMSIC Solution Space
When TMSIC feasibility is targeted, the problem at hand can be seen as admitting several
constraints with no objective function, and is therefore a Constraint Satisfaction Problem
(CSP) [132]. In other words, one would seek the set of UAV positions where TMSIC is
feasible while respecting the constraints. We denote by A8,= the region of space in which
the UAV can be placed such that TMSIC is possible, for the =Cℎ decoding order, and the
8Cℎ LoS/NLoS configuration. If we let D be the allowed space region for UAV positioning,
then the CSP for a combination (8, =) can be cast as:

CSP8,= : A8,= = { pos ∈ D/PMC(8, =),SIC(8, =), (5.6)},

with pos being the UAV position. Note that the search is explicitly done over the UAV po-
sition, but also implicitly over the power variables which are included in PMC(8, =),SIC(8, =).
In order to determine the entire region in which TMSIC is guaranteed, the procedure be-
low must be followed:
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• Solve the CSP for all 64 combinations. Let A8 be the solution space corresponding
to the 8Cℎ LoS/NLoS configuration, obtained by A8 =

⋃8
==1 A8,=.

• The space in which a TMSIC is guaranteed to occur is a region where TMSIC
is possible for any channel realization of LoS/NLoS combinations. Therefore, the
solution of the CSP shall be obtained by S = ⋂8

8=1 A8 =
⋂8
8=1

(⋃8
==1 A8,=

)
.

Although these resolution steps provide meaningful insights into the spatial representation
of TMSIC-enabled regions, note that solving these CSPs is done by Set Inversion Via
Interval Analysis (SIVIA) [133]. The latter operates on set intervals using the branch-
and-prune method, leading to an exponential complexity on the search space dimensions
(nine in our case: three UAV position variables and six power variables) and the required
resolution error. For our system parameters, the CSP resolution is practically inapplicable.
Most importantly, the existence of a TMSIC-guaranteed space region is not guaranteed
due to the A8 intersections which may yield an empty space S. In fact, not only TMSIC
may not be guaranteed (S = ∅), but the regions A8,= themselves might be empty. If
∀=, A8,= = ∅, then TMSIC cannot be achieved when the 8th LoS/NLoS combination occurs.
If this is the case for all LoS/NLoS combinations, then TMSIC application is impossible
for the considered user triplet and antenna power limits.

While the CSP complexity can be worked around by turning the CSP into an opti-
mization problem, the problem of TMSIC feasibility has to be addressed. Between the
extreme cases of impossible TMSIC application and TMSIC-guaranteed application, there
is a middle ground in which it is best to assess the TMSIC application in probabilistic
terms. To that end, in the next sections the UAV placement problem is first remodeled
into an optimization problem, then the probabilistic TMSIC framework is developed.

5.2.4 UAV Placement Problem Formulation
Optimization problems are at the core CSPs associated to an objective function. A fam-
ily of optimization problems having different objective functions but with the same con-
straints (the core CSP) leads to different solutions from one another, but within the same
solution space of the aforementioned CSP. For the case at hand, setting the optimization
problem with constraints PMC(8, =),SIC(8, =) and (5.6) automatically leads to a solu-
tion within the desired region A8,= without requiring the knowledge of the whole region.
Let 5 be the optimization function to be carefully selected by the system administrator;
the generic formulation of the UAV placement problem becomes:

OP1
8,= : { pos∗8,=} = arg max

pos,%:,A

5 ( pos, %:,A), (5.7)

such that: PMC(8, =),SIC(8, =) and (5.6) are verified.

Then, the best UAV position is retained:

{8∗, =∗} = arg max
(8,=)∈È1..8É×È1..8É

5 ( pos∗8,=),

VUY = pos∗8∗,=∗ .
(5.8)

While this approach does not deliver the entire A8,=, it guarantees that pos∗
8,=

is inside
A8,=. However, if no solution exists, then it can be affirmed that A8,= is empty, i.e. TMSIC
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is impossible to achieve for combination (8, =). This is true independently of 5 since
the optimization function does not affect the feasibility of the problem that is set by its
constraints. Therefore, performing UAV positioning by trying to solve OP1

8,= for all the
combinations is by itself a TMSIC feasibility check.

It is worth mentioning that regions A8,= and A8 are not assumed to be known, but their
use in the discussion is for modeling convenience and for a better understanding of the
problem characteristics through a spatial representation of the discussed properties.

In the next section, the probabilistic framework is discussed in order to provide mean-
ingful insights for the selection of the optimization function by the system administrator.

5.3 Probabilistic Framework for TMSIC-Based UAV
Positioning

To determine the TMSIC probability associated with the position of a UAV, let ; = 1 be
the value assigned to the state of a LoS link and ; = 0 to that of an NLoS state. Given
the three-bit binary vector (;1, ;2, ;3) representing the state of the A2G links of users 1, 2,
and 3 respectively, we denote by 28 the 8th combination that corresponds to its three-bit
binary vector in base two plus one, 8 = (;1, ;2, ;3)2 + 1. For instance, the all LoS state
is represented by 28, and the all NLoS state is represented by 21. The space region A8
corresponds then to combination 28. To define and evaluate the probability of TMSIC for
a UAV position, let us consider the probability of achieving TMSIC through 28:

%A (TMSIC ∩ 28/ pos) = %A (28/ pos) × %A (TMSIC/28, pos).

Analyzing these terms, we state that knowing 28 and pos, the probability of having
TMSIC is given by:

?8 ( pos) , %A (TMSIC/28, pos) =
{ 1, if pos ∈ A8

0, else.

In other words, for a fixed 28 and a known UAV position, TMSIC is deterministic and
not random, it is either feasible or not according to the belonging of pos to A8. On
the contrary, for a fixed UAV position and fixed user positions, 28 is random and any of
the eight link states is possible; however, some LoS/NLoS configurations are more likely
to occur than others. Since user positions are mutually independent, the probability of
having 28 knowing pos is the product of the probabilities of having the channel state of
each user matching that of 28:

%A (28/ pos) = %A (;1/ pos) × %A (;2/ pos) × %A (;3/ pos)

=

3∏
9=1

[
; 9%LoS(\ 9 ) + (1 − ; 9 )%NLoS(\ 9 )

]
,

where %NLoS(\ 9 ) = 1 − %LoS(\ 9 ). Then by applying the law of total probability, the
probability of having a TMSIC for a given UAV position is:

%A (TMSIC/ pos) =
8∑
8=1

%A (28/ pos) × ?8 ( pos). (5.9)
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This clearly shows that the probabilistic nature of TMSIC is bound to the random A2G
channel realization and not to the TMSIC procedure itself. Indeed, if the UAV position is
fixed and the LoS/NLoS realization 2 9 is known, the TMSIC procedure is either possible
(for at least one decoding order) or it is not (for any of the decoding orders). Therefore,
the UAV position directly affects the TMSIC probability through %A (28/ pos), provided
that ?8 ( pos) = 1, which is translated into the satisfaction of the constraints of OP1

8,=.
We conclude that the TMSIC probability expression in (5.9) shows that the UAV place-
ment can be made to optimize the TMSIC probability by incorporating this probability
into the optimization function 5 . Based on this fact, the UAV positioning strategies are
presented in the next section.

On another hand, once in position, the UAV can determine the actual channel real-
ization 2 9 through channel estimation by comparing the actual channel gains with the
theoretical one in (5.4). Furthermore, if the obtained 2 9 is different from the channel
realization 28∗ that yields VUY in (5.8), not much can be said about the feasibility of
TMSIC for 2 9 . Indeed, the only available information regarding the TMSIC applicability
in VUY is that ?8∗ (VUY) = 1, but ? 9 (VUY) is not known. This can only be determined
once the UAV position is fixed and the optimization in (5.7) is rerun for all the decoding
orders. This justifies thereby the separation between the UAV placement phase, dealt
with in section 5.4, from the power allocation phase which is presented in section 5.5.

5.4 Proposed UAV Positioning Techniques (UPT)
based on TMSIC

In this section, we present the different strategies that can be used to position the UAV.
The approaches derived from the LoS/NLoS path loss model are presented first, in sec-
tions 5.4.1 to 5.4.3. Alternatively, the UPT based on the mean path loss model is presented
in section 5.4.4. In both cases, TMSIC positioning is attempted, if TMSIC turns out to
be impossible, we revert to a common positioning technique in section 5.4.5.

5.4.1 Maximum Probability Positioning (MPP)
In order to maximize the TMSIC probability, the objective function should be set equal
to (5.9). Since the A8 regions cannot be known, ?8 ( pos) is not available for any UAV
position pos. This causes a problem to the TMSIC probability expression since we don’t
know which LoS/NLoS combinations to account for in (5.9). Nonetheless, following the
constraints of OP1

8,=, the only region the UAV is guaranteed to be in after optimization is
A8,=, thus 5 is set to %A (28/ pos) instead of the total TMSIC probability %A (TMSIC/ pos).
Therefore, the original optimization using objective function (5.9) is replaced by an op-
timization over a lower bound of (5.9). The UAV placement problem is then written as
follows:

OP1,0
8,=

: {OP1
8,=, 5 = %A (28/ pos)} (5.10)

such that: PMC(8, =),SIC(8, =) and (5.6) are verified.
The final UAV position is obtained from (5.8). Given that the remaining combinations
(28 ≠ 28∗) are not taken into account in %A (TMSIC/VUY), the computed TMSIC probabil-
ity %A (28∗/VUY) is only a lower bound to the actual TMSIC probability %A (TMSIC/VUY).
The obtained lower bound achieves optimality, i.e. %A (TMSIC/VUY) equals %A (28∗/VUY),
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when VUY ∈ A8∗ and VUY ∉ ∪8
8=1,8≠8∗A8. However, since the combination 28∗ leading to VUY

is not known in advance, the only situation where the solution to OP1,0
8,=

is guaranteed to
achieve optimality is when the A8 regions are pairwise disjoint.

5.4.2 Maximum Rate Positioning (MRP)
When solving OP1,0

8,=
, the obtained UAV position guarantees the highest TMSIC probabil-

ity without taking into account the resulting achievable throughput. Another approach
to UAV positioning is based on the maximum achievable throughput via TMSIC. That
way, if a UAV position enabling TMSIC exists for the given user cluster, both MPP and
MRP deliver UAV positions enabling TMSIC, but with different values of the associated
throughput and of the lower bound on TMSIC probability. Let ')"(�� =

∑3
:=1 ': be

the total throughput achieved when TMSIC is enabled. The MRP problem takes the
following form:

OP1,1
8,=

: {OP1
8,=, 5 = ')"(��} (5.11)

such that: PMC(=, 8),SIC(=, 8) and (5.6) are verified,
and the final UAV position is obtained from (5.8).

5.4.3 Maximum Probability and Rate Positioning (MPRP)
In section 5.4.1, the position obtained through MPP yields the highest TMSIC probability;
however, it does not hold any guarantee with regards to the achievable throughput. In
contrast, when the system throughput is favored, as in section 5.4.2, the results may give
UAV positions with high throughput but low TMSIC probability. Therefore, instead of
aiming at maximizing the chances of TMSIC or the system throughput alone, the UAV is
positioned such that the product of the rate by the associated probability is maximized:

OP1,2
8,=

: {OP1
8,=, 5 = %A (28/ pos)')"(��} (5.12)

s.t: PMC(=, 8),SIC(=, 8) and (5.6) are verified.
Compared to other UAV positioning techniques seeking TMSIC, this approach has the
advantage of accounting for both the throughput associated to a combination 28, as well
as its probability of occurence. On the other hand, the obtained position does not favor
TMSIC as much as MPP solutions. Another approach to position the drone relying on the
mean path loss instead of the LoS/NLoS combination is developed next as an alternative
to MPP, MRP and MPRP.

5.4.4 Mean Path Loss Positioning (MPLP)
Most works on flying base stations [120,128,134] are based on the mean path loss of A2G
channels to perform scheduling tasks. The mean path loss of A2G links is given by:

!0E = %LoS!LoS + %NLoS!NLoS.

The A2G links in this case are no longer defined by the three-bit vector (;1, ;2, ;3) of
LoS/NLoS combinations. The whole concept of LoS/NLoS combinations (28) and regions
(A8) becomes irrelevant since a unique expression is available for every user-UAV link.
Therefore, the PMCs and SIC conditions depend only on the decoding order, hence the
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notations SIC(=),PMC(=). Achieving TMSIC cannot be formulated as a probability
maximization problem that depends on the different LoS/NLoS combinations: for the
given user triplet, either TMSIC is achieved or it is not. However, to avoid running into
another CSP, we consider the system throughput objective function and search for the
UAV position that maximizes it as follows:

OP2
= : { pos∗=} = arg max

pos,%:,A

(')"(��)

such that: SIC(=),PMC(=), and (5.6) are verified.
Even though the objective function does not compromise the feasibility of the solution in
any way (no additional constraints are involved), it affects the position of the UAV and
therefore the performance of the obtained solution in terms of achieved TMSIC probability
and throughput. In fact, this issue is not specific to rate maximization, i.e. any other
objective function would have been subject to the same inconvenience. The reason for
that is the use of an average channel model to obtain the UAV position. Having obtained
the drone position for every decoding order (when the system admits a solution), the
position yielding the maximum value of the objective function is selected:

{=∗} = arg max
=∈È1..8É

(')"(��),

VUY = pos∗=∗ .
(5.13)

When comparing the procedure for VUY assignment in (5.13) to the procedure used for
MPP, MRP and MPRP in (5.8), an eight-fold complexity decrease is observed using the
mean path loss model in MPLP. The 64 combinations of decoding orders and LoS real-
izations that had to be solved turn into 8 combinations of the unique channel realization
– i.e. the mean path loss channel – with the decoding orders. This difference will be
accounted for when discussing the selection of the best UAV positioning technique in the
performance assessment (section 5.6).

5.4.5 Probabilistic Approach Based on Subband Splitting Posi-
tioning (SSP)

When TMSIC proves to be impossible (cf. section 5.2.4), an alternative UAV positioning
technique shall be used. Its expected properties are the guarantee of a solution for any
user positions and a reduced complexity compared to TMSIC. In the previous chapter,
DMSIC on the same subband was shown to be always possible when serving the users
with two different BSs. Therefore, in case of TMSIC impossibility, we propose to divide
the subband into two equal half subbands (supposed to have equal channel gains), and
then to pair the cell-edge user (UE 3 of Fig. 5.1) with one of the cell-center users (UE 1
or UE 2 of Fig. 5.1) on each half subband. This leads to two independent pairs of users
applying DMSIC separately on each subband. Their PMCs are:
PMCs for DMSIC between (UE 1,UE 3){

%3,1,1ℎ1,1 + %3,2,1ℎ1,2 > %1,1,1ℎ1,1 + %1,2,1ℎ1,2

%1,1,1ℎ3,1 + %1,2,1ℎ3,2 > %3,1,1ℎ3,1 + %3,2,1ℎ3,2
(5.14)
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PMCs for DMSIC between (UE 2,UE 3)

{
%3,1,2ℎ2,1 + %3,2,2ℎ2,2 > %2,1,2ℎ2,1 + %2,2,2ℎ2,2

%2,1,2ℎ3,1 + %2,2,2ℎ3,2 > %3,1,2ℎ3,1 + %3,2,2ℎ3,2
(5.15)

where the additional index 3 in the power terms %:,A,3 refers to the used half subband.
UEs 1 and 3 are paired on the first half subband (3 = 1), and users 2 and 3 are paired on
the second half subband (3 = 2). Note that DMSIC constraints are met when the PMCs
are satisfied, as it was proven in chapter 4, section 4.4.2. Moreover, a single decoding
order is possible at the level of every user in the respective half subband, hence the
positioning problem needs to be solved only once for every 28. Then, similarly to MPRP,
the UAV placement aims at maximizing the product of the DMSIC throughput by the
28 probability. The following problem is solved for the eight 28 channel realizations and,
then, the resulting position of the combination leading to the highest value is selected.

OP3
8 : { pos}∗ = arg max

pos,%:,0,<

(
'�"(�� × %A (28/ pos)

)
, (5.16)

such that: (5.14), (5.15) and
{
%1,1,1 + %2,1,2 + %3,1,1 + %3,1,2 ≤ %!1

%1,2,1 + %2,2,2 + %3,2,1 + %3,2,2 ≤ %!2 ,

where the system throughput '�"(�� is given by:

'�"(�� =
∑

:∈{1,3}

�

2 log2

(
1 +

∑2
A=1 %:,A,1ℎ:,A
#0�/2

)
+

∑
:∈{2,3}

�

2 log2

(
1 +

∑2
A=1 %:,A,2ℎ:,A
#0�/2

)
.

This positioning technique is only used when the chosen TMSIC positioning technique
(MPP, MPRP, or MPLP) fails to provide a solution.

5.5 Power Allocation Strategy

We present hereafter the global PA approach that is applied at the level of the BS of
cell 1 and instructed to the UAV to maximize system throughput. The approach resides
in applying TMSIC when possible, otherwise alternative non-TMSIC PAs are used. In the
following, we detail how the global PA approach is adapted according to the Alternative
Power Allocation Technique (APAT) when TMSIC is not feasible, and the UPT. The flow
chart describing the complete power allocation strategy is presented in Fig. 5.2.
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Figure 5.2 – Flow chart of the global strategy for the different UPT-APAT pairs selected
by the system administrator.

In section 5.2.4, we explained that performing UAV positioning by trying to solve the
variants of OP1

8,= is a TMSIC feasibility check. Through that check, empty A8,= regions are
determined. If all the regions are empty, i.e. if no UAV position is obtained, the check
fails and the non-TMSIC PAs of section 5.5.2 are applied. If a UAV position is obtained,
then TMSIC PA might be feasible, thus TMSIC PA is attempted.

5.5.1 TMSIC Power Allocation and TMSIC Testing
If a UAV position is obtained, three cases are identified according to three quantities:

• 28∗ , the channel realization which leads to VUY,
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• 2 9 , the actual channel realization obtained after positioning the UAV,

• N , the set of decoding orders for which A 9 ,= exists: N = {= ∈ È1, 8É/A 9 ,= ≠ ∅}.

The three cases are:

1) 2 9 = 28∗ : TMSIC-PA is feasible, and the PA problem OP4
9 ,= is solved for the decoding

orders in N (which cannot be empty).

2) 2 9 ≠ 28∗ ,N ≠ ∅: TMSIC-PA might be feasible, and we need to solve OP4
9 ,= for = ∈ N

to check its feasibility.

3) 2 9 ≠ 28∗ ,N = ∅: TMSIC-PA is not feasible; in this case, we must revert to non-
TMSIC PAs (section 5.5.2).

Note that, once the UAV is positioned, the PA does not affect the TMSIC probability, so
the optimization function is the same for MPP, MRP, MPRP and MPLP which targets
throughput maximization:

OP4
9 ,= : {%∗:,A} = arg max

%:,A

(
')"(��

)
,

such that: PMC( 9 , =),SIC( 9 , =) and (5.6) are verified.
In the second case, achieving TMSIC is not guaranteed because VUY might be outside of
the A 9 ,= (= ∈ N) regions. That is why OP4

9 ,= needs to be solved to determine if TMSIC is
feasible. In the MPLP case, the existence of the A8,= regions has not been tested during
the UAV positioning phase (as it is the case for MPP, MRP and MPRP), hence OP4

9 ,= is
solved/checked for all the decoding orders. These differences are pictured in the flowchart
of Fig. 5.3.

UPT =
MPLP

Solve OP4
9 ,=,

∀= ∈ È1..8É

N ≠ ∅

Achieved TMSIC

Solve OP4
9 ,=,

∀= ∈ N

Stop

Yes No

Yes

Yes

APAT
No

No

Figure 5.3 – Detailed flow chart of the testing and the TMSIC-PA blocks of Fig. 2.
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5.5.2 Alternative Power Allocation Techniques
In the case where TMSIC is not feasible, several PA alternatives for system throughput
maximization are possible. Based on the principle that the achieved rate increases when
interference cancellation is successfully conducted, it is natural to seek the highest number
of SIC procedures between the three users. Since TMSIC corresponds to 6 SICs, two at
the level of each user, when one SIC fails, we can apply a 5-SIC procedure. Following this
pattern, 5 SICs, than 4, 3, 2 and a single SIC must be all tried in that order until the first
setup that leads to a valid PA solution. This ideal strategy counts 112 potential problems
to be solved when taking into account all possible decoding orders for every case. Due
to the number and complexity of these problems, this strategy is disregarded. Besides,
the success of this strategy is not guaranteed, just like it was not the case for TMSIC.
Three alternative non-TMSIC PAs are proposed. When a TMSIC procedure is declared
infeasible after undergoing the tests in section 5.5.1, the BS of cell 1 executes one of the
following PA schemes: DMSIC, NoSIC, or Single SIC (SSIC).

5.5.2.1 DMSIC

Following the reasoning of section 5.4.5, we resort to subband division followed by DMSIC,
with the difference that DMSIC is now used for PA and not for UAV positioning. The
DMSIC-PA problem takes the following form:

OP5,0 : {%:,A,3}∗ = arg max
%:,A ,3

(
'�"(��

)
, (5.17)

such that the constraints of OP3
8 are verified.

Since the UAV position has been fixed previously, OP5,0 is solved only once for the
obtained configuration 2 9 (unlike OP3

8 that is solved for all combinations in section 5.4.5)
and the resulting power allocation is instructed to the UAV by the BS.

5.5.2.2 NoSIC

Without dividing the subband, a simpler alternative to TMSIC resides in abandoning all
SIC procedures and solving the new rate maximization problem without any other system
constraints than the total transmit power of BSs. Users signals interfere on one another
and the problem formulation is given by:

OP5,1 : {%:,A}∗ = arg max
%:,A

( 3∑
:=1

� log2(1 +
∑2
A=1 %:,Aℎ:,A

3∑
: ′=1,: ′≠:

%: ′,Aℎ: ′,A + #0�

)
)

such that (5.6) is satisfied.

5.5.2.3 SSIC

Standard NOMA SIC procedures may also be used when TMSIC is impossible. In this
case, the strong users in the two cells, i.e. UE 1 and UE 2, successfully decode the signal
of the weak user UE 3 that cannot perform SIC. This interference cancellation scheme is
similar to the NOMA-CoMP system adopted in [30] (and used as benchmark for chapter
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4), with the difference that in our system all users are served through JT-CoMP (and not
only the cell-edge user). The corresponding optimization problem is:

OP5,2 : {%:,A}∗ = arg max
%:,A

[
� log2(1 +

%3,1ℎ3,1 + %3,2ℎ3,2
(%1,1 + %2,1)ℎ3,1 + (%1,2 + %2,2)ℎ3,2 + #0�

)

+ � log2(1 +
%1,1ℎ1,1 + %1,2ℎ1,2

%2,1ℎ1,1 + %2,2ℎ1,2 + #0�
) + � log2(1 +

%2,1ℎ2,1 + %2,2ℎ2,2
%1,1ℎ2,1 + %1,2ℎ2,2 + #0�

)
]

such that:

- SIC of the signal of U3 is guaranteed at the level of U1 and U2 respectively:
(ℎ1,1ℎ3,2 − ℎ1,2ℎ3,1) [%3,1(%2,2 + %1,2) − %3,2(%1,1 + %2,1)] > 0
(ℎ2,1ℎ3,2 − ℎ2,2ℎ3,1) [%3,1(%2,2 + %1,2) − %3,2(%1,1 + %2,1)] > 0

- PMC constraints are verified at the level of U1 and U2 respectively:
%3,1ℎ1,1 + %3,2ℎ1,2 > (%1,1 + %2,1)ℎ1,1 + (%2,2 + %1,2)ℎ1,2
%3,1ℎ2,1 + %3,2ℎ2,2 > (%2,2 + %1,2)ℎ2,2 + (%1,1 + %2,1)ℎ2,1

- Power limit constraints are satisfied as in (5.6).

Note that the SIC and PMC derivations for this case are directly derived form equations
(4.15) and (4.16) of section 4.5.1, but without canceling out %2,1 and %1,2 thanks to JT
serving. We note also that the condition in (4.17) on the identical sign of the channel
terms to enable SIC still holds:

sign(ℎ1,1ℎ3,2 − ℎ1,2ℎ3,1) = sign(ℎ2,1ℎ3,2 − ℎ2,2ℎ3,1).

If the users channel gains do not comply with this condition, the single SIC procedure
cannot work, and the PA scheme reverts to NoSIC-PA.

As stated in the beginning of this section, the first aim of the presented PA proce-
dures is the accomplishment of a successful TMSIC. In other words, APAT is applied as
a backup solution just like SSP was for MPP, MRP, MPRP and MPLP. In the perfor-
mance assessment section, the nomenclature of the resource allocation techniques is done
according to the selected TMSIC-based positioning, and to the selected APAT.

5.6 Performance Assessment Procedure and Simula-
tion Results

5.6.1 Performance Assessment
In the previous section, the global PA strategy was detailed to determine the throughput
associated to a given user combination. As already explained, even when the users posi-
tions are fixed and the UAV position has been found, 2 9 cannot be determined in advance
before placing the UAV and measuring the obtained A2G links. Due to the random nature
of LoS/NLoS links, any combination can occur and a fair comparison in the simulation
results can only be made when the throughput associated to the UAV position is averaged
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over all possible combinations. Section 5.5 presented the PA steps followed at the level of
BS 01 in real time, whereas this section presents the followed procedure to simulate and
assess the performance of each UPT-APAT couple. Let R be the rate vector associated
to every combination 28; the expected achieved rate for the determined UAV position is
given by:

' =

8∑
8=1
R(8)%A (28/VUY) (5.18)

To estimate R, the procedure followed in section 5.5 (sections 5.5.1 and 5.5.2 successively)
is iterated for every channel combination. By doing so, the TMSIC testing procedure
(Fig. 5.3) is undergone for every 28, and the probability ?8 (VUY) of having TMSIC (or
not) knowing 28 and VUY is determined. Thus, the exact TMSIC probability is retrieved
from (5.9).

5.6.2 Simulation Results
To evaluate the performance of the presented UPTs and APATs, 1000 simulations were
conducted with different user positionings according to Fig. 5.1. The outer cell radius of
each hexagonal cell is '3 = 500 m. User 3 region has a maximum width of 60 m along the
x axis. Users are assumed to have low mobility, they are independently positioned, their
positions being randomly generated with a uniform probability distribution over their
respective regions. The transmission channel model between the fixed BS and the users
includes a distance-dependent path loss of decay factor 3.76, and a zero-mean lognormal
shadowing with an 8 dB variance. The working frequency is 2 GHz, and the parameters
of the A2G model are U = 9.61, V = 0.16, [!>( = 1 dB and [#!>( = 19 dB, corresponding
to an urban environment [130]. The search region for UAV positioning is a rectangular
box delimited along the x axis by the cell diameters at the edges of regions 1 and 2
respectively, with the UAV height varying between 50 m and 100 m above the ground.
The considered subband bandwidth is � = 156.25 kHz (equivalent to a total bandwidth
of 10 MHz subdivided into 64 subbands). The power spectral density of the additive
background white noise is #0 = −174 dBm/Hz, and the noise power in a subband is
f2 = #0�. The power limit constraint over the fixed BS (01) is varied between 0.5 W and
5 W, and the MBS power limit assigned to the user cluster is 0.5 W. MATLAB software
is used to generate the numerical results and fmincon from the optimization toolbox is
used to solve the optimization problems in each proposed technique.

The TMSIC probability of the UAV positioning techniques is independent of the used
APAT, hence the methods presented in Fig. 5.4 are named after the UPT. The Lower
Bound (LB) curves of MPP, MRP and MPRP represent the probability of achieving
TMSIC through 28∗ , %A (28∗/VUY). The exact probability curves add to the LBs the
probability of other combinations that enable TMSIC when the UAV is in VUY. As
expected, MPP-LB delivers the best TMSIC probability between the three methods with
89.9% TMSIC success rate, with MPRP coming second with 88%, and MRP is last with
6.9% for %!1 = 5 W. This important deficit in probability of MRP compared to the
two other methods is explained by the absence of the probability term in its objective
function: the UAV position is selected according to the throughput it could provide
irrespective of the associated probability. This being said, the probability that truly
matters is the exact probability, since it reflects the experienced TMSIC probability. We
first point out the remarkable closeness between MPP, MRP and MPRP-exact despite the



Chapter 5. Analysis of Drone Placement Strategies for Complete Interference Cancellation in
Two-Cell NOMA CoMP Systems 112

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Fixed Antenna Power in W

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
M

S
IC

 P
ro

b
a
b
ili

ty MPRP-exact

MPRP-LB

MRP-exact

MRP-LB

MPP-exact

MPP-LB

MPLP

Figure 5.4 – TMSIC probability of the UAV positioning techniques as a function of the
fixed antenna power %!1 .

relatively important differences in the lower bounds. While a 10% increase in the TMSIC
success rate of MPP and MPRP due to the contribution of the remaining configurations
is an intuitive result, it is less evident to explain the substantial increase in probability
observed for MRP (from 6.9% to 98%). In fact, the small lower bound probability for
MRP translates into a low probability of occurrence of 28∗ , then other configurations have
higher probabilities of occurrence. If they lead to a TMSIC, their contribution to the
total probability will be dominant with respect to 28∗ . This was confirmed by a statistical
analysis of the number of configurations leading to TMSIC per simulation, which showed
that, on average, 7.68 configurations out of the eight yield a TMSIC for MRP. The same
analysis can be transposed to MPLP, since it does not account for the TMSIC probability
when positioning the MBS (the technique is transparent to the LoS/NLoS combination
paradigm). Nevertheless, an average of seven combinations out of the eight enable TMSIC,
which explains the relatively high TMSIC probability 89.1%. However, this probability
is the lowest among that of all UPTs.

Fig. 5.5 shows a comparison of the system performance in terms of the average SE
for all PA and positioning techniques. The achieved SE when the two fixed BSs are
available to serve users is added for comparison; DMSIC is used as PA in this case.
The performance improvement due to UAV mobility, compared to fixed BSs, is clearly
observed for all positioning techniques. Also, the consideration of LoS/NLoS combinations
efficiently increases the SE by 3 to 5 bps/Hz for MRP and MPRP compared to MPLP.
However, the average MPP performance is lagging behind, as it only surpasses MPLP for
small %!1 values before going below for power limit values above 1.5 W. This suggests
that the evolution of the UAV position with the growing value of %!1 affects the A2G
links in a way that the increase rate of the MPP throughput is lower than that of MPLP.
Indeed, an analysis of UAV positioning in MPP and its evolution with the power limit
shows that high %!1 values tend to place the UAV at the edges of the search region,
resulting in poor channel gains, which explains the lower throughput compared to MPLP
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Figure 5.5 – Spectral efficiency of the different UAV positioning techniques and PA strate-
gies.

at %!1 = 5 W. More details on the reasons behind this placement, its interaction with
the user positioning and the effect it has on user throughput are given later for all the
positioning techniques in the analysis of the individual user rates shown in Fig. 5.7.

Nonetheless, we can sum up the results of Fig. 5.5 by stating that focusing exclu-
sively on the TMSIC probability can mislead the UAV placement into areas with poor
A2G links and poor achievable throughput. The introduction of the throughput in the
objective function provides the qualitative edge for MRP over MPP, since throughput
is accounted for during positioning, while the TMSIC probability difference between the
two is negligible (cf. Fig. 5.4). This being said, combining the throughput and the proba-
bility in MPRP provides even better results since both objectives are accounted for from
the start of the positioning process. However, the performance gain of MPRP and MRP
comes at the cost of an additional complexity compared to MPLP, since 64 combinations
need to be checked for MRP and MPP compared to the eight decoding orders assessed
by MPLP.

Regarding the NoSIC, SSIC, and DMSIC APAT variants for every UPT, small perfor-
mance differences are observed for all techniques. This is due to the fact that, most of the
time, TMSIC is successfully applied and non-TMSIC PAs are summoned for only a small
proportion of LoS/NLoS combinations not leading to a TMSIC (around 0.3/8 or less for
all UPTs when %!1 = 0.5 W). Nonetheless, DMSIC is the best APAT in terms of through-
put and is therefore used by default from hereinafter. The methods names are selected
according to the selected UPT in the following results. In Fig. 5.6, the Jain fairness index
[31] is used to assess the fairness of the contribution of each user to the total throughput.
The index is upper bounded by 1 for absolute fairness and lower bounded by 1/3 for the
worst case scenario. It is first observed that MPLP presents the lowest fairness index with
a maximum of 0.84 for %!1 = 5 W. The other techniques present much higher fairness
indices. This is due to the significantly higher probability of achieving TMSIC which was
shown in chapter 4 to provide better throughput through better fairness. The remaining
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Figure 5.6 – Fairness comparison of the positioning techniques as a function of the fixed
antenna power.

UPTs have a quite similar fairness, with the MPP presenting an overall better fairness,
especially for high %!1 values. The fixed BSs scenario presents a slightly better fairness
compared to MPP, MRP and MPRP. In fact, as in MPP where the UAV placement is
pushed back towards the limit of the search region for high power limits, the fixed BSs
correspond to 02 being further away from the user cluster, compared to other UPTs. This
translates into a smaller achieved throughput, as shown in Fig. 5.5, but it also leads to
a greater fairness due to the symmetry of the user cluster with respect to 01 and former
fixed 02.

So far, MPP has been shown to provide the best TMSIC probability and fairness
from Figs. 5.4 and 5.6, whereas MPRP was shown to yield the highest sum-throughput in
Fig. 5.5. Although a trade-off does exist between throughput and fairness, the closeness
of the fairness measures and TMSIC probability between MPRP and MPP (0.03 units
of difference in the fairness index, and one percentage point difference in probability),
compared to the large gap in throughput (around 4.5 bps/Hz, i.e. a 10% difference) does
tend to promote MPRP as the best trade-off. However, when having a closer look at the
individual user rates for every UPT, other factors come into play which affect the choice
of the positioning technique as seen from the results of Fig. 5.7.

In Fig. 5.7, we present the individual throughput for every user category, for all
positioning techniques. The separate contribution of each user in the cluster throughput
is analyzed for each UPT. Starting with the two fixed BSs, we can observe that the
influence on throughput of the growing power limit is more pronounced for user 1 than
for user 3, and for user 3 more than for user 2. The closer the user to 01 on average,
the more it benefits from the additional power of 01. However, user 3 globally presents
the lowest user throughput in the cluster, because of its geographical position on the cells
edges.

To analyze the performance of positioning techniques, we must first discuss the effect
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Figure 5.7 – Throughput distribution over the three-user NOMA cluster.

of the UAV position on the channel gains as well as how the objective functions affect
this position. We first focus on TMSIC probability as the objective function. According
to (5.3), the LoS link with user : has its chances maximized when \: tends to 90◦ (the
UAV is on top of :), and the NLoS link is favored when \: tends to 0◦ (the UAV and :
are far apart on the xy plane). If the users are (very) close to one another, then placing
the UAV on top of the three of them leads to the largest 28 probability (the all-LoS case).
If not, the 28s achieving the best probability are when the UAV is placed almost at the
top of one user, establishing a LoS link with that user and favoring NLoS links with the
other two. In that scenario, user 3 is the least likely to have the UAV on top of it: being
a cell-edge user, the distance separating it from the other two users (which would be the
distance separating them from the UAV in the xy plane) is rather small compared to the
distance that separates user 1 from user 2 if the UAV was placed on top of one of these
two. This smaller distance reduces the chances of NLoS with users 1 and 2 when the
UAV is on top of user 3, that is why 25 and 23 are favored (i.e. either user 1 or user 2
being in LoS). This explains why the rate of user 3 in MPP is below those of user 1 and
2, with an average rate difference of 4 bps/Hz. Also, if the users are far enough from
one of the corners of the search region, the all-NLoS combination (21) becomes the most
probable combination, under the condition of a possible TMSIC for the UAV position at
this corner. This is aided by the growing power limit which enables more locations to
achieve TMSIC. However, placing the UAV at the corners of the search region with higher
powers induces poorer channel gains due to the free space path loss and to the high NLoS
probability, which explains the behavior of MPP in Fig. 5.5.

When the throughput is considered in the objective function, a significant advantage
is given for user 3 over users 1 and 2 because of its location in between the two cell-
center users. When only the throughput is considered (as in MRP and MPLP), LoS
dominant combinations are favored due to their better channel gains yielding a higher
throughput. However, for the resulting position, the combination which yielded the UAV
position is rarely the most favorable one (as discussed previously for Fig. 5.4) and the
actual combination contributing the most to the TMSIC probability is 22. In other terms,
the UAV ends up in between the three users, favoring thereby a LoS link only with user 3,
enhancing its rate as shown in Fig. 5.7 for both MPLP and MRP. Regarding MPRP, the
fact that it takes into account both throughput and probability enabled it to deliver the
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best solutions from the average throughput perspective. Such solutions usually reside in
placing the UAV relatively close to user 2 (by favoring 23) so that the system throughput
is maximized. Obviously, doing so profits most to user 2: its average rate is around 19
bps/Hz when user 1 and user 3 rates vary between 14 and 16 bps/Hz.
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Figure 5.8 – User power allocation according to the selected UPT.

The presented results from Fig. 5.7 can also be looked at from the perspective of
the average power allocated to each user for every UPT. Figs. 5.8b and 5.8d show that
rate-focused techniques like MRP and MPLP, which tend to place the UAV over user 3
(favoring 22), end up loading user 3 with the highest power level, translating into a higher
throughput of user 3 compared to users 1 and 2. On the other hand, it is also clear from
Figs. 5.8a and 5.8c for MPP and MPRP that the power allocated to users 1 and 2 is more
important than for user 3. As mentioned previously for Fig. 5.7 regarding these methods,
the UAV placement favors UAV locations over user 1 (25) and user 2 (23), leading to a
higher achieved throughput for users 1 and 2 compared to user 3. To go even further,
since MPRP favors 23 exclusively, a greater gap is observed between the powers of user 1
and user 2 in MPRP compared to MPP. In fact, combining the analyses of Figs. 5.7, 5.8a
and 5.8c, we can say that MPP delivers similar rate and power allocations to users 1 and
2 with user 3 lagging behind, whereas MPRP delivers similar rate and power allocations
to users 1 and 3 with user 2 ahead of both users.

This great diversity in the performance results at the level of every different user pro-
vides a broad selection choice depending on system priorities. If cell-edge user’s perfor-
mance is prioritized (and thereby cell-edge user groups) over the total system throughput,
going with MRP is the most suitable choice. On the other hand, if cell-center user’s perfor-
mance is the priority, then MPRP and MPP can be employed in such cases, while keeping
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in mind that MPRP delivers the best overall throughput performance. Finally, MPLP
can be also used to favor the cell-edge user, while maintaining a good global throughput
and also reducing the optimization complexity compared to MRP due to the simpler mean
path loss model. This wide panel of selection also provides the network planner with a
multitude of answers to face the variations in time of the users traffic requirements, where
the user priorities could change and therefore the UPT strategy can change accordingly.

5.7 Conclusion
In this chapter, we addressed the problem of UAV placement for supporting an overloaded
BS in a two-cell NOMA CoMP system. The UAV positioning seeks the application of TM-
SIC which provides great fairness and throughput performance. The proposed approach
considers the LoS/NLoS channel combinations of users, instead of using the mean path
loss, which proved its efficiency in both TMSIC probability and system throughput. Ex-
clusive attention to TMSIC probability over system throughput showed its shortcomings
regarding high power limit values, whereas the combination of probability and throughput
information best captures the features of the problem and delivers the best performance
results. The presented techniques have a great diversity and can be selected at will ac-
cording to which group of users is prioritized (cell-edge vs. cell-center) with negligible
compromise on system performance.

In the last chapter of this thesis, we turn our attention towards the context of D2D
communications, while still seeking the applicability of mutual SIC NOMA. Enabling de-
vices in proximity to communicate in a peer-to-peer fashion is expected to offload the
surging demand in throughput from the network backbone, decentralizing it over the net-
work front-end. That being said, the anticipated leaps in capacity will require the use of
multi-factorial solutions. Therefore, we will be looking to combine our proposed NOMA
techniques to the D2D scenario while also resorting to full-duplex communications.

The contributions of this chapter led to the publication of the following journal paper:

A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “Analysis of Drone Placement Strate-
gies for Complete Interference Cancellation in Two-Cell NOMA CoMP Systems,” in IEEE
Access, vol. 8, pp. 179055-179069, Sept. 2020.
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Chapter 6

NOMA Mutual SIC for Full-Duplex
D2D Systems Underlaying Cellular
Networks

As the number of connected devices keeps on growing, paradigms shifts need to be under-
taken to keep up with the explosive demand. D2D communication is one such solution
which can increase the number of connections, reduce latency, and offload traffic from
MNOs without requiring any additional network infrastructures. That is why it has re-
ceived a growing interest from both academia and industry in the last couple of years
[32–36]. In this chapter, we propose to study the interplay of NOMA mutual SIC with
the D2D ecosystem to further improve system performance. Assuming a pre-established
cellular network, the aim will be to operate the D2D-Cellular User (CU) pairing and
power control such that the sum-throughput of the D2D underlay system is maximized
without affecting the QoS of CUs.

We first start by presenting state-of-the-art research on inband underlay D2D with
NOMA (section 6.1). Then, the system model is presented in section 6.2 and the joint
channel and power allocation problem is formulated, where it is shown that the resource
allocation problem could be separated into disjoint PA and channel assignment problems.
The PA problems of Full Duplex (FD) and Half Duplex (HD) without SIC (FD-NoSIC,
HD-NoSIC) are solved in section 6.3, while the PA problem with SIC is reformulated for
HD and FD (HD-SIC, FD-SIC) in section 6.4. Mutual SIC PA is solved for the case of
HD transmission in section 6.5. In sections 6.6, 6.7, and 6.8 the conditions of mutual
SIC for FD-D2D are derived, the problem constraint reduction is performed, and then a
geometrical resolution is proposed, allowing for a cost-effective resolution of the FD-SIC
PA problem. The channel allocation procedure is discussed in section 6.9. Simulation
results are presented in section 6.10, and conclusions are drawn in section 6.11.

The main contributions of this chapter can be summarized as follows:

• We derive the PMCs and SIC conditions allowing for mutual interference cancella-
tion between D2D and CU users.

• We show that PMCs imply the SIC conditions for both HD and FD transmission
modes, which greatly reduces the PA problem complexity for the case of FD-SIC.

• We solve analytically the PA problem for all transmission strategies, especially for
the case of FD-SIC where an efficient procedure is provided to optimally solve the

119
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D2D rate maximization problem with constant time complexity.

• The complementarity between D2D and mutual SIC NOMA is highlighted. It is
discussed how NOMA integration can extend the applicability of D2D to broader
user configurations and channel scenarios.

6.1 Related Works
Recently, considerable attention was directed at the combination of NOMA with D2D
communications in underlay mode. The study in [135] considers resource block assign-
ment and PA in a downlink NOMA system with D2D. HD is used in the D2D pairs, and
CUs are grouped in NOMA clusters. The influence of the HD-D2D users over the SIC
decoding orders of CUs is accounted for in both the block assignment and the PA phase,
because the interference they generate may change the decoding order. However, NOMA
SIC is not used to decode the interfering signals of the collocated D2D pairs. The same is
true for [136], but additional power constraints are introduced on the D2D pairs to main-
tain the same SIC decoding orders at CUs as for the case of D2D-disabled systems. The
work in [137] introduces the concept of D2D group, where a D2D transmitter communi-
cates with multiple D2D receivers via NOMA. To maximize the network sum-throughput,
sub-channel allocation is conducted using many-to-one matching for CU-D2D grouping,
and optimal PA is approximated iteratively via successive convex approximation. When
limiting the number of multiplexed D2Ds to one per CU user, the work in [138] provides
a joint D2D-CU grouping and PA strategy for energy efficiency maximization: the Kuhn-
Munkres technique is applied successively for channel allocation, while optimal PA is
obtained using the Karush-Kuhn-Tucker conditions. In all the preceding studies, NOMA
is applied either between the CU users [136], or between users of the same D2D group
[137, 138], but the interference cancellation of the D2D signals at the level of CU users
(and inversely) is not considered. At most, attention is given towards managing the SIC
decoding order at the level of the CUs in [135, 136], or at the level of the D2D receivers
in [137,138].

The work in [139] tackles the problem of HD-D2D throughput maximization in an
uplink system where NOMA is used between D2D and CU users. If the D2D causes strong
interference on the BS, its signal can be decoded and then subtracted before retrieving the
CU signal. However, FD-D2D is not studied and SIC occurs only at the level of the BS, i.e.
D2D devices suffer from CU interference. Besides, the information-theoretic conditions for
SIC feasibility are not considered in the study. In [140], an efficient graph-based scheme
is proposed to maximize the D2D sum-rate of an uplink system. To that end, an interlay
mode is introduced to HD-D2D communication where a D2D pair can join a NOMA
group to remove the interference between it and the cellular NOMA users. However, the
conditions for applying SIC - and thus for determining the SIC decoding order - are only
conditioned by the ascending order of channel gains between the senders and the receivers.
In other words, the interfering signals that can be canceled are the ones that are attributed
channel gains better than that of the useful signal, regardless of their power level at
reception. This may lead to outage probabilities of one if no PA measures are taken to
guarantee SIC stability as shown in [105]. The work in [141] incorporates NOMA into D2D
cellular networks to maximize system connectivity. Unlike [140], the D2D NOMA-aided
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modes are defined according to the SIC orders at the level of the D2D and the BS. The
SIC decoding orders are governed by the strong interfering signal which is bound to the
channel conditions as well as the used PA. The optimal PA and mode selection are solved
in the presence of decoding SINR threshold constraints, then the user pairing problem is
turned into a min-cost max-flow problem which is solved by the Ford–Fulkerson algorithm.
However, the channel and power conditions enabling the SIC procedure are not developed
beyond the SINR conditions, and furthermore, the case of FD-D2D NOMA-aided network
was not addressed neither in this study, nor in the entire literature combining NOMA and
D2D. Therefore, we study in this chapter the combination of NOMA with D2D systems
in general, and FD-D2D systems in particular. Also, differently from previous works,
great attention is directed towards deriving necessary and sufficient channel and power
conditions enabling mutual SIC application between D2D and CUs.

6.2 System Model
In this work, we consider the integration of a D2D underlay system into a pre-established
cellular network. The base network consists of  CU users transmitting over their assigned
UpLink (UL) channels separately, with a maximum of one channel per CU user. The
system bandwidth is divided into # ≥  channels and the D2D system is constituted of
� D2D pairs (� ≤  ) exchanging data over a subset of the  UL cellular channels, with
a single D2D pair per cellular channel. The pairs can exchange data either in HD or FD
mode, while the CUs are always in HD. The objective of the study is to perform optimal
D2D channel allocation and power control, such that the obtained D2D-CU pairs yield
maximum D2D sum-throughput while guaranteeing the required rates of the collocated
CU users. To that end, let C denote the set of CUs, C = {D1, D2, . . . , D }, and D the set
of D2D pairs, D = {(31,1, 31,2), (32,1, 32,2), . . . , (3�,1, 3�,2)}. A schematic of the network
is presented in Fig. 6.1, where 3=,1 and 3=,2 form the =th pair transmitting in FD mode.

The interference channel power gains between a CU D8, on the one hand, and 3=,1 and
3=,2 on the other hand, are denoted by ℎ3=,1,D8 and ℎ3=,2,D8 respectively. The direct link
between CU D8 and BS 1 has a squared channel gain denoted by ℎ1,D8 . The message <D8 ,
transmitted by D8 with power %D8 , reaches the BS with a power level %D8ℎ1,D8 , and causes an
interference level of %D8ℎ3=,1,D8 and %D8ℎ3=,2,D8 at 3=,1 and 3=,2 respectively. Each device 3=, 9
( 9 ∈ {1, 2}) of the =th D2D pair can transmit a message <=, 9 with power %=, 9 to the other
D2D user and suffers from both the interference of user D8 and its residual self interference
power [=, 9%=, 9 , with [=, 9 denoting its Self Interference (SI) cancellation capability. The
D2D inter-user channel gain is denoted by ℎ3= and the interference channel gains from
3=,1 and 3=,2 to the BS are denoted by ℎ1,3=,1 and ℎ1,3=,2 respectively. In this study, a
frequency-non-selective channel is assumed, so that the channel gains are independent
from the sub-band frequency and account only for large scale fading including path loss
and shadowing.

In this work, it is assumed that, prior to resource allocation and data exchange, a
D2D discovery phase [14,32,142] takes place in the system, during which the D2D devices
inform the BS about their desire to initiate a D2D link, and forward to the BS their
estimates of the D2D-CU links (ℎ3=,1,D8 , ℎ3=,2,D8), as well as the D2D links (ℎ3=). Therefore,
the BS is assumed to have perfect knowledge of the long-term evolution of the different
channel gains, through signaling exchange between the different entities. The BS then
performs resource allocation based on these estimated channel gains to optimally pair
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Direct Link
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Figure 6.1 – FD-D2D system with � pairs underlaying a cellular network with  CUs.

the D2Ds to CUs and to instruct D2D-CU pairs of the required transmit powers on their
collocated channels, according to the selected transmission scenario.

6.2.1 Formulation of the Joint Channel and Power Allocation
Problem

Let $ be the channel allocation matrix, with element >(=, 8) at the =th row and 8th

column equaling one if D2D pair = is collocated with CU D8 and zero otherwise. Also,
let R�2� (=, 8) be the maximum achievable D2D rate of pair = when collocated with D8.
Channel allocation is performed such that a D2D pair is multiplexed over a single UL
channel, on the one hand, and that a maximum of one D2D pair is multiplexed over a
UL channel, on the other hand. The joint channel and power allocation problem for the
maximization of the total D2D throughput can be cast as:

max
{$,%=,1,%=,2,%D8 }

(
 ∑
8=1

�∑
==1

>(=, 8) × R�2� (=, 8)
)

s.t.
 ∑
8=1

>(=, 8) = 1,∀= ∈ {1, . . . , �},
�∑
==1

>(=, 8) ≤ 1,∀8 ∈ {1, . . . ,  }, (6.1)

where R�2� (=, 8) is the solution to:

max
{%=,1,%=,2,%D8 }

'�2� (=, 8), (6.2)
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such that:

'D8 ≥ 'D8 ,<8=, (6.2a)
%=,1 ≤ %=,1," , (6.2b)
%D8 ≤ %D8 ," , (6.2c)
%=,2 ≤ %=,2," . (6.2d)

%D8 ," , %=,1," , %=,2," are the maximum transmit powers of D8, 3=,1 and 3=,2 respectively,
'D8 ,<8= is the minimum target rate of D8, 'D8 its achieved rate, and '�2� (=, 8) the D2D
rate, i.e. the sum of the rates achieved by 3=,1 ('3=,1) and 3=,2 ('3=,2).
From the structure of Problem (6.1), and since CUs are allocated orthogonal channels,
the performance of a given D2D-CU pair is independent from the network activity over
the remaining channels in the system. Therefore, one can optimize the throughput of all
possible D2D-CU pairs, constructing a � ×  table of achievable rates, and then proceed
to the optimal channel allocation phase which assigns the D2D-CU pairs based on their
achievable rate, aiming to maximize the D2D sum-throughput in the system. The aim
of the following sections is to obtain the optimal PAs of the four transmission methods
FD-NoSIC, HD-NoSIC, HD-SIC and FD-SIC in order to build their corresponding tables
of achievable rates R��−#>(��

�2� ,R��−#>(��
�2� ,R��−(��

�2� , and R��−(��
�2� respectively. Based on

these tables, optimal channel allocation is conducted in section 6.9.

6.3 Power Allocation for No-SIC Scenarios
From hereinafter, since the optimal D2D rate of all (=, 8) couples is to be computed and
because the resolution of the PAs is independent of the elected D2D-CU couple, we drop
the indices relative to a specific D2D pair and CU. Hence, user D designates the CU at
hand, and 31 and 32 are the corresponding D2D pair. The involved channels gains are
therefore denoted by ℎ3, ℎ1,31 , ℎ1,32 , ℎ31,D, ℎ32,D and ℎ1,D, and the transmit powers of
31, 32 and D are %1, %2, %D, with their power limits %1," , %2," , %D," .

6.3.1 FD-NoSIC
In FD, 31 and 32 transmit simultaneously, thus they both suffer from Residual SI (RSI).
Since, in this method, SIC is not attempted at the levels of 31, 32 and the BS, the SINRs
at the level of the BS and the D2D users are given by:

(�#'1 =
%Dℎ1,D

%1ℎ1,31 + %2ℎ1,32 + f2 ,

(�#'31 =
%2ℎ3

%Dℎ31,D + [1%1 + f2 , (�#'32 =
%1ℎ3

%Dℎ32,D + [2%2 + f2 , (6.3)

with f2 being the additive Gaussian noise power. The achieved rates are expressed
according to the Shannon capacity theorem:

'D = � log2(1 + (�#'1), (6.4)
'31 = � log2(1 + (�#'31), '32 = � log2(1 + (�#'32), (6.5)
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with � the bandwidth of each UL channel resource. Due to the interference terms in
(6.3), Problem (6.2) is non-convex. To solve it, a geometrical representation can be used,
leading to the analytical global solution in [143]. This method is adopted in our work to
derive the results of the FD-NoSIC scenario in the performance assessment section.

6.3.2 HD-NoSIC
The time slot is now divided into two equal half-time slots where 31 and 32 alternately
transmit and receive information. To maximize the total D2D rate, the optimization is
conducted separately in the two half-time slots. In the first half, 31 transmits information
(%2 = 0). In Problem (6.2), the objective function and CU rate are now:

'�2�,1 = '32 = � log2(1 +
%1ℎ3

%D,1ℎ32,D + f2 ),

'D,1 = � log2(1 +
%D,1ℎ1,D

%1ℎ1,31 + f2 ).

Also, Problem (6.2) is constrained only by eqs. (6.2a) to (6.2c). Note that %D,1 is the
transmit power of D during the first half-time slot. '�2�,1 is strictly increasing with %1 and
decreasing with %D,1; therefore, to maximize '�2�,1 = '32 , %1 should be increased and %D,1
decreased as long as 'D,1 satisfies the minimum rate condition of the CU. Consequently,
%1 should be increased as much as possible and then %D,1 is obtained as a function of
%1 (%D,1 = 5 (%1)) by enforcing an equality between 'D,1 and 'D,<8=. If, for %1 = %1," ,
5 (%1,") ≤ %D," , couple (%1," , 5 (%1,")) is retained as the (%1, %D,1) solution; otherwise,
couple ( 5 −1(%D,"), %D,") delivers the best solution. This is summarized as follows:

%∗1 = min{%1," , 5
−1(%D,")}, %∗D,1 = 5 (%∗1),

where 5 −1(%D,") is given by:

5 −1(%D,") =
1

ℎ1,31

[
%D,"ℎ1,D

2
'D,<8=
� − 1

− f2
]
.

The same reasoning is applied for the second half-time slot (where %1 = 0) to maximize
'�2�,2 = '31 . The total user D and D2D rates are given by:

'D =
1
2'D,1 +

1
2'D,2, '�2� =

1
2'31 +

1
2'32 .

6.4 Power Allocation Problem Modification for HD
and FD with Mutual SIC (HD-SIC and FD-SIC)

Using a SIC receiver at the level of the BS and the D2D users, interfering messages can be
decoded and then subtracted from the received message, canceling thereby the interference
in both FD and HD scenarios. Let <1 and <2 be the messages transmitted by devices 31
and 32. In the case of FD, the BS can decode and subtract successively <1 then <2, or <2
then <1, before proceeding to the decoding of <D (the message transmitted by the CU);
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hence, two decoding orders are possible. Users 31 and 32 can also remove the interference
of D, leading to the following SINR expressions:

(�#'31 =
%2ℎ3

[1%1 + f2 ,

(�#'32 =
%1ℎ3

[2%2 + f2 ,

(�#'1 =
%Dℎ1,D

f2 .

The SINR expressions are replaced in (6.4) and (6.5) to obtain 'D and '�2� = '31 + '32

that will be used in Problem (6.2). For the case of HD, the SINRs in the first half-time
slot are:

(�#'32 =
%1ℎ3
f2 , (�#'1 =

%Dℎ1,D

f2 .

In the second half-time slot, (�#'1 is the same as in the first half-time slot, and (�#'31 is
given by %2ℎ3/f2. Problem (6.2) is now reformulated in each time slot by expressing the
rates using the present SINRs. However, additional constraints relative to the SIC feasi-
bility must be added to the problem. In the following sections, PMCs and SIC conditions
are derived and then Problem (6.2) is solved for HD-SIC and FD-SIC successively.

6.5 Power Allocation for HD-SIC scenario
Consider the first half-time slot, where D and 31 are transmitting and 1 and 32 are
receiving. Hereafter, we develop the mutual SIC constraints between 1 and 32 (as a
receiver). Let (�#'< 9

8
be the SINR of message < 9 at the level of user 8 (8 is either 31, 32

or 1, and 9 is either 1, 2 or D). For 1 to successfully decode the message <1 transmitted
by 31 to 32, the received rate of <1 at the level of 1 must be greater than the rate of <1
at the level of 32. Thus, we must have: (�#'<1

1
> (�#'

<1
32
. Similarly, the rate condition

for the decoding of <D at the level of 32 is derived from the condition (�#'<D
32
> (�#'

<D
1

.
This situation is equivalent to the case of two different RRHs transmitting both messages
to two separate receivers, which was studied in chapter 2. The SINR conditions lead to:

ℎ1,31ℎ32,D > ℎ3ℎ1,D . (6.6)

In addition to condition (6.6), the PMCs must be verified, in order to ensure that the
message to be decoded first at the level of a receiver has a higher power level than that
of the remaining message. The PMCs for the decoding of <D and <1 at the level of 32
and 1 are given by:

%D,1ℎ32,D > %1ℎ3

%1ℎ1,31 > %D,1ℎ1,D

}
⇒ � =

ℎ3

ℎ32,D
<
%D,1
%1

<
ℎ1,31

ℎ1,D
= �. (6.7)

Note that (6.6) is satisfied if (6.7) is satisfied, since (6.6) is equivalent to � < �. Therefore,
the PMCs encompass the rate conditions while being more restrictive. Problem (6.2) now
only includes the additional constraint (6.7) for the first time slot. The HD-SIC rate
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expressions are as follows:

'�2�,1 = '32 = � log2(1 +
%1ℎ3
f2 ),

'D,1 = � log2(1 +
%D,1ℎ1,D
f2 ).

Maximizing '32 lies in the increase of %1. Also, guaranteeing the CU rate 'D,<8= can
be achieved by setting %D,1 to %D,< = (2

'D,<8=
� − 1)f2/ℎ1,D. However, due to the PMCs,

the increase in %1 is very likely to increase %D,1 according to the range of allowed values
in (6.7), leading to an excess of CU rate. Since maximization of network throughput (i.e.
sum of D2D and CU rates) is not our objective, we select from the range of admissible
'D,1 values, the one closest to 'D,<8=. With that criterion in mind, the PA problem for
D2D rate maximization is solved by increasing %1 as much as possible (possibly until
%1,") and adjusting %D,1 accordingly. The proposed PA procedure, illustrated in Fig. 6.2,

roll back

to

outside the solution
space

solution lines

Figure 6.2 – Schematic of the solution space to the HD-SIC PA problem, for different
%1," values.

operates as follows: if %1," < %D,</�, keep the couple (%1 = %1," , %D,1 = %D,<) as the
optimal solution. This case is represented by the example %1

1," on the horizontal blue
line in Fig. 6.2. If this is not the case, check if �%1," > %D," . If yes (cf. example
%3

1," in Fig. 6.2), the solution is (%D,"/�, %D,"); if not (cf. example %2
1,"), the solution

is (%1," , �%1,"). Restricting the solution space to the blue lines in Fig. 6.2 guarantees
that the CU always transmits at the minimum necessary power that respects the problem
constraints. Note that if %1," is too low (< %D,</�), the problem is not feasible even
when (6.6) is verified.
For the second time slot, the same methodology is followed, where the PMCs and the new
necessary and sufficient channel conditions are given by:

ℎ31,Dℎ1,32 > ℎ1,Dℎ3 , (6.8)

�
′
=

ℎ3

ℎ31,D
<
%D,2
%2

<
ℎ1,32

ℎ1,D
= �

′
. (6.9)
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As a conclusion, in the HD-SIC scenario, the system checks for the validity of the channel
condition corresponding to the half-time slot before going through the procedure described
above. If the channel condition is not favorable or if no solution exists (i.e. %D,< > %D,"
or %1," < %D,</� for the first half, and %2," < %D,</�

′ for the second half), the system
reverts to the HD-NoSIC solution of section 6.3.2. This leads to four possible combinations
of SIC/NoSIC procedures, two for every half-time slot, and they are all included in the
HD-SIC algorithm.

6.6 Derivation of the SIC conditions for FD mutual
SIC

In this scenario, we are looking for the conditions that allow 31 to decode <D, 32 to decode
<D, and 1 to decode <1 and <2. As already mentioned, two decoding orders are possible
at the level of 1.

6.6.1 First decoding order: 1 decodes <2 then <1

We first start by studying the mutual SIC constraints between 1 and 31 (as a receiver).
For 1 to successfully decode message <2 transmitted by 32 to 31, we must have:

(�#'
<2
1
> (�#'

<2
31
,

%2ℎ1,32

f2 + %1ℎ1,31 + %Dℎ1,D
>

%2ℎ3
f2 + %1[1 + %Dℎ31,D

.

Since practical systems are interference-limited [98,99], the noise power is negligible com-
pared to the interfering terms, which yields the SIC condition:

%1(ℎ1,32[1 − ℎ3ℎ1,31) + %D (ℎ31,Dℎ1,32 − ℎ3ℎ1,D) > 0. (6.10)

In addition to condition (6.10), the PMCs must be verified. Since 1 decodes <2 first, then
we have the following PMC for the decoding of <2:

%2ℎ1,32 > %1ℎ1,31 + %Dℎ1,D . (6.11)

However, the PMC for the decoding of <1 at the level of 1 is given by:

%1ℎ1,31 > %Dℎ1,D, (6.12)

since <2 is subtracted prior to decoding B1. For 31 to be able to remove the interference
of <D prior to retrieving <2, we must have (�#'<D

31
> (�#'

<D
1

, which leads to:

%Dℎ31,D

f2 + %1[1 + %2ℎ3
>

%Dℎ1,D

%2ℎ1,32 + %1ℎ1,31 + f2

%1(ℎ31,Dℎ1,31 − ℎ1,D[1) + %2(ℎ31,Dℎ1,32 − ℎ1,Dℎ3) > 0, (6.13)

and the corresponding PMC is:

%Dℎ31,D > %2ℎ3 + %1[1. (6.14)



Chapter 6. NOMA Mutual SIC for Full-Duplex D2D Systems Underlaying Cellular Networks128

Regarding the mutual SIC between the receivers 1 and 32, the decoding of <1 at the level
of 1 requires (�#'<1

1
to be greater than (�#'<1

32
:

%1ℎ1,31

f2 + %Dℎ1,D
>

%1ℎ3
f2 + %2[2 + %Dℎ32,D

,

%2ℎ1,31[2 > %D (ℎ1,Dℎ3 − ℎ32,Dℎ1,31). (6.15)

Note that (�#'<1
1

does not include %2 since <2 is decoded and canceled prior to <1.
The corresponding PMC is given by:

%1ℎ1,31 > %Dℎ1,D . (6.16)

At the level of 32, (�#'<D32
must be greater than (�#'

<D
1

to decode and subtract <D
before retrieving <1. This yields the following condition:

(�#'
<D
32
> (�#'

<D
1

%Dℎ32,D

f2 + %2[2 + %1ℎ3
>

%Dℎ1,D

f2 + %1ℎ1,31

%1(ℎ1,31ℎ32,D − ℎ3ℎ1,D) > %2[2ℎ1,D (6.17)

Note that this new expression of (�#'<D
1

does not include the interference term %2ℎ32,D

as it was the case in (6.13), because <2’s interference is cancelled prior to removing <1.
Finally, the PMC at the level of 32 is given by:

%Dℎ32,D > %1ℎ3 + %2[2. (6.18)

6.6.2 Second decoding order: 1 decodes <1 then <2

Following the same reasoning as in section 6.6.1, for the case where <1 is decoded before
<2 at the level of 1, the PMC and rate constraints for a full mutual SIC between 31 and
1, and 32 and 1, are obtained and listed below:

%1[1ℎ1,32 > %D (ℎ1,Dℎ3 − ℎ1,32ℎ1,31) (6.19)
%2(ℎ31,Dℎ1,32 − ℎD,1ℎ3) > ℎD,1[1%1 (6.20)

%2(ℎ1,31[2 − ℎ1,32ℎ3) + %D (ℎ1,32ℎ1,31 − ℎ1,Dℎ3)>0 (6.21)
%1(ℎ32,Dℎ1,31 − ℎ3ℎD,1)+%2(ℎ321ℎ32,D − ℎD,1[2) > 0 (6.22)

%2ℎ1,32 > %Dℎ1,D (6.23)
%Dℎ31,D > %2ℎ3 + %1[1 (6.24)

%1ℎ1,31 > %Dℎ1,D + %2ℎ1,32 (6.25)
%Dℎ32,D > %1ℎ3 + %2[2 (6.26)

In addition to constraints eqs. (6.2a) to (6.2d), Problem (6.2) now includes eight new
constraints that express the full SIC feasibility (either equations (6.10) to (6.18) or (6.19)
to (6.26), depending on the decoding order). Solving this optimization problem with in-
equality constraints by means of the standard Karush–Kuhn–Tucker conditions implies
exploring all the possible combinations of active/inactive constraints (an inequality con-
straint is active if it is verified with equality). This results in a total of 212−1 combinations
to be considered. To reduce this exorbitant complexity, the interplay between SIC rate
conditions and PMCs is analyzed in the next section, targeting the removal of redundant
constraints.
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6.7 Power Allocation Problem Simplification of FD-
SIC by Constraint Reduction

Consider the first decoding order at the level of 1 where <2 is decoded before <1. The
PMCs for the decoding of <1 at the level of 1 and of <D at the level of 32 are given by
(6.16) and (6.18). By multiplying (6.16) by ℎ32,D and adding it to (6.18) multiplied by
ℎ1,D, one can eliminate %D to obtain:

%1(ℎ1,31ℎ32,D − ℎ3ℎ1,D) > %2[2ℎ1,D,

which is the SIC condition (6.17) introduced to remove <D at the level of 32. Also,
eliminating %1 from the two PMCs by means of adding (6.16) multiplied by ℎ3 to (6.18)
multiplied by ℎ1,31 yields (6.15). Consequently, the PMCs for the decoding of <1 at the
level of 1, and <D at the level of 32 imply their counterpart rate conditions. Moreover,
it is noted from (6.17) that the same necessary condition (6.6) that is found in HD-SIC
between 1 and 32 as receivers, is obtained for the application of FD-SIC between 32 and
1:

ℎ1,31ℎ32,D > ℎ3ℎ1,D . (6.6)
Note that if (6.6) is not true, (6.17) becomes impossible to satisfy no matter %1 and %2;
however, when (6.6) is true, (6.17) can be satisfied under an adequate power play between
%1 and %2.

We now move to the PMCs and SIC conditions for the decoding of <2 and <D at the
level of 1 and 31 respectively, i.e. (6.11), (6.14), (6.10) and (6.13).

By adding (6.11) multiplied by ℎ3 to (6.14) multiplied by ℎ1,32 , %2 is eliminated to
yield:

%D (ℎ31,Dℎ1,32 − ℎ1,Dℎ3) > %1(ℎ1,31ℎ3 + [1ℎ1,32), (6.27)
which can be further transformed into:

%1([1ℎ1,32 − ℎ1,31ℎ3) + %D (ℎ31,Dℎ1,32 − ℎ1,Dℎ3) > 2%1[1ℎ1,32

⇒ %1([1ℎ1,32 − ℎ1,31ℎ3) + %D (ℎ31,Dℎ1,32 − ℎ1,Dℎ3) > 0.

Thus, PMCs (6.11) and (6.14) imply (6.10). In fact, not only do they imply the rate
condition, but it is clear that the PMCs represent more restrictive constraints than rate
conditions. Finally, eliminating %D from the PMCs through the combination of (6.11)
multiplied by ℎ31,D with (6.14) multiplied by ℎ1,D yields:

%2(ℎ1,32ℎ31,D − ℎ3ℎ1,D) > %1(ℎ1,31ℎ31,D + [1ℎ1,D), (6.28)

which can be rearranged into:

%2(ℎ1,32ℎ31,D − ℎ3ℎ1,D) > %1(ℎ1,31ℎ31,D + [1ℎ1,D)
%2(ℎ31,Dℎ1,32−ℎ1,Dℎ3)+%1(ℎ31,Dℎ1,31−ℎ1,D[1)>2%1ℎ1,31ℎ31,D ⇒ (6.13).

Once again, the PMCs for the decoding of <2 and <D at 1 and 31 imply their rate
condition counterparts. Note that the necessary channel condition that appears from
(6.27) and (6.28) is the same as in the case of HD-SIC in the second half-time slot:

ℎ31,Dℎ1,32 > ℎ1,Dℎ3 . (6.8)
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Also, the combinations of (6.16) with (6.14), and (6.18) with (6.11), while eliminating %D,
give the following condition:

%1(ℎ1,31ℎ31,D − [1ℎ1,D) > %2ℎ3ℎ1,D,

%2(ℎ1,32ℎ32,D − [2ℎ1,D) > %1(ℎ1,31ℎ32,D + ℎ3ℎ1,D).
These inequalities yield two other necessary, but not sufficient, channel conditions for the
application of full SIC to the system:

ℎ1,31ℎ31,D > [1ℎ1,D, (6.29)
ℎ1,32ℎ32,D > [2ℎ1,D . (6.30)

Repeating the same procedure for the second decoding order delivers the same results:
1) the PMCs encompass the rate conditions,
2) the same four necessary channel conditions (6.6), (6.8), (6.29), and (6.30) are obtained.

Therefore, in the FD-SIC scenario, the system checks the validity of (6.6),(6.8), (6.29),
and (6.30) prior to solving the PA problem for each decoding order. If the channel con-
ditions are not valid or no solution is obtained for (6.2), the FD-SIC algorithm reverts to
the FD-NoSIC procedure described in section 6.3.1.
As a conclusion for this section, Problem (6.2) is now only equipped with the PMC set cor-
responding to the decoding order (i.e. eqs. (6.11), (6.14), (6.16) and (6.18), or eqs. (6.23)
to (6.26)), in addition to constraints eqs. (6.2a) to (6.2d). This reduces the number of
combinations of active/inactive constraints from 212 − 1 to 28 − 1 which is still consid-
erable. The aim of the next section is to workaround the need of a full search over the
corresponding 255 cases for determining the optimal PA. This is done by efficiently deter-
mining the meaningful constraint combinations, based on the geometrical interpretation
of the FD-SIC PA problem. Considerable complexity reductions arise from this approach
as shown next.

6.8 Solution for FD-SIC Optimal Power Allocation
The proposed geometrical resolution of the FD-SIC D2D rate maximization PA problem
is presented in detail for the first decoding order. First, the geometrical representation
of the solution space satisfying the PMCs and power limit constraints is provided. Then,
a procedure is elaborated leading to the reduction of the search space to the minimum
required. Afterwards, the optimization is conducted on the resulting reduced search space.
At last, a quick summary of the optimal PA procedure is presented including the required
changes to obtain the optimal PA for the second decoding order.

6.8.1 3D Solution Space Representation
The four PMCs that must be satisfied for the first decoding order (eqs. (6.11), (6.14),
(6.16) and (6.18)) are re-written in the following form:

%Dℎ1,D < %2ℎ1,32 − %1ℎ1,31 (%"�1)
%Dℎ31,D > %2ℎ3 + %1[1 (%"�2)
%Dℎ1,D < %1ℎ1,31 (%"�3)
%Dℎ32,D > %1ℎ3 + %2[2 (%"�4)
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In the 3D space of axes G, H, I representing variables %1, %2 and %D respectively, we intro-
duce planes PL1,PL2,PL3 and PL4 whose equations are given by PMCs 1, 2, 3 and 4
when the conditions are met with equality. In the following, we refer to PL8 as the plane
derived from, or equivalently, corresponding to, or simply, as the plane of %"�8. Each
PMC restricts the search space either to the half space below its corresponding plane like
for %"�1 and %"�3, or to the half space above its corresponding plane as for %"�2
and %"�4. On the other hand, the transmit power limits restrict the search space to the
region within the parallelepiped defined by the sides G = %1," , G = 0, H = %2," , H = 0,
I = %D," , I = %D,<. To have a non-empty search space (i.e. FD-SIC is feasible), the

Figure 6.3 – Schematic of the search space formed inside the intersection of the PMC
planes with the parallelepiped of power limits.

pentahedron defined by the space region above PL2 and PL4 and below PL1 and PL3
must be non-empty, and it must have a common region with the parallelepiped.

• Non-empty pentahedron: The pentahedron is non-empty if the planes PL1 and PL3
are on top of PL2 and PL4. For that to be the case, the intersection lines of PL1
with PL2 and PL4 (,1,2 and ,1,4 respectively), must be below PL3, as shown in
Fig. 6.3.
Let ®D be the direction vector of ,1,2; ,1,2 is below PL3 if and only if the slope of
,1,2’s projection on the (%1, %D) plane is less steep than that of PL3. This translates

into having I( ®D)
G( ®D) < ℎ1,31/ℎ1,D, which is shown in appendix 6.A to yield the following



Chapter 6. NOMA Mutual SIC for Full-Duplex D2D Systems Underlaying Cellular Networks132

channel condition:

ℎ1,31ℎ31,D − [1ℎ1,D > 2ℎ1,Dℎ3
ℎ1,31

ℎ1,32
. (6.31)

Condition (6.31) imposes more restrictive constraints on ℎ1,31ℎ31,D − [1ℎ1,D than in
(6.29) which was expected, as it turns the previously necessary channel condition
into a sufficient one. Moreover, (6.31) can also be equivalently rewritten as follows:

ℎ1,32ℎ31,D − ℎ1,Dℎ3 >
ℎ1,D

ℎ1,31
([1ℎ1,32 + ℎ1,31ℎ3), (6.32)

which is also an enhanced constraint on ℎ1,32ℎ31,D − ℎ1,Dℎ3 with respect to (6.8) to
turn it into a sufficient constraint.
Following the same approach for ,1,4 (c.f. appendix 6.A), the necessary channel
condition can be written in the two equivalent forms:

ℎ1,31ℎ32,D − ℎ3ℎ1,D > 2ℎ1,D[2
ℎ1,31

ℎ1,32
, (6.33)

ℎ1,32ℎ32,D − ℎ1,D[2 >
ℎ1,D

ℎ1,31
(ℎ1,32ℎ3 + [2ℎ1,31). (6.34)

Again, the necessary condition expressed in (6.33) and (6.34) is more restrictive
than the necessary conditions of (6.6) and (6.30).

• Pentahedron ∩ parallelepiped: For the pentahedron to have a non-empty intersec-
tion with the parallelepiped, it is sufficient to make sure that the intersection line of
PL1 with PL3 (!3) intersects the plane of equation I = %D,< within the %1," and
%2," limits. These conditions on the G, H coordinates of PL3∩PL1∩%D,< yield the
constraints:

%D,<
ℎ1,D

ℎ1,31
< %1," & 2%D,<

ℎ1,D

ℎ1,32
< %2," . (6.35)

Conditions (6.31), (6.33) and (6.35) form the necessary and sufficient constraints for the
existence of a solution to the FD-SIC PA problem according to the first decoding order.

6.8.2 Search Space Reduction
We prove in this section that the optimal solution lies on the intersection line of PL2,PL4
or the lower side of the parallelepiped, (D, with one of the outer sides of the paral-
lelepiped, (1, (2, (* (cf. Fig. 6.3), respectively defined by: G = %1," for (H, I) ∈ [0, %2,"] ×
[%D,<, %D,"], H = %2," for (G, I) ∈ [0, %1,"] × [%D,<, %D,"], and I = %D," for (G, H) ∈
[0, %1,"] × [0, %2,"].

Proposition 6.1. The optimal solution lies on one of the outer sides of the parallelepiped.

Proof. The D2D rate is given by:

'�2� (%1, %2) = � log2(1 +
%1ℎ3

%2[2 + f2 ) + � log2(1 +
%2ℎ3

%1[1 + f2 )
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For any couple (%1, %2), and ∀V > 1, the throughput of (V%1, V%2) is greater than
'�2� (%1, %2) since:

'�2� (V%1, V%2) =� log2(1 +
%1ℎ3

%2[2 + f2/V ) + � log2(1 +
%2ℎ3

%1[1 + f2/V )

>� log2(1 +
%1ℎ3

%2[2 + f2 ) + � log2(1 +
%2ℎ3

%1[1 + f2 )

='�2� (%1, %2).

Therefore, given an initial triplet (%1, %2, %D), a higher throughput-achieving triplet can
be obtained by simply multiplying the components by a factor larger than 1. The higher
V, the higher the throughput, meaning that V should be increased until reaching the
boundaries of the region, which can be either %1," , %2," or %D," . �

Moreover, the D2D rate is independent of %D. This means that when moving on a vertical
line in the solution space, '�2� is constant and %D only affects the CU rate. To keep
the CU rate as close as possible to 'D,<8=, we select the smallest %D value from the range
of admissible values for a given (%1, %2) couple. Since every point in the solution space
must be on top of PL2 and PL4, the minimum allowed value of %D is given by forcing
the equality either on %"�2 or on %"�4, according to the one that delivers the higher
minimum value of %D for the considered (%1, %2) couple.

As a conclusion, the optimal solution lies on the intersection segment of one of the
outer sides of the parallelepiped, (1, (2, or (* , with one of the planes PL2, PL4, or (D.
(D intersects (1 and (2 in the edges 41 and 42 (c.f. Fig. 6.3), whereas PL2 and PL4 can
yield three intersection lines each, one with (1, one with (2 and one with (* . Thus, the
search space is reduced to these eight intersection segments. However, given the shape of
the solution space, some of these segments are mutually exclusive. The aim of the next
section is to determine which subset of segments should be accounted for in the power
optimization process, depending on the channel conditions of the D2D-CU couple.

6.8.3 Selection of the Useful Intersections
As can be seen from Fig. 6.3, some of the eight intersections can be discarded. For
example, the intersection of (D with (1 and (2 is not relevant, since the value of %D is
decided by %"�2 and %"�4, whose planes are on top of (D near sides (1 and (2. Fig. 6.4
shows the projection on plane (%1, %2) of the partition of the space into two vertical
regions where %"�4 encompasses %"�2 for region 1, and %"�2 encompasses %"�4 for
region 2. The plane separating the two regions is the vertical plane passing through the
straight line !_ , PL4 ∩ PL2. Therefore, for the case of Figs. 6.3 and 6.4, the D2D
rate optimization is to be conducted over segment G18 ∪ 8E4 which is included in (1, over
segment E4E5 included in (* , and over segment E5B2 included in (2. By doing so, the
optimization over segments C18, 863, 6362 and 62 92 is avoided.
Therefore, the first step in reducing the number of intersections to be considered lies in
determining which of %"�4 and %"�2 encompasses the other, and for which region of
the space. To that end, a schematic of PL2 and PL4 is presented in Figs. 6.5a and 6.5b,
showing their intersection with the planes defined by %1 = 0 and %2 = 0. The angles of
these intersection lines and their slopes are shown in Fig. 6.5.
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Figure 6.4 – Schematic of the solution space showing the regions of dominance of %"�4
over %"�2 and vice-versa.

6.8.3.1 Interplay between %"�2 and %"�4

Depending on the angles Ω, W, b and g, four cases are identified to determine the interplay
between %"�2 and %"�4:

1. Ω > b, W > g: %"�2 encompasses %"�4 (%"�2 ⇒ %"�4) over all the positive
(%1, %2) plane.

2. Ω < b, W < g: %"�4 encompasses %"�2 (%"�4 ⇒ %"�2) over all the positive
(%1, %2) plane.

3. Ω < b, W > g: %"�4 encompasses %"�2 in region 1 and %"�2 encompasses %"�4
in region 2, (cf. Fig. 6.4).

4. Ω > b, W < g: %"�2 encompasses %"�4 in region 1 and %"�4 encompasses %"�2
in region 2.

Before proceeding, note that even for cases 3) and 4), it is still possible for a PMC to
encompass the other on the entire search space if the whole search space is included either
in region 1 or 2. This is depicted in the examples of Figs. 6.6 and 6.7 which take back
the conditions of Fig. 6.4 with some modifications. In Fig. 6.6, PL1 is such that ,1,4 is
at the right side of !_ (,1,4 is in region 2), then the search space is included in region 2
and only %"�2 needs to be accounted for. The other scenario is represented in Fig. 6.7
where PL3 ∩PL2 is at the left side of !_ (in region 1), hence %"�4 encompasses %"�2
over the entirety of the search space. The first scenario occurs when !_ is on top of PL1,
and the second one occurs when !_ is on top of PL3.
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(a) %"�2 (b) %"�4

Figure 6.5 – Isolated schematics of PL2 and PL4 in the 3D space.

To determine if the search space is totally included in region 1 or 2 for the cases
3) and 4), we introduce 51, 53 and 5_, the functions of %1, %2 which yield the %D value
corresponding to the planes PL1,PL3 and to !_. A parametric equation of !_ is given
by:

!_ =



G =

(
ℎ3

ℎ31,D
− [2
ℎ32,D

)
< = [tan(W) − tan(g)]<

H =

(
ℎ3

ℎ32,D
− [1
ℎ31,D

)
< = [tan(b) − tan(Ω)]<

I =
ℎ2
3
− [1[2

ℎ31,Dℎ32,D
<

In the case of Fig. 6.6, the search space is included in region 2 if and only if !_ is on
top of PL1. For the case of Fig. 6.7, the search space is included in region 1 if and only
if !_ is on top of PL3. To determine the conditions of each scenario, we first have to
check if the conditions of case 3), where W > g and b > Ω, or those of case 4), where W < g
and b < Ω, are met. To study the relative position of !_ with respect to PL1 and PL3,
< is chosen such that the comparison is conducted in the first octant. Since in case 3),
W > g ⇒ tan(W) − tan(g) > 0, then < must be positive in case 3) and, conversely, negative
in case 4).
The search space is included in region 2 if:

5_ (%1, %2) > 51(%1, %2)

⇒
ℎ2
3
− [1[2

ℎ31,Dℎ32,D
< >

%2ℎ1,32 − %1ℎ1,31

ℎ1,D

Replacing %1 by (ℎ3/ℎ31,D − [2/ℎ32,D)<, and %2 by (ℎ3/ℎ32,D − [1/ℎ31,D)<, we get:

ℎ1,D (ℎ2
3
− [1[2)

ℎ31,Dℎ32,D
< > ( ℎ3

ℎ32,D
− [1
ℎ31,D
)<ℎ1,32 − (

ℎ3

ℎ31,D
− [2
ℎ32,D
)<ℎ1,31
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Figure 6.6 – Figure representing case 3) with the solution search space included in region 2.

Let Γ be the following proposition:

ℎ1,D (ℎ2
3
− [1[2)

ℎ31,Dℎ32,D
>
ℎ1,32ℎ3 + ℎ1,31[2

ℎ32,D
−
ℎ1,32[1 + ℎ1,31ℎ3

ℎ31,D

Since < should be positive for case 3) and negative for case 4), we conclude that:

• The search space included in region 2 for case 3) is equivalent to having the propo-
sition Γ = 1.

• The search space included in region 2 for case 4) is equivalent to having the propo-
sition Γ = 0.

On the other hand, the search space is included in region 1 if:

5_ (%1, %2) > 53(%1, %2)

⇒ (ℎ2
3 − [1[2)< >

(ℎ3ℎ32,D − [2ℎ31,D)ℎ1,31

ℎ1,D
<

Let Ξ be the following proposition:

(ℎ2
3 − [1[2)ℎ1,D > (ℎ3ℎ32,D − [2ℎ31,D)ℎ1,31 (6.36)

Therefore, the search space is included in region 1 if:

• Ξ = 1 for case 3),

• Ξ = 0 for case 4).
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Figure 6.7 – Figure representing case 3) with the solution search space included in region 1.

Conclusion: to determine if the search space is completely included in one of the two
regions, for cases 3) and 4), we simply have to test the validity of Γ and Ξ and draw the
corresponding conclusion to each case.

To summarize, by comparing Ω to b and W to g, and according to the values of Ξ and
Γ in cases 3) and 4), the number of intersections to be considered is reduced by selecting
the appropriate PMC between %"�2 and %"�4 in the corresponding space region. For
the sake of clarity, we introduce %"�2,4 as the efficient combination of %"�2 and %"�4,
given by:

%D ≥


%2ℎ3 + %1[1

ℎ31,D
, if %2(

ℎ3

ℎ31,D
− [2
ℎ32,D
) > %1(

ℎ3

ℎ32,D
− [1
ℎ31,D
)

%1ℎ3 + %2[2
ℎ32,D

, elsewhere.

6.8.3.2 Selection of the Useful Parallelepiped Sides

With %"�2,4 at hand, the next step is to reduce the unnecessary sides of the paral-
lelepiped. Unnecessary sides are defined as those which do not intersect with PL2,4, or
those whose intersection with PL2,4 is outside the range of allowed values between PL1
and PL3. To that end, we study %"�1 and %"�3 which do not affect the intersection
segments (of PL2,4 with the parallelepiped sides) as such, but rather the end points of
these intersection segments. A typical example is given in Fig. 6.6 where %"�1 sets the
end point G1 from the side (1, and %"�3 sets the end point B2 from the side (2.

Let ,1 regroup the intersection lines ,1,2 and ,1,4 such that ,1 = PL2,4 ∩PL1, and
let ,3 be the intersection line of PL3 with PL2,4 (cf. Fig. 6.8). Each of ,1 and ,3 may
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intercept sides (1 or (2 or (* , yielding a total of nine potential combinations. Since each
side (8 is a rectangular surface within the infinite plane S8 of equation %8 = %8," , then ,1
and ,3 can intercept only one side of the parallelepiped ((D aside) for a given channel
configuration. Let G8 and B8 be the intersection points of ,1 and ,3 with (8, we have:

G8 = ,1 ∩ (8, B8 = ,3 ∩ (8,∀8 ∈ {1, 2,*}.

(a),1 intercepts (* and,3 in-
tercepts (1

(b) ,1 intercepts (2 and ,3 in-
tercepts (*

(c) ,1 intercepts (2 and ,3 in-
tercepts (1

Figure 6.8 – The 3 non-feasible combinations between G8 and B8 for a successful FD-SIC.

To determine which sides are intercepted by ,1 (resp. ,3), i.e. to determine if we
have G1, G2 or G* (resp. B1, B2 or B*), we consider the points G;8 (resp. B;8), intersections
of ,1 (resp. ,3) with the planes S8,∀8 ∈ {1, 2,*}. The coordinates of G;8 are given by:

G;1 =
©«

%1,"
H(,1 ∩ S1)
I(,1 ∩ S1)

ª®¬ , G;2 = ©«
G(,1 ∩ S2)

%2,"
I(,1 ∩ S2)

ª®¬ , G;* = ©«
H(,1 ∩ S*)
H(,1 ∩ S*)
I = %D,"

ª®¬
Then, two tests are needed to determine which of G1, G2 or G* occurs for the given channel
states as shown in Algorithm 6.1.

Note that if H(G;1) < %2," while I(G;1) < %D,<, even though G;1 ∉ (1, we still say that
G;8 is on the side (1 (or on the side of %1) and this case is associated to that of G8 = G1.
In this situation the face (1 still hosts an optimization segment, however the endpoint
previously given by G1 = PL1 ∩ PL2,4 ∩ (1 is now given by :1 = PL1 ∩ (D ∩ (1.
Similarly, on the side of %2, if H(G;1) > %2," while I(G;1) < %D,<, then the case is associated
to that of G8 = G2, but the point :2 = PL1 ∩ (D ∩ (2 sets the segment endpoint instead of
G2(= (2 ∩,1 = ∅). The same tests are replicated for B8.
From the nine possibilities, only six combinations are actually viable because the pairs
(G* , B1), (G2, B*) and (G2, B1) cannot be achieved without violating (6.31) or (6.33) as can
be seen in Fig. 6.8. Indeed, the three cases shown in Fig. 6.8 lead to empty search spaces.
The six viable pairs are given in Table 6.1 with the correspondence between the pairs and
the parallelepiped sides hosting the useful intersection segments.

Note that if PL1 and PL3 intercept PL2,4 at the same side, then the search space
can be reduced to a single segment as it is the case for the first, the fourth and the fifth
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Algorithm 6.1 ,1 intersection with the parallalepiped
input : %1," , %2," , %D," , %D,<, ℎ1,D, ℎ3, [1, [2, ℎ31,D, ℎ32,D, ℎ31,1, ℎ32,1

Result: Returns 8/,1 ∩ (8 = G8 = G;8 ≠ ∅.
if H(G;1) < %2," then

if I(G;1) ≤ %D," then
8 = 1, keep G1

else
8 = *, keep G*

end
else

if I(G;2) < %D," then
8 = 2, keep G2

else
8 = *, keep G*

end
end

(1 (2 (*
G* and B* X
G1 and B* X X
G* and B2 X X
G1 and B1 X
G2 and B2 X
G1 and B2 X X Depends

Table 6.1 – Table showing the sides involved in the D2D rate optimization for each of the
six (G8, B 9) viable pairs due to %"�1 and %"�3.

rows in Table 6.1. For the second and third rows, two segments are involved in the D2D
rate optimization. Finally, in the case where ,1 intercepts (1 and ,3 intercepts (2 (as
in Fig. 6.4), the segment E4E5 belonging to (* is to be included in the D2D optimization
process – in addition to the segments in (1 and (2 – if and only if the value of %D obtained
from PL2,4 at %1 = %1," and %2 = %2," is greater than %D," .

6.8.3.3 Segments Endpoints

Having determined the relevant intersection segments (a maximum of three segments) for
the D2D rate optimization using PMCs 1 and 3, we detail hereafter how the endpoints of
every segment are determined for each side of the parallelepiped. For the sake of clarity,
let 41, 42, 43, 44, 45 be the edges of the parallelepiped (cf. Fig. 6.3) given by:

41 = (D ∩ (1, 42 = (D ∩ (2, 44 = (* ∩ (1, 45 = (* ∩ (2, 43 = (2 ∩ (1.

Also, let the three families of points E8, 68, and F8 be the intersections of PL2,PL4 and
PL2,4 with 48:

E8 = PL2 ∩ 48, 68 = PL4 ∩ 48, F8 = PL2,4 ∩ 48 .
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Examples of such points can be seen in Fig. 6.7 for E4, E5, 63 and 62. Note that points F8
are only used to designate the points E8 or 68 depending on whether we are in region 1 or
2. We can now efficiently designate the segment endpoints on each side.

6.8.3.3.1 Side (2 : The optimization over (2 translates into an optimization over %1,
since %2 is equal to %2," . It is clear that the minimal value of %1 is bound to %"�3. In
Fig. 6.9a for example, the minimal value of %1 is obtained for the point B2, intersection of
PL3 with PL2,4. Another alternative for the minimum %1 value is when PL3 intercepts
the edge 42 = (2∩(D of the prism as shown in Fig. 6.9d. Therefore, the segment endpoint
over (2 is either B2 or 92, and the minimum %1 value is obtained by comparing their
abscissa:

min %1 = max
[
G(PL3 ∩ PL2,4 ∩ (2), G(PL3 ∩ (D ∩ (2)

]
,

min %1 = max
[
G(B2), G( 92)

]
.

(a) (b) (c)

(d) (e)

Figure 6.9 – The possible combinations of the segment endpoints (maximum %1, minimum
%1) over (2.

Regarding the maximum value of %1, it can be due to the intersection of (2 ∩ PL2,4
with either (* (like for F5 in Fig. 6.9b), (1 (like for F3 in Fig. 6.9c), or with PL1 (like
for G2 in Fig. 6.9a, corresponding to the case of G2 and B2 in the fifth row of table 6.1).
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Also, the maximum %1 value may be simply set by :2, the intersection of (2 ∩ PL1 with
(D, as in Fig. 6.9e. The maximum value of %1 is therefore given by:

max %1 = min
[
G(PL2,4 ∩ 42), G(PL2,4 ∩ 43), G(PL2,4 ∩ PL1 ∩ (2), G(PL1 ∩ 42)

]
,

max %1 = min
[
G(F5), G(F3), G(G2), G(:2)

]
.

Note that for the side (2, %"�3 is involved in the minimum %1 value, and %"�1 in the
maximum value.

6.8.3.3.2 Side (1 : Regarding side (1, the minimum %2 value is settled by %"�1.
The segment endpoint corresponding to the minimum %2 value could be due to PL2,4∩(1
intercepting either PL1 as in Fig. 6.10a, or the edge 41 = (1 ∩ (D as in Fig. 6.10b. Thus,
the minimum %2 value is obtained from:

min %2 = max
[
H(PL1 ∩ PL2,4 ∩ (1), H(PL1 ∩ (D ∩ (1)

]
,

min %2 = max
[
H(G1), H(:1)

]
.

(a)
(b) (c)

Figure 6.10 – The possible combinations of the segment endpoints (maximum %2, mini-
mum %2) over (1.

The maximum value of %2 depends on which plane intercepts first PL2,4 among the three
candidates: (* as in Fig. 6.10a, (2 as in Fig. 6.10b, or PL3 as in Fig. 6.10c (fourth row
of Table 6.1). The maximum %2 value is given by:

max %2 = min
[
H(PL2,4 ∩ PL3 ∩ (1), H(PL2,4 ∩ (2 ∩ (1), H(PL2,4 ∩ (* ∩ (1)

]
,

max %2 = min
[
H(B1), H(F3) = %2," , H(F4)

]
.

In the example of Fig. 6.10b, the intersection segment starts at F1 and ends at F3
passing by 8. Although F18 ∪ 8F3 is a different segment from F1F3, their projections over
the (%1, %2) plane are identical. Thus, we are only interested in segment ends over both
sides (1 and (2. However, for the case of (* , the intersection point of PL2 and PL4 has
an impact over the segments end points since the projection of the segments is affected
as it is discussed next.
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6.8.3.3.3 Side (* : Unlike for the other sides, none of %1 or %2 is fixed, but %2 can
be expressed in terms of %1; therefore, we evaluate the position of the endpoints of the
segments on (* in terms of maximum %1 and minimum %1.
When !_ = PL2 ∩PL4 does not intercept (* as it is the case for Fig. 6.11c for example,
the intersection of PL2,4 with (* yields a unique segment (F4F5 in case of Fig. 6.11c).
The endpoint corresponding to the minimum value of %1 is due to the intersection of
PL2,4 with either (2 as in Fig. 6.11b (which is further detailed in Fig. 6.11c), or with
PL3 as in Fig. 6.11a.

(a) (b) (c)

Figure 6.11 – Possible combinations of the segment endpoints (maximum %1, minimum
%1) over (* when 8 does not reside on (* .

The minimum %1 value is obtained through the comparison:

min %1 = max
[
G(PL2,4 ∩ PL3 ∩ (*), G(PL2,4 ∩ (2 ∩ (*)

]
,

min %1 = max
[
G(B*), G(F5)

]
. (6.37)

The endpoint corresponding to the maximum value of %1 is due to the intersection of
PL2,4 with either PL1 to yield G* as in Fig. 6.11b, or (1 to yield F4 as in Fig. 6.11a.
The maximum %1 value is thus given by:

max %1 = min
[
G(PL2,4 ∩ PL1 ∩ (*), G(PL2,4 ∩ (1 ∩ (*)

]
,

max %1 = min
[
G(G*), G(F4)

]
. (6.38)

If 8 resides on (* , then the intersection segment of PL2,4 with (* is broken into two
segments as shown in Fig. 6.12. In that case, if we let 0 and 1 be the points given by
(6.37) and (6.38) in the general case (0 = B* and 1 = F4 in the case of Fig. 6.12), then
the optimization over (* has to be conducted separately over 18 from the side of region 1,
and over 80 from the side of region 2. In this case, 8 corresponds to the max %1 point in 80
and to the min %1 point in 18. Assuming the conditions of the last row in Table 6.1, this
is the only case where 4 segments in total have to be checked to find the optimal D2D
throughput achieving point.

The coordinates of all the points mentioned in this section, i.e. :1, :2, 92, G1G2, G* , B1, B2,
B* , E1, E2, E3, E4, E5, 61, 62, 63, 64, 65 and 8 when it resides on (* are given below. Note that
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Figure 6.12 – Example of 8 residing over (* : the optimization segment is broken into two:
B*8 and 8F4.

G8 and G;8 (resp. B8 and B;8) have the same expressions with the difference that G;8 (resp.
B;8) is not defined outside of (8. Moreover, G8 and B8 have strictly positive coordinates
since ℎ31,Dℎ1,32 − ℎ1,Dℎ3 > 0 from eq. (6.8), and ℎ1,31ℎ31,D − [1ℎ1,D > 0 from eq. (6.29).

:1 = (%1," , (%D,<ℎ1D + %1,"ℎ1,31)/ℎ1,32 , %D,<),
:2 = ((%2,"ℎ1,32 − %D,<ℎ1,D)/ℎ1,31 , %2," , %D,<),
92 = (%D,<ℎ1,D/ℎ1,31 , %2," , %D,<),
G1 = (1,

ℎ1,D[1 + ℎ31,Dℎ1,31

ℎ31,Dℎ1,32 − ℎ1,Dℎ3
,
ℎ1,32[1 + ℎ3ℎ1,31

ℎ31,Dℎ1,32 − ℎ1,Dℎ3
)%1," ,

G2 = (
ℎ31,Dℎ1,32 − ℎ1,Dℎ3
ℎ1,D[1 + ℎ31,Dℎ1,31

, 1,
ℎ1,32[1 + ℎ3ℎ1,31

ℎ1,D[1 + ℎ31,Dℎ1,31
)%2," ,

B1 = (1,
ℎ1,31ℎ31,D − [1ℎ1,D

ℎ1,Dℎ3
,
ℎ1,31

ℎ1,D
)%1," ,

B2 = (
ℎ1,Dℎ3

ℎ1,31ℎ31,D − [1ℎ1,D
, 1,

ℎ1,31ℎ3

ℎ1,31ℎ31,D − [1ℎ1,D
)%2," ,

BD = (
ℎ1,D

ℎ1,31
,
ℎ1,31ℎ31,D − [1ℎ1,D

ℎ1,31ℎ3
, 1)%D," ,

GD = (
ℎ31,Dℎ1,32 − ℎ1,Dℎ3
ℎ1,32[1 + ℎ3ℎ1,31

,
ℎ1,D[1 + ℎ31,Dℎ1,31

ℎ1,32[1 + ℎ3ℎ1,31
, 1)%D," ,

8 = (
ℎ3ℎ32,D − [2ℎ31,D

ℎ2
3
− [1[2

,
ℎ3ℎ31,D − [1ℎ32,D

ℎ2
3
− [1[2

, 1)%D," .

The F8 family is obtained by combining E8 and 68.
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E1 = (%1," , (%D,<ℎ31,D − %1,"[1) 1
ℎ3
, %D,<),

E2 = ((%D,<ℎ31,D − %2,"ℎ3) 1
[1
, %2," , %D,<),

E3 = (%1," , %2," , (%1,"[1 + %2,"ℎ3) 1
ℎ31 ,D
),

E4 = (%1," , (%D,"ℎ31,D − %1,"[1) 1
ℎ3
, %D,"),

E5 = ((%D,"ℎ31,D − %2,"ℎ3) 1
[1
, %2," , %D,"),

61 = (%1," , (%D,<ℎ32,D − %1,"ℎ3) 1
[2
, %D,<),

62 = ((%D,<ℎ32,D − %2,"[2) 1
ℎ3
, %2," , %D,<),

63 = (%1," , %2," , (%1,"ℎ3 + %2,"[2) 1
ℎ32 ,D
),

64 = (%1," , (%D,"ℎ32,D − %1,"ℎ3) 1
[2
, %D,"),

65 = ((%D,"ℎ32,D − %2,"[2) 1
ℎ3
, %2," , %D,").

6.8.4 D2D Throughput Optimization
At last, given the segments locations and endpoints, the analytical power optimization
can be conducted. The mathematical formulation varies according to the side the segment
is included in.

6.8.4.1 Side (1

The optimization variable is %1 and the problem formulation is the following:

%∗1 = arg max
%1

(
� log2(1 +

%1ℎ3
%2[2 + f2 ) + � log2(1 +

%2ℎ3
%1[1 + f2 )

)
,

such that

%1 ∈ [min %1,max %1]
%2 = %2,"

Taking the derivative of � (%1) = '�2� (%1, %2,") with respect to %1, we get:

m�

m%1

ln 2
�

=
ℎ3

%1ℎ3 + %2,"[2 + f2 +
−[1%2,"ℎ3

(%1[1 + f2) (%1[1 + %2,"ℎ3 + f2)

The sign of m�/m%1 is equal to the sign of the following second-degree polynomial of %1:

%2
1 [2

1︸︷︷︸
0

+%1 2[1f
2︸ ︷︷ ︸

1

+ %2," (ℎ3 − [1)f2 − %2
2,"[2[1 + f4︸                                        ︷︷                                        ︸

2

If Δ = 12 − 402 < 0, the second-degree polynomial is positive, hence the throughput is
increasing with %1, and %∗1 is obtained by setting %1 to max %1.
If Δ > 0, the polynomial is negative inside the solutions interval, and positive elsewhere.
The solutions are: B>;1 = (−1 −

√
Δ)/20, B>;2 = (−1 +

√
Δ)/20. Therefore, the throughput

is decreasing between B>;1 and B>;2, then increasing for %1 > B>;2. Since B>;1 < 0, three
cases are identified depending on the location of B>;2 with respect to min %1 and max %1:

• B>;2 < min %1: the throughput increases with %1 ⇒ %∗1 = max %1.

• B>;2 > max %1: the throughput decreases with %1 ⇒ %∗1= min %1.
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• B>;2 ∈ [min %1,max %1]: as shown in the variation table of Fig. 6.13, the throughput
is decreasing between min %1 and B>;2, and increasing between B>;2 and max %1.
Therefore, we obtain %∗1 = arg max[� (min %1), � (max %1)].

%1

m�

%1

�

min %1 B>;2 max %1

− 0 +

� (min %1)� (min %1)

� (B>;2)� (B>;2)

� (max %1)� (max %1)

Figure 6.13 – '�2� variation table when B>;2 ∈ [min %1,max %1].

As a conclusion, no matter if Δ is positive of negative, it is sufficient to test which of
min %1 or max %1 delivers the best throughput and then select the corresponding seg-
ment endpoint. The coordinates of the endpoint form the optimal triplet (%∗1, %∗2, %∗D)
maximizing the D2D throughput over the side (1.

6.8.4.2 Side (2

Following the same reasoning as for (1 (with the only difference that the optimization
variable is now %2 instead of %1, and %1 = %1,"), the same conclusion is reached, i.e. the
maximum D2D throughput is delivered by the points corresponding either to min %2 or
to max %2.

6.8.4.3 Side (*
Since the intersection point 8 is accounted for in the maximum and minimum values of %1
for each intersection segment, the optimization can thus be conducted over each segment
independently.
The D2D throughput maximization problem over the intersection segment of PL2 with
(* can be written as follows:

%∗1 = arg max
%1

(
� (%1, %2) = � log2(1 +

%1ℎ3
%2[2 + f2 ) + � log2(1 +

%2ℎ3
%1[1 + f2 )

)
such that

%D," =
%1[1 + %2ℎ3

ℎ31,D
,

%1 ∈ U = [min %1,max %1],
%D = %D," .

Replacing %2 by (%D,"ℎ31,D − %1[1)/ℎ3 in � (%1, %2), we get:

� (%1) = � log2

(
1 +

%1ℎ
2
3

(%D,"ℎ31,D − %1[1)[2 + ℎ3f2

)
+ � log2

(
1 +

%D,"ℎ31,D − %1[1
%1[1 + f2

)
.
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Since %2 > 0, we must have %1 < %D,"ℎ31,D/[1, which adds to the constraint of max %1.
In other words, the new maximum allowed value for %1 is now given by:

max %1 = min
[
G(G*), G(F4), %D,"ℎ31,D/[1

]
Taking the derivative of � with respect to %1 leads to:

ln(2)
�

m�

m%1
=
ℎ2
3
(ℎ31,D[2%D," + f2ℎ3)/[%D,"ℎ31,D[2 − %1[1[2 + ℎ3f2]

(%D,"ℎ31,D[2 − %1([1[2 − ℎ2
3
) + ℎ3f2)

− [1
(%1[1 + f2) .

Since %1 ∈ U, it can be easily verified that both denominators are positive; therefore,
only the numerator is needed to evaluate the sign of m�/m%1:

sgn m�

m%1
= sgn[ℎ2

3 (ℎ31,D[2%D," + f2ℎ3) (%1[1 + f2)

− [1(%D,"ℎ31,D[2 − %1[1[2 + ℎ3f2) (%D,"ℎ31,D[2 − %1([1[2 − ℎ2
3) + ℎ3f

2)] .
After some simplifications and re-arrangements, the sign of m�/m%1 can be written as

the sign of a second-degree polynomial of %1 of the form �%2
1 + �%1 + � with:

� = −([1[2 − ℎ2
3)[

2
1[2; � = 2[2

1[2(%D,"ℎ31,D[2 + f2ℎ3);
� = −%2

D,"ℎ
2
31,D

[2
2[1 + %D,"f2ℎ3ℎ31,D[2(ℎ3 − 2[1) + f4ℎ2

3 (ℎ3 − [1).

Given one of the polynomial roots B>;1 = (−�−
√
�2 − 4��)/2�, we show next that %∗1 is ei-

ther given by min %1, max %1, or B>;1 (when it is included in the interval [min %1,max %1]),
according to the value delivering the highest throughput.

Proof. Consider the sign of the polynomial’s discriminant Δ = �2 − 4��. If Δ < 0:
sgn m�/m%1 = sgn(ℎ2

3
− [1[2).

• If ℎ2
3
> [1[2, � is increasing with %1 ⇒ Set %∗1 to max %1

• If ℎ2
3
< [1[2, � is decreasing with %1 ⇒ Set %∗1 to min %1

However, if Δ > 0, then we have the two solutions B>;1 = (−� −
√
Δ)/2� and B>;2 =

(−� +
√
Δ)/2�, with the variation tables (Figs. 6.14 and 6.15) depending on the sign of

ℎ2
3
− [1[2.
• If ℎ2

3
> [1[2 ⇒ B>;1 < B>;2 and B>;1 < 0. But not much can be said about the sign

of B>;2 and how it compares to min %1 and max %1.

%1

m�

m%1

�

−∞ B>;1 B>;2 +∞

+ 0 − 0 +

−∞−∞

� (B>;1)� (B>;1)
� (B>;2)� (B>;2)

+∞+∞

Figure 6.14 – Variation table for ℎ2
3
> [1[2.

However, we note that the right side of the variation table (where %1 > B>;1) is
similar to the variation table in Fig. 6.13. Therefore, we conclude that:

%∗1 = arg max[� (min %1), � (max %1)] .
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• if ℎ2
3
< [1[2 ⇒ B>;2 < B>;1 and B>;1 > 0.

G

m�

m%1

�

−∞ B>;2 B>;1 +∞

− 0 + 0 −

∞∞

� (B>;2)� (B>;2)
� (B>;1)� (B>;1)

−∞−∞

Figure 6.15 – Variation table for ℎ2
3
< [1[2.

Since B>;1 is a local maximum, � (B>;1) > � (%1),∀%1 > B>;2. Then, the only values
of %1 which might give a better throughput than B>;1 are those at the left of B>;2.
We can distinguish the following three cases:

– if max %1 < B>;1, set %∗1 to max %1.
– if B>;1 < min %1, set %∗1 to min %1.
– if B>;1 ∈ [min %1,max %1], then:

∗ if min %1 > B>;2, set %∗1 to B>;1.
∗ if min %1 < B>;2, set
%∗1 = arg max[� (min %1), � (B>;1)] .

To sum up, in the optimization over the intersection segment of PL2 with (* , all the
possible channel conditions lead at some point to choosing %∗1 from the values min %1,
max %1, and B>;1 (when it is included in the interval U) according to the one delivering
the highest throughput. �

Regarding the optimization over the intersection segment of PL4 with (* , the same
steps are followed to determine the optimal value of %1: we start by writing the expression
of � (%1) by replacing %2 in � (%1, %2) with (%D,"ℎ32,D − %1ℎ3)/[2). Then, the study of
the sign of m�/m%1 turns into the study of the sign of another second-degree polynomial
�
′
%2

1 + �
′
%1 + �

′ with:

�
′
= ([1[2 − ℎ2

3)[1; �
′
= 2[1(%D,"ℎ32,Dℎ3 + f2[2);

�
′
= −%2

D,"ℎ
2
32,D

[1 − f2[1ℎ32,D%D," + f4([2 − ℎ3).

Also, following the different channel conditions concerning sgn([1[2− ℎ2
3
), and consid-

ering all the possible relative positions between max %1,min %1, and B>;
′
1, the same result

as previously is obtained, which can be cast as:

%∗1 = arg max[� (min %1), � (max %1), � (B>;
′
1)] .

As a conclusion, the optimization over the sides (1 and (2 resides in selecting the cor-
responding endpoint achieving the highest throughput. On the side (* , a maximum of
three additional points (8, B>;1, B>;

′
1) may need to be considered to get the highest D2D

throughput.
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6.8.5 Summary of the Power Allocation Procedure and Exten-
sion to the Second Decoding Order

In this section (sec. 6.8), the geometrical representation of the FD-SIC PA problem
allowing for a drastic reduction of the search space size was described. It was shown that
the initial search volume in section 6.8.1 can be reduced to a set of intersection segments
(section 6.8.2) from which a subset is selected (6.8.3). These segments search spaces are
then further reduced to become a finite set of points (sections 6.8.3.3, 6.8.4). In the worst
case scenario, the original PA problem, which had 212 − 1 variants, is converted into the
search for the maximum of a throughput list of seven elements: two elements from (1,
two from (2 and three additional elements from (* (F4 is a common endpoint to (1 and
(* , and F5 is common to (2 and (*). The global PA procedure to determine the optimal
D2D rate for the first decoding order of FD-SIC is summarized in algorithm 6.2.
Regarding the resolution for the second decoding order, the PA procedure itself is un-
changed, but the changes in %"�1 and %"�3 lead to some modifications. Here is the
list:

• Modification in the expressions of %"�1 and %"�3:

%Dℎ1,D < %1ℎ1,31 − %2ℎ1,32 (%"�1)
%Dℎ1,D < %2ℎ1,32 (%"�3)

• The necessary and sufficient conditions (6.31), (6.33) and (6.35) become:

ℎ31,Dℎ1,32 − ℎ3ℎ1,D > 2[1ℎ1,D
ℎ1,32

ℎ1,31
(6.31)

ℎ32,Dℎ1,32 − [2ℎ1,D > 2ℎ1,Dℎ3
ℎ1,32

ℎ1,31
(6.33)

2%D,<
ℎ1,D

ℎ1,31
< %1," && %D,<

ℎ1,D

ℎ1,32
< %2," (6.35)

• Concerning section 6.8.3.3, the roles of %"�1 and %"�3 are interchanged concern-
ing the settlement of the segment endpoints.

• The three non-occuring (G8, B8) pairs of section 6.8.3.2 become: (G1, B2), (G1, B*), (G* , B2).

Sections 6.8.3.1 and 6.8.4 are kept unchanged because building %"�2,4 is independent of
%"�1 and %"�3, and given the endpoints of the segments subset, the optimization of
section 6.8.4 is not affected by the change in %"�1 and %"�3.

6.9 Channel Allocation
In this section, the procedure for optimal channel allocation to D2D devices is conducted.
Recalling that the D2D system is underlaying a pre-established CU network, D2D channel
allocation is equivalently referred to as D2D-CU pairing.

Having determined the analytical PA solutions for all the transmission scenarios, their
resolution cost is a constant time operation. Therefore, filling the D2D rate tables
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Algorithm 6.2 Optimal PA procedure for FD-SIC
input : %1," , %2," , %D," , %D,<, ℎ1,D, ℎ3, [1, [2, ℎ31,D, ℎ32,D, ℎ31,1, ℎ32,1

Result: Optimal triplet (%∗1, %∗2, %∗D).
if (6.31) ∧ (6.33) ∧ (6.35) then

Test Ω, b, W, g and build %"�2,4
Execute Algorithm 6.1 to determine G8 and B 9
Follow Table 6.1 to keep the necessary segments
Compute '�2� for the edges of each segment
Keep the point providing the highest throughput.

else
Empty search space, no solution

end

R��−#>(��
�2� ,R��−#>(��

�2� ,R��−(��
�2� , and R��−(��

�2� for every D2D-CU pair is accomplished
with a complexity in $ ( �). In the case of FD-SIC, the channel links, required CU rate
and transmit power limits of a D2D = and a CU D8 may be such that one of the conditions
(6.31), (6.33), (6.35) is not valid. If this is the case for both decoding orders, then the
PA of FD-SIC reverts to that of FD-NoSIC to fill the element R��−(��

�2� (=, 8) as explained
in the end of section 6.7. Also, if both decoding orders are possible for this combina-
tion, R��−(��

�2� (=, 8) is filled with the highest rate among the two possible orders. When
filling matrix R��−(��

�2� , and as explained in section 6.5, HD-SIC reverts to HD-NoSIC in
any of the two half-time slots, when conditions (6.6) or (6.8) are not valid. Given these
rate tables, the optimal channel allocation tables $∗

��−#>(�� , $
∗
��−#>(�� , $

∗
��−(�� , and

$∗
��−(�� corresponding to every transmission scenario are obtained by solving the channel

assignment problem in a way to maximize the total D2D throughput. This problem takes
the generic formulation given by:

$∗ = arg max
(8, 9)∈È1,�É×È1, É

(
�∑
8=1

 ∑
9=1
R�2� (8, 9) × >(8, 9))

such that the constraints of (6.1) are verified

This assignment problem is efficiently solved by the Kuhn-Munkres (KM) algorithm [144],
also called the Hungarian method, with a complexity of $ (�2 ) [145]. Note that the
global resource allocation complexity is now dominated by the channel assignment after
the important PA complexity reduction. The Hungarian method can be directly applied
in our study to yield the optimal channel assignment by rewriting the problem as a
minimization of the opposite objective function (−R�2�). The required input for the KM
algorithm is therefore the opposite of the rate tables of each transmission scenario. As
a conclusion, the optimal PA procedures allowed for an efficient filling of the rate tables
which are then fed to the KM solver. This delivers the global optimal solution of the joint
channel and power allocation problem formulated in section 6.2.1.

6.10 Numerical Results
In our simulation setup, the BS is positioned at the center of a hexagonal cell with an
outermost radius of 300 m. The D2D users and the CUs are randomly located within the
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cell. The distance between the D2D users of every pair is below a maximum value 3<0G.
The propagation model includes large scale fading with a path loss exponent U = 3.76, and
an 8 dB zero mean lognormal shadowing. The maximum transmit power of the devices
and CU is 24 dBm. The system bandwidth is 20 MHz, divided into # = 64 channels,
leading to a UL bandwidth of � = 312.5 kHz, with a noise power of −119 dBm. The
minimum required rate 'D,<8= is the same for all the CU users, and the SI cancellation
factor [ is the same for all D2D pairs, its value being varied between −130 and −80 dB.
The results are averaged over 1000 different realizations of the devices and CU positions.
First, we present the simulation results for a single D2D-CU pair, in order to gain insights
on the characteristics of the mutual SIC technique for a D2D application. Then, we
present the results for a fully fledged cellular network with  CUs and � D2D pairs.

6.10.1 Results for a Single D2D-CU System
Hereinafter, “Global” figures present the SE results averaged over all the simulated D2D-
CU triplets, including both SIC success and failure cases (in case of failure, SIC algorithms
revert to their NoSIC counterparts). On the other hand, the “SIC-only” figures present
the results averaged over the cases of FD-SIC success. Throughout this section, a value
of 3<0G = 100 m is considered.
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Figure 6.16 – Global D2D spectral efficiency as a function of [.

The evolution of the average D2D SE with [ is shown in Figs. 6.16a and 6.16b, for a
minimum target CU rate 'D,<8= = 3 and 7 bps/Hz respectively. As expected, the improve-
ment of the SI cancellation capabilities increases the performance of FD algorithms: for
instance, the D2D SE of FD-NoSIC in Fig. 6.16a falls from 11.1 to 9.9 bps/Hz when [
varies between −130 and −80 dB. Also, the increase of QoS requirement impacts FD and
HD algorithms by limiting the achieved SE (in FD-NoSIC, for [ = −80 dB and 'D,<8= = 7
bps/Hz, '�2� = 6.4 bps/Hz), and also by reducing the range of variation of FD algorithms
with [ (for FD-NoSIC, Δ'�2� = '�2� (−1303�) − '�2� (−803�) = 0.3 bps for 'D,<8= = 7
bps/Hz, compared to 1.15 bps/Hz for 'D,<8= = 3 bps/Hz). On the other hand, the HD
curves are independent of [ since they do not suffer from SI. Note that, in the case of
NoSIC, FD always outperforms HD since, by shutting down the power of the adequate
device, it can revert to the half time slot in HD delivering the best throughput and then
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extend it to the other half. This is clearly not the case for SIC scenarios where HD-SIC
may outperform FD-SIC as shown in Figs. 6.17a and 6.17b. More on the reasons behind
this behavior later on.
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Figure 6.17 – SIC-only D2D rates as a function of [.

It can be remarked from Figs. 6.16a and 6.16b that the improvement of FD-SIC with
respect to FD-NoSIC is virtually the same, independently of the required QoS (around
1.2 bps/Hz for [ = −130 dB). This is even clearer in Fig. 6.17a and 6.17b, which are
nearly identical despite the different required rates. The reason behind this behavior is
quite simple: thanks to the mutual SIC, the D2D rates do not suffer from the higher
CU interference levels since interference is canceled. To get further insights, attention
is drawn to Fig. 6.2 where the optimal HD-SIC PA is depicted: whether %1," is such
that the solution is in the order of %1

1," , %
2
1," or %3

1," , increasing 'D,<8= simply raises the
horizontal %D,< line. Since the optimal PA is obtained from the intersection of the blue
segments with the line %1 = min(%1," , %D,"/�), the abscissa of the optimal PA (%1) is
not affected in any ways by %D,<, therefore the D2D rate is unchanged. This is the same
for the case of FD-SIC (with the %D,< line becoming the horizontal %D,< plane), leading
to the same independence of the D2D rate from 'D,<8=.

More importantly, Fig. 6.17a and 6.17b show that when the SIC procedure is appli-
cable, legacy D2D NoSIC algorithms perform poorly. In other terms, for scenarios where
CU interference would severely hinder D2D communication rendering its use futile (e.g.
case of close CU interferer to the D2D pair), implementing the SIC procedure completely
changes the situation by taking advantage of high CU interference levels for a better can-
cellation. Therefore, conducting the mutual SIC procedure expands the field of relevant
D2D applications to broader channel configurations and user placement scenarios. To sum
up, we say that the interference cancellation strategy of NOMA mutual SIC complements
the interference avoidance approach of standard D2D applications.

6.10.2 Results for a complete cellular system with  CUs and
� D2Ds

In this section, we present the results of the proposed optimal PAs and D2D-CU pairing
for a complete cellular system. Unless specified otherwise, 'D,<8= is set to 1.5 Mbps,  is
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set to 20 CUs, 3<0G = 100 m, and � = 5 D2D pairs.
Figure 6.18 presents the total D2D throughput as a function of [, for two different

values of 'D,<8=. It is observed that mutual SIC-enabled schemes outperform their coun-
terpart No-SIC schemes for both HD and FD transmission scenarios. In other terms, the
SINR advantages of the SIC operation outweigh the burden incurred by the additional
PMCs on the solution to the PA problem. Indeed, a 41 % rate increase is observed in
Fig. 6.18a between HD-SIC and HD-NoSIC (going from 19.8 Mbps to 28.1 Mbps). The
throughput enhancements due to mutual SIC for the case of FD transmission vary be-
tween a 2 % increase for [ = −80 dB, to 33 % increase for [ = −130 dB. The performance
gains of FD-SIC with respect to FD-NoSIC increase with the SI cancellation capabilities
of the devices because of two reasons: on the one hand, the decrease of [ relaxes the con-
straints (6.29) and (6.30), thereby increasing the number of D2D-CU pairs that benefit
from FD-SIC (from an average of 0.36 FD-SIC D2D pairs for [ = −80 dB to 1.92 pairs
for [ = −130 dB, with 'D,<8= = 1.5 Mbps). On the other hand, the decrease of [ reduces
the interference terms in the D2D throughput expression, which translates into a higher
achieved throughput.
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Figure 6.18 – Total D2D throughput as a function of [ for  = 20 CUs, � = 5 D2D pairs,
and 3<0G = 100 m.

As expected, when comparing the performance for different required CU rates be-
tween Figs. 6.18a and 6.18b, the increase of 'D from 1.5 Mbps to 3 Mbps decreases the
achieved D2D throughput for all proposed methods. However, the percentage gain in the
performance of SIC procedures with respect to NoSIC increases from 41 % to 86 % for
the HD case, and from 33 % to 70 % for the FD case (for [ = −130 dB). The reason
behind this gain increase is that NoSIC algorithms are highly affected by the value of %D
(≥ %D,<) since they suffer from its interference, which is not the case of SIC techniques as
discussed earlier. In fact, even though the total number of FD-SIC enabled D2D-CU pairs
decreases with the harsher mutual SIC constraints of increasing 'D,<8= (from an average
of 1.6 pairs for 'D,<8= = 1.5 Mbps to 1.4 pairs for 'D,<8= = 3 Mbps, with [ = −90 dB),
the Munkres allocation yields an increasing number of selected D2D-CU pairs achieving
FD-SIC (or HD-SIC) with 'D,<8= (from an average of 0.8 pairs for 'D,<8= = 1.5 Mbps to an
average of 1.24 pairs for 'D,<8= = 3 Mbps, with [ = −90 dB). This corroborates the idea
that the throughput decrease of No-SIC techniques with 'D,<8= is more important than
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that of SIC techniques, to a point where the contribution of mutual SIC techniques in
maximizing the throughput is more prominent when 'D,<8= increases. This is verified by
comparing the percentage decrease of D2D throughput for every algorithm when moving
from 'D = 1.5 Mbps to 'D = 3 Mbps: a decrease of 39 %, 33 %, 22 %, and 13 % is
observed for the algorithms FD-NoSIC, HD-NoSIC, FD-SIC, HD-SIC respectively. The
greater decrease of FD-NoSIC performance compared to HD-NoSIC justifies the shift of
the intersection point between FD-SIC and HD-SIC to the left when 'D,<8= increases. In-
deed, as explained in section 6.9, FD-SIC and HD-SIC are applied when possible, on top
of FD-NoSIC and HD-NoSIC respectively. If the performance gap between FD-NoSIC
and HD-NoSIC diminishes, HD-SIC will outperform FD-SIC over a broader span of [
values before FD-SIC eventually catches up and surpasses HD-SIC for smaller [ values
(i.e. for better SI cancellation capabilities of the devices).
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Figure 6.19 – Total D2D throughput as a function of 'D,<8= for [ = −110 dB.

This evolution of FD-SIC and HD-SIC can also be observed from another perspective
in Fig. 6.19, where the total D2D throughput is presented as a function of the CU required
rate. In the conditions of Fig. 6.19, the gap between FD-NoSIC and HD-NoSIC is large
enough so that no intersection occurs between FD-SIC and HD-SIC. However, it can still
be observed that the gap between FD-SIC and HD-SIC reduces as the CU required rate
increases.

In Fig. 6.20, the variation of the total D2D throughput is presented as a function
of the D2D maximum user distance 3<0G. The increase of 3<0G leads to a significant
decrease in the performance of all proposed methods since ℎ3, the channel gain of the
direct link between 31 and 32, is reduced on average. However, this increase of 3<0G
is accompanied by a greater percentage increase in performance due to mutual SIC for
FD and HD transmission scenarios, with respect to No-SIC scenarios. Indeed, FD-SIC
achieves a D2D throughput 128 % higher than FD-NoSIC for 3<0G = 100 m, compared
to the 81 % increase achieved for 3<0G = 20 m. This is due to having more FD-SIC
enabled D2D-CU pairs when distancing the D2D users further apart from one another,
since an average of 1.96 pairs successfully apply FD-SIC for 3<0G = 20 m as opposed
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to 3.33 pairs for 3<0G = 100 m. The reason behind this increase is the decrease in ℎ3
which relaxes the sufficient conditions (6.31) and (6.33), thereby enabling more FD-SIC
cases. This highlights once again the complementarity between D2D and mutual SIC:
although increasing D2D distances would usually disqualify classical D2D application,
the application of mutual SIC provides a renewed interest in D2D communication.
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Figure 6.20 – Total D2D throughput as a function of 3<0G for [ = −130 dB.

Fig. 6.21 presents the evolution of the D2D throughput as a function of the number
of CUs in the cell. Although the channel properties of the D2D users (i.e. ℎ3, ℎ31,D

and ℎ32,D) are unchanged, the total D2D throughput of all techniques benefits from the
additional diversity provided by the greater number of CU users. This also favors the
FD-SIC enabled pairs, as their average number grows from 1.98 for  = 20 to 2.46 for
 = 50. We can therefore conclude that the important performance gain achieved by
SIC methods, with respect to No-SIC methods, can be obtained without requiring the
implementation of SIC at all D2D and CU receivers. Indeed, generally only 2 or 3 triplets
need to perform SIC which is enough to boost the D2D system capacity, while the others
can settle for the simple classical No-SIC receivers. Therefore, the additional complexity is
localised at the level of the users performing SIC for which the major throughput increase
is worth the incurred SIC complexity. Finally, the total and average throughput variations
are presented in Fig. 6.22 as a function of the number of D2D pairs in the system, for a
fixed value of  = 50. In Fig. 6.22a, the average throughput per D2D pair is shown to
slightly decrease with the increasing number of D2D pairs. In a sense, this is the dual
of the behavior observed in Fig. 6.21, since the ratio  /� decreases with � and thus
the system diversity – in terms of the average number of possible CU channel choices for
every D2D pair to be collocated on – decreases, thus reducing the achievable throughput
per D2D pair. Nonetheless, the total throughput follows a quasi linear progression with
the number of D2D pairs because the additional D2D pairs are allocated on orthogonal
channels, therefore each D2D pair can be associated more or less to an additional D2D
rate unit. Figures 6.21 and 6.22 indicate that, for a fixed number of �2� users or CUs,
the effect of the proportion  /� on the average D2D throughput per D2D pair is rather



6.11. Conclusion 155

20 25 30 35 40 45 50

18

20

22

24

26

28

30

32

34

36

38

FD-SIC

FD-NoSIC

HD-SIC

HD-NoSIC
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Figure 6.22 – Total and average D2D throughput as a function of the number of D2D
pairs for  = 50 CUs and [ = −110 dB.

limited. The most dominant factors remain the distance between D2D users, the SI
cancellation capabilities of the receivers (for FD-SIC), and the required CU rate.

6.11 Conclusion
In this chapter, the use of NOMA with mutual SIC was proposed for the first time
between cellular users and FD-D2D devices underlaying the cellular channels. The neces-
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sary and sufficient conditions for applying FD-SIC were derived and a highly efficient PA
procedure was elaborated to solve, in constant time operation, the throughput maximiza-
tion problem of significant original complexity. The optimal, yet simple, PA resolution
allowed for achieving global optimal resource allocation by conveniently combining the
Kuhn-Munkres channel assignment with the proposed PA methods. The results showed
important performance gains obtained by applying SIC in D2D underlay systems in both
HD and FD transmission schemes, promoting thereby the use of mutual SIC NOMA for
D2D systems whenever possible. When applying mutual SIC, the comparison between
HD and FD transmission scenarios showed that FD-SIC is more efficient for average to
high SI cancellation capabilities, moderate CU rate requirements and significant D2D dis-
tances, while HD-SIC performs better especially at low SI cancellation capabilities. The
obtained results advocate for the use of NOMA mutual SIC in conjunction with D2D as
its application takes advantage of the near-far effect to unlock D2D implementation for
further use case scenarios.

The contributions of this chapter led to the submission of the following journal paper:

A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “Optimal Resource Allocation for
Full-Duplex IoT Systems Underlaying Cellular Networks with Mutual SIC NOMA,” un-
der revision in IEEE Internet Things J.,

and to the publication of the following conference paper:

A. Kilzi, J. Farah, C. Abdel Nour and C. Douillard, “Inband Full-Duplex D2D Com-
munications Underlaying Uplink Networks with Mutual SIC NOMA,” 2020 IEEE 31st
Annual Int. Symp. Pers., Indoor and Mobile Radio Commun. (PIMRC), London, United
Kingdom, Sept. 2020.

Appendix

6.A Necessary and Sufficient Conditions for the Ex-
istence of a Power Allocation Enabling FD-SIC

To determine the director vector of ,1,2, we first derive its parametric equation:

,1,2 =

{
%Dℎ1,D = %2ℎ1,32 − %1ℎ1,31

%Dℎ31,D = %2ℎ3 + %1[1
⇒

{
%D (ℎ1,D[1 + ℎ31,Dℎ1,31) = %2(ℎ1,32[1 + ℎ3ℎ1,31)
%D (ℎ31,Dℎ1,32 − ℎ1,Dℎ3) = %1([1ℎ1,32 + ℎ1,31ℎ3)

By choosing the parameter C such that %D = (ℎ1,32[1+ ℎ3ℎ1,31)C, we get the director vector

®D = ©«
ℎ31,Dℎ1,32 − ℎ1,Dℎ3
ℎ1,D[1 + ℎ31,Dℎ1,31

[1ℎ1,32 + ℎ1,31ℎ3

ª®¬. Then, writing down I( ®D)
G( ®D) <

ℎ1,31

ℎ1,D
we get:

[1ℎ1,32 + ℎ1,31ℎ3

ℎ31,Dℎ1,32 − ℎ1,Dℎ3
<
ℎ1,31

ℎ1,D
.
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Since one of the necessary conditions for enabling FD-SIC is to have (6.8) valid (i.e.
ℎ31,Dℎ1,32 − ℎ1,Dℎ3 > 0), a straightforward rearrangement of the above condition yields
(6.32):

ℎ31,Dℎ1,32 − ℎ1,Dℎ3 >
ℎ1,D

ℎ1,31
([1ℎ1,32 + ℎ1,31ℎ3). (6.32)

On the other hand, regrouping the terms in the following fashion yields (6.31) through:

ℎ1,31 (ℎ31,Dℎ1,32 − ℎ1,Dℎ3) > ([1ℎ1,32 + ℎ1,31ℎ3)ℎ1,D,
ℎ1,31ℎ31,Dℎ1,32 − [1ℎ1,32ℎ1,D > 2ℎ1,Dℎ3ℎ1,31 ,

ℎ1,31ℎ31,D − [1ℎ1,D > 2ℎ1,Dℎ3
ℎ1,31

ℎ1,32
. (6.31)

Following the same steps for ,1,4, the parametric equations are derived first:

,1,4 =

{
%Dℎ1,D = %2ℎ1,32 − %1ℎ1,31

%Dℎ32,D = %1ℎ3 + %2[2
⇒

{
%D (ℎ1,Dℎ3 + ℎ32,Dℎ1,31) = %2(ℎ1,32ℎ3 + [2ℎ1,31)
%D (ℎ32,Dℎ1,32 − ℎ1,D[2) = %1(ℎ3ℎ1,32 + ℎ1,31[2)

by choosing the parameter t such that %D = (ℎ1,32ℎ3 +[2ℎ1,31)C, we get the director vector

®E = ©«
ℎ32,Dℎ1,32 − ℎ1,D[2
ℎ1,Dℎ3 + ℎ32,Dℎ1,31

ℎ3ℎ1,32 + ℎ1,31[2

ª®¬. Then writing down I(®E)
G(®E) <

ℎ1,31

ℎ1,D
we get:

ℎ3ℎ1,32 + ℎ1,31[2
ℎ32,Dℎ1,32 − ℎ1D[2

<
ℎ1,31

ℎ1,D
.

Since one of necessary condition for enabling FD-SIC is to have (6.30) valid (i.e. ℎ32,Dℎ1,32−
ℎ1,D[2 > 0), a straightforward rearrangement of the above condition yields (6.34):

ℎ32,Dℎ1,32 − ℎ1,D[2 >
ℎ1,D

ℎ1,31
(ℎ3ℎ1,32 + ℎ1,31[2). (6.34)

On the other hand, regrouping the terms in the following fashion yields to (6.33) through:

ℎ1,31 (ℎ32,Dℎ1,32 − ℎ1,D[2) > (ℎ3ℎ1,32 + ℎ1,31[2)ℎ1,D,
ℎ1,31ℎ32,Dℎ1,32 − ℎ3ℎ1,32ℎ1,D > 2ℎ1,D[2ℎ1,31 ,

ℎ1,31ℎ32,D − ℎ3ℎ1,D > 2ℎ1,D[2
ℎ1,31

ℎ1,32
. (6.33)
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Conclusion and Future Works

In this thesis, we have studied the combination of NOMA with multiple communication
technologies such as D2D and FD, and network paradigms like DAS, CoMP, and UAVs
in order to propose novel solutions for future generation networks relying on efficient
interference management.

First, we began by addressing the problem of downlink power minimization in a DAS
cell with user rate requirements. The review of the waterfilling concept for power alloca-
tion enabled important complexity simplifications, resulting in an efficient joint channel
and power assignment schemes for the classical single-antenna NOMA serving. Then, we
explored the possibilities provided by DAS to power-multiplexed signals from different
RRHs. This led to the definition of the new concept of mutual SIC which unveiled the
hidden potentials of DAS spatial diversity and enabled a complete inter-user interference
cancellation. The obtained results showed the superiority of mutual SIC NOMA compared
to standard single SIC.

Moving forward, the practical case of power-limited antennas was explored in the
HDAS context. The presence of power constraints on serving antennas could potentially
cause a failure in meeting user QoS requirements. Thus, the channel allocation conditions
allowing for successful user serving were derived. The understanding of those constraints
helped shaping the resource allocation strategies that meet the user demands for various
system conditions. Two separate approaches were proposed to account for the antenna
power limits during the power minimization process: one carrying great results for mild
system conditions, and the other presenting robust performance for harsh system condi-
tions.

Afterwards, we were interested in applying the principles of the mutual SIC proce-
dure in a more general case encompassing multi-cell environments with enabled coor-
dination/cooperation. Therefore, the mutual SIC concept was extended to account for
JT-CoMP transmission and an arbitrary number of NOMA users. Then, the case studies
of DMSIC and TMSIC were carried out, showing considerable performance improvement
over previous OMA JT-CoMP techniques, or uncoordinated NOMA single SIC techniques.
Furthermore, an interesting result was highlighted in the DMSIC case, where it was shown
that favoring cancellable interference through unconventional choices of user-antenna as-
sociation can be more beneficial than the traditional RSS-based antenna-user association.

The potential paradigm changes due to DMSIC and TMSIC motivated the proposal
for positioning procedures of UAV-assisted networks that enable TMSIC application, and
thereby, inherit all its advantages in terms of fairness and throughput. A probabilistic
framework was proposed to account for the random nature of the air-to-ground links
between the UAV and the users, while also seeking a TMSIC application. Several op-
timization metrics were proposed, providing a wide panel of selection for the network
planner with a multitude of answers to face the variations in time of the users traffic
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requirements.
Finally, the ecosystem of D2D enabled communications was addressed in conjunction

with FD communication and NOMA between CUs and D2D devices. The mutual SIC
conditions specific for FD-D2D where thoroughly investigated, and necessary and suffi-
cient channel conditions were identified. Furthermore, a geometrical representation of the
solution space allowed for an efficient optimal PA resolution, enabling subsequent opti-
mal D2D-CU assignments. Moreover, the application of the mutual SIC procedure in the
D2D context proved to be particularly beneficial from many view points. On the one
hand, significant performance gains where achieved thanks to the interference cancella-
tion, compared to the classical No-SIC strategy between CUs and D2Ds. On the other
hand, implementing mutual SIC showed great complementarity with D2D applications:
when classic D2D fails in bringing the additional capacity boost to a wireless system, due
to too high D2D distances, mutual SIC can be applied to take advantage of the near-far
effect.

Future Works
The work presented in this thesis showed how the key concept of mutual SIC can be
adapted to various network scenarios and use cases such as DAS, CoMP, UAV-assisted
networks and D2D communications. This is to be expected since any new asset for
combating interference is valuable for tomorrow’s future generation networks which are
seriously interference-limited. Yet, several aspects of these studies are far from unveiling
their fullest potentials.

First of all, the derived resource allocation schemes assumed perfect channel infor-
mation knowledge. In practice, this is hardly feasible, and more research is required to
determine the outcome of the proposed RA techniques for the context of statistical CSI
knowledge and/or imperfect instantaneous CSI. Consequently, a possible work direction
could be to design robust RA schemes mitigating the performance gap between perfect
and noisy CSI, where different CSI noise models could be assumed depending on the
context [37–39].

A direct sequel to that study would be the analysis of the impact of imperfect SIC
implementation on the performance of the proposed procedures. One the one hand, the
erroneous CSI could mislead the designer into the application of mutual SIC in inadequate
scenarios, which might fire back in terms of the incurred interference. On the other
hand, residual interference could still remain following an imperfect SIC procedure due
to channel quantization and estimation errors resulting in imperfect equalization. The
induced performance degradation would require further testing and possibly mitigation
through robust RA schemes taking into account the mentioned imperfection in their
design.

Although we proposed a generalized mutual SIC procedure in the CoMP scenario, the
exponential complexity of decoding orders to be considered keeps NOMA cluster sizes to
a maximum of three users. A possible future work direction could be to combine experi-
mental and theoretical analysis to determine the most likely decoding orders for achieving
mutual SIC. This can provide the linear capacity gains with every new added user while
jeopardizing the scheduling complexity. A direct follow up to this study can be to design
user grouping strategies enabling maximum number of mutual SIC applications. In that
regard, state-of-the-art user-centric clustering techniques in CoMP can be envisioned to
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include multiple users at once. Additionally, the study can be extended to explore the
implementation of mutual SIC into Multiple-Input Multiple-Output systems.

In Chapter 6, the proposed geometrical procedure could inspire the resolution of higher
dimensionality PA problems where more than a single CU is accessing the same resource
as the D2D pair, or conversely, more than two devices are in D2D communication. Fur-
thermore, it could be interesting to derive patterns for D2D-CU pairing that would be
purely based on the knowledge of the channel conditions, or even further, on their relative
geographic positioning. This could be done through various tools (e.g. machine learning
techniques) and would simplify the channel assignment step and facilitate the integration
of the proposed methodologies to DASs.
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Titre : Nouvelles approches de gestions des interférences pour les réseaux de communication 5G 
et futurs utilisant la NOMA 

Mots clés : Accès multiple non orthogonal, annulation mutuelle successive des interférences, 
multipoint coordonné , communication entre appareils, duplex intégral. 

Résumé :   La demande pour les systèmes de communications 5G et au-delà vont dans le sens 
de toujours plus de débit, plus de connectivité, moins de latence et plus de fiabilité. Pour 
répondre à cette demande en constante croissance, différentes propositions sont sur la table, 
allant des méthodes d’accès multiple non-orthogonales (NOMA), aux systèmes device-to-device 
(D2D) munis de fonctionalité de duplex intégral (FD), en passant par des architectures de 
réseaux plus denses tels que les petites cellules, les systèmes d’antennes distribués (DAS) et le 
cloud RAN (CRAN), et employant des méthodes de coopérations inter-cellules sophitisquées 
telles que le coordinated multipoint (CoMP). De nouveaux éléments tels que les drones (UAV) 
sont également envisagés pour servir des utilisateurs. Bien que les techniques proposées ci-
dessus soient de natures très variées, le dénominateur commun qui sous-tend ces technologies 
se rapporte à la problématique de gestion d’interférences au sens large : interférences entre 
utilisateurs pour le NOMA, interférences entre cellules pour les DAS et le CoMP, et interférences 
entre systèmes hétérogènes pour le D2D et les UAVs. Dans cette thèse, nous proposons un 
nouveau schéma d’annulation d’interférences basé sur les récepteurs à annulation successive 
d’interférence (SIC) du NOMA que nous baptisons mutual SIC. Nous montrons le grand intérêt 
que représente cette technique quand elle est adéquatement intégrée aux techonologies 
mentionnées précédemment, tant dans des scénarios de minimisation de puissance de 
transmission que dans des scenarios de maximization de débit total et de l’équité entre 
utilisateurs. 

 

Title :  New Approaches for Interference Management in Future Generation Networks for 5G and 
Beyond using NOMA 

Keywords : Non-Orthogonal Multiple Access, mutual Successive Interference Cancellation,  
Coordinated Multipoint,  Device to Device, Full Duplex. 

Abstract: The demands for 5G systems and beyond are pushing for more throughput, more 
connectivity, less latency and more reliability. To meet this ever-growing demand, various 
proposals are on the table ranging from non-orthogonal multiple access (NOMA), device-to-
device (D2D) systems with full duplex (FD) functionality, to denser network architectures such as 
small cells, distributed antenna systems (DAS) and cloud RAN (CRAN), and employing 
sophisticated inter-cell cooperation methods such as coordinated multipoint (CoMP). New 
elements such as unmanned aerial vehicles (UAVs) are also being considered for current and 
next generation networks. Although the techniques proposed above are diverse in nature, the 
common denominator underlying these technologies comes back to tackling the broad problem 
of interference management: user-to-user interference management for NOMA, cell-to-cell 
interference management for DAS and CoMP, and interference management between 
heterogeneous systems for D2Ds and UAVs. In this thesis, we propose a new interference 
cancellation scheme allowing for a complete interference cancellation based on the NOMA 
successive interference cancelation (SIC) receivers that we call mutual SIC. We show the great 
interest that this technique represents when it is adequately integrated with the above-mentioned 
technologies, both in transmit power minimization scenarios and in rate craving scenarios of total 
throughput maximization with a consideration to user fairness. 
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