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Introduction

Industrial Control System (ICS) are architectures controlling a physical system to achieve
an industrial objective. They are present in various sectors including energy generation
and distribution, water treatment, manufacturing production, aerospace and defense.
Those architectures are equipped with various digital entities, including Human Machine
Interface (HMI), Programmable Logic Controller (PLC), regulator, organized for reduc-
ing the complexity of the control. Historically, ICSs have been designed to improve the
productivity, but the cybersecurity has not been considered. Due to this lack, ICSs are
facing cyberattacks. Plenty of them manipulating the architecture have been reported
in the literature. They aim to steal sensitive information or to violate the integrity of
the physical system. The violation of the physical system integrity refers to an intended
alteration or destruction of the physical system through its control. It leads to a partial
or complete failure of the services delivered by the physical system. Hence, cyberattacks
are a new root-cause of failure, that we call the malicious acts. Those malicious acts
aim to create and propagate anomalies in the architecture by exploiting vulnerabilities
of the digital entities.

In this thesis, we address a new type of attack that aims to accelerate the aging
of the actuators. The attacker is considered to manipulate the control signal sent to
them. The objective of this thesis is to develop methods for analyzing such attacks and
preventing them. The analysis consists in quantifying the potential impact a control
signal manipulation could have on the process. The prevention consists in restraining
the control signal such that stealthy aging attacks cannot occur.

This thesis addresses the following scienti�c issues:

� Modeling the attack stealthiness in set theory,

� Stability condition required from the invariant set theory,

� Loss of the temporal variable in the invariant set theory.

This manuscript is organized in Part as follows.

Part 1 presents the general problematic of our research works. After having presented
the general context about the malicious act acting on ICSs to reach the process integrity,
we position our research works in the controllers. In particular, we focus on the continu-
ous controllers. Then, the problem of anomaly observation is explained. It appears that
the process integrity can be violated if the control signal is abnormal. Thus, we orientate
our works on anomalies in the control signal. In particular, our interest concerns anoma-
lies accelerating the aging of the actuators. After having brie�y reviewed the literature,
we position our works on the set-theoretic methods and linear optimization.

Part 2 provides our contributions. First, the analysis and prevention of stealthy
aging attacks are restrained to a subcase, denoted Attack Type 1 (AT1). AT1 consists
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in manipulating the control signal to let the dynamical system reach a subset of the
state space that features an aging faster than normal. We propose two set-theoretic
methods for quantifying the impact of AT1 on the process. The �rst method based on
the invariant notion quanti�es it on the in�nite-time horizon. The second one based on
robust simulation quanti�es it on the �nite-time horizon. A set of Algorithms is proposed
for both methods to be applicable on a dynamical system. Lastly, a method based on
linear optimization is proposed for assessing the potential impact stealthy aging attack
of a more general case could lead on the process. This more general case Attack Type
2 (AT2) consists in maximizing the time integral of a degradation function modeling the
stresses in the system.

Part 3 proposes to apply the methods upon two application examples: a thin �lm
manufacturing system, and a satellite system. The results are analyzed and show that
the robust simulation-based method is more adapted to deal with stealthy aging attacks
rather than the invariant-set based one. In addition to this, we show that stealthy
aging attacks seem more dangerous on over actuated dynamical systems as the abnormal
control actions can be compensated by the other actuators to hide the attack regarding
the delivered service.
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1.1 Introduction

This Chapter presents the overall context of this thesis. It takes place in ICSs, where
heterogeneous industrial equipment and devices operate each other to control a physical
system. After having presented what is an ICS in Section 1.2, the problem of faults in
ICS is explained and the response given by the community is detailed in Section 1.3.
This response has introduced a new problem in ICSs: the malevolence. In this thesis, we
focus on the malevolence that aim to violate the integrity of the physical system. That
is why, the malevolence is studied in Section 1.4 with the viewpoint of the integrity of
the physical system.
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1.2 Industrial Control Systems

Many sectors including critical ones [Rushby 1994] have quickly integrated automation
of their industrial operations such as energy generation and distribution, water treat-
ment, manufacturing production, aerospace and defense [Nozaic & Freese 2009, Stou�er
et al. 2015, Groover 2008]. This automation raise stems from the fact companies are
constantly chasing better performance. In the following subsection, a brief study of ICSs
is given.

1.2.1 General description

ICSs are organized around workstations, mostly automated. The workstations perform
industrial operations using industrial equipment, i.e. the physical system used to realize
the industrial operations. These workstations are interconnected with a control system
devoted to the coordination of the control, and to the control of the workstations. The
automated operations are often supported by manual interventions of operators. These
manual interventions are dedicated to auxiliary operations such as tools changing or the
loading and unloading of workpieces in manufacturing productions, cleaning of screens
in water treatment systems, or repair and replace activities.
ICSs aim at:

� Relieving the human of the tedious and dangerous tasks (e.g. operations in envi-
ronment with high temperature or toxic gas) [Robla-Gómez et al. 2017, Cherubini
et al. 2016],

� Performing complex industrial operations, almost impossible by the human (e.g.
manufacturing precision in aerospace and defense),

� Improving the productivity (e.g. production time, delivery times),

� Reducing the production cost,

� Optimizing energetic performance during the industrial operations.

To successfully achieve its objectives, an ICS requires �exibility [Michalos et al. 2010].
The �exibility is the ability to easily adapt to changes. Industrial equipment �exibility
allows �exibility in the operations realizable by the equipment. This requirement plays a
major role to deal with failures in ICSs. However, the industrial equipment �exibility is
not enough. In complementary, �exibility in the control system is required to easily adapt
to industrial objectives and failures. Both requirements allow the industrial equipment
and the control system to respond to industrial objectives changes, and failures in the
ICS [Zamai et al. 1998].

1.2.2 Internal structure

In general, an ICS has an internal structure split into three parts as illustrated in Fig-
ure 1.1:
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Figure 1.1: General structure of ICS

� The plant represents the physical entities which are transformed to achieve the
industrial objectives such as displacement of a workpiece, water level in a tank,
�ow of power in power lines. These physical entities are often called raw materials
and represent respectively the workpiece, the water and the power in the previous
examples.

� The operative part is the set of actuators and sensors, also called �eld devices, or
industrial control and instrumentation devices. On the one hand, actuators receive
decisions from the control system and transform them into physical actuation (e.g.
angular velocity, electrical current, electromagnetic torque, force, �uid volumetric
rate of �ow). Physical actuation is applied on the plant to transform the physical
entities. To achieve this transformation, actuators use energy: electrical, pneu-
matic, or hydraulic. On other hand, sensors measure physical quantities related
to the entities transformation. These measurements are transmitted back to the
control system as status feedbacks. The operative part together with the plant is
usually gathered into a single term: the process, being the physical system to be
controlled.

� The control system coordinates the control of the process by transmitting deci-
sions to the actuators in order to impose a desired behavior to the plant based on
the status feedbacks and the industrial objectives. The control system can transmit
relevant information about the process, or even itself to operators. The operators
interconnected with the control system monitor the control of the plant, and can
make decisions if required.

1.2.3 Control system

As seen previously, the control system is the core of an ICS as it coordinates the control
and controls the process. However, the plant involves plenty of physical phenomenon
which need to be considered by the control system in order to impose the desired behav-
ior. Each physical phenomenon needs to be controlled through actuators, and monitored
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through sensors, thus the higher the number of physical phenomenon, the higher the
number of actuators and sensors is. This complexity has increased in the past with more
complex process to be controlled. From this raise, it quickly appeared that centralized
control system was not anymore adapted. This major problem has been considered in
the past, and many architectures have emerged to deal with [Jones & Saleh 1989]. One
of the most used architecture is the hierarchical and modular control system architec-
ture, known under the name "Computer Integrated Manufacturing" [Williams 1990] and
normalized nowadays in the ISA95 [ISA ]. Although each sector has speci�c features,
their architecture follows this conceptual architecture. It splits the control system into
�ve levels of lower complexities as illustrated in Figure 1.2:

� Level 5: Management information

� Level 4: Production scheduling and operational management

� Level 3: Supervisory control

� Level 2: Control coordinator

� Level 1: Local control

Levels 5 and 4 are dedicated to the production scheduling and management information,
while the levels 3, 2, and 1 are devoted to the process control. These levels are intercon-
nected together through communication levels. Throughout this thesis, only the levels
devoted to the process control are of concern, i.e. levels 3, 2, and 1.

Figure 1.2: Standard ICS architecture

Each level has several modules, and each module is a digital device having a control
mission in the control system, as it will be detailed in Chapter 2. The operating prin-
ciple of this control system architecture is based on a request-reply procedure [Jones &
Saleh 1989], illustrated in Figure 1.3 and explained as follows. A module at a level n
transmits a decision to a module at a level n − 1. The latter module breaks down the
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Figure 1.3: Request-reply procedure

decision into m other decisions, and transmits them to the lower layer, and so on until
the decisions reach the process.

After the process has reacted to these decisions, m status feedbacks, corresponding to
the reaction response of the process to the m decisions, are propagated to the modules.
These status feedbacks inform about the activity of the process. They can be either
normal, or abnormal if the status feedback does not correspond to the expected one, i.e.
expected activity, [Duong et al. 2013]. In the last case, this anomaly is commonly known
as a fault. Since ICSs are made of many industrial equipment ranging from dozens to
hundreds of equipment, faults issue is a complex problem to deal with.

1.3 Responsiveness to faults

As this thesis concerns attacks leading to a fault in the operations of the ICS, faults in
ICS are presented in this section. First of all, the concept of failure commonly agreed in
the literature is presented.

1.3.1 Failures in an ICS

A failure of an entity is de�ned as the cessation of its ability to deliver its service. A
failure can lead to a fault in an entity. A fault of an entity is de�ned as its inability to
deliver the service [Villemeur 1992]. A fault results in a deviation from a characteristic
property or a property of the service to deliver [Isermann 1997][ISO13849-1 2015]. This
deviation is seen as an anomaly in the ICS. A failure can result from the occurrence of
other failures. The �rst failure is the origin of failure.

The origin of failures are usually classi�ed into two groups: external or internal, of
the architecture. The external failures can come from:

� The production scheduling and management information, i.e. levels 5 and 4, (e.g.
industrial objectives changes, production rate changes).

� The raw materials (e.g. not �t with required speci�cations).

� The environment of the ICS (e.g. operators interacting with the ICS, energy used
by actuators).

The internal failures can come from:
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� The digital entities of the ICS, i.e. digital devices and digital communication, (e.g.
failure of a communication, design error in a control program).

� The process: the failure of a sensor, of an actuator, or of the plant.

1.3.2 Root causes of failures

In ICSs, the root causes of failures are often classi�ed into �ve main root causes: Man,
Equipment, Method and Recipe, Material, and Environment [Ishikawa 1990, Doggett 2004].
The main root causes are explained below only with respect to facts related to the pro-
cess control [Nguyen et al. 2016], as this is the interest of this thesis. Hence, the Man
root cause refers to the exploitation and maintenance of equipment, and the Equipment
refers to an intrinsic deviation from its technical speci�cations. In addition, as Method
devotes to the recognition at work, so only the Recipe is studied. It concerns their char-
acterization as this step is done without considering the current operations in the ICS,
i.e. without the current stresses the equipment is subject to. The Material refers to the
non-compliance with required speci�cations. Finally, the Environment is not considered
as it devotes to the well-being at work.

� Man is, on the one hand, an irreplaceable stakeholder with adaptation and respon-
siveness capabilities to deal with unpredictable events. It is particularly essential
in ICS with high variability such as electric power systems, or some manufactur-
ing production systems (e.g. automotive assembly lines [Michalos et al. 2010],
semiconductor manufacturing [Bouaziz 2012]). On the other hand, it can generate
disturbances because of whether a lack of information to make its decisions for
responding to a failure, or it is fallible in the tasks it realizes (e.g. negligence in the
maintenance operations, tension variations causing paper web breaks due to con-
trol design error [Hristopulos & Uesaka 2002]) [Kobbacy & Murthy 2008, Proctor
& Zandt 2018].

� Equipment is subject to an intrinsic aging process due to the various stresses it
goes through during its control. The aging process comes from the phenomenon of
wear and tear of the equipment's components [Dhillon 1999, Viveros et al. 2014].
The failure of an equipment can be predicted by statistical and probabilistic meth-
ods [Vrignat et al. 2015]. However, these methods usually consider normal condi-
tions of equipment operation, often not satis�ed in the ICS. Indeed, non-predicted
failure of equipment's components have been reported owing to abnormal oper-
ations. Furthermore, [Isermann 2006] highlights the phenomenon of rapid tech-
nological change, and the consequences of the lack of knowledge about the new
equipment causing an increase in the number of failures.

� Recipe is usually developed in the R&D department [Erickson & Hedrick 1999],
and de�ned for dedicated equipment. A recipe speci�es the industrial operations
such as the equipment to be used, their setting parameters, and the starting and
ending date of operations. A set of recipes is usually associated with a Work
Order (WO) [Muñoz et al. 2011]. A WO is a set of orders the control coordinator
level in the ICS architecture has to execute. A WO corresponds to a set of decisions
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the operators have made in the supervisory control level as presented in Section 1.2.
The recipes are usually developed in a dedicated environment without considering
the stresses the equipment are subject to in current operations. Indeed, sometimes
the ICS equipment operates beyond its operating conditions, and then operates
in stress conditions. Therefore, the recipes can result in failures once they are
executed by the control coordinator level [Muñoz et al. 2011]. In addition, the
higher the stressed equipment, the higher the number of failures can occur [Hubac
& Zamaï 2013].

� Material is the raw materials introduced in the ICS to realize industrial operations
on it, as mentioned in Section 1.2. If the raw materials do not conform to required
speci�cation standards, then they can produce failures on the physical entities
to transform, i.e. the plant, (e.g. web breakage due to low paper properties in
newsprint production [Haapala et al. 2010]) [Ahmad et al. 2018], and even on
the equipment transforming the raw materials (e.g. reactor accidents in chemical
process industry [Kidam & Hurme 2013]).

1.3.3 Responsiveness of the control system

As faults are many in an ICS, it appeared the control systems were not designed to deal
with. Indeed, the request-reply procedure was designed to optimize the operations in ICS
by transmitting a decision, and waiting for its realization before transmitting another
decision. However, it was not designed to deal with faults. The lack of response to faults
in an ICS has appeared as the main cause of lack of performance in an ICS. As a result,
ICSs have progressively evolved to improve its responsiveness, as detailed below.

In 1980, a �rst observation was stated: the control system and the industrial control
and instrumentation devices, i.e. level 1 and 0 of the ICS, communicate in a single-way
analog communication with point-to-point connections. Besides the high installation
and maintenance cost it leads to, i.e. a lot of electrical wirings, the need for a two-
way digital communication appeared in order to improve the feedback of information
for fault-detection purposes. Indeed, the analog communications limited the feedback of
information from the equipment to the control system in di�erent aspects: the amount,
the quality, and the cost of supplementary electrical wiring for the two-way communi-
cation. This conducts the progressive replacement of the analog communication by a
serial digital communication, called �eldbus, so that more information can �ow in both
directions between the �eld devices and the control system. The emergence of integrated
circuit in the same years has reinforced the need for digital processing capabilities in the
actuators and sensors, so that they can transmit more information. These new digital
processing capabilities and the emergence of �eldbuses have conducted progressively the
replacement of analog devices to digital ones [Thomesse 2005, Galloway & Hancke 2013].

In 2000, a second observation was stated: the di�erent levels of the ICS communi-
cate with incompatible networking concepts, i.e. �eldbuses, and mostly Ethernet, and
Internet Protocol (IP)-based Local Area Network (LAN) for the higher levels-. Due to
these incompatibility, integration problems were reported, and still are, and is used as
one of the main arguments used to promote Ethernet on the �eld level. Moreover, the
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spread of Ethernet on the lower levels is also supported by the paradigm of interoper-
ability between the enterprise systems and the control systems to interconnect them on
a same network [Sauter 2010].

Nowadays, a large number of ICSs operate with Ethernet networks on the lower lev-
els. In addition to this, most of the devices in the control system are now based on a
digital architecture. From now on, sensors and actuators are subject to a digitization
to improve the amount, the quality of feedback information, and on a side note the
�exibility. Furthermore, the paradigm of Industry 4.0 follows this trend by introducing
additional smart �eld devices [Alcácer & Cruz-Machado 2019, Liu et al. 2019, Gungor
& Hancke 2009, Vitturi et al. 2019].

To respond to the productivity problem, the responsiveness of ICS has been optimized
by improving the �ow of information between the �eld devices and the control system.
This evolution has conducted the ICSs to have mostly a digital architecture closed to the
Information Technology (IT) systems on the communication and the devices, i.e. digital
entities. However, by introducing digital entities operating on standard architecture
mostly IT-based inside the process control levels of the ICS, a new root cause of failure
has appeared: the Malevolence.

1.4 Malevolence: an intentional root cause

In this section, the malevolence is presented as a new root cause, that can lead to a
process failure. This root cause is driven by an attacker with several objectives, and
among them the violation of the process integrity. Speci�c characteristics of this root
cause are then presented. First and foremost, attacks against ICS are brie�y explained,
and the attacks objective of concern in this thesis is focused on.

1.4.1 Violation of the process integrity

Di�erent attacks against ICSs have been reported [Hemsley & Fisher 2018a], and are
classi�ed in two groups as follows [Gisel & Olejnik 2018]:

� Information Operations encompass the activity of reconnaissance, surveillance,
and ex�ltration of data and information about the ICS. It includes (i) stealing
and disclosing sensitive information, (ii) cyber frauding (e.g. illegitimate �nancial
transfer), and (iii) collecting information about the ICS operations (e.g. espi-
onnage) [OECD 2017] in order to launch E�ects Operations.

� E�ects Operations encompass the activity of generating e�ects on the internal
structure of the ICS. It includes (i) tampering with data integrity (e.g. deletion,
modi�cation), (ii) a�ecting availability of the devices (e.g. disabling their oper-
ations for short or prolonged periods of time), and (iii) causing physical e�ects
(e.g. damaging the process leading potentially to human loss and environment
damages). The E�ect Operations are the attacks that violate the process integrity,
as de�ned below.
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In this thesis, only the attacks violating the process integrity of the ICS are of concern
[Escudero et al. 2018]. As the internal structure controls a process as described in
Section 1.2, attacks generating e�ects on the internal structure a�ect inherently the
process control. Therefore, the process is controlled in a di�erent way than the one
imposed by the control system. As shown in past ICS attacks [Sicard et al. 2018], these
attacks aim at damaging the process by violating the process integrity. In the context
of ICS attacks, we de�ne the process integrity violation as follows.

De�nition 1. The process integrity violation is the intended alteration or destruction

of the physical system (e.g. robot, lathe, milling machine) through its control, such as for

example the intended transgression of physical constraints (e.g. space shared in mutual

exclusion between two robot arms, speed limit of an electric motor).

Violation of the process integrity leads to a fault in the process. Unlike the root causes
of failures studied in the literature, and seen in Section 1.3, the root cause of this failure
is intended. We propose to call this new root cause: Malevolence.

1.4.2 Malevolence

1.4.2.1 Malicious act

As shown in past ICS attacks [Sicard et al. 2018, Hemsley & Fisher 2018a], one of the
major threats the ICSs are facing is the capability for an attacker to penetrate and
manipulate the control system to violate the process integrity. This malicious act is
proposed to be de�ned as follows.

De�nition 2. A malicious act, commonly called an attack, is a set of intended actions

executed on the control system of an ICS. These intended actions are launched by an

organization, i.e. the attacker, with the primary objective of violating the process integrity

to cause a fault or a failure in the process. This fault can be classi�ed into di�erent degrees

of severity:

� Degradation of the delivered service (fault): the process in whole or in part

partially delivers the desired service, i.e. the delivered service deviates from the de-

sired service, (e.g. constant bias or transient overshoot of desired angular velocities

[de Sá et al. 2017]).

� Temporarily inability to deliver the service (failure): the process in whole or

in part temporarily loses its ability to deliver the service (e.g. intermittent failure of

communication with the equipment [Ylmaz et al. 2018, Long et al. 2005, Cetinkaya

et al. 2019, Amin et al. 2009]).

� Permanent inability to deliver the service (failure): the process in whole or

in part permanently loses its ability to deliver the service (e.g. permanent failure

of communication with the equipment, permanent damage of the process leading to

permanent interruption of operations in the ICS).

To be realizable, the malicious act requires the penetration of the control system
de�ned as follows.
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De�nition 3. The penetration of the control system is the corruption of one or

several digital entities of the control system.

The corruption of a digital entity can be considered as a failure of this entity because its
ability to deliver its service is not anymore guaranteed. The root cause of this failure is
the malevolence. Nowadays, an attacker penetrates the control system by bene�ting from
the digital entities left open for maintenance and recon�guration purposes [Luiijf 2016,
Fovino 2014]. Two pro�les of attacker can be pinpointed:

� Insider threat is "a person with legitimate access to an company's computers and
networks" [P�eeger et al. 2010]. In the context of ICS attacks, it is an operator
with a legitimate access to the control system allowing the attacker to penetrate
it.

� Outsider threat: the attacker penetrates the control system using various IT-
based methods [Alladi et al. 2020] to get illegitimate access to it. Most of the time,
these methods fool one or several operators to penetrate the control system (e.g.
social engineering).

1.4.2.2 Characteristics of the malevolence

As the malevolence is an intended root cause of failure, it has unique characteristics. We
have identi�ed three main characteristics: the capability, the spread, and the propagation
path.

The capability of the malevolence is the ability of the malicious act to successfully
achieve its objective. The success of this objective clearly depends on its ability to violate
the process integrity, but also to remain stealthy during the period of attack. Otherwise,
the attack could be detected and isolated before it violates the process integrity, leading
to a fail of the attack (e.g. Triton attack [Hemsley & Fisher 2018b]). Hence, the capability
depends on the knowledge of the attacker about the ICS. This begins �rst and foremost
with the process of knowledge, being the attack goal. In addition, the knowledge about
the control system's modules is required to understand their interaction with the process.
Indeed, one module can be directly interconnected with the process, or indirectly through
other modules as it will be shown in Chapter 2. Moreover, the knowledge about the
deployed detection systems is mandatory to guarantee the stealthiness of the attack.
Clearly, the presence of detection systems limit the capability of the malevolence. Also,
the quality of knowledge, i.e. incomplete, partial, complete, limit it and can even cause
a fail of the attack.

The spread of the malevolence is the place in the control system where the malicious
act can be performed. As the attacker targets the digital entities, the attack can hit all
the modules of the control system as they are now all digitized. The malevolence is then
widely spread over the whole control system. Thus, higher the number of digital entities
in the control system, higher the number of potential corrupted entities are. However,
higher the level of the ICS the failure occurs, longer the propagation path to violate the
process integrity is. This comes from the hierarchical organization of the control system
leading having upper modules than others.
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The propagation path of the malevolence is the propagation path followed by the
anomalies resulting from the failures of digital entities, i.e. their corruption. Unlike
the other root cause of failures, the intentional nature of the malevolence conducts the
anomalies to be controlled by the attacker. In case of the primary objective is the
violation of the process integrity, the anomalies tend to descend in the control system to
reach the process.

1.5 Conclusion

In this Chapter, the malevolence has been presented as a new-root cause of failures
that aim to violate the process integrity. Unlike the other root-causes, the malevolence
is intentional. From this property, we have highlighted characteristics of this intended
root-cause: the capability, the spread, and the propagation path to violate the process
integrity. In the next Chapter, the malevolence will be analyzed to understand how
anomalies can be propagated over the control system in order to identify the digital
devices that need to be secured. Obviously, this propagation intrinsically depends on
the characteristics of the malevolence. Finally, we will provide a general presentation of
the behavioral approaches addressing the malevolence.
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2.1 Introduction

This Chapter analyzes the malevolence with the aim to understand how anomalies can
be propagated over the control system to potentially violate the process integrity (Sec-
tion 2.3). This Chapter shows that the controllers need to be hit by the malicious
act to violate the process integrity. This result is then shown on the Stuxnet attack
(Section 2.4). Finally, a general presentation of the behavioral approaches addressing
the malevolence is presented (Section 2.5). First and foremost, the ICS functioning is
detailed based on the main digital devices (Section 2.2).

2.2 Preliminary: detailed ICS functioning and penetration

point

2.2.1 Functions of Control

Each digital entity of the control system processes several Functions of Control to achieve
their control mission. This functional view is inspired from the function blocks descrip-
tion of distributed control systems [Dai & Vyatkin 2012, M-SYSTEM 1990]. We de�ne
a Function of Control as follows.
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De�nition 4. A Function of Control (FC) is a high-level abstraction procedure pro-

cessed by a digital entity to achieve its control mission.

For instance, a PLC achieves its control mission by processing the following FCs
[Bolton 2015]: reception of status feedbacks from sensors, computation of decisions
according to the PLC's control program, and transmission of the decisions to actuators.

In the following we study the FCs of both digital devices and digital communications,
and their functioning. In addition, their digital architecture is considered to show the
penetration points.

2.2.1.1 Digital devices

A digital device operates on a digital architecture in which FCs are processed to achieve
its control mission. The digital architecture comprises three layers: aHardware (Hw.),
a Firmware (Fw.), and an Application (App.). These layers are further detailed in
[Mano 1992]. The digital architectures are either (i) computer-based which is a standard
IT architecture including a dedicated App. layer, or (ii) embedded-based with only
dedicated layers for the process control. In this thesis, only the layers dedicated to the
process control are considered, so the Hw. and Fw. layers on computer-based systems
are not considered in this thesis.

The digital devices are the core elements of an ICS. They achieve their control mission
by interacting with each other. Each digital device reacts to input decisions from its
supervisors, transmits output decisions to its subordinates, monitors their execution,
and transmits status feedback to its supervisors [Jones & McLean 1986]. Each digital
device processes a set of FCs, belonging to the following list inspired from the functions
of distributed computer control systems [Steuslo� 1984, Syrbe 1978, Kramer et al. 1984]
:

� rec is the function of receiving and delivering the content of messages coming from
other devices.

� comp is the function of processing the content, and computing output decisions.

� tran is the function of formatting and transmitting messages to other devices.

� stor is the function of storing the variables representing the behavior of the process
and/or the devices.

� disp is the function of displaying valuable information to the operators and getting
their decisions, both about the behavior of the process and/or the devices.

2.2.1.2 Digital communications

The digital communications denoted Communication (Com.) gather multiple devices
(e.g. gateway, switch, router) which are opaque from the process control: the function
of exchanging messages matters. Hence, the communications are a mean for exchanging
messages, i.e. decision and status feedback, between devices.
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The messages can be broken down into (i) ctrl for controlling the process (work
order, setpoint, command, request, instruction, sensor reading, status, response), and
(ii) cnf for con�guring the digital devices, i.e. architecture recon�guration, change of
status. Both (ctrl) and (cnf) are the FCs of the communications.

2.2.1.3 Penetration points

As explained in Section 1.4, the malicious act requires the penetration of the control
system. Analysis of ICS attacks shows that this penetration consists in corrupting the
architecture of a digital entity, i.e. a digital device or a digital communication, to gain
access to the FCs. Note that for digital communications the corruption of the architecture
of their devices are not studied as they are not concerned in this thesis. Additional
considerations will be stated later.

2.2.2 Main digital devices

To study how anomalies can be propagated over the control system, it is required to
describe in depth the ICS functioning based on the main digital devices in charge of
controlling the process. In the following, notice that the control coordinator (level 2)
is merged with the supervisory control (level 3). Therefore, the ICS architecture in
Figure 1.2 can be restated in Figure 2.1 with the main digital devices described as
follows.

2.2.2.1 Local control (level 1)

It includes cells of controllers containing Continuous-Variable Dynamical System-based
controller (CVDS controller) (e.g. Proportional-Integral-Derivative controller (PID controller)),
Discrete Event Dynamical System-based controller (DEDS controller) (e.g. PLC), and
HMI attached to them.

• CVDS controller (CVDS) is a continuous-variable controller receiving setpoints
(rec) from a DEDS controller and/or an HMI to adjust the process behavior. It com-
putes continuous-variable commands from its continuous-variable control law (comp),
it transmits them to actuators (tran), it monitors their execution by receiving sensor
readings from sensors (rec), and it stores the sensor readings with its status in a shared
memory (stor). For the monitoring purpose, it can receive requests (rec) from a DEDS
controller and/or an HMI to have access to its shared memory. In response, it reacts by
transmitting the requested variables (tran) or by making them available in its shared
memory (stor). Usually, an estimator is also part of (comp) in order to overcome the
lack of sensors for describing the process behavior [Hoo et al. 2003, Pivar£iová & Qaz-
izada 2018, �tefan Kozák 2014].
The CVDS controller is an embedded-based system with a reprogrammable App., i.e.
control program, including a control law (comp) and a shared memory management
(stor). However, the Fw. is generally designed only once by the manufacturer itself.
Hence, we assume that the Fw. cannot be corrupted.
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Figure 2.1: Reduced ICS architecture - Main digital devices (bold), their vulnerable
architecture layers (Hw., Fw., App.) studied (in black) and not studied (in grey), and
their exchanged messages: decision (→), status feedback (→), and monitoring (↔)

• DEDS controller (DEDS) is a discrete-variable controller receiving work orders
(rec) from the Supervisory Control And Data Acquisition (SCADA) and/or HMI to
adjust the process behavior. In reaction, it computes discrete-variable commands, i.e.
command or setpoint, from its discrete-variable control law (comp), it transmits them to
whether actuators or CVDS controllers (tran), it monitors their execution by receiving
whether sensor readings or CVDS controllers' variables (rec), and it stores them with its
status in a shared memory (stor). For the monitoring purpose, it can receive requests
(rec) from a SCADA and/or an HMI to have access to its shared memory. In response,
it reacts by transmitting the requested variables (tran) or by making them available in
its shared memory (stor) [Bolton 2015].
The DEDS controller is an embedded-based system with a reprogrammable App., i.e.
control program, including a control law (comp) and a shared memory management
(stor); and a reprogrammable Fw. being the interface between the App. and the Hw.
(rec, comp, tran, stor) [Pavesi et al. 2019, Bradbury 2012, Gonzalez et al. 2019, Valentine
& Farkas 2011]. In some cases, the DEDS controller is a computer-based system with a
reprogrammable App. embedding the control law [Milinkovi¢ & Lazi¢ 2012].
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• HMI (HMI) receives decisions (disp) from operators to adjust the process behavior
or the controllers' status. In reaction, it computes the appropriate decisions, i.e. work
order or setpoint, (comp), and it transmits them to the appropriate controllers (tran).
Moreover, the HMI continuously monitors the attached controllers by transmitting them
requests (tran), receiving their responses (rec), and storing the controllers' variables in a
database (stor). Then, the HMI computes (comp) valuable information about the local
behavior of the process and of the local control, and displays it (disp) to the operators
[Zolotová & Landryová 2000, Tendjaoui et al. 1991, Wucherer 2001].
The HMI is a computer-based system with a reprogrammable App. which is a dedicated
program (comp, stor, disp). Often based on windows platforms, this type of device is
considered highly vulnerable [Mcgrew 2013, McGrew & Vaughn 2009, Morris et al. 2013,
Gonzalez et al. 2019]. As it is a computer-based system, the Hw. and Fw. are not
considered in this manuscript.

2.2.2.2 Supervisory control (level 3)

• SCADA system receives instructions (rec) from operators or higher layers of ISA95
(not studied in this manuscript) to adjust the process behavior or the controllers' status.
In reaction, it computes the appropriate work orders (comp), and transmits them to
the appropriate controllers (tran). Moreover, the SCADA continuously monitors the
attached controllers by transmitting them requests (tran), receiving their responses
(rec), and storing the variables in a database (stor). Then, the SCADA computes
(comp) valuable information for the operators about the global behavior of the process
and the local control, and displays it (disp) [Daneels & Salter 1999]. Some ICSs where
the controlled plant is a single entity (e.g. power grid) present speci�cities: (i) the control
of the process is mainly deported to the SCADA where the DEDS controllers serve mostly
as remote stations for transmitting the sensor readings to the SCADA, and thus (ii) an
estimator is equipped in the SCADA (comp). The contributions depending on these
speci�cities will be mentioned with the symbol � after the citation [Prada 2013, Juliani
Correa de Godoy & Garcia 2017, Zolotová & Landryová 2000].
The SCADA is a computer-based system with a reprogrammable App. (comp, stor, disp)
[Kim 2012, Upadhyay et al. 2020, Shapiro et al. 2011, Cagalaban et al. 2010, Fovino 2014,
Gonzalez et al. 2019, Samtani et al. 2016]. Often based on windows platforms, and fully
connected to the enterprise network, this type of device is considered highly vulnerable
(Fw. and Hw.). As it is a computer-based system, the Hw. and Fw. are not considered
in this manuscript.

2.2.3 External devices

Other devices are involved in the design or the monitoring of the ICS. They are external
devices as they are not in charge of the process control.

2.2.3.1 Engineering Workstations (EWs)

Engineering Workstation (EW) are computer-based systems interconnected intermit-
tently with the ICS to recon�gure the digital devices through con�guration messages
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exchanged over a communication, often the Com.2-1.

2.2.3.2 Anomaly detectors

Most of the CVDS and the DEDS controllers, and the SCADA (�) are con�gured with an
anomaly detector to detect faults in the process [Dorr et al. 1997, Combacau et al. 2000].
The basic idea is to forecast the process behavior with an estimator. Then, hypothesis
testings based on characteristics of the residual, i.e. di�erence between the sensor read-
ings and the estimation, are checked to establish either the presence of an anomaly or not.

2.3 Analysis of the malevolence

After having detailed the ICS functioning from a functional view of the main digital
devices, the malevolence is analyzed. Owing to its intentional nature, anomalies are
controlled by the attacker to successfully achieve its objective of violating the process
integrity. To understand how anomalies can be propagated over the control system to
reach the attack objective, we propose a methodology. It is based on the FCs the digital
entities are processing, to ensure their control mission in the ICS.

2.3.1 Control-based attack model

From the past attacks analysis, we have established a control-based attack model. This
attack model describes how the anomaly propagates once a device architecture or a com-
munication is corrupted. This attack model is based on the FC presented in Section 2.2.

2.3.1.1 De�nitions

The four stages of the malicious act are de�ned as follows.

- (I) Corruption is the modi�cation of a device architecture (Hw., Fw., App.) or a
communication, after having gained access to it. The corruption allows the manipulation
of one or several FCs by the attacker. This stage leads to a failure of the digital entity
as it is not anymore able to achieve its control mission, i.e. its service.

In this analysis, we do not consider the Hw. corruption as it requires to have a physical
access to the ICS, which one has already a control access policy restraining such corrup-
tion; we consider also that all the devices do not contain hidden functions at the time of
their manufacture.

- (II) Manipulation is the modi�cation of the normal processing of a corrupted
device's FC by an attacker. The Manipulation of a FC results in an anomaly, i.e. a fault.

- (III) Propagation is the transmission of an anomaly from a device's FC to an-
other device's FC through the ICS architecture.

- (IV) Misbehavior is the anomalous behavior of a device's FC resulting from the
propagation of an anomaly to this FC input. The Misbehavior of a FC results in a new
anomaly in its output.
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2.3.1.2 Attack model explanations

The four stages of an attack take place as follows. Once an entity of the control system is
corrupted (I), the attacker can manipulate some of their FCs. A manipulation modi�es
the normal processing of a FC, and it produces anomalies (II). The produced anomalies
are then propagated to other devices through the exchanged messages (III). The devices,
that are exposed to these anomalies, misbehave from the propagation (IV). The normal
processing of their FCs is not modi�ed, but the received anomalies do produce new
anomalies in the outcome of each exposed FC, as they are processing anomalous input
messages. Then, these new anomalies propagate further following the same stages. The
four stages are preceded and initiated by Information Operations attack to bring the
attacker knowledge about the ICS architecture, the devices processing and the process
behavior.

The stages of the malicious act have been presented. In the following, propagation
paths of anomalies aiming at reach the process to violate its integrity are investigated.

2.3.2 Process integrity violation

In Section 2.2 the interactions between the devices have been modeled by considering
the ICS is arranged following the ISA95 architecture. The attacks propagation map
proposed in Table 2.2 is built from (i) the vulnerable architectures of devices and their
processing, to de�ne the structure of the table (column and row labels); and (ii) the
attack model combined with the interactions between the devices, to de�ne the content
of the Table. Indeed, the interactions between the devices are at the core of Table 2.2
and of the following analysis since it de�nes where the anomaly can be propagated. This
table gathers:

- The vulnerable devices architectures and communications in column labels

- The FCs of the devices and of the communications in row labels

For the sake of clarity in the table explanation, we de�ne by "item" a device architecture
or a communication. To understand how to read the map in Table 2.2, the reader has to
view it through the attack model presented above. The methodology is provided below
and the corresponding steps are presented in Figure 2.2:

- (I) Item corruption: this refers to the choice of the column label de�ning the
corrupted item. After having selected the column, the reader has to �nd the internal
processing of the corrupted item by crossing the rows and the column sharing the same
label, i.e. grey font cells ( ). Note that which architecture is corrupted matters in the
analysis as multiple columns can match with the rows-column crossing: the reader has
to choose the right column regarding which architecture is corrupted illustrated with
a black font cell ( ) and labeled at the column label. The internal processing informs
about which FCs can be manipulated if the corresponding item is corrupted.

- (II) Item's FCs manipulation: from the internal processing ( ), the FCs that
can be manipulated are mentioned with (?). In the opposite, the ones that cannot be
manipulated have (-). The manipulation of a FC results in an anomaly on it.
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I- Item Corruption

II- Item's FCs Manipulation

III- Anomaly Propagation

IV- FCs Misbehavior

Device reached ?

Process integrity

No

Yes

Figure 2.2: Map reading methodology

- (III) Anomaly propagation: once an anomaly occurs on a FC, it propagates
through other FCs mentioned with ( ). At an instant, the propagated anomaly leaves
the corrupted item and continues its progression by going through one or several FCs
until it reaches a device. ( ,  ,   ) describes the propagation path to the closest
devices. A subscript has been added to the symbol to identify the propagation path when
many of them are possible. Note that the anomaly propagation has to be read vertically,
i.e. only the rows change but not the selected column.

- (IV) FCs misbehavior: the propagated anomaly reaches a non-corrupted device
or the process ( ) via the exchanged messages. If this is the process, then its integrity
is violated. Otherwise, if it is a device, the FCs process the messages, and then mis-
behave. The misbehaving FCs are mentioned with (�). Then the anomaly continues
its propagation from the new anomaly resulting from the misbehaving FCs. From the
current row (corresponding to the current misbehaving device), the reader has to choose
the column corresponding to the device misbehaving. Note that when multiple columns
exist, the reader has to choose the column with the App. device architecture. In fact,
when a device misbehaves it only a�ects its normal processing which are de�ned by the
App. device architecture. Once the new column is selected, the reader goes back to step
(III) to propagate the anomalies from the misbehaving device, similarly as if the App.
of the device was corrupted, i.e. with the (?) representing now the misbehaving FCs
creating anomalies in their output. This methodology is repeated again and again until
the process is reached. If this is the case, it means that an anomaly is controlling the
process, in other words the process integrity is violated-.

2.3.2.1 Case study: control law injection

In this part, we show how to use the above methodology on a case study. For simplicity
purpose, a downsized version of Table 2.2 is available in Table 2.1 to emphasize the case
study. This downsized version includes only the propagation paths of interest.
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Consider an attacker that has corrupted the App. of a DEDS controller (e.g. PLC)
by uploading a malicious control law to forge anomalous commands. Recalling that the
control law corresponds to the FC: (comp) (Section 2.2).

DEDS c CVDS c

App. c App. c

D
E
D
S comp ? c

tran  c
App.

C
o
m
.1
-
1

ctrl   c

C
V
D
S

rec    c - c

comp � c ? c

tran - c  c
stor � c ? c

C
o
m
.1
-
0

ctrl - c   c

Process - c    c
Table 2.1: Reduced attacks propagation map for the case study

� (I) Starting from the corrupted item, the column label "DEDS App." is selected.
Then, we search for its internal processing by choosing the row label of the cor-
rupted item, and crossing them with the selected column. The internal processing
is shown in ( ), and the corrupted architecture in ( ).

� (II) The attacker has uploaded a malicious control law that manipulates the FC
(comp), which is consistent with the table since this FC can be manipulated by an
attacker (?). An anomaly results from this manipulation: anomalous computation
is processed.

� (III) The anomalous command propagates on the FC (tran) ( ) to be emitted to
the CVDS-controller. Then, the anomaly leaves the corrupted DEDS controller.
Thereafter, the propagation continues over the Com.1-1 on the FC (ctrl) (  )
until it reaches the CVDS-controller and its FC (rec) (   ). To keep simplicity
in the analysis, we only analyze one propagation path over three in Table 2.2, i.e.
corresponds to the one with the subscript (1).

� (IV) The anomaly transported via the message is stored in the CVDS memory
(stor) and is used for the computation (comp). Hence, both FCs (stor) and (comp)
misbehave (�). Since the CVDS misbehaves, it produces a new anomaly being
propagated. To study the propagation path, we choose the column label which
corresponds to the misbehaving device, i.e. CVDS, with the device architecture
App. From now on, the analysis is done from the CVDS App. column by going
back to step (III) of Figure 2.2.

� (III) The anomaly goes through the FC (tran) ( ), and is transported via Com.1-
0 on FC (ctrl) (  ). As before, only one propagation path is studied which
corresponds to the one with the subscript (1) in Table 2.2.
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� (IV) From the propagation path, the anomaly reaches the process (   ) which
means the violation of its integrity.

The attacks propagation map in Table 2.2 has been proposed and a methodology
to use and read it has been detailed in Figure 2.2. A case study has been studied to
show how to use the methodology with a reduced attacks propagation map. As seen
in this Section, the attacks propagation map is relevant to study how the process can
be reached by an anomaly resulting from the corruption of a device architecture or of
a communication. As a remark, only the propagation path resulting to the process
integrity reachability has been detailed. However, by analyzing the other propagation
paths it is possible to �nd out all the other devices that are misbehaving as we will see
in the next part on past attacks analysis.

2.4 Application on Stuxnet attack

Apart from the case study, we describe and analyze in this part the application of the at-
tacks propagation map in Table 2.2 on past attacks following the methodology presented
above. It appears that such attacks tried to remain stealthy regarding the operators
in front of the SCADA or the HMIs as an additional objective [Sicard et al. 2018]. In
addition to the process integrity reachability, we use the methodology to analyze how the
SCADA and/or the HMIs have been targeted. This is done by exploring the other prop-
agation paths as stated in the remark above. From now on, we specify which message
content part, i.e. pl or md, are involved.

2.4.0.1 Stuxnet Attack

Stuxnet attack aimed to abnormally control the centrifuges velocities, i.e. to violate the
process integrity, and to hide the abnormal values of variables related to the centrifuges
velocities from the operators in front of the SCADA and the HMIs. After a preliminary
reconnaissance of the targeted ICS control features, the attacker has corrupted the DEDS
App. by uploading a malicious control program from a corrupted EW. Such corruption
allowed the manipulation of (i) the FC (comp) to forge anomalous setpoints to violate
the process integrity, and (ii) the FC (stor) to store false variables representing a nor-
mal process behavior, as it should be without any attacks, in order to remain stealthy
[Langner 2011].

Figure 2.3 describes the attack propagation mentioned with a reference letter (A,B,C,D)
and numbers, the asterisk symbol * refers to the propagation path. It is also reported
in Table 2.2 to guide the reader in the analysis. For visibility purposes, only the last
propagation path's symbol is labeled in Table 2.2. Indeed, it is su�cient for the reader
to read the symbol's subscript to trace the propagation path backwards. The Stuxnet
attack propagation follows four distinct steps which are illustrated sequentially in the
state �ow (Figure 2.3). These four steps are detailed below:

1. Beforehand, the attacker has corrupted an EW (A), an external device (white
font cell), to upload a malicious control program in the DEDS App. through the
Com.2-1 (cnf-pl) (A*).
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Figure 2.3: Stuxnet attack propagation
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rec      - ?    -     (2)  (1)   (1) A*

comp � - � ? B1 ? � - � � � -

tran - - -  ? - - - - - -

stor � - � ? B2 ? � - � � � -

App. - � - - - - - - - � B

Fw. - � - - - - - - - �

H
M
I

rec - - -    (3) B21*   (3) - -  - - -

comp - - - � C21 � ? - � - - -

tran - - - - -  - - - - -

stor - - - � C21 � ? - � - - -

disp - - - � C21 � ? - � - - -

App. - - - - - - - - - -

C
o
m
.1
-1 cnf - - - - - - ? - - -  (2)

ctrl - - -   (1)(3)  (1)(3)   - ?   (2) - -

C
V
D
S

rec - - -    (1) B1*   (1)      -    (2)

comp - - - � C1 � � - � ? C1 � -

tran - - - - - - - -  - -

stor - - - � C1 � � - � ? C1 � -

App - - - - - - � - - �

C
o
m
.1
-0

ctrl - - -   (4)  (4) - - -   (1) C1* ? -

Process - - -    (4)   (4) - - -    (1) D1  (2) -

Table 2.2: Attacks propagation map for an ICS arranged following the ISA95 - From the corruption of a device architecture ( ) or of a
communication ( ), the potential manipulated FCs (?), the propagation path of anomalies (      ), the misbehaving FCs (�),
the process integrity ( ), the not targeted FCs and device architecture (-); the Stuxnet attack propagation (letters and numbers)
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2. From now on, the DEDS is corrupted (B), i.e. the column and the rows change,
and the attacker manipulates both (i) the DEDS (comp) (B1), and (ii) the DEDS
(stor) (B2).

3. (i) The DEDS (comp) (B1) is manipulated:

(a) The attacker computes an anomalous setpoint which propagates through
Com.1-1 (ctrl-pl) (B1*) to make the CVDS controller misbehave (C1).

(b) From the misbehaving CVDS controller (C1), i.e. the column changes, anoma-
lous commands are transmitted through Com.1-0 (ctrl-pl) (C1*) to the pro-
cess.

(c) Hence, the process integrity is violated (D1).

4. In the meantime, (ii) the DEDS (stor) (B2) is manipulated:

(a) The attacker stores false variables about the behavior of the process and of
the local control in the DEDS shared memory. Then, they are propagated
from the Com.1-1 (ctrl-pl) (B21*) to the HMI (C21), and from the Com.2-1
(ctrl-pl) (B22*) to the SCADA (C22).

(b) Hence, the HMI and the SCADA misbehave (C21, C22) and mislead the
operators about the process and local control behaviors.

To conclude this section, the analysis of the malevolence highlights the following points:

� Anomalies controlled by the malicious act follow a mandatory path to reach its
objective.

� The higher the level of the corrupted module in the ICS architecture, the longer
the propagation path is, i.e. various digital devices need to be crossed to reach the
process.

In the past decade, the literature has proposed a large number of contributions to
address the malevolence in ICS. One of the main approaches consists in modeling the
normal behavior of a digital entity with respect to the evolution of the process. The
normal behavior corresponds to the behavior of the entity in the malevolence free case.
The next section is devoted to the behavioral approaches.

2.5 Behavioral approaches to address the malevolence

In the previous section, the malevolence has been analyzed as a mean to create an
intended failure in a digital entity, i.e. the Corruption. This failure creates in term an
intended fault in the behavior of the digital entity, i.e. the Manipulation. The anomalies
are then propagated over the control system by misbehaving the digital devices, i.e. the
Propagation and the Misbehavior.
Literature focusing on the malevolence inherits the research works from the fault-detection
and the malware detection research �elds, respectively for the fault created by the malev-
olence and the intentional characteristic of malwares. Approaches can be split into two
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main groups [Vinod et al. 2009, Bazrafshan et al. 2013]: signature-based, and behav-
ioral approaches [Sicard 2018]. In a nutshell, the signature-based approach establishes
an abnormal pattern of the behavior of a digital entity representing its behavior in the
malevolence case; whereas the behavioral approach models their normal behavior, i.e. in
the malevolence free case. This thesis contributes to the behavioral approach.

The basic idea behind the behavioral approach is the inspection of the behavior
of a digital entity, or of a digital entity with respect to the behavior of the process.
Indeed, a digital entity is a module or a communication of the control system in charge
of coordinating the control and controlling the process. Therefore, any decision emitted
by a digital entity is a reaction of a decision from an upper module or a status feedback
of a lower module about the process behavior.

Plenty of methods utilizing a behavioral approach to tackle the malevolence have
emerged in the literature. Inspired from the classi�cation of fault-detection methods
[Venkatasubramanian et al. 2003, Nguyen 2015], we propose to split these methods into
three categories:

� Knowledge-based methods utilizes explicit knowledge about the behavior of a
digital entity, or of a digital entity with respect to the behavior of the process. This
knowledge can come from technical speci�cations of the control system design, from
functional and structural analysis of the control system, or from the historical data.
For instance, [Lin et al. 2013] [ctrl] models speci�cations of the DNP3 protocol
that might be violated by the malevolence. Besides, [McLaughlin 2013] [DEDS-
comp] models the PLC's control program to detect inconsistency in the computed
decisions if it is subject to malevolence. In [Carcano et al. 2009, Fovino et al. 2010]
[DEDS-tran] the process behavior is modeled with respect to the PLC behavior,
to reveal inconsistency.

� Data-driven-based methods utilizes learning techniques to associate a set of
decisions and/or status feedback to the behavior of a digital entity. These tech-
niques use data collected from the current ICS operations, or from historical data.
For instance, [Linda et al. 2009, Kalech 2019] [ctrl] model the normal behavior of
communication exchanges including source-destination, size and periodicity of ex-
changed packets, and their probability of occurrence from network properties (e.g.
response time and loss of packets) in [Ponomarev & Atkison 2016] [ctrl]. Besides,
[Hadziosmanovic et al. 2013] [DEDS-stor] models the normal range of the variables
stored in the PLC. Again on the PLC, [Rrushi & Kang 2009] [DEDS-stor] models
its interaction with the process to describe the evolution of the stored variables.

� Behavior-based methods utilizes physical knowledge about the process behav-
ior to model it, or to model its interaction with other digital entities. In addition
to this, it can utilize information knowledge about digital entities to model it. For
instance, [Goldenberg & Wool 2013, Kleinmann & Wool 2017, Hahn & Govin-
darasu 2013] [ctrl] model the communication exchanges between an HMI and a
PLC including the size and periodicity of exchanged packets, and the data trans-
ported. In [Erez & Wool 2015] the behavior of the variables stored in the PLC is
modeled.
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From the model of the process behavior, [Hu et al. 2018b, Marelli et al. 2018] es-
tablish properties of the status feedback characterizing the malevolence (e.g. non-
randomness, distribution properties). [Koutsandria et al. 2014, Garcia et al. 2016,
Caselli et al. 2015, Sicard et al. 2019] models the behavior of the process with
respect to the PLC behavior to detect if the transmitted decisions will conduct
to a violation of the process integrity. In addition, [Beaudet et al. 2020] proposes
an implementation on a testbed for detecting anomaly in the control signal trans-
mitted by a DEDS-controller [ctrl] Similarly with the CVDS-controller, [Sridhar
& Govindarasu 2014] models the behavior of the process with respect to the con-
troller behavior to detect malevolence based on the residual on the sensor readings
[ctrl]. Di�erently, [Koucham et al. 2018] extracts normal behavior features of the
communication using a data mining method. It obtains temporal safety properties
that must be satis�ed in the attack-free case [ctrl-pl]. With a similar model, [Mo &
Sinopoli 2016a, Murguia et al. 2017, Murguia et al. 2020a] investigate the impact of
the malevolence on the process integrity [ctrl]. [Yaseen & Bayart 2017] proposes to
monitor the CVDS-controller behavior from its input and its output. It allows the
detection of a control signal manipulation from a compromised controller. Lastly,
[Thuillier et al. 2020] uses an Interval Finite Memory Observer allowing the esti-
mation of states on an uncertain process over a temporal window. It provides an
upper and lower bounds of estimate values due to the process uncertainties. This
work aims at detecting and correcting anomalous sensor readings. The detection
occurs when the sensor readings are outside of the estimation bounds [CVDS-rec].

2.6 Conclusion

This Chapter has shown that multiple paths exist for the anomalies to reach the process
integrity. In addition, whatever the path taken, the anomalies must cross the controllers
(DEDS or CVDS) to reach it. This analysis has then been shown on a real case, the
Stuxnet attack. Although this analysis shows the reachability, it does not provide formal
methods to prove it, neither to prevent anomalies to reach the process integrity. This
thesis takes place within this framework. As we will see later, we provide formal methods
for proving the reachability of the process integrity for a type of attacks. These methods
are then extended to �nd restrictions on the control in order to guarantee the non-
reachability of the process integrity. The methods allow the analysis and the prevention
of malevolence.
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3.1 Introduction

As we have seen in Chapter 2, there exist multiple paths for the anomaly to reach the
process integrity. However, all the origin of these paths di�er. It can come from the
corruption of the interaction with the controllers, i.e. SCADA, HMI, Com.2-1, Com.1-
1, or from the corruption of the controllers itself and their respective communication
with the process, i.e. Com.1-1. This thesis addresses the malevolence issue from the
controllers, in particular the CVDS-controllers.

This Chapter is devoted to the research problem this thesis contributes. Section 3.2
describes the control system we consider in this thesis and the mathematical model
utilized for describing the process behavior. Thereafter, Section 3.3 reviews brie�y the
literature to outline the main trends in analysis and prevention of anomalies. Then,
Section 3.4 and Section 3.5 explains why our research problem is focused on anomalies in
the control signal. Section 3.6 presents our problems statement, and Section 3.7 presents
the methods we derive to address our problem statement and the di�erences with the
literature. Lastly, Section 3.8 highlights the scienti�c issues this thesis addresses.
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3.2 Process control with CVDS-controller

3.2.1 Description of the system in our focus of interest

In this thesis, we consider a control system including a CVDS controller (C) that controls
a Process (P) via a transmission (tran) and reception (rec) channels. This control system
is coordinated by the upper modules of the ICS: it receives setpoints being the industrial
objectives. The controller imposes the desired service, often called the desired system
response, by transmitting a control signal u(t) to the process, and receives a partial or
complete measure of the state x(t) to update the control input. In addition to this, a
typical anomaly detector receives the measured state x(t) and the transmitted input u(t)

to detect a service degradation that could occur from a fault in the process. Theory of
automatic control [Dorf & Bishop 2000] commonly represents this control system with a
block diagram representation in Figure 3.1.

Figure 3.1: Considered control system

In this representation, the digital entities, that can be subject to malevolence, are:
the controller, and the transmission and reception channels. However, the anomaly
detector is assumed as not attackable. The process to be controlled by the controller is
considered to be a dynamical systems. A dynamical system is "a particle or ensemble
of particles whose state varies over time and thus obeys di�erential equations involving
time derivatives" [Nature ].

3.2.2 Behavior of dynamical systems

In order to provide methods to tackle the issue of malevolence in the control of dynam-
ical systems, this thesis focuses on quantitative mathematical models of the behavior of
dynamical system. Dynamical systems are represented mathematically by a set of simul-
taneous di�erential equations given in (3.1). It describes quantitatively the relationships
between the system variables. They are obtained by using the physical laws governing
the process (e.g. mechanical, electrical, �uid, thermodynamic).

ẋ(t) = f(x, u, t) (3.1)

where t ∈ R is the time, x(t) ∈ X ⊂ Rn is the state, u ∈ U ⊂ Rm is the control input,
and f is a function. Notice that R is the set of real numbers, Rn is the set of real n
vector, and Rn×m is the set of real n×m matrices. This notation will be recall later in
Chapter 4.
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In this thesis, we restrain our research works to dynamical systems modeled as
continuous-time invariant a�ne system given in (3.2).

ẋ(t) = Ax(t) +Bu(t) + a (3.2)

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the input, A ∈ Rn×n is the state matrix,
B ∈ Rn×m is the input matrix, and a ∈ Rn is the a�ne term.

An a�ne systems is a linear system with an a�ne term. In fact, the a�ne term
can be seen as a constant control input acting on the dynamical system. Thus, one
can extend the input u(t) to simplify the model in (3.2). Instead of this, the model is
proposed to be simpli�ed by extending the state in order to �t with the formalism of the
class of Piecewise a�ne (PWA) systems [Hassibi & Boyd 1998] for future research works.
By de�ning the extended state x̃(t) = [x>(t), 1]>, the model in (3.2) can be reformulated
as:

˙̃x(t) = Ãx̃(t) + B̃u(t) (3.3)

with

Ã =

[
A a

01,n 0

]
, B̃ =

[
B

01,m

]
. (3.4)

In this section, we have described our focus of interest: the malevolence in the control
of dynamical systems. From this control view, we are interested in the signals: the
measurement signals, and the control signals. In the next section, we review the literature
around the malevolence in the control of dynamical systems.

3.3 Brief literature review of malevolence in dynamical sys-

tem

This section gives a brief literature review to outline the main trends in the literature
of malevolence in dynamical system with a state-space representation. Clearly, the ob-
jective is not to provide an exhaustive list of methods, but show what is investigated in
the literature.

The literature contributions can be classi�ed into three groups as follows.

� Vulnerability assessment contribution explores control-based security weak points
that might be abused by the malicious act (e.g. impact of manipulation on the
process integrity, design of attacks).

� Prevention contribution provides design conditions to limit or avoid the mali-
cious act feasibility (e.g. minimum set of sensor to secure to guarantee the state
reconstruction in the attack case, con�guration of anomaly detector to limit the
attack impact).

� Detection contribution aims at revealing the presence of anomalies in the current
operations of the ICS (e.g. veri�cation of signals properties such as randomness of
measurement signals, violated in the attack case).
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This thesis contributes to vulnerability assessment and prevention groups. In the rest of
this thesis, detection methods are thus not anymore considered.

The reviewed literature comes from the theory of automatic control. As seen previ-
ously, it considers the problem as an interconnection of two systems, i.e. the controller
and the process, that reacts to signals. This systemic view leads to a lack of practical
implementations of the proposed methods: for instance, measurement signals can be in-
vestigated from the sensors, the reception channel [Com.1-0-ctrl], or the controller [rec,
stor, comp], however the model does not explicitly consider it. Therefore, the methods
are classi�ed either on the measurement signals or the control signals.

3.3.1 Methods based on the measurement signals

Vulnerability assessment

Three main trends appear in the literature: (i) quanti�cation of the impact of sensor
reading manipulation on the process state, (ii) design of stealthy sensor reading injection
attack, and (iii) design of stealthy sensor reading Denial of Service (DoS) attack.

(i) [Bai et al. 2017a] considers the manipulation of a single sensor reading. From
an information-theoretic approach, a graded notion of attack stealthiness is provided.
Also, the fundamental limitations for the detection with an anomaly detector are given.
Then, an optimal attack is designed to maximize the performance degradation for a
given stealthiness level. Finally, [Murguia et al. 2020b] proposes two security metrics to
quantify the impact on the performance degradation, based on the reachable set of the
process state.

(ii) [Guo et al. 2018] considers the stealthy manipulation of a single sensor reading
as an a�ne function of its legitimate value. An optimal attack is designed to maximize
the performance degradation and to achieve the desired level of stealthiness expressed
from the Kullback-Leibler divergence (K-L divergence) on the residue. Similarly, a more
general attack is proposed in [Li & Yang 2019]. Their attack achieves the largest per-
formance degradation of the process control. In addition, [Guo et al. 2019] considers
a similar attack but with an extra sensor reading for measuring the process behavior.
The optimal attack is designed to evade a static Chi-squared anomaly detector. Besides,
[Cheng et al. 2019] designs event-based stealthy sensor readings manipulations to maxi-
mize the performance degradation under a �xed average communication rate to remain
stealthy.

(iii) [Zhang et al. 2016] designs an optimal DoS attack subject to energy-constraint
to maximize the performance degradation of the process control. The proposal considers
the manipulation of a single sensor reading during a limited period of time. In fact, a
�xed energy amount is consumed for each manipulation. Also, the impact on the control
loop stability is investigated. Under similar considerations, [Zhang et al. 2018] designs an
optimal DoS attack taking into account the energy allocation. In particular, a real-time
algorithm is provided to dynamically adjust the attack energy.

Prevention
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Two main trends appear in the literature: (i) conditions to guarantee the integrity of
the state estimator, and (ii) con�guring anomaly detectors to mitigate stealthy sensor
reading manipulation.

(i) [Fawzi et al. 2014] characterizes the fundamental limitations of an estimator to
correct invariant sparse manipulated sensor readings. In particular, it is shown that
the state reconstruction is not possible if more than half the sensor readings are ma-
nipulated. An algorithm inspired from techniques in compressed sensing is provided to
correct the manipulated sensor readings, when the number of manipulations is smaller
than a threshold. In addition, [Chang et al. 2018] considers a variant set of sparse ma-
nipulated sensor readings. A secure estimator is proposed and the maximum number
of manipulated sensor readings that can be corrected by the estimator is proved. In
another way, [Hu et al. 2018a] proposes a security criterion to guarantee the security
of the estimator, i.e. estimation error is bounded, when the number of manipulation is
smaller than a threshold. Then, the set of normal sensor readings to guarantee the state
reconstruction is provided.

(ii) [Umsonst et al. 2017] considers time-limited manipulations on the sensor readings
and the commands. The optimal stealthy attack to maximize the performance degrada-
tion is designed for both stateless and stateful anomaly detectors. It is shown that the
stateful one better mitigates the stealthy attack [rec]. Furthermore, [Umsonst & Sand-
berg 2018] compares the performance degradation induced by sensor readings manipula-
tions for stateless (Chi-squared) and stateful (Cumulative Sum (CUSUM), Multivariate
Exponentially Weighted Moving Average Filter (MEWMA)) anomaly detectors. It is
pointed out that the MEWMA anomaly detector better mitigates the attack than the
Chi-squared anomaly detector. Di�erently, [Murguia & Ruths 2019] proposes a system-
atic procedure con�guring a CUSUM anomaly detector based on statistical properties of
the residual. The su�cient conditions on the bias parameter are provided to guarantee
the CUSUM sequence being bounded. [Milo²evi£ et al. 2017] proposes a criterion to
select the best combination of sensors to be secured in order to mitigate sensor readings
manipulations. The defender's objective is to guarantee an upper bound of the perfor-
mance degradation. Besides, in the power grid domain, [Zhang et al. 2019a] investigates
the impact of sensor readings manipulations on the microgrid system stability. A stable
region is de�ned and the su�cient conditions to guarantee the system stability are given.

3.3.2 Methods based on the control signals

Vulnerability assessment

Three main trends appear in the literature: (i) quanti�cation of the impact of control
signal manipulation on the process state, (ii) design of stealthy control signal injection
attack, and (iii) design of stealthy sensor reading DoS attack.

(i) [Mo & Sinopoli 2016b] computes the inner and the outer-approximations of the
reachable set of the process states by the means of invariant ellipsoids. Note that it
also considers sensor reading manipulation. In addition, [Bai et al. 2017b] describes
the ability of an attacker to modify a single command; and provides conditions to have
the optimal performance degradation. [Milo²evi¢ et al. 2019] quanti�es the impact of
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stealthy sensor readings/commands manipulations upon critical states. Two metrics are
computed for describing the probability for some states to leave a safety region during
a period of time. Various types of attacks are evaluated (e.g. DoS, values permutation,
sign alternation) in order to �nd the one with the largest impact upon a set of critical
states.

(ii) [Li et al. 2019] designs a two agents based attack applying the Least Squares
Support Vector Machine (LSSVM). The CVDS controller is assumed to implement a
Proportional Integrate Derivative (PID) control law. On one hand, an attack agent es-
timates the PID's parameters from the single sensor reading and the single command.
Thereafter, the attack agent injects additional data to the command in order to deviate
the process steady-state. On the other hand, a covert agent uses the estimated PID's
parameters to mimic the normal steady-state by injecting additional data to the sensor
reading. In addition, [Zhang et al. 2019b] investigates the manipulation of commands and
sensor readings with a �xed additional data at each time instant. An optimal stealthy
attack to maximize the performance degradation is designed.

Prevention

Only one main trend appears in the literature: (i) the restriction of the control signal.
(i) As far as we know, [Kafash et al. 2018] is the �rst and only contribution with this

objective. The main idea is to quantify the impact of control signal manipulation on the
process, analyze if the a dangerous zone can be reached, and restrain the control signal
such that the dangerous zone cannot be reached. This work is based on the computation
of the reachable set of the process. Thereafter, the same authors have extended their
work in [Hadizadeh Kafash et al. 2018] to tackle the problem of control restriction. In
fact, they have observed that by restraining the control input set, it results that the
controller is too restrained to deliver the desired service.

3.4 Observation of the anomaly

As seen in the previous section, contributions focusing on the malevolence in control
systems study anomalies either in the measurement signals, or in the control signals. In
Chapter 2, the malevolence has been analyzed, and it has been shown that anomalies
follow speci�c propagation paths to violate the process integrity. We propose in this
section to study the issue of the anomaly observation for securing the process integrity,
against a malicious act. We consider three scenarios where a single digital entity is
corrupted: (i) the controller, (ii) the transmission channel, and (iii) the reception channel.

In the scenario (i) where the controller is corrupted, the attacker can manipulate
the commands from the FCs (stor,comp). The abnormal command is then propagated
over the transmission channel to the actuators. The process is then transformed by the
actuators, so its integrity is violated. Thereafter, abnormal measurements are then sent
back to the controller about the process state.

In the scenario (ii) where the transmission channel is corrupted, the attacker can ma-
nipulate the commands transmitted by the controller from the FC (ctrl). The abnormal
command is then propagated to the actuators. The process is then transformed by the
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actuators, so its integrity is violated. Thereafter, abnormal measurements are then sent
back to the controller about the process state.

In the scenario (iii) where the reception channel is corrupted, the attacker can ma-
nipulate the measurements received by the controller from the FC (ctrl). The abnormal
measurements are then propagated to the controller. The controller misbehaves: it
stores and computes abnormal commands. Then, the abnormal commands are propa-
gated over the transmission channel to the actuators. The process is then transformed
by the actuators, so its integrity is violated.

We state that the study of anomalies in the measurements is too late to detect a
violation of the process integrity. Indeed, the process integrity is already violated before
the presence of anomalies in the measurements as seen in the scenarios (i) and (ii). Thus,
abnormal measurements are the result of the malicious act on the process. In addition
to this, presence of abnormal measurements do not systematically mean the violation of
the process integrity. Indeed, it can also be the result of equipment failures, the most
common root cause of failures in ICSs. Therefore, the root cause of failure causing ab-
normal measurements in the scenarios (iii) cannot be characterized. However, anomalies
in the commands systematically violate the process integrity, as seen in Chapter 2. This
is why it is more appropriate to study anomalies in the commands, as we can see in the
scenarios (i), (ii), and (iii). However, the characterization of the root cause is not easier
when anomalies are present in the commands. Indeed, it can be the result of the other
root causes presented in Chapter 1.

From this observation, this thesis focuses on anomalies in the commands transmitted
by the controller to the actuators. In particular, the malicious act with the primary
objective of violating the process integrity to cause a permanent inability to deliver the
service is focused on. To that end, we consider a malicious act that accelerates the aging
of the actuators in order to cause premature failure in the process.

3.5 Aging of actuators

Aging of an actuator is a process changing the properties of the actuator with respect
to the time. The type of aging of interest is the one associated with deterioration of
the actuator's functional capability. Aging occurs owing to many physical stresses the
actuator is subject to. They are categorized into internal and external and de�ned as
follows [Carfagno et al. 1980].

� Internal are operational stresses meaning that they are inherent in the operation
of the actuator (e.g. current, voltage, ohmic heating).

� External are stresses originating in the environment of the actuator (e.g. ambient
temperature, vibration, humidity, oxidation) [Cox et al. 1995].

In this thesis, external stresses on an actuator are not considered as they cannot be
controlled from the control of the actuator. Theoretical relationships between a stress
and a deterioration are known for some types of materials and components. However,
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for actuator mixing materials and components is often more complex. Thus the relation
of degradation to stress is based on empirical knowledge, or the observation of aging as
a function of time and stress magnitude.

Physical stresses are usually classi�ed into three categories: electrical, mechanical,
and thermal. They are detailed in [IAE 1989, McNeill 1983], and some internal stresses
are given as follows:

� Electrical: electric �elds, magnetic �elds

� Mechanical: vibration, mechanical shock, i.e. bump, acceleration

� Thermal: temperature, temperature cycling, thermal shock, i.e. rapid change of
temperature

For instance, the electric power quality referring to the quality of voltage or current
is an important electrical stress (e.g. voltage and current transients, short- and long-
duration voltage variation, voltage imbalance, voltage �uctuation) in power systems
and electric machinery [Fuc 2008]. In the mechanical stresses, mechanical vibrations
and shocks play an important role in the aging of mechanical systems [Lalanne 2013].
In particular, torsional vibration shaft due to torque harmonics has been studied in
turbine-generators [Walker et al. 1981, Liu et al. 2014], and in electric machinery [Han
& Palazzolo 2013, Holopainen et al. 2013]. In addition, mechanical overload causes an
electric drive to overheat leading to a failure [Atallah et al. 2007]. In the thermal stresses,
some applications require high peak torque, beyond the operating conditions, achieved
by supplying more current to the electric drive for limited time periods. As a result, the
machine is thermally overloaded and the insulation system can be degraded [Sciascera
et al. 2016, Madonna et al. 2020]. Usually, aging is not only the cause of a single type
of stress, but a combination of electrical, mechanical, and thermal stresses as for the
degradation of the insulation system in electric machinery [Bartnikas & Morin 2004].

To conclude, this thesis is concerned about anomalies in the control signal that aim
to accelerate the aging of the process's actuators [Merouane et al. 2020]. In the following
Sections, the problem statement is presented and our research works are positioned
according to the literature.

3.6 Problem statement

This thesis concerns the malevolence in the control of dynamical systems. Our interest
is in malicious acts aiming at (i) accelerating the aging of a dynamical system, while (ii)
delivering the desired service. (i) is the primary goal of the malicious act, i.e. violating
the process integrity, and (ii) is to avoid any suspicion of fault from the anomaly detector.
This is what we call a stealthy aging attack and is de�ned as follows:

De�nition 5. A stealthy aging attack drives a targeted dynamical system as in (3.3)
to operate outside of the normal aging conditions while delivering the desired service.

By accelerating the aging, a failure will occur prematurely in the dynamical system.
As the malicious act focuses on the aging instead of the delivered service, the failure
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could be misinterpreted and associated to a normal aging. Indeed, although reliability
methods, predicting the time of failure, have been improved, they still lack in successfully
predicting a failure in many cases as the aging mechanisms are complex to model and
depend on various operating conditions.

As far as we know, the only contribution motivated by the stresses in a dynamical
system to cause a failure is [de Sá et al. 2017]. It attempts to design an attack maximiz-
ing the overshoot, i.e. the peak value of a state variable during the transient response,
or the constant steady-state error of the controlled variable. It considers a corrupted
transmission channel and a corrupted reception channel where the malicious act manip-
ulates the transmitted commands following an attack function. This work proposes a
design method of this function, considering the attacker is aware of the controller and
the process models.
Three critical remarks can be stated on this work:

Firstly, it only concerns Single-Input-Single-Output dynamical systems with an input-
output relationship in the frequency-domain. The design method utilizes the root locus
method for designing the attack function to make the control system underdamped,
i.e. to cause overshoot. However, the work can be easily extended on the Multi-Input-
Multi-Output (MIMO) system with a time-domain representation using a typical pole-
placement technique from the characteristic equation of the control system.

Secondly, the design method requires the controller model. Indeed, the design of the
attack function requires both the controller and the process models. That is why, the
reception channel is also considered as corrupted in order to perform a system identi-
�cation of both models. In a nutshell, the system identi�cation collects the input and
output signals of the system of interest to assess a �tting model, i.e. applying the same
inputs, the same outputs result. But, system identi�cation requires the structure of the
model that is the unknown coe�cients of the model. Both requirements on the corrupted
channels and the model structure are strong.

Thirdly, the stealthiness of the attack is not considered, with respect to an anomaly
detector. Indeed, if an anomaly detector is placed, the overshoot or the constant bias
would be detected. By collecting the received measurement signals and the transmitted
control signals from the controller side, an abnormal residual would appear, resulting
probably to an alarm, i.e. depending on the hypothesis testing, [Cómbita et al. 2019].

This last remark is the most critical one, and clearly limits the application of their
proposal. We state that this kind of attacks can be stealthy if the states related to the
aging are di�erent from the state of the service to be delivered. Therefore, we focus
on the MIMO dynamical system. In addition, we assume periodicity in the production
objectives as it is the case in many ICSs. We consider an attacker with the following
considerations: (a) it has penetrated the control system, and corrupted the transmission
channel; (b) it is aware of the process to be controlled, so it knows the process model, (c)
it is aware of the periodicity in the production objectives, so that it knows the expected
desired services, assuming the controller model does not change between two periodic
operations. The considered control system with the attacker is shown in Figure 3.2.

In practice, such considerations are reasonable: (a) it has been shown from past
ICS attacks and the literature that communication channels can be corrupted mainly
from protocol vulnerabilities; (b) the process model is known by the ICS designer as
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Figure 3.2: Considered control system with the corrupted channel (red)

it is required for designing the ICS and con�guring the controller. As ICS applies a
traceability policy, the process model should appear from the technical documentations.
Thus, an attacker could gain access to it using Information Operations as preliminary
attack; (c) periodicity in the production objectives depends on the variability of the
ICS. Many ICSs have low variability (e.g. manufacturing production, papermill), and
thus the production objectives do not change much. Hence, the attacker can perform
again an Information Operations as preliminary attack to know the time evolution of
the desired service. It can be known by collecting the control signals transmitted by the
controller, and applying them on the process model known in (b) in order to compute
the measurement signals. These measurement signals are those collected by the anomaly
detector, and the state estimator of the controller, to check the hypothesis testings.
This time evolution of the desired service can also be updated after having launched
the stealthy aging attack. In fact, stealthy aging attacks accelerate the aging of the
process by executing the attack periodically. Thus, it is reasonable to assume that in
ICSs with low variability, the computational time of a stealthy aging attack is lower than
the industrial objectives changes.

3.7 Scienti�c positioning

In this thesis, two research problems are addressed: (i) the analysis of stealthy aging
attacks for quantifying the impact on the process, and (ii) the prevention of stealthy
aging attacks by restraining the control signal. For (i), we propose set-theoretic methods
derived from set theory to analyze the attacks feasibility. For (ii), those methods are used
for restraining the control signal to make those attacks non-feasible. As we will see later,
the latter has been done on a subcase of stealthy aging attacks. Thus, analysis of stealthy
aging attacks (i) for the general case has been proposed with a Linear Programming (LP)
method for computing the optimal abnormal input signal that maximizes the dynamical
system aging.

3.7.1 Set-theoretic methods in control

Set theory is a branch of mathematics investigating sets and their properties. Many
control problems can be formulated, analyzed, and solved in a set-theoretic context.
Indeed, sets appear naturally when constraints, uncertainties, or design speci�cations are
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considered. Furthermore, sets are adapted to quantify system performances (e.g. e�ect
of persistent noise in a feedback system, state estimation error) [Blanchini & Miani 2015].
Set-theory appears in various areas of automatic control including constrained control,
robust control, disturbance rejection, and robust estimation.

In this thesis, we are interested speci�cally in set-theoretic methods for the analysis
of dynamical systems. As part of these methods, reachable set computation are the basis
of many control methods including target avoidance of an adversary in a game theoretic
setting [Mitchell et al. 2005], collision avoidance in unmanned aerial vehicles [Zhou &
Baras 2015], or in fault detection for chemical reactors [Tulsyan & I. Barton 2016].
In particular, the ellipsoidal set has been largely studied in many control problems to
compute reachable sets of linear systems [Blanchini 1999]. For instance, [Khlebnikov
et al. 2011] uses invariant ellipsoids to analyze and design controller for linear time-
invariant system subject to bounded exogenous disturbances.

For a dynamical system modeled as in (3.3), the reachable set is de�ned as follows.

De�nition 6 (Reachable set, [Pecsvaradi & Narendra 1971]). A (�nite-time) reachable

state set R(t1, X0) is the state set containing all the state trajectories of the dynamical

system at a time t1 from an initial state set X0 with a constrained input set U .

In the case of in�nite-time, i.e. t1 =∞, the in�nite-time reachable state setR(∞, X0)

is the set that captures all the �nite time reachable state sets from an initial state set
X0. Obviously to compute it, it is necessary for the system to be Lyapunov stable, as
we will detail later; otherwise R(∞, X0) is not bounded [Gayek 1991].

In the context of the malevolence, few research works have proposed methods based
on the reachable set. Our research works originate from the many works of the author
encompassed in [Murguia et al. 2020b] where it uses the in�nite-time reachable set for
quantifying the impact of sensor reading or control signal manipulation on the process.
Moreover, [Kafash et al. 2018] uses the in�nite-time reachable set for restraining the
control input set such that the impact of attacks avoids a dangerous set. Although this
idea is not novel as it is used in safety veri�cation and control design, it is the �rst contri-
bution dealing with the malevolence. Our research work exploits this idea of restraining
the control input set so that it avoids a dangerous set. However the system considered
di�ers from the one considered in [Murguia et al. 2020b, Kafash et al. 2018]: we consider
only the process without the controller, unlike the both contributions. Indeed, as seen
in Chapter 2, the controller is subject to the malevolence as much as the communica-
tion channels. Therefore, we are interested in quantifying the impact of control signal
manipulation by only considering the process. Thus, we search for preventing anomalies
in the control signal that can come from the control system.

3.7.2 Linear optimization

Linear optimization is a method to maximize a cost function in a mathematical model
whose requirements are represented by linear relationships. It is used in control prob-
lems such as path planning control to compute optimal control signals to minimize or
maximize an objective function representing for instance energy consumption or actuator
limitations [Puglia 2012, Yang et al. 2012].
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In the context of the malevolence, linear optimization has not been utilized surpris-
ingly. Thus, the closest related works are [de Sá et al. 2017] computing an attack transfer
function maximizing the service degradation during the transient response; and [Teix-
eira 2019], [Zhang & Venkitasubramaniam 2017], maximizing the service degradation
while being stealthy with respect to a detector. However, those contributions consider
the controller in the optimization problem to escape the anomaly detector, as they de-
grade the service. The main di�erence in our work is that the attack objective is the
aging of the system, instead of degrading the delivered service.

3.8 Scienti�c issues

In this thesis, we propose to analyze and prevent stealthy aging attacks de�ned in 5.
The analysis consists in quantifying the impact of control signal manipulation on the
process. As stated previously, we do not consider the controller model in our work, only
the process model is considered.

Comparing with the literature, the �rst novelty in this thesis is to model the stealth-
iness of the attack by constraining the state to remain inside a set called the service set,
as we will see in the next Chapters. In a nutshell, the state remains inside this service set
when the controller controls the physical system, i.e. in the attack-free case. The state
concerned with this constraint is the state that can reveal the attack. In particular, it
includes: (i) the state corresponding to the service that the physical system must deliver
(e.g. tracking a position reference), (ii) the state measured by the sensors, providing a
feedback to the controller.

We have developed two set-theoretic methods. The �rst one is based on the invariant
notions for computing the constrained reachable set at the in�nite-time. The second one
is based on convex robust simulation for computing the constrained reachable set at the
�nite-time. Notice that those reachable sets are referred as constrained since they are
constrained by the service set. As we will see later, the second method has been developed
to tackle the drawback of the invariant set-based method. In fact, as stated above, the
invariant set-based method requires a condition of stability for the dynamical system
of study. In our case, the system considered is the process only. But, the condition of
stability is often not satis�ed without considering the controller.

In addition to this, invariant-set based method loses the temporal variable in the
analysis. The convex robust simulation-based method allows the presence of the temporal
variable and thus, can be used to quantify at which time the dangerous set can be reached.

To summarize, the following scienti�c issues are addressed in this thesis:

� Modeling the attack stealthiness in set theory,

� Stability condition required from the invariant set theory,

� Loss of the temporal variable in the invariant set theory.
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3.9 Conclusion

This Chapter has described the research problem addressed in this thesis. We contribute
in the vulnerability assessment and the prevention of stealthy aging attacks, a new type
of attack, launching on a process modeled as a dynamical system. In particular, we
focus on anomalies in the control signals that reach the actuators. It can come from a
corruption of the CVDS-controller or of the Com.1-1 with the process. In the next Part,
our methods for analyzing and preventing stealthy aging attacks are detailed.
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4.1 Introduction

The methods for analyzing and preventing stealthy aging attacks developed in this thesis
are based on dynamical system theory. This theory allows the behavior description
of dynamical systems subject to input signals under some constraints. This Chapter
provides the su�cient background in a compact manner to the reader for understanding
the rest of this thesis.

4.2 Notations and conventions

The notations and the conventions used in the manuscript are common for the control
system literature. Their description is provided in the following.

First of all, we present the notations for number sets and matrix sets. Let R be the
set of real numbers, Rn be the set of real n vector, and Rn×m be the set of real n×m
matrices. Notice that Rn×n is the set of real n× n symmetric matrices. Given a vector
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v ∈ Rn, vᵀ denotes its transpose. Given a matrix A, A> indicates its transpose, diag(A)

is the diagonal entries of the matrix A, In is the identity matrix of size n, 0n,m is the
zero matrix of size n,m. The notation A ≥ 0 (A ≤ 0) indicates the positive (negative)
semide�niteness, i.e. all the eigenvalues of the symmetric matrix A are positive (negative)
or equal to zero, whereas A > 0 (A < 0) indicates the positive (negative) de�niteness,
i.e. eigenvalues are strictly positive (negative). Finally, let Rm[t] be the set of real-valued
polynomials of degree up to m in the variable t, and Rn×nm [t] be the set of symmetric
matrix-valued polynomials of degree up to m in the variable t of size n×n, with m ∈ N.

The following convention, classical in automatic control, must be recalled. Generally,
the signals manipulated in this manuscript are in continous-time, for example x(t) ∈ Rn.
Whenever this is not leading to confusions the time dependence will be dropped.

4.3 Matrix inequalities

As seen in the previous section, we focus on dynamical system described with a state-
space representation using a matrix form. For this reason, it is important to recall some
de�nitions and properties related to matrices. The following de�nitions and properties
are highlighted.

De�nition 7 (Positive (negative) de�niteness, [Boyd et al. 1994]). A symmetric

matrix P = P> ∈ Rn×n is called a negative de�nite matrix (respectively positive de�nite

matrix), denoted by P < 0 (resp. P > 0), if z>Pz < 0 (resp. z>Pz > 0) for all non-zero

vectors z with real entries (z ∈ Rn \ {0n}).

De�nition 8 (Positive (negative) semide�niteness, [Boyd et al. 1994]). A symmet-

ric matrix P = P> ∈ Rn×n is called a negative semide�nite matrix (respectively positive

semide�nite matrix), denoted by P ≤ 0 (resp. P ≥ 0), if z>Pz ≤ 0 (resp. z>Pz ≥ 0)

for all non-zero vectors z with real entries (z ∈ Rn \ {0n})

The methods developed in this thesis are based on the search for symmetric matrices
satisfying some constraints expressed in terms of Linear Matrix Inequality (LMI). LMIs
are inequalities constraining the eigenvalues of a square symmetric matrix that depends
a�nely (linear plus a constant term) on the decision variables.

De�nition 9 (Linear Matrix Inequality, [Boyd et al. 1994]). A Linear Matrix In-

equality (LMI) is de�ned by the following formulation:

F (x) = F0 +
m∑
i=1

xiFi > 0, (4.1)

where x = [x1, x2, · · · , xm]> ∈ Rm is the vector of decision variables, and Fi ∈ Rn×n, i =

0, · · · , n are given symmetric matrices, i.e. Fi = F>i . The components xi, i = 0, · · · ,m,

of this vector are called decision variables. The inequality means that F (x) is a positive

de�nite matrix, which can be rewritten as follows:

∀u ∈ Rn, u>F (x)u > 0, u 6= 0 (4.2)
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Remark 1. The LMI in (4.1) is a convex constraint on x, i.e. the set {x|F (x) > 0} is
convex.

In most control applications, LMIs are functions of matrix variables rather than
scalar valued decision variables. This means that we consider inequalities of the form
(4.1) where the decision variables becomes X ∈ Rm1×m2 [Boyd et al. 1994]. As an
example, consider the well known Lyapunov inequality F (X) = A>X +XA < 0 where
A ∈ Rn×n is assumed to be given, and X ∈ Rn×n is a symmetric matrix variable. The
phrase "the LMI F (X) < 0 in X" means that the matrix X is a decision variable.
Note that the LMI can be rewritten in the form of (4.1) as follows. Let X1, · · · , Pm
be a basis for symmetric n × n matrices (m = n(n + 1)/2). Then, take F0 = 0, and
Fi = −A>Pi − PiA.

The form of an LMI is very general and many inequalities can be expressed as LMIs
such that linear inequalities, convex quadratic inequalities, matrix norm inequalities, and
various constraints from automatic control theory such as Lypaunov inequality as shown
above [Boyd et al. 1994].

In some cases, the matrix inequality can be a Bilinear Matrix Inequality (BMI), that
is a more general case than an LMI.

De�nition 10 (Bilinear Matrix Inequality, [VanAntwerp & Braatz 2000]). A Bilin-

ear Matrix Inequality (BMI) is of the form:

F (x, y) = F0 +

m∑
i=1

xiFi +

l∑
j=1

yjGj +

m∑
i=1

l∑
j=1

xiyjHij > 0, (4.3)

where x = [x1, x2, · · · , xm]> ∈ Rm and y = [y1, y2, · · · , yl]> ∈ Rl are the vectors of

decision variables; and Fi ∈ Rn×n, ∀i = 0, · · · ,m, Gj ∈ Rn×n, ∀j = 1, · · · , l, Hij ∈
Rn×n, ∀i = 1, · · · ,m and ∀j = 1, · · · , l are given symmetric matrices.

A BMI is an LMI in x for �xed y, and an LMI in y for �xed x; and so is convex in
x and convex in y. But, the bilinear terms make the set not jointly convex in x and y
[VanAntwerp & Braatz 2000].

In many automatic control problem, it is common to encounter the constraint that
some functions be negative whenever some other functions are all negative. In some cases,
this constraint can be expressed as an LMI, but in some others we can only approximate
this constraint by an LMI, which is more conservative than the initial constraint but is
often a useful approximation [VanAntwerp & Braatz 2000].

4.4 Sum Of Squares (SOS)

In this thesis, we are going to rely on a technique called Sum Of Square (SOS), which
allows casting several classes of polynomial problems into convex optimization problems.
We recall here brie�y the basic notions that are necessary for understanding this thesis,
the interested reader can then consult the references that are provided.
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De�nition 11 (SOS problems, [Parrilo 2003]). Let p(t) ∈ R2d[t]; we call Sum Of Squares

problem (SOS) the problem of �nding whether there exists a �nite number l of polynomials

πi(t) ∈ Rd[t] such that

p(t) =
l∑

i=1

πi(t)
2. (4.4)

If such an expression exists, then p(t) is a sum of squares (SOS), which implies that

p(t) > 0 for all t.

The class above can be extended to the class of Matrix Sum Of Square (MSOS).

De�nition 12 (MSOS problems, [Chesi 2010]). Let P(t) ∈ Rn×n2d [t]; we call a Matrix

Sum Of Squares problem (MSOS) the problem of �nding whether there exists a �nite

number l of matrices of polynomials Πi(t) such that

P(t) =

l∑
i=1

Πi(t)
>Πi(t). (4.5)

If such a decomposition exists, then P (t) is a matrix sum of squares (MSOS), which

implies that P (t) � 0 for all t.

The de�nitions above are restricted to univariate polynomials, as this is the case we
consider in this thesis. SOS and MSOS problems are convex problems. A derived class
of problems is that of feasibility problems under SOS or MSOS constraints.

De�nition 13 (SOS constraints feasibility, [Parrilo 2003]). Let pi(t, θ) ∈ R2d[t], ∀i ∈
{1, 2, ..., q}, where θ ∈ Rρ is a vector of parameters or unknowns, with pi(t, θ) a�ne

with respect to the entries of θ. A feasibility problem under SOS constraints consists in

�nding, if it exists, a value of θ = θ∗ for which

pi(t, θ
∗) is SOS, for i = 1, ..., q. (4.6)

If such a θ∗ exists, then the problem is feasible; otherwise it is unfeasible.

De�nition 14 (MSOS constraints feasibility, [Chesi 2010]). Let Pi(t, θ) ∈ Rn×n2d [t], ∀i ∈
{1, 2, ..., q}, where θ ∈ Rρ is a vector of parameters or unknowns, and the matrices Pi(t, θ)
are a�ne with respect to the entries of θ. A feasibility problem under SOS constraints

consists in �nding, if it exists, a value of θ = θ∗ for which

Pi(t, θ
∗) is MSOS, for i = 1, ..., q. (4.7)

If such a θ∗ exists, then the problem is feasible; otherwise it is unfeasible.

Feasibility problems under SOS and MSOS problems are convex optimization prob-
lems, and they can be reformulated as linear matrix inequality (LMI) feasibility problems;
this can either be done explicitly, or relying on automated procedures, like the one avail-
able in the Yalmip toolbox [Löfberg 2009] under Matlab. Minimizing any single a�ne
function of the decision variables under SOS and/or MSOS constraints is also a convex
optimization problem.
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4.5 The generalized S-procedure

The S-procedure allows restricting some classes of inequalities to a certain given subset
of the variables that are concerned [Boyd et al. 1994]. In this thesis, we rely on a general
expression which can be specialized according to the cases.

Theorem 1. S-procedure

Let F (x), G(x) be (symmetric matrix) functions of the (vector) variable x; and let g(x)

be a scalar function of x.

If there exists λ ≥ 0 such that:

F (x)− λG(x) ≥ 0, ∀x (4.8)

Then, the following holds:

F (x) ≥ 0 for G(x) ≥ 0, ∀x (4.9)

Similarly, if there exists Λ ≥ 0 such that:

F (x)− Λg(x) ≥ 0, ∀x (4.10)

Then, the following holds:

F (x) ≥ 0 for g(x) ≥ 0, ∀x (4.11)

The terms Λ and λ are called multipliers, which can be chosen at one's convenience,

i.e. they are decision variables subject to the positivity constraints above. When used in

the context of polynomial problems as in this case, the lemma above is a direct consequence

of a lemma known as Positivstellensatz [Chesi 2010] or p-satz, of which several versions

exist in the literature. The multipliers can in this case have a polynomial dependence

on x, which allows satisfying the positivity constraints by means of either SOS or MSOS

constraints.

4.6 Set-theory preliminaries

Set theoretic-based methods are methods utilizing certain type of set to model a control
problem (e.g. uncertainty, target objective, obstacle) [Blanchini & Miani 2015]. In
particular, they exploit the structural property of convexity of functions and sets to
formulate their problem as convex optimization problem. Main convex sets encountered
are: interval set, polyhedral set, zonotopic set, and ellipsoidal set [Blanchini 1999]. The
set theoretic-based methods developed in this thesis are based on ellipsoidal sets and
halfspaces, so their mathematical form will be detailed. First and foremost, some basic
set de�nitions and operations are given.

4.6.1 Convex functions and sets

De�nition 15 (Convex set, [Lucchetti 2006]). A set C ⊆ Rn is convex if, for all x, y

∈ C and for all λ ∈ [0, 1],

λx+ (1− λ)y ∈ C (4.12)
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This means that if any two elements in C are taken, and a line segment is drawn
between these two elements, then every points on that line segment also belongs to C.
Note that the point λx+ (1− λ)y is called a convex combination of the points x and y.

The de�nition of convexity for functions is given below.

De�nition 16 (Convex function, [Lucchetti 2006]). A function f : D → R is convex

if its domain D ⊆ Rn is a convex set and if for all x, y ∈ dom(f) and for all λ ∈ [0, 1]

the following holds:

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) (4.13)

This de�nition can be interpreted geometrically as follows: the line segment connecting
(x, f(x)) to (y, f(y)) should sit above the graph of the function.

There are many attractive properties associated with convexity [Boyd & Vanden-
berghe 2004]. Among others, a fundamental property given as follows leads many prob-
lems to be solved with convex optimization.

Theorem 2. (Global minimum). Consider an optimization problem of the form:

minimize
x∈S

f(x) (4.14)

where f is a convex function and S is a convex set. Then, any local minimum is also a

global minimum.

4.6.2 κ-sublevel sets

[κ-sublevel set, [Boyd & Vandenberghe 2004]] Convex functions give rise to an inter-
esting type of convex set called a κ-sublevel set.

De�nition 17. (κ-sublevel sets). Given a convex function f : Rn → R and a real

number κ ∈ R, the κ-sublevel set is de�ned as

{x ∈ D(f)|f(x) ≤ κ} (4.15)

In other words, the κ-sublevel set is the set of all points x such that f(x) ≤ κ.

Theorem 3. If a function f : Rn → R is convex, then all its sublevel sets are convex

sets.

De�nition 18 (κ-level set, [Boyd & Vandenberghe 2004]). Given a convex function

f : Rn → R and a real number κ ∈ R, the κ-level set is de�ned as

{x ∈ D(f)|f(x) = κ} (4.16)

4.6.3 Operations between sets

Some basic operations between sets are necessary to understand the methods developed
in this thesis. They are presented in the following.
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De�nition 19. (Inclusion). A set X is included in a set Y , i.e. X ⊆ Y , if and only

if x ∈ Y , ∀x ∈ X. This means that X is a subset of Y .

De�nition 20. (Intersection). The intersection of two sets X and Y is de�ned as

follows:

X ∩ Y = {z| z ∈ X, z ∈ Y } (4.17)

De�nition 21. (Scaling). The scaling of a set X by a real λ ∈ R+ denoted λX is

de�ned as follows:

λX = {z = λx| x ∈ X}, λ ≥ 0 (4.18)

Some set operations preserve the convexity:

Theorem 4. Consider the convex set S1 scaled by a real λ, the scaled set is also convex,

i.e. λS1 is convex.

4.6.4 Ellipsoidal sets

Ellipsoidal sets also called ellipsoids is a class of convex sets widely used in the automatic
control of dynamical systems.

De�nition 22. [Ellipsoid, [Blanchini & Miani 2015]] Given a strictly positive de�nite

matrix Q ∈ Rn×n, i.e. Q > 0 and Q = Q>, a real vector x̄ ∈ Rn, and a strictly positive

real scalar ρ, the ellipsoid E(Q, x̄, ρ) is de�ned by the set:

E(Q, x̄, ρ) = {x ∈ Rn| (x− x̄)>Q(x− x̄) ≤ ρ} (4.19)

where Q is the shape matrix of the ellipsoid, x̄ its center, and ρ its radius.

A normalized ellipsoid de�ned in (4.20) is often utilized instead of the general form
in 4.19.

E(Q, x̄, 1) = E(Q, x̄) = {x ∈ Rn| (x− x̄)>Q(x− x̄) ≤ 1} (4.20)

where Q is the shape matrix of the ellipsoid, and x̄ its center.
From now on, the term ρ is dropped out in the notation when we refer to a normalized

ellipsoid, as shown in (4.20).
Normalized ellipsoids can also be rewritten with x̃ = [x>, 1]> in the following quadratic

form:
E(Q, x̄) = {x̃ ∈ Rn+1 | x̃>Q̃x̃ ≤ 1} (4.21)

where

Q̃ =

[
Q −Qx̄
−x̄>Q x̄>Qx̄

]
∈ R(n+1)×(n+1). (4.22)

Note that if the center is set at zero, i.e. x̄ = 0, then from the de�nition in 22 the
quadratic form becomes:

E(Q, 0) = E(Q) = {x ∈ Rn| x>Qx ≤ 1} (4.23)

From now on, the term x̄ is dropped out in the notation when the center is null, as shown
in (4.23).
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4.6.5 Hyperplanes and halfspaces

De�nition 23. [Hyperplane, [Kurzhanskiy & Varaiya 2006]] A hyperplane denoted

H(c, γ) ∈ Rn is the set de�ned as follows:

H(c, γ) = {x ∈ Rn| c>x = γ} (4.24)

where c 6= O ∈ Rn, and γ ∈ R are given.

A hyperplane de�nes two (closed) halfspaces:

S1 = {x ∈ Rn| c>x ≤ γ} (4.25)

and

S2 = {x ∈ Rn| c>x ≥ γ} (4.26)

To avoid confusion, we assume that a hyperplane H(c, γ) speci�es the halfspace in
(4.26). The other halfspace de�ned in (4.25) is never used in the remaining of this
manuscript.

4.6.6 Distance between an ellipsoid and an hyperplane

De�nition 24. [Distance function, [Kurzhanskiy & Varaiya 2006]] Consider a (nor-

malized) ellipsoid E(Q, q̄) and a hyperplane H(c, γ). The distance from E(Q, q̄) to H(c, γ)

is given as follows:

dist(E(Q, q̄),H(c, γ)) =
(c>Q−1c)1/2 − |γ − c>q̄|

(c>c)1/2
(4.27)

where dist(E(Q, q̄),H(c, γ)) > 0 if the ellipsoid intersects the hyperplane; otherwise it is

negative.

Note that in the case when the distance function is equals to zero, this means that
the hyperplane is a supporting hyperplane for the ellipsoid.

4.7 Convex optimization problems

In this thesis, the proposed methods are based on convex optimization problems. From
the de�nitions of convex functions and convex set, we present the convex optimization
problems in this Section [Boyd & Vandenberghe 2004].

De�nition 25. [Convex optimization problem] Formally, a convex optimization

problem is an optimization problem of the form

minimize
x

f(x)

subject to x ∈ C
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where f is a convex function de�ning the cost function, , x ∈ Rm is the vector of decision

variables, and C is a convex set. From this formal de�nition of convex optimization

problem, we often rewrite is as

minimize
x

f(x)

subject to gi(x) ≤ 0, i = 1, ...,m

hi(x) = 0, i = 1, ..., p

(4.28)

where f is a convex function de�ning the cost function, , gi are convex functions, and hi
are a�ne functions, and x ∈ Rm is the vector of decision variables.

Remark 2. The direction of the inequalities in convex optimization problem of the form

(4.28) matters: a convex function gi must be less than zero. Indeed the 0-sublevel set of gi
is a convex set, thus the feasible region, i.e. the intersection of many convex sets de�ned

by gi, is also convex. If the constraint becomes gi ≥ 0 for some convex function gi, then

we are interested in 0-superlevel set, not 0-sublevel set. In this case, the feasible region

is no longer a convex set. Note that superlevel sets are convex for concave functions, i.e.

if f is a concave function and gi ≥ 0 then the feasible region is convex.

Remark 3. Only a�ne functions are allowed to be equality constraints. Indeed, an

equality constraint hi = 0 is equivalent to two inequality constraints hi ≥ 0 and hi ≤ 0.

However, this is only valid constraints if and only if hi is both convex and concave, i.e.

hi must be a�ne.

Before stating the main property of global optimality in convex optimization prob-
lems, the concepts of local optima and global optima are de�ned.

De�nition 26. (Locally optimal point). A point x is locally optimal if it is feasible,

i.e. it satis�es the constraints of the optimization problem, and if there exists some R > 0

such that all feasible points z with ||x− z||2 ≤ R satisfy f(x) ≤ f(z)

where ||.||2 is the Euclidean norm.

De�nition 27. (Globally optimal point). A point x is globally optimal if it is feasible,

i.e. it satis�es the constraints of the optimization problem, and for all feasible points z,

f(x) ≤ f(z)

One of the main property in convex optimization problems is stated as follows.

Property 1. (Global optimality). For a convex optimization problem, all locally

optimal points are globally optimal.

As a �nal note, convex optimization problems are often considered as the largest class
of optimization problems for solving engineering problems [Boyd & Vandenberghe 2004].
A short list of the main reasons is given below.

1. Broadest class of optimization problems one can solve e�ciently [Boyd & Vanden-
berghe 2004];

2. Global optimality is an appealing property [Boyd & Vandenberghe 2004];
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3. Automated procedures to solve them are available (e.g. Yalmip toolbox under
Matlab) [Lofberg 2004];

4. Many solvers exist (e.g. Mosek, cvx) [Aps 2020, Boyd & Grant 2020];

5. Many engineering problems can be cast into convex optimization problems.

Note that solving convex optimization problem is often referred as convex programming.

Remark 4. All the convex optimization problems appearing in the methods presented

later in this thesis have been solved with Mosek solver with Yalmip toolbox on Matlab

R2019a.

4.7.1 Special cases of convex optimization problems

After having presented the general convex optimization problems, some special cases
used in this thesis are presented in the following.

1. Linear Programming (LP) is a convex optimization problem in which both the
cost function f and inequality constraints gi are a�ne functions. Hence, these
problems have the form

minimize
x

c>x+ d

subject to Gx ≤ h, Ax = b
(4.29)

where x ∈ Rn is the vector of decision variables, and c ∈ Rn, d ∈ R, G ∈ Rm×n,
h ∈ Rm, A ∈ Rp×n, b ∈ Rp are de�ned by the problem. Here, the operator '≥'
denotes elementwise inequality, not semide�niteness.

2. Semide�nite Programming (SDP) is a convex optimization problem if it is of
the form

minimize
X

Trace(CX)

subject to Trace(AiX) = bi, i = 1, ..., p

X ≥ 0

(4.30)

where the symmetric matrix X ∈ Rn×n is the decision variable, the symmetric

matrices C,A1,
. . . , Ap ∈ Rn×n are de�ned by the problem, and the constraint

X ≥ 0 means that we are constraining X to be positive semide�nite, i.e. it is an
LMI.

To conclude, all these sections have presented the su�cient background for understanding
the rest of this manuscript. In addition to this, Lyapunov functions are explained and
detailed in the next section. This is a fundamental background for our approach.
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4.8 Lyapunov function

Lyapunov functions is a fundamental concept in the theory of stability of dynamical sys-
tems. It is utilized in the famous second method of Lyapunov [Kalman & Bertram 1960,
Lyashevskiy & Meyer 1995]. The principal idea of the second method is contained in the
following physical reasoning: "if the rate of change dE(x)

dt of the energy E(x) of an isolated
physical system is negative for every possible state x, except for a single equilibrium state
xe, then the energy will continually decrease until it �nally assumes its minimum value
E(xe)" [Kalman & Bertram 1960]. This can be interpreted as follows: a system with
this property perturbed from its equilibrium state will always return to it. This is the so
called concept of Lyapunov stability. Unfortunately, there is no straightforward method
to de�ne the energy E(x) for a dynamical system, but the mathematical counterpart of
the foregoing reasoning is the following theorem:

De�nition 28 (Equilibrium state, [Kalman & Bertram 1960]). The state xe of a

system is the equilibrium state of a dynamical system as in (3.3) if and only if the time

derivative of x is zero, i.e. ẋ(t) = 0.

Remark 5. For the autonomous system, the equilibrium state xe is expressed as

0 = Axe + a (4.31)

For the case of a system with a null a�ne term, it is trivial to show that xe = 0; and

xe 6= 0 for a 6= 0.

De�nition 29 (Laypunov function, [Kalman & Bertram 1960]). A Lyapunov function

is any scalar function V (x̃) of the state with the properties:

1. V (x̃) ≥ 0, V̇ (x̃) ≤ 0 when x(t) 6= xe

2. V (x̃) = V̇ (x̃) = 0 when x(t) = xe

Theorem 5 (Lyapunov stability, [Kalman & Bertram 1960]). A dynamical system as

in (3.3) is Lyapunov stable if and only if there exists a Lyapunov function.

In this case we say that the system is Lyapunov stable, and its state returns to the
equilibrium after a perturbation.

Remark 6. Unlike the energy E(x) of a system, the Lyapunov function V (x) is not

unique. The energy E(x) is not necessary a Lyapunov function: a system whose en-

ergy E(x) decreases on the average, but not at each instant, is stable but E(x) is not a

Lyapunov function as the requirement V̇ (x) < 0, ∀x 6= xe is not satis�ed at each instant.

The de�nition of a Lyapunov function and the Theorem above are usually stated
for the special case where the a�ne term is null with V (x) = x>Qx > 0 when x 6= 0.
This can be shown as follows: consider the system in (3.3) and V (x̃) = x̃(t)>Q̃x̃(t) with
Q̃ ≥ 0 a Lyapunov function. From , recall that

V (x̃) = x̃(t)>Q̃x̃(t)↔ V (x) = (x− x̄)>Q(x− x̄) (4.32)
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where Q > 0, which can be rewritten (x − x̄)>Q(x − x̄) > 0 when x 6= xe. As V (x) is
a Lyapunov function, then V (x) = 0 when x = xe. Hence it is the case only if x̄ = xe.
Recalling that the equilibrium state xe = 0 for system as in (3.3) with null a�ne term.
Thus, by setting x̄ = xe = 0 in (4.33) it yields

V (x) = x>Qx (4.33)

where Q > 0, which can be rewritten x>Qx > 0 when x 6= 0. This implies that
V (x) = x>Qx is a Lyapunov function for the system in (3.3) with null a�ne term.

The concepts presented in this section are illustrated by the following two examples.

Example 1. Consider an harmonic oscillator described by the linear di�erential equation

ẍ1 + x1 = 0 (4.34)

or equivalently in the state-space representation as in (3.3) with x = [x1, x2]> where

ẋ1 = x2, and a = 0

A =

[
0 1

−1 0

]
(4.35)

The trajectories of (4.34) or equivalently of (4.35) in the state-plane are on the bound-

aries of ellipsoids about the origin, i.e. xe = 0. The energy of the system is given

by

E(x) = x2
1 + x2

2 = V (x) (4.36)

The time derivative V̇ (x) of V (x) along any trajectory of (4.34) or equivalenty (4.35) is
given by

V̇ (x) = ẋ′[∇V (x)] (4.37)

= ẋ1
∂V

∂x1
+ ẋ2

∂V

∂x2

= 2ẋ1x1 + 2ẋ2x2

By replacing (4.34) in (4.37), it yields V̇ (x) = 0, so that V (x) > 0 and V̇ (x) = 0.

It can be interpreted physically as follows: the energy remains constant, i.e. or is a

conservative system. Thus, the state trajectories never return to the equilibrium state.

Hence, the dynamical system is not Lyapunov stable.

Example 2. Consider now a slight modi�cation of (4.34) in the state-space representa-

tion:

A =

[
−c1 1

−1 −c2

]
(4.38)

with c1, c2 two �xed positive constants. Let de�ne V (x) as in (4.36), but now this quantity

is not necessarily the energy of system in (4.38). Calculating as before, the derivative

V̇ (x) of V (x) along the trajectory of (4.38) is:

V̇ (x) = −2c1x
2
1 − 2c2x

2
2 < 0, when x 6= 0 (4.39)
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Hence, V (x) > 0 and V̇ (x) < 0 when x 6= 0. This implies that V (x) is a Lyapunov

function for system (4.38); so the system is Lyapunov stable as a Lyapunov function

exists.

Notice that the state trajectory crosses the boundary ellipsoid de�ned by the κ-sublevel

set from the outside toward the inside until reaching the origin, i.e. the origin is asymp-

totically stable.

As a �nal remark, the problem of existence of a quadratic Lyapunov function for
a dynamical system as in (3.3) can be cast into a SDP feasability problem with LMI
constraints. 

Find Q̃ such that
V (x̃) ≥ 0

V̇ (x̃) ≤ 0

⇔


Find Q̃ such that
Q̃ ≥ 0

−Ã>Q̃− Q̃Ã ≥ 0

(4.40)

with

V̇ (x̃) = ˙̃x>Q̃x̃+ x̃>Q̃ ˙̃x (4.41)

= x̃>(Ã>Q̃+ Q̃Ã)x̃ (4.42)

4.9 Conclusion

This Chapter has presented the su�cient background for understanding the methods
developed in this thesis. In the following Chapters we will detail the methods of this
thesis for analyzing and preventing stealthy aging attacks.
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5.1 Introduction

As introduced in Chapter 3, our methods contribute in the analysis and prevention of
stealthy aging attacks. Among these attacks, two of them manipulating the control
signal are considered in this thesis: (AT1) where the objective is to let the dynamical
system reach a subset of the state space featuring an abnormal aging; and (AT2) where
the objective is to maximize the time integral of a degradation function modeling the
stresses acting on the process. As we will see in the following Chapters, AT1 is a subcase
of AT2. This Chapter is devoted to the subcase of stealthy aging attacks (AT1).

Section 5.2 formally de�nes the subcase of stealthy aging attacks (AT1) to provide the
framework of the problem the methods will solve. Thereafter, the methods for analyzing
and preventing stealthy aging attacks of AT1 are detailed in Section 5.3 and Section 5.4.



66 Chapter 5. Analysis and prevention: a subcase of stealthy aging attacks

5.2 Research question

From the general de�nition of stealthy aging attacks in De�nition 5, we restrain our
investigation to the following Attack Type (AT).

De�nition 30. (Attack Type 1 (AT1)). The input u(t) is manipulated by an attacker

to let the dynamical system reach a subset Dx of the state space that we call abnormal

aging set, because it features an aging faster than normal for the dynamical system,

leading to lifetime reduction. In the meantime, the state trajectory is constrained to

remain in a set Xs we call service set, because this is the set the state trajectory visits

during the normal operation of the control system, i.e. the attack-free case.

As an interpretation of the De�nition 30, if the state trajectory x(t) of the dynamical
system reaches the abnormal aging set Dx then the dynamical system operates outside of
the normal aging conditions. In the meantime, the state trajectory remains in the service
set Xs, where the delivered service is normal. If the state trajectory remains inside the
service set, we can consider that the service can be provided normally, such that no
suspicion of attack can arise. Clearly, AT1 is possible only if Xs ∩ Dx is non-empty,
otherwise stealthy aging attacks of AT1 are not feasible.

The general idea to analyze and prevent such kind of attacks is summarized as follows.
Consider a dynamical system as in (3.3) where u(t) is bounded at every time instant due
to physical input limitation (e.g. voltage, current, torque):

u(t) ∈ U , ∀t ≥ 0 (5.1)

where U is called the control input set, and it is a closed set.
Note that we insist in the physical nature of the input limitation as it constrains

the attack capabilities. In fact, virtual limitation imposed by the controller could be
bypassed by an attacker compromising the controller. It is important to note that no
other conditions are imposed on the input u(t) (e.g. band-limited signal).

Consider X the state set of the dynamical system such that x(t) ∈ X , ∀t ≥ 0. As
the attacker wants to remain stealthy regarding the delivered service, we may assume
that the control signal u(t) will be chosen carefully in order to not degrade the service
delivered by the dynamical system. For this reason, we can assume that a part of the
state can be constrained to belong to Xs, the set that will not cause any suspicions of
attack to arise:

x(t) ∈ X ⊆ Xs, ∀t ≥ 0 (5.2)

As a consequence of this, the following assumption is made:

Assumption 1. There exists a control signal u(t) ∈ U such that x(t) ∈ Xs for all t ≥ 0

and for any initial conditions x(t0) ∈ X .

If the assumption above is not satis�ed, it means that no stealthy aging attack can
be performed without being detected from the sensors measuring the delivered service,
which put us on the safe side. This assumption will be re�ned later to be more speci�c
for each method, but the essence of the assumption remains.
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From this problem, the following two Research Question (RQ) are addressed in this
Chapter:

De�nition 31. (RQ1). Are stealthy aging attacks of AT1 feasible for the given dynam-

ical system in (3.3), the control input set U , the service set Xs, and the abnormal aging

set Dx?

De�nition 32. (RQ2). How the control input set U can be restrained to Û such that

stealthy aging attacks of AT1 are not feasible, i.e. the answer to RQ1 is negative?

After having de�ned the Attack Type of stealthy aging attacks we consider, stated the
problem, and de�ned the research questions we answer in this Chapter, the framework
of the developed methods for analyzing and preventing AT1 is presented.

5.2.1 Framework of the methods

From the physical input limitation U in (5.1), the proposed methods perform the follow-
ing steps:

1. Computation of the reachable set under the given constraints, i.e. X . This analysis
step consists in quantifying the e�ect induced by AT1 on the dynamical system.

2. Reachability analysis of the abnormal aging set Dx. This consists in assessing if the
state trajectory can reach the abnormal aging set Dx, i.e. X ∩Dx 6= ∅. In the case
of X ∩Dx = ∅, it means that the state trajectory cannot reach the abnormal aging
set, so stealthy aging attacks of AT1 are not feasible (RQ1); hence (RQ2) is already
answered: the current physical input limitation U is su�cient to prevent stealthy
aging attacks. Otherwise, stealthy aging attacks of AT1 are feasible (RQ1), so
(RQ2) is addressed with step 3.

3. Restraining the control input set U to Û to make (RQ1) not feasible, with Û ⊆ U .
It consists in �nding the largest control input set Û such that the constrained state
set X does not intersect with the abnormal aging set Dx, i.e. X ∩ Dx = ∅ if
u(t) ∈ Û , ∀t ≥ 0. This answers RQ2.

5.2.2 Modeling considerations

In order to make the problem solvable with convex optimization problems, the following
considerations are made:

� The control input set U is modeled as an ellipsoid Eu(R, ū), i.e. u(t) ∈ U ⊆ Eu, ∀t ≥
0.

� The constrained control input set Û is modeled as an ellipsoid Êu, i.e. u(t) ∈ Û ⊆
Êu, ∀t ≥ 0.

� The state set X is modeled as an ellipsoid Ex(Q, x̄), i.e. x(t) ∈ X ⊆ Ex, ∀t ≥ 0.

� The service set Xs is modeled as an ellipsoid Es(Ξ, ξ̄), i.e. x(t) ∈ X ⊆ Ex, ∀t ≥ 0.
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� The abnormal aging set Dx is modeled as the union of i number of halfspaces
Hi(ci, µi) de�ned by their boundary hyperplane:

Dx = {x ∈ Rn :

p⋃
i=1

c>i x(t) ≥ µi} (5.3)

From the modeling considerations and before detailing the methods proposed in this
thesis, we express the constraints (5.1) and (5.2):

u(t) ∈ Eu(R, ū)⇔ (u− ū)>R(u− ū) ≤ 1 (5.4)

x(t) ∈ Es(Ξ, ξ̄)⇔ (x− ξ̄)>Ξ(x− ξ̄) ≤ 1 (5.5)

Before reformulating the constraints, let

Γ> =

[
0n,1

1

]
Ξ̃ =

[
Ξ 0n,1

01,n 0,

]
, ξ̃ =

[
ξ̄

0

]
. (5.6)

By introducing the vector
[
x̃

u

]
, it can be restated as follows.

(u− ū)>R(u− ū) ≤ 1⇔
[
x̃

u

]> [
Γ>ū>RūΓ −Γ>ū>R

−RūΓ R

] [
x̃

u

]
≤ 1 (5.7)

(x− ξ̄)>Ξ(u− ξ̄) ≤ 1⇔
[
x̃

u

]> [
Ξ̃− Ξ̃ξ̃Γ− Γ>ξ̃>Ξ̃ + Γ>ξ̃>Ξ̃ξ̃Γ 0n+1,m

0m,n+1 0m,m

] [
x̃

u

]
≤ 1

(5.8)

Rewriting the matrix inequalities in (5.7) in the positive semide�nite form (≥ 0), it
yields: [

x̃

u

]> [−Γ>ū>RūΓ −Γ>ū>R

−RūΓ R

] [
x̃

u

]
+ 1 ≥ 0, (5.9)

[
x̃

u

]> [−Ξ̃ + Ξ̃ξ̃Γ + Γ>ξ̃>Ξ̃− Γ>ξ̃>Ξ̃ξ̃Γ 0n+1,m

0m,n+1 0m,m

] [
x̃

u

]
+ 1 ≥ 0 (5.10)

Note that Γ>Γ =

[
0n,n 0n,1
01,n 1

]
, so that x̃>Γ>Γx̃ =

[
x

1

]> [
0n,n 0n,1
01,n 1

] [
x

1

]
allows the

expression of the constant term. Therefore, the constraints can be restated as follows:

u(t) ∈ Eu(R, ū)⇔ S ≥ 0 (5.11)

x(t) ∈ Es(Ξ, ξ̄)⇔ T ≥ 0 (5.12)

with

S =

[
Γ>Γ− Γ>ū>RūΓ Γ>ū>R

RūΓ −R

]
T =

[
Γ>Γ− Ξ̃ + Ξ̃ξ̃Γ + Γ>ξ̃>Ξ̃− Γ>ξ̃>Ξ̃ξ̃Γ 0n+1,m

0m,n+1 0m,m

]
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The service set is de�ned as Ex(Ξ, ξ̄), where Ξ in general will be rank-de�cient, as it
will constrain only one part of the state, that is involved in the service to deliver by the
physical system; Ex(Ξ, ξ̄) can even coincide with Rn×n (formally by picking Ξ = 0).

Remark 7. If Ξ = 0 then the state trajectory is not constrained to belong to the service

set. This is the case of an open-loop system where the delivered service is not measured

by sensors neither operators.

After having expressed the constraints u(t) ∈ Eu and x(t) ∈ Es, ∀t ≥ 0, we present in
the next sections the two set theoretic methods we propose. The �rst one called invariant
set-based method is based on the invariance concept, while the second one called convex
robust simulation-based method is based on the simulation of a dynamical system to
forecast its state set. Beforehand, the main steps of the proposed methods are pictured
in the following �gures.

Figure 5.1: Step 1 : Analysis of stealthy aging attacks
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Figure 5.2: Step 2 : Reachability analysis of the abnormal aging set

Figure 5.3: Step 3 : Restriction of the input set to prevent such attacks

5.3 Invariant set-based method

5.3.1 Invariance notions

In this method [Escudero & Zamaï 2019], we propose to exploit the property of positive
invariance of an ellipsoid, de�ned as follows.

De�nition 33 (Positive invariance, [Gayek 1991]). An ellipsoid Ex is positive invari-
ant for a dynamical system as in (3.3) if from any initial conditions x(0) ∈ Ex and for

all u(t) ∈ Eu, x(t) ∈ Ex, ∀t ≥ 0.
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Figure 5.4: Invariant ellipsoid Ex

Remark 8. The role of the term "positive" is referred to the fact that the invariant

property regards the future. This term is commonly dropped and the ellipsoid is said to

be an invariant set or an invariant ellipsoid.

The property of invariance is then attractive: it allows the encapsulation of the state
set at the in�nite-time horizon of the dynamical system, i.e. X (∞, x(0)) ⊆ Ex where
Ex is invariant. Hence, an invariant ellipsoid is an outer-approximation of X (∞, x(0)).
This set X (∞, x(0)) often called the in�nite time reachable set of the dynamical system
states is the set that captures all the state trajectory emanating from initial states
x(0). However, its analytic computation is generally not possible. Instead, invariant
sets are computed as they bene�t from the fact that their family can be chosen at one
convenience. The choice of the set family has an e�ect on the computational complexity,
and the error of approximation of the reachable set.

The positive invariance notion has largely been utilized in the analysis and synthesis
of controllers for dynamical systems. In particular, two relevant sets in the automatic
control can be pinpointed [Blanchini & Miani 2015]: the robustly (positively) invariant
set, and the robust controlled (positively) invariant set. The robustly invariant set is
the set that encompasses the state trajectory while the dynamical system is subject to
disturbance. The robustly controlled invariant set is the set that encompasses the states
trajectory while the dynamical system is subject to disturbance and a control input
computed from a controller.

5.3.2 Main theorem of the invariant set-based method

The main theorem of this method provides su�cient conditions for computing the invari-
ant state ellipsoid for a dynamical system as in (3.3) with the state trajectory constrained
to belong to the service set. This is what we call the constrained invariant state ellipsoid.
This theorem will be subsequently employed in a set of algorithms, whose goal is the
prediction and prevention of potential stealthy aging attack of AT1.



72 Chapter 5. Analysis and prevention: a subcase of stealthy aging attacks

This method is based on the search of a pseudo-Lyapunov function V (x̃) = x̃>Q̃x̃.
The idea is to characterize a positive de�nite function

V (x̃) = x̃>Q̃x̃ ≥ 0 ∀x 6= xe, (5.13)

such that

V̇ (x̃, u) 6 0 for allx, u satisfying: (5.14)

V (x̃) ≥ 1, (3.3), (5.11) (5.15)

where Q̃ ≥ 0 is a symmetric matrix.
In the presence of a control input u(t), the time derivative V̇ (x̃, u) of the Lyapunov

function V (x̃, u) de�ned in (5.13) is not (4.41), but it becomes:

V̇ (x̃, u) =

[
x̃

u

]> [
Ã>Q̃+ Q̃Ã Q̃B̃

B̃>Q̃ 0m,m

] [
x̃

u

]
. (5.16)

Notice that if V̇ (x̃) 6 0 for all x, u satisfying V (x̃) ≥ 1, then V (x̃(t)) de�nes a time-
invariant ellipsoidal κ-level set from which the state trajectory will never go out over the
in�nite-time horizon; so if the set of initial conditions is within this level set, the state
trajectory stemming from them will never exit this level set. In fact, to assure that the
state trajectory x(t) of the dynamical system in (3.3) does not leave the ellipsoid:

Ex(Q, x̄) = {x ∈ Rn| (x− x̄)>Q(x− x̄) ≤ 1} (5.17)

it is su�cient to require the ful�llment of the inequality V̇ (x̃(t)) ≥ 0, ∀x(t), u(t) satisfy-
ing V (x̃(t)) ≤ 1, so that V (x̃(t)) decreases when V (x̃(t)) is outside the ellipsoid in (5.17).
This condition can be rewritten as: V̇ (x̃(t)) ≤ 0 for all x, u satisfying V (x̃(t)) ≥ 1. It
is obvious that this condition can be satis�ed on the in�nite-time horizon if and only if
the dynamical system is Lyapunov stable. If not Lyapunov stable the state trajectory
will not converge, as energy is added to the dynamical system from u(t).

In addition to this, the state trajectory is constrained to remain in the service set
Es(Ξ, ξ̄), as aging attacks are launched while maintaining the desired service to guar-
antee the stealthiness of the attack. Therefore, the constraint in (5.12) is added to
the requirement in (5.15), under the Assumption 1 that is speci�ed for this method as
follows:

Assumption 2. There exists a control signal u(t) ∈ Eu(R, ū) such that x(t) ∈ Es(Ξ, ξ̄)
for all t ≥ 0 and for any initial conditions x(t0) ∈ Ex(Q(t0), x̄(t0)) .

Finally, the problem we want to solve can be summarized as follows:

P1



Find Q̃ such that
V̇ (x̃, u) ≤ 0 ∀x(t), u(t) satisfying:
V (x̃) ≥ 1, u(t) ∈ Eu(R, ū), x(t) ∈ Es(Ξ, ξ̄)
under Assumption 2
with Q̃ ≥ 0

(5.18)
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Finally, Theorem 6 casts the problem P1 into a SDP feasability problem with LMI
constraints.

Theorem 6. Consider an a�ne time-invariant continuous-time dynamical system ac-

cording to (3.2) or equivalently (3.3), with matrices de�ned according to (3.4).
If there exist Q̃ ∈ R(n+1)×(n+1), and α, β, λ ∈ R for which the following constraints are

satis�ed:

−M − αN − βS − λT ≥ 0, (5.19)

α, β, λ ≥ 0 (5.20)

with

M =

[
Ã>Q̃+ Q̃Ã Q̃B̃

B̃>Q̃ 0m,m

]
(5.21)

N =

[
Q̃− Γ>Γ 0n+1,m

0m,n+1 0m,m

]
(5.22)

S =

[
Γ>Γ− Γ>ū>RūΓ Γ>ū>R

RūΓ −R

]
(5.23)

T =

[
Γ>Γ− Ξ̃ + Ξ̃ξ̃Γ + Γ>ξ̃>Ξ̃− Γ>ξ̃>Ξ̃ξ̃Γ 0n+1,m

0m,n+1 0m,m

]
(5.24)

(5.25)

and Γ, Ξ̃, ξ̃ de�ned as in (5.6), then

x̃(t0)>Q̃x̃(t0) 6 1⇒ x̃(t)>Q̃x̃(t) 6 1∀t ≥ t0, (5.26)

under the constraints ∀t ≥ t0, u(t) ∈ Eu(R, ū), x(t) ∈ Es(Ξ, ξ).

Proof. Consider �rst (5.19); left and right multiply by [x̃(t)>, u(t)>]>, and consider αN ,
βS and λT as S-procedure terms by positive multiplier α, β and λ as in (5.20); this
implies (Lemma 1):

[x̃>, u>] −M [x̃>, u>]> = −V̇ (x̃, u) > 0⇔ V̇ (x̃, u) 6 0 (5.27)

when
[x̃>, u>]N [x̃>, u>]> = V (x̃)− 1 > 0⇔ V (x̃) > 1. (5.28)

[x̃>, u>]S [x̃>, u>]> > 0⇔ u(t) ∈ Eu(R, ū). (5.29)

[x̃>, u>]T [x̃>, u>]> > 0⇔ x(t) ∈ Ex(Ξ, ξ̄), (5.30)

This means that the value of V (x̃) can only increase under the stated constraints, i.e.
V (x̃(t0)) 6 1⇒ V (x̃(t)) 6 1 ∀t ≥ 0, which is the theorem statement.

Due to the product of α with Q̃, two unknown variables, the matrix inequality in
(5.45) in Theorem 6 is not a LMI, but a BMI. To deal with it, the constrained invariant
state ellipsoid is computed iteratively for a �x α ≥ 0 at each iteration.
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Ideally, we would like to design an iterative algorithm computing at each iteration
the optimal α minimizing the size of Ex, so that the iterative algorithm stops once the
optimal α converges. At least, we would like to impose an upper bound ᾱ on α to explore
a �nite interval.

Theorem 7. Consider the matrix of the constraint (5.19) in Theorem 6 restated in

(5.31)

−M − αN − βS − λT (5.31)

with α, β, γ ≥ 0, and matrices M , N , S, and T are de�ned in (5.21), (5.22), (5.23),
(5.24).

For the special case Ξ = 0, it is a necessary condition for the satisfaction of the

constraint that

α ≤ −2λ̄(Ā) (5.32)

where λ̄(Ā) denotes the largest eigenvalue of Ā, with Ā = (A> + A)/2, and A is the

matrix of the dynamical system in (3.3)

Proof. Before starting with the proof, let us recall the following Lemmas.

Lemma 1. If a matrix Y is positive semide�nite, the diagonal elements Ynn are non-

negative.

Lemma 2. If a matrix Y is positive (negative) semide�nite, the trace is positive (nega-

tive).

For the matrix in (5.31) to be positive semide�nite, it is necessary that the diagonal
entries are nonnegative from Lemma 1. By expanding the vector [x̃>, u>] into [x>, 1, u>],
matrices M , N , S, T in (5.19) can be rewritten:

M =

A>Q+QA • •
• −a>Qx̄− x̄>Qa •
• • 0m,m


N =

Q • •
• x̄>Qx̄− 1 •
• • 0m,m


S =

0n,n • •
• 1− ū>Rū •
• • −R


T =

−Ξ • •
• 1− ξ̄Ξξ̄ •
• • 0m,m



Thus, the necessary condition is:



5.3. Invariant set-based method 75

−A>Q−QA− αQ+ λΞ ≥ 0 (5.33)

⇔ A>Q+QA+ αQ− λΞ ≤ 0 (5.34)

From Lemma 2, it yields:

trace(A>Q+QA+ αQ− λΞ) ≤ 0 (5.35)

⇔ trace(A>Q+QA) ≤ trace(− αQ+ λΞ)

⇔ 2 trace(A>Q) ≤ −α trace(Q) + λtrace(Ξ)

As λn(Ā>)trace(Q) ≤ trace(A>Q) where λj(Ā) denotes the jth largest eigenvalue of Ā
with Ā> = (A> +A)/2 then, (5.35) is equivalent to

2λn(Ā>)trace(Q) ≤ −αtrace(Q) + λtrace(Ξ)

In the special case Ξ = 0, it yields

2λn(Ā>) ≤ −α⇔ α ≤ −2λn(Ā>)

Then, it implies that α ≤ ᾱ with ᾱ = −2λn((A> +A)/2) for the special case Ξ = 0,
which is the theorem statement.

After having given the theorem providing su�cient conditions for a constrained in-
variant state ellipsoid in which the state remains over the in�nite-time horizon, the three
steps to analyze and prevent stealthy aging attacks are detailed, one for each subsec-
tion. Given a dynamical system as in (3.3), the input limitation Eu(R, ū), the service set
Es(Ξ, ξ̄), and the abnormal aging set Dx the following steps are proposed.

5.3.3 First step: analysis of AT1

This �rst step aims to analyze stealthy aging attacks of AT1. To do so, we propose
computing the constrained invariant state ellipsoid Ex(Q, x̄) for the given dynamical
system in (3.3) and for a given control input set Eu(R, ū). This constrained invariant
state ellipsoid encompasses the constrained in�nite time reachable set X (∞, x(0)) under
the condition of existence of a control input u(t) ∈ Eu(R, ū) that can constrain the state
trajectory to remain inside the service set, x(t) ∈ Es(Ξ, ξ̄) (Assumption 2).

As invariant sets are outer-approximation of the in�nite-time reachable set X (∞, x(0)),
there exist an in�nite number of sets being invariant for the dynamical system. However,
we are interested in the smallest constrained invariant state ellipsoid to have the best
approximation, i.e. as close as possible to X (∞, x(0)). In fact, the lower the approxima-
tion error, the better the analysis of AT1 is. This can be obtained by maximizing the
trace of Q̃ under Theorem 6 as stated in the convex Optimization Problem (OP) OP1.

OP1: maximize
Q̃,β,λ

trace(Q̃)

subject to (5.19), (5.20)
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Note that maximizing the trace does not guarantee to �nd the tighest ellipsoid as
the trace(.) operator relates to the size of the semiaxes. Hence, Algorithm 1 is proposed
for �nding the smallest constrained invariant state ellipsoid for the dynamical system in
(3.3) with a control input set Eu(R, ū) for a given α.

Algorithm 1 : [Q, x̄]=Alg1(α, R, ū, Ξ, ξ̄, I1)

Input: α, R, ū, Ξ, ξ̄, I1:={Ã, B̃}
Initial condition: -
2. Solve OP1

3. [Q, x̄]=Normalize(Q̃)
Output: Q, x̄

Remark 9. Notice that the numerical procedure will have a limited numerical precision,

for this reason a normalization step (step 3.) has been introduced; typically the ellipsoids

matrices might not �t into the form of (4.22), with a non-matching lower-right entry that
corresponds to de�ning a set {v ∈ Rn | (v− v̄)>Ann(v− v̄) 6 ρ} with ρ 6= 1. The function

Normalize(Ãnn) transforms a non-normalized (nn) ellipsoid de�ned as Ennv (Ann, v̄) =

{v ∈ Rn | (v − v̄)>Ann(v − v̄) 6 ρ} into a normalized one Ev(A, v̄) (ρ = 1).

Thereafter, Algorithm 2 is proposed for �nding the smallest constrained invariant
state ellipsoid Ex for the dynamical system in (3.3) with a control input set Eu(R, ū)

over a value interval for α. Recall that we are interested in the smallest Ex to have the
best approximation of X. The idea of Algorithm 2 is to recursively call Algorithm 1 to
compute the smallest constrained invariant state ellipsoid Ex(Q, x̄) for a given α (step
1.1.). The size of the computed Ex(Q, x̄) is then compared with Ex(Qmin, x̄min), that
is the smallest ellipsoids found over the value interval of α. If the computed ellipsoid
is smaller (step 1.2.), then update Ex(Qmin, x̄min) with the recently computed ellipsoid
(step 1.2.1.). The Algorithm repeats the same process for another value of α over the
interval value. Note that ∆α is the α step at each iteration such that α is updated
at α + ∆α. After having explored the whole interval value of α, Algorithm 2 �nally
provides the smallest constrained invariant state ellipsoid Ex(Qmin, x̄min) found at some
α, if there exists. So, for the given dynamical system, x(t0) ∈ Ex(Qmin, x̄min) implies
that x(t) ∈ Ex(Qmin, x̄min), ∀u(t) ∈ Eu(R, ū) and forx(t) ∈ Es(Ξ, ξ̄), ∀t ≥ t0.

Remark 10. As previously mentioned, the choice of ᾱ for the general case, i.e. Ξ 6= 0,

is still an open problem. Then, one can choose it arbitrarily.
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Algorithm 2 : [Qmin, x̄min]=Alg2(R, ū, Ξ, ξ̄, I1, I2)

Input: α, ᾱ, ∆α, R, ū, Ξ, ξ̄, I2:={α, ᾱ, ∆α}
Initial condition: Qmin = 0n,n, x̄min = 0n,1
1. For α = α to ᾱ with a step ∆α

1.1. [Q, x̄]=Alg1(α, R, ū, Ξ, ξ̄, I1)
1.2. If trace(Q̃) > trace(Q̃min)

1.2.1. Set Q̃min = Q̃

Output: Qmin, x̄min

5.3.4 Second step: reachability analysis

This second step aims to check if the state trajectory can reach the abnormal ag-
ing set. This can be done by checking if the the constrained invariant state ellipsoid
Ex(Qmin, x̄min) resulting from the �rst step intersects with the abnormal aging set Dx.
Instead of considering the intersection between both sets, we focus on the overlapping
distance between an ellipsoid and an hyperplane de�ned in (4.27), as Dx is de�ned by
the union of i number of hyperplane. Hence, we de�ne the function Hit(Qx,x̄,Hi) for
determining if an ellipsoid Ev(A, v̄) hits the abnormal aging set Dx. This function veri-
�es that the distance from the ellipsoid to each hyperplane is negative. If it is, then the
ellipsoid does not intersect with the abnormal aging set; otherwise it does.

De�nition 34. Function Hit: [hit]=Hit(Qx, x̄, Hi)

Input: Qx, x̄, Hi
Initial condition: -

1. For j = 1 to i

1.1. If dist(Ex(Qx, x̄),Hj(cj , µj)) ≥ 0

Set hit = True, Goto Output

1.2. Else Set hit = False, Goto Output

Output: hit

Algorithm 3 implements this boolean function Hit(A,v̄,Hiv) to check if the smallest
constrained invariant state ellipsoid intersects with the abnormal aging set (step 2.). The
output of the function and so the Algorithm 3 answers to RQ1 about the feasability of
stealhty aging attacks of AT1.

Figure 5.5 is an illustration of RQ1 on a projection of two states and two inputs. The
constrained invariant state ellipsoid Ex (dot pattern) is obtained for a given Eu by apply-
ing Algorithm 3. The intersection between Ex and the abnormal aging set Dx is studied
(red polygon).
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Algorithm 3 : [hit]=Alg3(R, ū, Ξ, ξ̄, I1, I2, I3)

Input: R, ū, Ξ, ξ̄, I1, I2, I3:={Hi, ∀ i}
Initial condition: -
1. [Qmin,x̄min] = Alg2(R, ū, Ξ, ξ̄, I1, I2)
2. If Hit(Qmin,x̄min,Hi) = True

2.1. Set hit = True, goto Output
3. Else Set hit = False, goto Output
Output: hit

Figure 5.5: RQ1- Constrained invariant state set Ex (dot pattern) for the input set Eu by
applying Algorithm 3, the abnormal aging set Dx (red area), and (Ex∩Dx) (red polygon)

5.3.5 Third step: restriction of the control input set

This third step aims to restrain the control input set Eu to Êu such that the state
trajectory cannot reach the abnormal aging set Dx for the dynamical system in (3.3) in
the in�nite-time horizon. In other words, the objective is to make AT1 infeasible, i.e.
output of Algorithm 3 is false.

To do so, Algorithm 4 is proposed for �nding Êu such that the corresponding small-
est constrained invariant state ellipsoid Ex(Qmin, x̄min) (output of Algorithm 2) allows
Hit(Qmin,x̄min,Hi) to result False.

Remark 11. One could always choose Êu(0, ū, prohibiting any trajectory of the control

signal u(t). However, it also prohibits the control of the dynamical system, which is not

desired as it is the purpose of the control system to deliver a service.

Therefore, we want to �nd the largest control input set Êu ⊆ Eu. Notice that we
do not search for an optimal ū and we let ū be the same as for Eu. By setting R as an
additional decision variables of the optimization problem OP1, the constraint becomes a
BMI due to the term βS, where S includes the shape matrix R. To tackle this issue, we
propose to implement a bisection method on the scaling term δ for R for solving the quasi-
convex problem. In fact, larger the control input set Êu, larger the smallest constrained
invariant state ellipsoid is for a dynamical system as in (3.3). As an interpretation, larger
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the control input set, larger the potential of energy acting on the system is; so the state
trajectory can go further from the equilibrium point.

Hence, the main idea of Algorithm 4 is to perform the �rst and second steps for
a �xed R. If the smallest constrained invariant state set does not intersect with the
abnormal aging set, then increase the size of Eu, i.e. R decreases; otherwise decrease,
i.e. R increases. As an interpretation, by increasing the size of the control input we let
the minimal constrained invariant state set to grow, whereas by decreasing its size we
let the minimal constrained invariant state set to shrink.

Remark 12. By �xing ū, it might occur in some cases that ū is not optimal to �nd the

largest Êu.

The interval value of R is de�ned such that at the minimal size of Êu the abnormal
aging set is never hit by the smallest constrained invariant state ellipsoid, and at the
maximal size Êu = Eu the abnormal aging set is hit by the constrained invariant state
set. This allows the bisection method to �nd an optimal control input set. Note that
from a physical viewpoint there always exists a feasible input set by letting R having a
zero-size; otherwise it means that the abnormal aging set can always be reached.

Algorithm 4 converges, with respect to a tolerance tol, to the largest control in-
put set Êu(δR0, ū) for a su�ciently large R0 such that Ex ∩ Dx = ∅, and a δ ∈ [0, 1]

su�ciently small such that Ex ∩ Dx 6= ∅ for Eu(δR0, ū). Finally, for the given dy-
namical system, x(t0) ∈ Ex(Qmin, x̄min) implies that x(t) ∈ Ex(Qmin, x̄min), ∀u(t) ∈
Eu(δR0, ū) and forx(t) ∈ Es(Ξ, ξ̄), ∀t ≥ t0 and Ex ∩Dx = ∅.

Algorithm 4 :[diag, δwrk]=Alg4(R0,δ,tol,ū,Ξ,ξ, I1,I2, I3)

Input: R0,δ,tol,ū,Ξ,ξ, I1,I2,I3
Initial condition: diag = NotFound

1. Set δ = 1

2. [hit]=Alg3(δR0,ū,Ξ,ξ,I1,I2,I3)
3. If hit = False

3.1. Set diag = NeverHit, δ = δ, goto Output
4. [hit]=Alg3(δR0,ū,Ξ,ξ,I1,I2,I3)
5. If hit = True

5.1 Set diag = AlwaysHit, δ = ∅, goto Output
6. Set δ = δ

7. While (δ − δ > tol)
7.1. δit = (δ + δ)/2

7.2. R = δitR0

7.3. [hit]=Alg3(R,ū,Ξ,ξ,I1,I2,I3)
7.4. If hit = True

7.4.1. Set δ = δit
7.5. Else Set δ = δit, diag = Found, δ = δit

Output: diag, δ

Figure 5.6 is an illustration of RQ2 on a projection of two states and two inputs. The
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current input limitation Eu and the smallest constrained invariant state set Ex (dot
pattern) of RQ1 are drawn in solide lines. The largest restrained input set Êu obtained
from Algorithm 4 such that constrained invariant state set Ex (dot pattern) does not
intersect with the abnormal aging set Dx.

Figure 5.6: RQ2- Largest restrained input set Êu with the corresponding constrained
invariant state set Ex (dot pattern) in dotted lines by applying Algorithm 4, and RQ1
in solid lines, and the abnormal aging set Dx (red area)

One of the main limitation of the presented method is the necessary condition for the
system to be Lyapunov stable. In many cases, the dynamical system is not Lyapunov
stable without considering the closed-loop controller in the model in (3.3). The following
Section presents a set-theoretic method that tackle this limitation.

5.4 Convex robust simulation-based method

To address the limitation of the previous method, we have proposed in [Escudero et al. 2020a]
has proposed a robust convex simulation-based method which relies on computing the
evolution of bounding state ellipsoids with respect to the time by means of LMI theory.

5.4.1 Robust simulation

By robust simulation we mean simulation of a dynamical system for a whole set of
initial conditions, under a certain number of constraints. Namely, the problem of robust
simulation consists in �nding a bounding set for the state x(t) at a �nal time tf , given
a set of possible initial values for it at an initial time t0; this under the hypotheses of
a given dynamical equation and in the presence of additional constraints of di�erent
kind. The bounding state sets considered in this thesis are ellipsoids, denoted Ex(tf )

for the bounding set for the state x(t) at time tf . Therefore, bounding state ellipsoids
encapsulates the state trajectory of a dynamical system at the �nite-time horizon from
an initial state ellipsoid, i.e. R(tf , x(0)) ⊆ Ex(tf ), with x(0) ∈ Ex(t0).
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Figure 5.7: Bounding state ellipsoid Ex(tf ) from Ex(t0)

5.4.2 Main theorem of the convex robust simulation-based method

The main theorem of this method provides su�cient conditions for computing the con-
strained bounding state ellipsoid over a time interval [t0, tf ] for a dynamical system as
in (3.3). This theorem will be subsequently employed in a set of algorithms, whose goal
is the prediction and prevention of potential stealthy aging attacks of AT1.

This method is based on the search of a time-dependent pseudo-Lyapunov function
[Ben-Talha et al. 2017]. The main idea is to de�ne a positive de�nite function

V (x̃(t), t) = x̃(t)>Q̃(t)x̃(t) ≥ 0 ∀x(t) 6= xe, and ∀t ∈ [t0, tf ] (5.36)

such that
V̇ (x̃(t), t) 6 0, for all x(t), u(t), t satisfying: (5.37)

(3.3), (5.11), t ∈ [t0, tf ] (5.38)

and such that
V (x̃(t), t) ≥ 0, for all t satisfying: (5.39)

t ∈ [t0, tf ] (5.40)

where Q̃(t) is a time-varying symmetric matrix.
Time derivative of the pseudo-Lyapunov function V (x̃(t), t) is given as follows:

V̇ (x̃(t), u(t), t) =

[
x̃(t)

u(t)

]> [ ˙̃Q(t) + Ã>Q̃(t) + Q̃(t)Ã Q̃(t)B̃

B̃>Q̃(t) 0m,m

] [
x̃(t)

u(t)

]
(5.41)

Notice that if V̇ (x(t), t) 6 0, then V (x̃(t), t) de�nes time-variant ellipsoidal level sets
from which the state trajectory will never go out over the given time interval; so if a set
of initial conditions is within a level set, the trajectory stemming from them will never
exit the level set of the same value. The time-variant Q̃(t) allows the ellipsoidal level
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sets to move and grow or shrink over time with the state trajectory, whether the state
trajectory is converging or not.

In order to make the search tractable, we are going to limit it to the set of matrix-
valued polynomials, i.e. we will set Q̃(t) ∈ R(n+1)×(n+1)

2d [t] for an arbitrarily chosen integer
d > 1. It is clear that specifying Q̃(t) in this way adds some conservatism, which can be

progressively reduced by increasing the degree of the matrix-valued polynomial. ˙̃Q(t) is

then its �rst time-derivative, with ˙̃Q ∈ R(n+1)×(n+1)
2d−1 [t].

As for the invariant-set based method, the state trajectory is constrained to remain
in the service set by adding the constraint (5.12), under Assumption 1 that is speci�ed
for this method as follows:

Assumption 3. There exists a control input signal u(t) ∈ Eu(R, ū) such that x(t) ∈
Es(Ξ, ξ̄) for all t ∈ [t0, tf ] and for initial conditions x(t0) ∈ Ex(Q(t0), x̄(t0)) .

If the assumption above is not satis�ed, it means that no aging attack can be per-
formed without being detected, which put us on the safe side.
Subsequently, the constraint of t ∈ [t0, tf ] can be expressed as follows

γ(t) = (tf − t)(t− t0) > 0 (5.42)

Finally, the problem we want to solve can be summarized as follows:

P2



Find Q̃(t) such that
(i)V (x̃(t), t) ≥ 0 for t ∈ [t0, tf ],

(ii)V̇ (x̃(t), u(t), t) ≤ 0 ∀x(t), u(t)satisfying:
u(t) ∈ Eu(R, ū), x(t) ∈ Es(Ξ, ξ̄), t ∈ [t0, tf ]

under Assumption 1
with Q̃ ≥ 0

(5.43)

Finally, Theorem 8 casts the problem P2 into a SDP feasability problem with LMI
constraints. Before formulating it, consider

Ĩ =

[
In 0n,1

01,n 0

]
, Ξ̃ =

[
Ξ 0n,1

01,n 0,

]
, ξ̃ =

[
ξ

0

]
. (5.44)

The main theorem is then stated as follows.

Theorem 8. Consider an a�ne time-invariant continuous-time system according to

(3.2) or equivalently (3.3), with matrices de�ned according to (3.4).

If for a given d > 1 there exist Q̃(t) ∈ R(n+1)×(n+1)
2d [t], Z(t), X(t) ∈ R(n+1)×(n+1)

2d−2 [t]

α(t), β(t) ∈ R2d−2[t], and a scalar ε > 0 for which the following constraints are satis�ed:

−W (t)− α(t)S − β(t)T − γ(t)Z(t) is MSOS, (5.45)

Q̃(t)− γ(t)X(t)− εĨ is MSOS (5.46)

Z(t), X(t) are MSOS (5.47)

α(t), β(t) are SOS (5.48)



5.4. Convex robust simulation-based method 83

with

W (t) =

[
˙̃Q(t) + Ã>Q̃(t) + Q̃(t)Ã Q̃(t)B̃

B̃>Q̃(t) 0m,m

]

S =

[
Γ>Γ− Γ>ū>RūΓ Γ>ū>R

RūΓ −R

]
T =

[
Γ>Γ− Ξ̃ + Ξ̃ξ̃Γ + Γ>ξ̃>Ξ̃− Γ>ξ̃>Ξ̃ξ̃Γ 0n+1,m

0m,n+1 0m,m

]

and Γ, Ξ, ξ̃ de�ned as in (5.6), and γ(t), Ĩ de�ned as in (5.42), (5.44), then

x̃(t0)>Q̃(t0)x̃(t0) 6 1⇒ x̃(t)>Q̃(t)x̃(t) 6 1 ∀t ∈ [t0, tf ], (5.49)

under the constraints ∀t ∈ [t0, tf ]u(t) ∈ Eu(R, ū), x(t) ∈ Ex(Ξ, ξ).

Proof. Consider �rst (5.46); left and right multiply by x̃(t), and consider γ(t)X(t) as an
S-procedure term by positive multiplier X(t) as in (5.47); this implies (Lemma 1):

x̃(t)>Q̃(t)x̃(t) > ε||x(t)||2 (5.50)

when γ(t) > 0, i.e. V (x(t), t) = x̃(t)>Q̃(t)x̃(t) > 0 when x(t) 6= 0, t ∈ [t0, tf ]. Subse-
quently, consider (5.45); left and right multiply by [x̃(t)>, u(t)>]>, and consider α(t)S,
β(t)T and γ(t)Z(t) as S-procedure terms by positive multipliers α(t), β(t) and Z(t) as
in (5.47) and (5.48); this implies (Lemma 1):

[x̃(t)>, u(t)>]W (t) [x̃(t)>, u(t)>]> = V̇ (x̃(t), t) 6 0 (5.51)

when
[x̃(t)>, u(t)>]S [x̃(t)>, u(t)>]> > 0⇔ u(t) ∈ Eu(R, ū). (5.52)

[x̃(t)>, u(t)>]T [x̃(t)>, u(t)>]> > 0⇔ x(t) ∈ Ex(Ξ, ξ), (5.53)

and when γ(t) > 0, i.e. when t ∈ [t0, tf ]. This means that the value of V (x̃(t), t) can
only increase under the stated constraints, i.e. V (x̃(t0), t0) 6 1 ⇒ V (x̃(t), t) 6 1 in the
considered interval, which is the theorem statement.

After having given the theorem providing su�cient conditions for a bounding state
ellipsoid at time tf in which the state trajectory remains at tf , the three steps to an-
alyze and prevent stealthy aging attacks are detailed, one for each subsection. Given
a dynamical system as in (3.3), the input limitation Eu(R, ū), the service set Es(Ξ, ξ̄),
and the abnormal aging set Dx the following steps are proposed. As both methods are
based on the same general idea described in Section 5.2.1, the algorithms we are going
to present are rather similar to the ones for the invariant set based method. Thus, we
will only present here the main di�erences.

In this section, we are proposing algorithms involving Theorem 8 for analyzing and
preventing stealthy aging attacks over a given time interval. In other words, we want to
restrain the input set Eu(R, ū) into the set Êu(R̂, ū), (Eu(R̂, ū) ⊆ Eu(R, ū)) such that a
dangerous set Dx is avoided over a time interval [t0, tf ].
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5.4.3 First step: analysis of AT1

This �rst step aims to quantify the e�ect on the state trajectory x(t) induced by AT1 over
a time interval [t0, tf ]. To do so, we propose to compute the constrained bounding state
ellipsoid Ex(tf ) for the given dynamical system in (3.3) and for a given control input
set Eu(R, ū). This constrained bounding state ellipsoid encompasses the constrained
�nite-time reachable set X(tf , x(0)) under the condition of existence of a control input
u(t) ∈ Eu(R, ū) that can constrain the state trajectory to remain inside the service set
Es(Ξ, ξ̄) over the time interval [t0, tf ], i.e. x(t) ∈ Es(Ξ, ξ̄) ∀t ∈ [t0, tf ], (Assumption 3).

There exists many constrained bounding state ellipsoids from Theorem 8, i.e. a
constrained bounding state ellipsoid is an outer-approximation of the constrained �nite-
time reachable set. Thus, we want to �nd the smallest bounding state ellipsoid to have
the best approximation. As previously, this can be obtained by maximizing the trace
of Q̃(tf ) under Theorem 8 with initial conditions (Q(t0),x̄(t0)) as stated in the convex
optimization problem in OP2. So, for the given dynamical system, if x(t0) ∈ Ex(t0)

de�ned with (Q(t0), x̄(t0)), then it implies that x(t) ∈ Ex(tf ) de�ned with (Q(tf ), x̄(tf )),
∀t ∈ [t0, tf ], ∀u(t) ∈ Eu(R, ū), and for x(t) ∈ Es(Ξ, ξ̄).

In order to give more degrees of freedom to the search of such ellipsoids and without
loss of generality, let t0 be time 0 and split the �nal time tf in N ∈ N time steps such
that N = tf∆−1

t with ∆t a small time step, which simpli�es the computations. Hence,
Algorithm 1 is proposed for �nding the minimal bounding ellipsoid for system in (3.3)
with a control input set Eu(R, ū)) over the time interval [0,∆t] by using Theorem 8.
Notice that (step 3.) is the normalization step due to limited numerical precision as
detailed previously in Remark 9.

OP2: maximize
Q̃∆t ,Z(t),X(t),α(t),β(t)

trace(Q̃∆t)

subject to (5.45), (5.46), (5.47), (5.48)

Algorithm 5 : [Q∆t , x̄∆t ]=Alg5(Q(t0),x̄(t0),R,ū,Ξ,ξ, I1)

Input: Q(t0),x̄(t0),R,ū, Ξ, ξ, I1:={A, B, ∆t, d}
Initial condition: Q0 = Q(t0), x̄0 = x̄(t0)

1. Set Q̃0 =

[
Q0 −Q0x̄0

−x̄>0 Q0 x̄>0 Q0x̄0

]
,

Q̃(t) =
∑2d

i=0 Q̃it
i

2. Solve P1

3. [Q(∆t), x̄(∆t)]=Normalize(Q̃(∆t))
Output: Q(∆t), x̄(∆t)

5.4.4 Second step: reachability assessing

This second step aims to check if the state trajectory can reach the abnormal aging set
Dx over the time interval [t0, tf ]. Algorithm 5.4.4, whose goal is to determine if and
at which time t∩ (with t∩ ∈ {0,∆t, ..., N∆t}) the bounding ellipsoid hits the abnormal
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aging set Dx. Notice that t∩ could be exploited for further defensive strategies. The idea
of Algorithm 5.4.4 is to compute the evolution of the smallest bounding state ellipsoids
over the time interval [t0, tf ], and check if none of them intersects with Dx. To do so,
Algorithm 2 implements an iterative procedure with N iterations that performs two steps
at each iterations i:

1. The computation of the �nal (smallest) bounding state ellipsoid at time t0 + i∆t,
Ex(t0 + i∆t) de�ned for (Q(t0 + i∆t),x̄(t0 + i∆t))

2. The computation of the distance between Ex(t0 + i∆t) and Dx from the boolean
function Hit(.) already presented previously in Section 5.3.4.

Finally, Algorithm 5.4.4 provides two arrays hit and t∩ to know at which time the
smallest bounding state ellipsoid reaches the abnormal aging set. If all the element of
hit are set at False, it means that stealthy aging attacks of AT1 are not feasible over
the time interval [t0, tf ], otherwise they are (RQ1). In that last case, the third step is
proposed to make AT1 not feasible.

Algorithm 6 : [hit, t∩]=Alg6(Q(t0),x̄(t0),R,ū,Ξ,ξ, I1,I2)

Input: Q(t0),x̄(t0),R,ū,Ξ,ξ, I1,I2 := {Hix, tf}
Initial condition: Q0 = Q(t0), x̄0 = x̄(t0)

1. Set N = tf∆−1
t

2. For j = 1 to N
2.1. [Q∆t , x̄∆t ]=Alg5(Q0,x̄0,R,ū,Ξ,ξ, I1,I2)
2.2. If Hit(Q∆t ,x̄∆t ,Hix) = True

Set hit = True, t∩ = j∆t, Goto Output
2.3. Set Q0 = Q∆t , x̄0 = x̄∆t

3. Set hit = False, t∩ = ∅
Output: hit, t∩

Figure 5.8 is an illustration of RQ1 on a projection of two states and two inputs. The
evolution of bounding state ellipsoids over the time interval [t0, tf ] (dot pattern) are
obtained for a given control input set Eu by applying Algorithm 6 with N = 2. At each
iteration i, the intersection between the ith bounding state ellipsoid and the abnormal
aging set Dx is studied to determine the feasibility of stealthy aging attacks.
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Figure 5.8: RQ1- Evolution of bounding state ellipsoids (dot pattern) over the time
interval [t0, tf ] for the input set Eu, the abnormal aging setDx (red area), and (Ex(t)∩Dx)
(red polygon) by applying Algorithm 6

5.4.5 Third step: Restriction of the control input set

This third step aims to restrain the control input set Eu to Êu such that the state
trajectory cannot reach the abnormal aging set Dx for the dynamical system in (3.3)
over the time interval [t0, tf ]. In other words, the objective is to make AT1 unfeasible
over the given time interval, i.e. output of Algorithm 5.4.4 is false for every element of
hit.

For the same reason stated previously, the objective is to �nd the largest control input
set Êu such that the evolution of bounding state ellipsoids over the time interval [t0, tf ]

never hits the abnormal aging set Dx. By setting R as an additional decision variables of
the optimization problem OP2 becomes a BMI due to the term α(t)S, where S includes
the shape matrix R. Similarly as previously, we propose to implement a bisection method
on the scaling term δ for R for solving the quasi-convex problem. Further details have
already been given previously in Section 5.3.5. Hence, Algorithm 5.4.5 is proposed. It
converges with respect to a tolerance tol, to the largest control input set Eu(δR0, ū) for
a su�ciently large R0 such that Ex(t0 + i∆t) ∩ Dx = ∅, ∀i = 1, ..., N , and a δ ∈ [0, 1]

su�ciently small such that Ex(t0 + i∆t)∩Dx 6= ∅ for Eu(δR0, ū) for at least an iteration
i.
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Algorithm 7 :[diag, δwrk]=
Alg7(R0,δ,tol,Q(t0),x̄(t0),ū,Ξ,ξ, I1,I2)

Input: R0,δ,tol,Q(t0),x̄(t0),ū,Ξ,ξ, I1,I2
Initial condition: diag = NotFound, Q0 = Q(t0), x̄0 = x̄(t0)

1. Set δ = 1

2. [hit, t∩]=Alg6(Q(t0),x̄(t0),δR0,ū,Ξ,ξ,I1,I2)
3. If hit = False

3.1. Set diag = NeverHit, δ = δ, Goto Output
4. [hit, t∩]=Alg6(Q(t0),x̄(t0),δR0,ū,Ξ,ξ,I1,I2)
5. If hit = True

5.1 Set diag = AlwaysHit, δ = ∅, Goto Output
6. Set δ = δ

7. While (δ − δ > tol)
7.1. δit = (δ + δ)/2

7.2. R = δitR0

7.3. [hit, t∩]=Alg6(Q(t0),x̄(t0),R,ū,Ξ,ξ,I1,I2)
7.4. If hit = True, Set δ = δit
7.4. Else, Set δ = δit, diag = Found, δ = δit

Output: diag, δ

Figure 5.9 is an illustration of RQ2 on a projection of two states and two inputs. The
evolution of bounding state ellipsoids over the time interval [t0, tf ] (dot pattern) for the
current input limitation Eu of RQ1 are drawn in solid lines. The restrained input set Êu
is computed by applying Algorithm 7 with N = 2 such that the evolution of bounding
state ellipsoids (dotted lines) do not hit with the abnormal aging set Dx.

Figure 5.9: RQ2- Restrained input set Êu with the corresponding evolution of bounding
state ellipsoids (dot pattern) over the time interval [t0, tf ] in dotted lines by applying
Algorithm 7, RQ1 in solid lines, and the abnormal aging set Dx (red area)
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5.5 Conclusion

In this Chapter, we have proposed two set theoretic methods based on an outer-approximation
of the reachable state set to answer RQ1 and RQ2 for stealthy aging attacks of AT1. The
�rst one based on invariant set theory is limited to Lyapunov stable system whereas the
last one based on robust convex simulation can be applied at any systems, i.e. Lyapunov
stable or not. In the next Chapter, we will propose a method for analyzing stealthy
aging attacks of a more general case (AT2).
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6.1 Introduction

In Chapter 5, we have detailed the methods for analyzing and preventing stealthy aging
attacks of AT1. However, AT1 is a subcase of stealthy aging attacks. The general case is
an attack that maximizes the time integral of a degradation function, instead of reaching
an abnormal aging set. Hence, this Chapter proposes a method for analyzing stealthy
aging attacks of AT2.

Section 6.2 formally de�nes the general case of stealthy aging attacks (AT1) to pro-
vide the framework of the problem the method will solve. Thereafter, the method for
analyzing stealthy aging attacks (AT1) is detailed in Section 6.3.

6.2 Research question

From the general De�nition 5 of stealthy aging attacks, our investigation concerns the
following Attack Type.

De�nition 35. (Attack Type 2 (AT2)). The input u(t) is manipulated by an attacker

to maximize the time integral of a degradation function g(x(t), u(t)) while keeping the

state trajectory inside the service set Xs. The degradation function models the stresses

acting on the process.

After having de�ned the stealthy aging attacks of AT2 we consider in this Chapter, the
problem we address is explained in the following.
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Consider a discretized version of (3.3), namely:

xk+1 = Adxk +Bduk + ad (6.1)

where uk is a piecewise constant input, xk is a piecewise constant state; and Ad ∈ Rn×n,
Bd ∈ Rn×m, ad ∈ Rn

Lastly, consider g(xk, uk) the discretized version of the degradation function g(x(t), u(t)).
From this new type of attack, the following Research Question is answered in this Chap-
ter:

De�nition 36. (RQ3). How the control signal uk can be chosen to maximize the time

integral of the degradation function g(xk, uk), which we call cost degradation function,

while constraining the state xk to remain in the service set Xs.

This research question di�ers from the previous method answering RQ1. In fact, this
method assesses what kind of control signal uk an attacker could replace to launch a
stealthy aging attack. This is an assessment method instead of a faisability method as
the previous ones.

For the same reason already presented in the previous Chapter, the input uk is
assumed bounded at every time instant due to physical input limitation:

uk ∈ U , k ≥ 0 (6.2)

In addition to this, the state xk is constrained by the service set Xs to remain stealthy:

xk ∈ Xs, k ≥ 0 (6.3)

Remark 13. Stealthy aging attacks of AT1 are a special case of AT2: the objective is

to reach the abnormal aging set at some time instead of maximizing a cost degradation

function. It can be addressed by setting a piecewise function g with non zero positive

values only in the abnormal aging set Dx, and zero elsewhere.

The next section presents the method for analyzing stealthy aging attacks of AT2,
which includes AT1 as a subcase.

6.3 Analysis of stealthy aging attacks of AT2

6.3.1 Proposed method

The analysis can be seen as a design method where the optimal control signal is searched
for. Then, the optimal stealthy aging attack is formulated as an optimization problem
maximizing the time integral of the degradation function (6.4) while keeping the states
inside the stealthy set Xs during the attack period of M time instants. The idea is
to guarantee that the error of the delivered service with respect to the desired one is
bounded by a given threshold δ su�ciently low such that it is not perceptible from the
service state (e.g. measurements) (6.7), so that no detection occurs in the detector. Also,
the input signal is constrained by the input limitations (6.6). After having launched the
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attack, we want the dynamical system to return to its normal state in the attack-free
case. To do so, we impose initial and �nal states to be equal to the normal ones.
OP3: Optimal abnormal input signal

maximize
uk,xk+1

M−1∑
k=0

g(xk, uk) (6.4)

subject to xk+1 = Adxk +Bduk + ad (6.5)

uk ≤ uk ≤ uk (6.6)

xdesk+1 − δ ≤ xk+1 ≤ xdesk+1 + δ (6.7)

x0 = xdes0 , xN = xdesN (6.8)

6.3.2 Sequential Linear Programming

One issue of the previous optimization problems is the non-linearity of the degradation
function g(xk, uk). Indeed, aging of actuators involves most of the time a magnitude of
a state (e.g. torque magnitude, current magnitude) which increases the stresses of the
actuator.
To deal with the typical non-linearity of the degradation function g, we have proposed to
solve the optimization problem OP3 with Sequential or Successive Linear Programming
(SLP). SLP is an iterative procedure that approaches the solution of the original non-
linear problem by generating a sequence of solutions of linear subproblems approximating
it (LP problem) [Palacios-Gomez et al. 1982].

The main idea is to approximate the non-linear function g(xk, uk) of the optimiza-
tion problem by its Taylor series linearization at the operating points denoted by 0

[Vukic 2003]. For the sake of clarity, we drop out the k-instant notation; at each SLP
iteration g(x, u) is replaced by:

g(x0, u0) +
n∑
j=1

∂g(x, u)

∂xj

0

∆xj +
m∑
j=1

∂g(x, u)

∂uj

0

∆uj (6.9)

where ∆xj = x− x0 and ∆u = u− u0.
This linearization is only accurate for ∆xj and ∆uj su�ciently small; so upper and lower
bounds are imposed as additional constraints in the optimization problem.
Hence, the optimization problems are transformed into a succession of linear programs
in which the operating point x0 and u0 at the iteration j are respectively equals to the
optimal x? and u? obtained at the iteration j − 1. The SLP stops once ∆x and ∆u

converges.

6.4 Conclusion

In this Chapter, we have proposed a method based on Linear Programming to answer
RQ3 for stealthy aging attacks of AT2, which include AT1 as a subcase. In the next Part,
we will apply the proposed methods for analyzing and preventing stealthy aging attacks
of AT1 and AT2 upon two application After having detailed the methods for analyzing
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and preventing stealthy aging attacks, the next Chapter proposes to apply them upon
two application examples.
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7.1 Introduction

In this Chapter, the proposed methods for analyzing and preventing stealthy aging at-
tacks of AT1 and AT2 are applied upon two application examples: a thin �lm manu-
facturing control and a satellite reorientation maneuver control. As we will see in this
Chapter, both applications are relevant to study the proposed methods. In fact, the
model of the thin �lm manufacturing system is Lyapunov stable, so that both methods
can be applied and compared, whereas the satellite system is not Lyapunov stable and
is over actuated. Besides, both applications exhibit a di�erent system property: the
satellite system is an over-actuated system, unlike the other application.

7.2 Thin �lm manufacturing

7.2.1 System description

Consider the �lm mfg. system represented in Figure 7.1. It represents the manufacture
of continuous webs such as paper products, plastic �lms, or metal foils. In such manu-
facture, the objective is to move the continuous web in each part of the �lm mfg. system
to perform some operations. The control objective is to maintain the tension and the
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speed of the web at the reference values between the consecutive pairs of drive rolls. Film
mfg. system typically consists of drive rollers and idler rollers. In a nutshell, they are
cylindrically-shaped material handling components for conveying items through a ma-
chine, process, or environment. Drive rollers rotate via direct interaction with a motor,
whereas idler rollers do not received direct mechanical input from a motor [Globalspec ].

First and foremost, we detail brie�y the physical relations between the variables
to get the model of the system. For further details about the modeling, the interested
reader can consult the reference [Chen et al. 2004]. As shown in Figure 7.1, the system is
equipped with two drive rollers rx and ry having the same mechanical characteristics (B,
J , R, D, K), detailed later. They are controlled respectively by two electric motors mx
and my having the same electrical characteristics (Ra, La, Ke, Kt), detailed later. The
torque produced by each motor is transmitted via a belt to the drive rollers. The drive
roller torque is denoted τx(t), τy(t) for rx , ry, respectively. By considering similar motor
characteristics and roller characteristics it allows to simplify the modeling (detailed for
the general case in [Chen et al. 2004]). Note that in the following the notation m refers
to a motor, and r to a roller.

Figure 7.1: Film mfg. system (simpli�ed from [Chen et al. 2004])

7.2.1.1 Web tension T (t)

In this subsection, we express the relation between the web tension T (t) and the motor
input voltage v(t).

First, we express the relation between the torque produced by the motor m and the
motor input voltage vm. Each motor is controlled in torque and is modeled as follows
[Archela et al. 2018]:
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τ̇m(t) = −Ra
La
τm(t)− KeKt

La
ωm(t) +

Kt

La
v(t) (7.1)

where τm(t) is the motor torque [Nm], ωm(t) is the motor angular velocity [rad/s], v(t)

is the motor input voltage [V], and Ra is the armature resistance [Ω], La is the armature
inductance [H],Ke is the back electromotive constant [V/rad/s],Kt is the torque constant
[Nm/A].

Then, we express the relation between the motor torque τm(t) and the drive roller
torque τr(t). To that end, we consider the subsystem (motor, belt, drive roller) as
pictured in Figure 7.2. Assume that (i) there is no loss of transmission via the belt, and
(ii) the radius of the drive belt (motor side) is equal to the radius of the driven belt
(roller side). From those both assumptions, the drive roller torque τr(t) and velocity
ωr(t) are equal to the motor torque τm(t) and velocity ωm(t), i.e.

τr(t) = τm(t), ωr(t) = ωm(t) (7.2)

Figure 7.2: Web tension [Chen et al. 2004]

Lastly, we express the relation between the drive roller torque τr(t) and the web
tension T (t). According to Newton's law of motion, this relation can be expressed as
follows:

Jω̇r(t) = τr(t) +RTb(t)−RTa(t)−Bωr(t)
= τr(t) +R(Tb(t)− Ta(t))−Bωr(t) (7.3)

where Ta(t), Tb(t) is the web tension of zone a, b respectively [N], and J is the sum of the
inertia of motor, belt, drive roller [kg.m2], B is the viscous friction coe�cient [N.m.s].

For an idler roller, equation (7.3) becomes (7.4) since it is not controlled by a motor,
and under some other assumptions detailed in [Chen et al. 2004].

Itω̇t(t) = R(Tb(t)− Ta(t)) (7.4)

where It is the rotation inertia [kg.m2].
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7.2.1.2 Web speed V (t)

In this subsection, we express the relation between the web tension T (t) and the roller
angular velocities. Consider Figure 7.3 where two rollers r1, r2 transport the web. S(t)

represents the web length [m] that depends on the web variation generated by the rollers

S(t) = S0 +

∫ t

t0

Rωr1(ζ) dζ −
∫ t

t0

Rωr2(ζ) dζ (7.5)

Figure 7.3: Web speed

Then, the web tension at a zone i can be modeled in (7.6).

Ṫi(t) = KṠ(t) +DS̈(t) (7.6)

where K and D represent the spring constant [N/m] and the damping constant [Ns/m]
of the web, respectively. They are properties of the material.

Hence, (7.6) can be rewritten as

Ṫ (t) = K(Rωr1(t)−Rωr2(t)) +D(Rω̇r1(t)−Rω̇r2(t)) (7.7)

Equation (7.7) establishes the relation between the web speed and the web tension.

7.2.1.3 System model

From the relation between the variables in (7.1), (7.3), (7.4), (7.7), the system can be
modeled by the set of di�erential equations in (7.8).

τ̇x(t) = −Ra
La
τx(t)− KeKt

La
ωx(t) + Kt

La
vx(t)

τ̇y(t) = −Ra
La
τy(t)− KeKt

La
ωy(t) + Kt

La
vy(t)

Jω̇x(t) = τx(t)−Bωx(t) +R(T1(t)− T3(t))

Jω̇y(t) = τy(t)−Bωy(t) +R(T3(t)− T2(t))

Itω̇t(t) = R(T2(t)− T1(t))

Ṫ1(t) = K(Rωt(t)−Rωx(t)) +D(Rω̇t(t)−Rω̇x(t))

Ṫ2(t) = K(Rωy(t)−Rωt(t)) +D(Rω̇y(t)−Rω̇t(t))
Ṫ3(t) = K(Rωx(t)−Rωy(t)) +D(Rω̇x(t)−Rω̇y(t))

(7.8)

The system in (7.8) can be rewritten in the matrix form in (3.3) with x(t) =

[x1, x2, x3, x4, x5, x6, x7]> = [τx(t), τy(t), ωx(t), ωy(t), ωt(t), ωx(t)+ 1
DRT1(t), wy(t)− 1

DRT2(t)]>,
where T3(t) = −(T1(t) + T2(t); and u(t) = [vx(t), vy(t)]

>. Note that the state x(t) is
chosen such that the system is completely controllable [Chen et al. 2004].
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A =



−Ra
La

0 −KeKt
La

0 0 0 0

0 −Ra
La

0 −KeKt
La

0 0 0
1
J 0 −B+2DR2

J
DR2

J 0 2DR2

J −DR2

J

0 1
J

DR2

J −B+2DR2

J 0 −DR2

J
2DR2

J

0 0 DR2

It
DR2

It
0 −DR2

It
−DR2

It

0 0 DR2

It
− K

D
DR
It

K
D −DR2

It
−DR

It

0 0 DR
It

DR2

It
− K

D
K
D −DR

It
−DR2

It


, B =



Kt
La

0

0 Kt
La

0 0

0 0

0 0

0 0

0 0


, a = 07

(7.9)
where Ra = 4.74, La = 344× 10−6, Ke = 2.4× 10−2, Kt = 4.2× 10−2, R = 2× 10−2,

J = It = 8× 10−4, D = 2, K = 3.69× 102.
In [Chen et al. 2004], the objective is to control the tension and speed of the

web de�ned by T (t) = DR(−x3(t) + x4(t) + x6(t) − x7(t)) and V (t) = Rx3(t) re-
spectively. To achieve this, the system is equipped with sensors measuring the state
[wx(t), wy(t), T1(t), T2(t)]. Note that x6(t) and x7(t) can be computed from the mea-
surement of wx(t), T1(t), and wy(t), T2(t) respectively. Hence, the tension T (t) and the
speed V (t) is the service to deliver, and by extension [wx(t), wy(t), T1(t), T2(t)] are the
states that must belong to the service set. In addition, notice that the system in (7.9) is
Lyapunov stable.

Consider the input limitation de�ned by Eu(R, ū) with

R = diag(10−2, 10−2), ū = 02. (7.10)

7.2.2 Analysis and prevention of AT1

Let the service set Es(Ξ, ξ̄) be de�ned for

Ξ = diag(1× 10−8, 1× 10−8, 1× 10−2, 1× 10−2, 1× 10−8, 2.5× 10−1, 2.5× 10−1),

ξ̄ = 07 (7.11)

with [wx(t), wy(t), T1(t), T2(t)] the state corresponding to the service to deliver, so that
it is constrained by Es, whereas [τx(t), τy(t), ωt(t)] is the free state.
Lastly, consider the objective of stealthy aging attacks of AT1 to accelerate the motor
aging by controlling them outside of their normal torque levels [Sikanen et al. 2018]:
|τx| ≥ 1Nm, |τy| ≥ 1Nm. Hence, the abnormal aging set Dx is de�ned in (7.12).

c1 =
[
1 0>n−1

]>
, c2 =

[
−1 0>n−1

]>
, c3 =

[
0 1 0>n−2

]>
, c4 =

[
0 −1 0>n−2

]>
,

(7.12)

µ = 1 (7.13)

From the system model in (7.9), the actuator limitation (7.10), the service set (7.11),
we want to verify if the physical integrity of the system, i.e. actuator aging, can be
violated by an attacker (RQ1). If it is possible, we want to restrain the control input
set E(R, ū) into Êu(R̂, ū) to prevent potential stealthy aging attacks of AT1 (RQ2). RQ1
and RQ2 are �rstly answered with the invariant set-based method, and then with the
convex robust simulation-based method.
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7.2.2.1 Invariant set-based method

First-second step: From this �rst step, we want to quantify the e�ect induced by
stealthy aging attacks of AT1. To do so, Algorithm 2 is applied with the inputs: (7.10),
(7.11), (7.9), α = 0, ᾱ = 15, ∆α = 1× 10−3. It gives in output the smallest constrained
invariant state ellipsoid Ex de�ned with Qx and x̄ in (7.14). It is obtained for α = 14.99,
β = 1.1× 10−3, and λ = 3.21× 10−4.

Q = 10−3 ×



215.18 0.02 −8.39 −0.05 7.58 −2.03 −0.04

0.02 215.18 −0.05 −8.39 7.58 −0.04 −2.03

−8.39 −0.05 93.25 0.56 −83.81 22.59 0.45

−0.05 −8.39 0.56 93.25 −83.81 0.45 22.59

7.58 7.58 −83.91 −83.81 165.49 −23.37 −23.37

−2.03 −0.04 22.59 0.45 −23.37 13.73 0.22

−0.04 −2.03 0.45 22.59 −23.37 0.22 13.73


, x̄ = 07

(7.14)

The result is shown graphically in Figure 7.4 where the smallest constrained invariant
state ellipsoid Ex is in green, the service ellipsoid Es constraining the state is in blue, the
abnormal aging set Dx is the red area, and the control input set Eu is in magenta. As
an interpretation, if the control signal u(t) remains inside the control input set Eu∀t ≥
t0, then the state x(t) remains inside the constrained invariant state ellipsoid Ex for
any initial condition x(t0) inside this constrained invariant state ellipsoid Ex and under
Assumption 2. From the left- to the right-hand side and from the top to the bottom, the
state [ωx(t), ωy(t)], [T1(t), T2(t)], [V (t), T (t)], [τx(t), τy(t)], and the input [ux(t), uy(t)] are
projected. Notice that the service set has not been drawn for [τx(t), τy(t)] for visibility
purpose, but the service set covers the whole space as τx(t) and τy(t) are two free states.
One can notice that the state τx(t) and τy(t) can reach the abnormal aging set Dx in
red, i.e. Ex ∩ D 6= ∅. Recall that this observation is indeed computed by Algorithm 3
Thus, stealthy aging attacks can potentially occur if one manipulates the control signal
u(t). This answers RQ1, and leads to the next research question RQ2.

Third step: As stealthy aging attacks are feasible for the given control input set Eu, we
want to restrain it such that stealthy aging attacks cannot occur. Algorithm 4 is applied
with the inputs: R0 = Im, δ = 1 × 10−2, tol = 1 × 10−3. It converges, with respect
to the tolerance tol, to the largest control input set Êu(R̂, ū) with R̂ = δR0 de�ned for
δ = 4.9× 10−2

R̂ = 10−2 ×
[
4.09 0

0 4.09

]
, ū = 02 (7.15)

such that the smallest constrained invariant state ellipsoid Ex obtained for α = 14.99

over the interval ᾱ = 15 with a step ∆α = 0.01 with β = 13.37, λ = 1.62
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(a) Figure A

(b) Figure B

(c) Figure B

Figure 7.4: AT1 for the �lm mfg. system with invariant-set based method - RQ1 -
constrained invariant state set Ex (green), service set Es (blue) covering the whole space
for [τx,τy] (not drawn), abnormal aging set Dx (red), control input set Eu (magenta)
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Q = 10−3×



1013.87 0.02 −19.59 −0.23 16.17 −2.16 −0.09

0.02 1013.87 −0.23 −19.59 16.17 −0.09 −2.16

−19.59 −0.23 218.63 2.57 −178.49 23.94 0.99

−0.23 −19.59 2.57 218.63 −178.49 0.99 23.94

16.17 16.17 −178.49 −178.49 338.80 −26.18 −26.18

−2.16 −0.09 23.94 0.99 −26.18 9.95 0.07

−0.09 −2.16 0.99 23.94 −26.18 0.07 9.95


, ū = 07

(7.16)
does not intersect with the abnormal aging set Dx.

The result is graphically shown in Figure 7.5 where the smallest constrained invariant
state ellipsoid Ex is in green, the service ellipsoid Es constraining the state is in blue,
the abnormal aging set Dx is the red area, and the restrained control input set Êu is
in magenta. As we can observe in Figure 7.5, the abnormal aging set is guaranteed
unreachable for u(t) ∈ Êu, ∀t ≥ t0. Therefore, stealthy aging attacks are prevented by
restraining the control input u(t) to the restrained input set.

7.2.2.2 Convex robust simulation-based method

Notice that in this application, we have considered Q̃(t) MSOS of degree 4 (d = 2);
Z(t), X(t) are matrices (MSOS of degree 0); α(t) SOS of degree 4 (d = 2); and β(t) an
unknown scalar (SOS of degree 0).
First-second step:

The analysis of stealthy aging attacks of AT1 is now studied on the �nite time horizon
with the convex robust simulation-based method. Instead of stopping the simulation
once a constrained bounding ellipsoid at time t = j∆t in Algorithm 6 hits with the
abnormal aging set, we stop it once the bounding ellipsoids converge, in this case for
tf = 1s. We apply Algorithm 6 with the inputs: Q(t0) = diag(10, 10, 10, 10, 10, 10, 10),
x̄(t0) = [0, 0, 0, 0, 0, 0, 0]>, ∆t = 0.1ms, tf = 1s. The result is graphically shown in
Figure 7.6, where the �nal bounding state ellipsoid Ex(tf ) is in green, the bounding state
ellipsoids Ex(ti) with ti = {t0, ..., tf −∆t} are not �lled, i.e. only their bound is drawn,
the service ellipsoid Es constraining the state is in blue, the abnormal aging set Dx is the
red area, and the input ellipsoid Eu is in magenta. Recall that the state starting from a
bounding state ellipsoid Ex(ti) remains inside Ex(ti + ∆t) for u(t) ∈ Eu and for x(t) ∈ Es,
∀t ∈ [ti, ti + ∆t] under Assumption 1.

The bounding state ellipsoid hits for the �rst time the abnormal aging set at t∩ =

9.5ms, i.e. Ex(9.5ms) ∩ Dx 6= ∅ that corresponds to the j = 95th iterations in Algo-
rithm 6. From this analysis, we can conclude that the physical integrity of the system
can be violated over the time interval [0, 1s] by an attacker manipulating the control
signal u(t). Thus, stealthy aging attacks are feasible which answers RQ1, and leads to
the prevention step (third step).

Third step: In the third step, we want to restrain the control input set Eu such that
stealthy aging attacks are not feasible. To do so, we apply Algorithm 7 with the inputs:
R0 = I2, δ = 1 × 10−2, tol = 1 × 10−3, Q(t0) = diag(10, 10, 10, 10, 10, 10, 10), x̄(t0) =
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Figure 7.5: AT1 for the �lm mfg. system with invariant-set based method - RQ2 -
constrained invariant state set Ex (green), service set Es (blue) covering the whole space
for [τx,τy] (not drawn), abnormal aging set Dx (red), restrained control input set Êu
(magenta)
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Figure 7.6: AT1 for the �lm mfg. system with robust convex simulation-based method -
RQ1 - Bounding state ellipsoids Ex(ti) at each 0.1ms from initial set Ex(t0) (orange star)
and �nal set Ex(tf ) (green), abnormal aging set Dx (red), control input set Eu (magenta)
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[0, 0, 0, 0, 0, 0, 0]>, ∆t = 0.1ms, tf = 1s. The largest restrained control input set Êu(R̂, ū)

is given from the output δ = 0.0168 of Algorithm 7 and computed as R̂ = δR0

R̂ = 10−2 ×
[
1.68 0

0 1.68

]
, ū = 02 (7.17)

The result is graphically shown in Figure 7.7 where the bounding ellipsoids Ex(ti)

are the ones for the restrained input set Êu. We can observe that none of the bounding
ellipsoids intersect with the abnormal aging set, so stealthy aging attacks are prevented
for any input u(t) ∈ Êu.

7.2.3 Analysis of AT2

In this subsection, stealthy aging attacks of AT2 is analyzed. The system model in (7.9)
is discretized with the Tustin method with a sampling time Te = 1ms.

Consider the attacker aims to maximize the thermomechanical stresses [Sikanen
et al. 2018] (e.g. heat) due to the torque square in the motor x. Hence, the degra-
dation function is expressed as gk = τ2

x,k. Recall that the attacker can manipulate the
control signal, and it knows the desired service at each time instant k. Thus and before
analyzing the attack, a preliminary computation is required to get the normal signals
(norm) that a controller should produce in the attack-free case. The signal of interest in
the normal signals are the ones that belong to the service set, so that Xs can be de�ned.
Then, the attack input signal uk is computed with the SLP method to maximize the cost
degradation function while keeping the service states [x3, x4, x6, x7] inside Xs given for
a δ = 10−4 error around the normal service. At the 28th iteration of the SLP, the cost
degradation function converges as shown in Fig. 7.8.

7.3 Satellite reorientation maneuver control

In this section, we propose to show the relevance of the proposed methods for AT1 and
AT2 upon a satellite reorientation maneuver control.

7.3.1 System description

Consider an attitude controlled satellite, featuring four reaction wheels as actuators
[Wie 2008]. The control objective is to slightly re-orientate it at the orientation reference
values. The Euler angles α, β, γ [rad] characterize the orientation of the coordinate
system. The satellite is equipped with four reaction wheels wi with i = {1, 2, 3, 4} having
the same characteristics: an inertia Jw. Each of them is controlled by an electrical motor
mi, having the same characteristics: an armature resistance Ra, an electric constant ke,
a torque constant kt. As in the previous application, we will not detail the modeling
given in [Wie 2008], but explain the physical relations between the variables.

7.3.1.1 Euler angles

The total angular momentum of the satellite is de�ned in (7.18).
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Figure 7.7: AT1 for the �lm mfg. system with robust convex simulation-based method -
RQ2 - Bounding state ellipsoids Ex(ti) at each 0.1ms from initial set Ex(t0) (orange star)
and �nal set Ex(tf ) (green), abnormal aging set Dx (red), restrained control input set Êu
(magenta)
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Figure 7.8: AT2 for the �lm mfg. control: at the 28th iteration, the cost degradation
function is maximized (1st from bottom) with the degradation function (1st from top)
for the optimal attack input signal (2nd from top) while delivering the desired service
(2nd from bottom)
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Hs(t) = Isωs(t) + hw(t) (7.18)

where ωs(t) = [α̇(t), β̇(t), γ̇(t)]> is the satellite angular velocity in body frame with α̇, β̇,
γ̇ the Euler angular rates [rad/s], hw(t) is the angular momentum of the reaction wheels,
and Is is the inertia matrix of the satellite.
The angular momentum of the reaction wheels hw(t) can be described in body frame in
(7.19).

hw(t) = LwIwωw(t) (7.19)

where ωw(t) = [ωw1(t), ωw2(t), ωw3(t), ωw4(t) is the angular velocity of the reaction
wheels, and Lw is the reaction wheel distribution matrix, Iw = diag(Iw1, Iw2, Iw3, Iw4) is
the reaction wheel diagonal inertia matrix.

Assuming the reaction wheels have a pyramid con�guration, then the moments ac-
tuated on the satellite are de�ned by

Ts(t) = LwTw(t),with Lw =

−
√

3/3
√

3/3
√

3/3 −
√

3/3

−
√

3/3 −
√

3/3
√

3/3
√

3/3√
3/3

√
3/3

√
3/3

√
3/3

 (7.20)

where Ts(t) = [τα(t), τβ(t), τγ(t)]> the torque actuating on each axes of the body frame,
and Tw(t) = [τw1(t), τw2(t), τw3(t), τw4(t)]> is the torque generated by each reaction
wheel wi. From the moment equations of Euler represented by the angular momentum
rate with respect to the body frame, the dynamics of the satellite can be described in
(7.21), assuming no disturbance torque.

Ḣs(t) = −ωs(t)×Hs(t) (7.21)

Then, we neglect the term ωs(t)×Hs(t), which yields Ḣs(t) = 0.
The �rst time derivative of (7.18) yields to

Ḣs(t) = Isω̇s(t) + ḣw(t) (7.22)

Hence, (7.21) can be rewritten from the �rst time (7.22) as follows:

Isω̇s(t) = −ḣw(t) (7.23)

Each reaction wheel produces an angular momentum which is transferred to the
satellite, so ḣw(t) = Ts(t) = LwTw(t).

7.3.2 Reaction wheel torque and motor angular velocity

In this subsection, we express the relation between the reaction wheel torque τwn(t) and
the motor input voltage vmn(t). This is expressed for a motor mn and reaction wheel
wn as is validate for all the motors and reaction wheels of the application.

As the reaction wheel is �xed to the rotor shaft, then the reaction wheel and the
motor have same angular velocity and acceleration, i.e. ωwn(t) = ωmn(t), ω̇wn(t) =
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˙omegamn(t). Consider a motor controlled in torque similar to the previous application.
From [Archela et al. 2018], the armature current can be expressed in (7.24).

Lai̇mn(t) = Keωmn(t)−Raimn(t) + vmn(t) (7.24)

τmn(t) = Ktimn(t) (7.25)

As the dynamic of the current is very fast compared to the satellite dynamic, the
current dynamic is neglected. Hence equation (7.24) is restated at the equilibrium state
in (7.26).

imn(t) =
Ke

Ra
ωmn(t) +

1

Ra
vmn(t) (7.26)

The moment balance of the motor shaft is given in (7.27).

Imnω̇mn(t) = τmn(t)−Bωmn(t)− τwn(t) (7.27)

where τwn(t) = Iwnω̇wn(t) as the load torque is the reaction wheel �xed on the rotor
shaft, and B is the viscous friction coe�cient [N.m.s] of the motor, Imn is the moment
of inertia of the motor.

Thus, as ω̇wn(t) = ω̇w(t), (7.27) can be rewritten

(Imn + Iwn)ω̇wn(t) = τmn(t)−Bωmn(t) (7.28)

It is reasonable to assume that Iwn >> Imn, thus equation (7.28) becomes (7.29).

Iwnω̇wn(t) ≈ τmn(t)−Bωmn(t) (7.29)

Lastly, by substituting equation (7.26) into (7.29) with (7.25), the motor angular
velocity ωwn(t) can be expressed in (7.30).

Iwnω̇mn(t) ≈ (
KtKe

Ra
−B)ωmn(t) +

Kt

Ra
vmn(t) (7.30)

Then, we express the satellite angular acceleration ω̇s(t) in by substituting (7.29)
into (7.23).

Isω̇s(t) = −LwI4(
KtKe

Ra
−B)ωm(t)− LwI4

Kt

Ra
vm(t) (7.31)

7.3.3 System model

From the relation between the variables in (7.30), (7.31), the system can be modeled by
the set of di�erential equations in (7.32).{

ω̇m(t) = I−1
wn(KtKe

Ra
−B)ωmn(t) + I−1

wn
Kt
Ra
vmn(t)

ω̇s(t) = −I−1
s LwI4(KtKe

Ra
−B)ωm(t)− I−1

s LwI4
Kt
Ra
vm(t)

(7.32)
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The system in (7.32) can be rewritten in the matrix form in (3.3) with x(t) =

[x1, x2, x3, x4, x5, x6, x7]> = [ω1(t), ω2(t), ω3(t), ω4(t), α(t), β(t), γ(t), α̇(t), β̇(t), γ̇(t)]>; and
u(t) = [v1(t), v2(t), v3(t), v4(t)]>.

A =

 I−1
wn(KtKe

Ra
−B) 04,3 04,3

03,4 03,3 13,3

−I−1
s LwI4(KtKe

Ra
−B) 03,3 03,3

 , B =

 I−1
wn

Kt
Ra

03,4

−I−1
s LwI4

Kt
Ra

 , a = 0 (7.33)

where Jwn = 2.03× 10−6, Ra = 3, Ke = 4.2× 10−3, Kt = 4.2× 10−3, B = 2.65× 10−6,
Js = diag(4.94× 10−2, 4.93× 10−2, 2.01× 10−2).

The control objective is to control the Euler angles [α(t), β(t), γ(t)]. To achieve this,
the system is equipped with sensors measuring the Euler angular rates [α̇(t), β̇(t), γ̇(t)].
Hence, [α(t), β(t), γ(t)] is the service to deliver, and [α̇(t), β̇(t), γ̇(t)] is how the service
is perceived to be delivered by the control system. Thus, [α(t), β(t), γ(t), α̇(t), β̇(t), γ̇(t)]
are the states that are constrained by the service set.

Lastly, consider the control input limitation de�ned by Eu(R, ū with

R = diag(4× 10−2, 4× 10−2, 4× 10−2, 4× 10−2), ū = 04. (7.34)

7.3.4 Analysis and prevention of AT1

Let the service set Es(Ξ, ξ̄) be de�ned for

Ξ = diag(1× 10−6, 1× 10−6, 1× 10−6, 1× 10−6, 4, 4, 4, 4, 4, 4), ξ̄ = 010 (7.35)

with [α(t), β(t), γ(t), α̇(t), β̇(t), γ̇(t)] is the state corresponding to the service to deliver, so
that it is constrained by Es whereas [ω1(t), ω2(t), ω3(t), ω4(t)] is the free state. Actually,
the free state is constrained due to their physical limitation: the maximum angular
velocity. Notice that the system is not Lyapunov stable, but the unstable states are
constrained by Es.
Lastly, consider the objective of stealthy aging attacks of AT1 to accelerate the satellite
aging by controlling the motors outside of their normal current levels to over-consume
power. The abnormal current levels are de�ned as |i1| ≥ 2A, |i2| ≥ 2A, |i3| ≥ 2A,
|i4| ≥ 2A. As the current dynamic has been neglected, we express the abnormal aging
set Dx from (7.26). In (7.26), the current at the steady-state is expressed from the motor
angular velocity and the input voltage. Hence, instead of expressing Dx in terms of
x(t), we express it with an extended vector xext(t) = [x(t)>u(t)>]> such that c becomes
cext = [cx cu] where cx, cu express the linear combination with x(t) and u(t), respectively.
Hence, the abnormal aging set Dx is expressed from (7.26) as follows

cext,1 =
[
−a1 0n−1 a2 0>m−1

]>
, cext,2 = −cext,1 (7.36)

cext,3 =
[
0 −a1 0n−2 0 a2 0>m−2

]>
, cext,4 = −cext,3 (7.37)

cext,5 =
[
0 0 −a1 0n−3 0 0 a2 0>m−3

]>
, cext,6 = −cext,5 (7.38)

cext,7 =
[
0 0 0 −a1 0n−4 0 0 0 a>2

]>
, cext,8 = −cext,7 (7.39)

µ = 2 (7.40)
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Because the system is not completely controllable, it is transformed with the transfor-
mation matrix Z such that x(t) = Zx̆(t), with x̆(t) = [x̆1, x̆2, x̆3, x̆4, x̆5, x̆6, x̆7]> the new
(controllable) state, and Ĕs, D̆ are the transformed sets of Es, Dx respectively.

In the following, we apply the robust convex simulation-based method on the system
to analyze and prevent stealthy aging attacks of AT1. Since the system is not Lyapunov
stable, the invariant set-based method cannot be applied.

7.3.4.1 Robust convex simulation-based method

Notice that in this application, we have considered Q̃(t) MSOS of degree 6 (d = 3);
Z(t), X(t) are matrices (MSOS of degree 0); α(t) SOS of degree 6 (d = 3); and β(t) an
unknown scalar (SOS of degree 0).

The analysis of stealthy aging attacks of AT1 on the �nite time horizon is studied.
Similarly as previously, we stop the simulation once the bounding ellipsoids converge.
In this case, it converges at tf = 4s. Algorithm 6 is applied with the inputs: Q̆(t0) =

diag(100, 100, 100, 100, 100, 100, 100), ˘̄x(t0) = [0, 0, 0, 0, 0, 0, 0]>, ∆t = 0.1s, tf = 4s.
The result is graphically shown in Figure 7.9, where the �nal bounding state ellipsoid
Ex(tf ) is in green, the bounding state ellipsoids Ex(ti) with ti = {t0, ..., tf −∆t} are not
�lled, i.e. only their bound is drawn, the service ellipsoid Es constraining the state is in
blue, the abnormal aging set Dx is the red area, and the input ellipsoid Eu is in magenta.

The bounding ellipsoid hits for the �rst time the abnormal aging set at t∩ = 100ms,
i.e. Ex(100ms) ∩ Dx 6= ∅ that corresponds to the j = 1st iteration in Algorithm 6.
Therefore, the physical integrity of the system can be violated over the time interval
[0, 4s] by an attacker manipulating the control signal u(t). Thus, stealthy aging attacks
are feasible which answers RQ1, and leads to the prevention step (third step).
Third step: In the third step, we want to restrain the control input set Eu such that
stealthy aging attacks are not feasible. Algorithm 7 is applied with the inputs: R0 = I2,
δ = 1 × 10−2, tol = 1 × 10−2, Q̆(t0) = diag(100, 100, 100, 100, 100, 100, 100), ˘̄x(t0) =

[0, 0, 0, 0, 0, 0, 0]>, ∆t = 0.1ms, tf = 4s. The largest restrained control input set Êu(R̂, ū)

is given from the output δ = 0.1338 of Algorithm 7 and computed as R̂ = δR0

R̂ = 10−1 ×


1.34 0 0 0

0 1.34 0 0

0 0 1.34 0

0 0 0 1.34

 , ū = 04 (7.41)

The result is graphically shown in Figure 7.10 where the bounding ellipsoids Ex̆(ti)

are the ones for the restrained input set Êu. We can observe that none of the bounding
ellipsoids intersect with the abnormal aging set, so stealthy aging attacks are prevented
for any input u(t) ∈ Êu.

Remark 14. In Figure 7.9 and 7.10, we can observe that the bounding state ellipsoids

grows until they are constrained by the service set. This comes from the stability of the

dynamical system: as it is not Lyapunov stable, then the state x̆(t) does not return to

the equilibrium state after a perturbation, i.e. the control input u(t) in this case. A

physical interpretation is given as follows. By controlling the motors, the satellite moves
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Figure 7.9: AT1 for the satellite with robust convex simulation-based method - RQ1 -
Bounding state ellipsoids Ex(ti) at each 0.1s from initial set Ex(t0) (orange star) and �nal
set Ex(tf ) (green), abnormal aging set Dx (red), control input set Eu (magenta)
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Figure 7.10: AT1 for the satellite with robust convex simulation-based method - RQ2
- Bounding state ellipsoids Ex(ti) at each 0.1s from initial set Ex(t0) (orange star) and
�nal set Ex(tf ) (green), abnormal aging set Dx (red), restrained control input set Êu
(magenta)
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according to the Euler angles. Recalling no external torque actuating on the satellite has

been considered and another term in the dynamics of the satellite, then Ḣs(t) = 0. In

other words, we do not considered the dynamics of the satellite. Thus, the Euler angular

rate never returns to 0, unless if a motor actuates oppositely. That is why the bounding

state ellipsoid grows as the state always grow, but they are constrained by the service set.

7.3.5 Analysis of AT2

In this subsection, we propose to analyze stealthy aging attacks of AT2. The system
model in (7.33) is discretized with the Tustin method with a sampling time Te = 10ms.

Consider the attacker aims to maximize the power consumption of the satellite. The
degradation function is expressed as gk =

∑4
i=1 pi,k, pi,k = ii,kui,k. In preliminary,

the normal signals are computed in order to know the service set at each time instant
k. Then, the attack input signal uk is computed with the SLP to maximize the cost
degradation function while keeping the service states [x5, x6, x7, x8, x9, x10] inside Xs

given for a δ = 10−4 error around the normal service. At the 60th iteration of the SLP,
the cost degradation function converges as shown in Figure. 7.11. It shows that the cost
degradation function raises by 3.25 times from the normal signals.

7.4 Results analysis

For the AT1 on the �lm mfg. system, we can observe that the robust convex simulation-
based method provides better results: the restrained input set Êu is larger, allowing
larger control actions. This observation might come from a tighter outer-approximation
of the reachable set with the robust convex simulation-based method. In fact, it is less
conservative than the invariant set based method as it allows the search for a symmet-
ric matrix-valued polynomials Q̃(t) rather than a symmetric matrix Q̃. However, this
method consumes more computational resources.

By comparing the AT2 on both applications, we can notice that stealthy aging attacks
have more capabilities on the satellite application, as the cost degradation function raises
more. This observation might come from the physical system type: the satellite one
comprises four motors, each of them acting on the three Euler angular rates, and then
the Euler angles; whereas the �lm mfg. system comprises two motors, each of them
acting on either T1 or T2, with T depending on T1 and T2. This analysis reveals that
the satellite application is an over-actuated system. Note that it is over-actuated on
purpose to tackle a potential (not intended) failure of a motor or reaction wheel. The
stealthy aging attacks bene�t from it by compensating the control action of one actuator
with another one to deliver the desired service as shown in Figure. 7.11 (2nd from top).
However, for the not over-actuated type (�lm mfg. system), we can note that stealthy
aging attacks bene�t from the dynamic of the service to perform the attacks. In fact, the
motor torque having a faster dynamic than the motor angular velocities, i.e. electrical
and mechanical dynamic, it is possible to fastly change the control input u(t) such that
it is �ltered by the motor angular velocity dynamic to remain stealthy.
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Figure 7.11: AT2 for the satellite: at the 60th iteration, the cost degradation function
is maximized (1st from bottom) with the degradation function (1st from top) for the
optimal attack input signal (2nd from top) while delivering the desired service (2nd from
bottom)
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7.5 Conclusion

In this Chapter, we have applied our methods upon two application examples. We have
shown that the robut convex simulation-based method is more general and provides
better results. However, the computational time is higher than the one with the invariant
set-based method. In particular, we have observed that stealthy aging attacks seem more
dangerous against dynamical systems exhibiting an over actuation as abnormal control
actions can be compensated by the other actuators to hide the attacks regarding the
delivered service.



Conclusion





Conclusion

The research works presented in this manuscript address the analysis and the prevention
of stealthy aging attacks. Such attacks aim to accelerate the aging of the actuators, while
the process continues to deliver the desired service. In particular, these research works
considers an attacker that can manipulate the control input. Thus, their objective is to
violate the process integrity.

The problem has been split into two cases of stealthy aging attacks: on one hand,
a subcase of attacks (AT1) is considered. AT1 aims to let the dynamical system reach
an abnormal aging set featuring an aging faster than normal. For AT1, the contribution
of the methods resides in (i) proving the feasibility of such attacks, i.e. can they reach
the process integrity? If they are feasible, (ii) restraining the control input set to make
them unfeasible, i.e. the process integrity cannot be reached. On the other hand, the
general case of stealthy aging attacks (AT2) is considered. AT2 aims to maximize the
time integral of a degradation function, modeling the stresses acting on the dynamical
system. The contribution of the method resides in (i) analyzing the potential aging an
attacker could lead to the actuators.

On one hand, the methods for AT1 are based on the search of a pseudo-Lyapunov
function for the dynamical system. This function de�nes κ-level set from which the
state trajectory of the dynamical system will never go out. This allows the proof of the
feasibility of such attacks. Two methods have been proposed: one based on the invari-
ance concept, called the invariant set based method; and the other based on the robust
simulation of the dynamical system, called the convex robust simulation-based method.
The �rst method allows the analysis of stealthy aging attacks on an in�nite-time hori-
zon, while the second one allows it on a �nite-time horizon. Thereafter, the methods
search for a restrained control input set to make stealthy aging attacks unfeasible. Both
methods solve a SDP problem with LMI constraints.

On the other hand, the method for AT2 is based on the construction of a control sig-
nal maximizing the time integral of a degradation function, modeling the stresses acting
on the actuators. The idea is to �nd an optimal control signal under some constraints
related to AT2. It allows the analysis of the impact stealthy aging attacks of AT2 could
cause against a process. Since the degradation function is intrinsically nonlinear, then
the method solves a SLP problem.

From a theoretical analysis of the methods, for AT1 the convex robust simulation-
based one is more adapted to deal with stealthy aging attacks. Indeed, no condition on
the Lyapunov stability is required for this method, unlike the invariant set-based one.
Moreover, the invariant set-based-method has a computational drawback: the multiplier
α needs to be �xed, but it is unbounded. As a result, one can search for an pseudo-
Lyapunov function, but there is no guarantee that this is the optimal one. In addition,
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the convex robust simulation-based method is less conservative. In fact, the method
solves a Matrix SOS (MSOS) problem giving more degree of freedom. However, this
method consumes more computational resources. About the method for AT2, it allows
the analysis of potential impact of such attacks in the general case, but does not prove
the feasibility of such attacks.

Lastly, the methods for AT1 and AT2 have been applied upon two applications: one
from the manufacturing area, and another from the aerospace one. The results con-
�rm the theoretical analysis: the convex robust simulation-based method provides a less
restrictive condition on the control input set to guarantee the non-feasibility of AT1.
About AT2, the results show that the optimal control signal maximizing the stresses
can exploit (i) the dynamic property of the system to hide the attack, i.e. mechanical
dynamic is slower than the electrical dynamic; (ii) the over-actuated property of the
system to hide the attack.

This thesis has addressed the following scienti�c issues:

� Modeling the attack stealthiness in set theory,

� Stability condition required from the invariant set theory,

� Loss of the temporal variable in the invariant set theory.

From these research works, several research axes for pursuing these three years of
research are proposed.
In the short term:

� From the aging of actuators, it seems relevant to map which stresses can occur from
the control signals, and at which level it accelerates the aging of the actuator. In
fact, the proposed methods are relevant only if one is able to describe the dangerous
stresses, otherwise our methods cannot be applied. Furthermore, recalling that
the stresses can be internal meaning that they are inherent in the operation of
the actuator; or external meaning that they originate in the environment of the
actuator. From this, it appears that both stresses need to be investigated. Indeed,
an attacker might control another part of the process in order to increase the
external stresses of an actuator.

� From the methods for AT1, the prevention of attacks consists in restraining the
control input set. Such restriction has been formulated in terms of the control
input set size, i.e. the trace of the shape matrix. However, the center has not
been considered as a decision variable, otherwise the constraint becomes a BMI.
By �xing the center, we �nd the largest restrained control input set for the �xed
center, but this center is not guaranteed to give the largest set. Thus, this issue
will be investigated.

� The methods for AT1 and AT2 will be applied on two testbeds to validate the
methods. Two testbeds are available in our research lab: (i) a dc motor (drive)
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interconnected with another dc motor (load) producing a load torque, and (ii) a
drone with two dc motors. Those two testbeds are relevant as they share similar
properties than the ones of the Applications studied in this thesis.

In the mid term:

� As a complement with the validation on a testbeds, it is common that the model
does not �t with the real system owing to the modeling assumptions and the ex-
ternal disturbances acting on the process (input disturbance, output disturbance).
So, the methods will be extended to a model with uncertainties.

� As seen in this thesis, the attacker requires to know the desired service, i.e. service
set, in order to launch a stealthy aging attacks. We have stated in this thesis
that the attacker can assess the expected service from the process model and the
control signal transmitted by the controller. Thus, we will conduct research about
the quality of knowledge the attacker has about the service set. Recalling that
the detector in the controller side is based on a state estimator, can the attacker
from the communication side compute the expected service around a small error
compared to the one computed by the state estimator? This small error must
guarantee the stealthiness of the attack.

� This thesis provides methods for analyzing and preventing stealthy aging attacks,
but does not contribute to the detection of anomalies in the control signal. From
the proposed methods, the convex robust simulation could be derived for detection
purpose. In fact, it could be possible to place the detection system close to the
process, i.e. after the transmission channel, and collect the control signal in real-
time. Then, starting from an initial bounding state ellipsoid, the system checks
if the bounding state ellipsoid at a future time will violate the process integrity.
Obviously, it will require further conditions that might be strong such as (i) the
control signal does not change during the computational time of the method, (ii)
the computation time is guaranteed to be lower than the dynamic of the process.

� As presented in this thesis, the malevolence can be seen as a new root cause of
failures in ICSs. It is intended and aims to reach the process integrity. However, the
detection of an anomaly leads the detection system to assess the root cause. This
leads to the problem of anomaly characterization. This is a crucial problem: if the
malevolence is miscategorized and considered as another classical root cause by the
detection system, then inappropriate actions will be take by the operators, without
removing the malevolence. In a worst case, an attack could exploit it to induce
failures at di�erent period of times to be miscategorized in an intentional manner.
We think that the characterization needs to focus on the speci�c characteristics of
the malevolence. As stated in this thesis, the intentional characteristic combined
with analysis of the propagation path could be an entry point to deal with. Notice
that the propagation path of an anomaly needs a tracking of the anomaly which
could be done by detecting anomalies in all the potential propagation paths as
presented in this thesis. Obviously, this will lead further research works about
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the e�ect in the anomaly characterization if some propagation paths taken by the
anomaly are missing. About this, we think that the works in the con�dence of the
data based on Bayesian Network model could be appropriate.

In the long term:

� The methods for AT1 have a limit: they search for an ellipsoid that encompasses
the state under some constraints. However, ellipsoid might not be the appropriate
set for being the smallest set. Other sets exist as mentioned in this thesis. Further
research works will develop methods with the same objective, but with other sets.
These research works will develop a method searching for various sets, including
the ellipsoids presented in this thesis. By de�nition all the sets we will �nd contain
the state trajectory, thus the set resulting from the intersection of all the sets
contains also the state trajectory. A tighter outer-approximation of the state set
could result from this approach.

� As seen in this thesis, with the methods for AT1 one can prove the feasibility
of stealthy aging attacks and prevent them to occur by computing the largest
restrained control input set. However, it has not been extended to the general case
AT2. Future research works will investigate it.

� In future works we will extend our methods to the class of PWA system. In fact,
it allows a description of a physical system that follows an a�ne time-invariant
model for some regions of the state. This extension is important as it allows,
among others, the modeling of the physical entity that deliver the energy to the
actuator, called the pre-actuator (e.g. power converter, pneumatic distributor). In
fact, their model is often non-linear.

� The design of any system (e.g. controller, detector) requires a model of the process.
This model is obtained under some modeling assumptions to simplify the problem.
Those modeling assumptions are validated in particular cases. However, no system
checks if those modeling assumptions are satis�ed in realtime. So, our future
research work will concern it around two main questions: can an attacker exploit
the modeling assumptions to launch stealthy aging attacks? and how can we
design detection system to verify in realtime that those modeling assumptions are
satis�ed?
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Appendix A

Matlab program: Invariant

set-based method

1 %% Step 1 and Step 2
2 At = [A a; zeros(1,n) 0];
3 Bt = [B; zeros(1,m)];
4 Gam = [zeros(1,n) 1];
5 Xit = [Xi zeros(n,1); zeros(1,n) 0];
6 xit = [xib; 0];
7 Qt = sdpvar(n+1);
8 beta = sdpvar(1,1);
9 lambda = sdpvar(1,1);

10 nothing = sdpvar(1);
11 con=(Qt(1:n,1:n)-eps≥0);
12 con=con+(beta≥0);
13 con=con+(lambda≥0);
14 con=con+(nothing≥0);
15 ellSize = 0;
16 for alpha=alphaMin:DeltaAlpha:alphaMax
17 M = [At'*Qt+Qt*At Qt*Bt;
18 Bt'*Qt zeros(m,m)];
19

20 N = [Qt-Gam'*Gam zeros(n+1,m);
21 zeros(m, n+1) zeros(m,m)];
22

23 S = [Gam'*Gam-Gam'*ub'*R*ub*Gam Gam'*ub'*R;
24 R*ub*Gam -R];
25

26 T = [Gam'*Gam-Xit+Xit*xit*Gam+Gam'*xit'*Xit-Gam'*xit'*Xit*xit*Gam ...
zeros(n+1,m);

27 zeros(m,n+1) zeros(m,m)];
28

29 con(end)=([-M-alpha*N-beta*S-lambda*T]≥0);
30 % Solve the optimization problem OP_1
31 diag=optimize(con,-trace(Qt),sdpsettings('solver','mosek','verbose',0,
32 'cachesolvers',1));
33 if (diag.problem==0 || diag.problem==4) && (all(eig(value(Qt))≥0))
34 Qtval = value(Qt);
35 % If the ellipsoid size is lower than the stored one ...
36 if trace(value(Qt))> ellSize
37 % ... Then store the ellipsoid matrix
38 Qt_stck=Qtval;
39 ellSize = trace(Qtval);
40 end
41 end
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42 end
43 % Extract the ellipsoid matrix and the center
44 Qn=Qt_stck;
45 xn_out = -Qn([1:n],[1:n])\Qn([1:n],n+1);
46 % Normalization
47 Qn_out = Qn([1:n],[1:n])/(1-Qn(n+1,n+1)+xn_out'*Qn([1:n],[1:n])*xn_out);

1 %% Step 3
2 At = [A a; zeros(1,n) 0];
3 Bt = [B; zeros(1,m)];
4 Gam = [zeros(1,n) 1];
5 Xit = [Xi zeros(n,1); zeros(1,n) 0];
6 xit = [xib; 0];
7 % Parameters of the bisection method
8 R_ov = ∆_ov*R0; %Should not hit
9 R_und = ∆_und*R0; %Should hit

10 % Start the bisection method
11 ∆_wrk = ∆_ov;
12 while(∆_ov-∆_und > tol)
13 ∆ = (∆_ov+∆_und)/2
14 R = ∆*R0; % Value of R at the first iteration
15 bool = 0; %0 if no hit, otherwise 1
16 eps = 10^-8;
17 Qt = sdpvar(n+1);
18 beta = sdpvar(1,1);
19 lambda = sdpvar(1,1);
20 nothing = sdpvar(1);
21 con=(Qt(1:n,1:n)-eps≥0);
22 con=con+(beta≥0);
23 con=con+(lambda≥0);
24 con=con+(nothing≥0);
25 ellSize = 0;
26 for alpha=alphaMin:DeltaAlpha:alphaMax
27 M = [At'*Qt+Qt*At Qt*Bt;
28 Bt'*Qt zeros(m,m)];
29

30 N = [Qt-Gam'*Gam zeros(n+1,m);
31 zeros(m, n+1) zeros(m,m)];
32

33 S = [Gam'*Gam-Gam'*ub'*R*ub*Gam Gam'*ub'*R;
34 R*ub*Gam -R];
35

36 T = ...
[Gam'*Gam-Xit+Xit*xit*Gam+Gam'*xit'*Xit-Gam'*xit'*Xit*xit*Gam ...
zeros(n+1,m);

37 zeros(m,n+1) zeros(m,m)];
38

39 con(end)=([-M-alpha*N-beta*S-lambda*T]≥0);
40 % Solve the optimization problem OP_1
41 diag=optimize(con,-trace(Qt),sdpsettings('solver','mosek',
42 'verbose',0,'cachesolvers',1));
43 if (diag.problem==0 || diag.problem==4) && (all(eig(value(Qt))≥0))
44 Qtval = value(Qt);
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45 % If the ellipsoid size is lower than the stored one ...
46 if trace(value(Qt))> ellSize
47 % ... Then store the ellipsoid matrix
48 Qt_stck=Qtval;
49 ellSize = trace(Qtval);
50 end
51 end
52 end
53 % Extract the ellipsoid matrix and the center
54 Qn=Qt_stck;
55 xn_out = -Qn([1:n],[1:n])\Qn([1:n],n+1);
56 % Normalization
57 Qn_out = ...

Qn([1:n],[1:n])/(1-Qn(n+1,n+1)+xn_out'*Qn([1:n],[1:n])*xn_out);
58 % Verify if the ellipsoid hits with the abnormal aging set (2
59 % halfspaces in this case)
60 check1 = (sqrt(cHyp1'*(Qn_out\cHyp1))-abs(mu-cHyp1'*xn_out))/
61 (sqrt(cHyp1'*cHyp1));
62 check2 = (sqrt(cHyp2'*(Qn_out\cHyp2))-abs(mu-cHyp2'*xn_out))/
63 (sqrt(cHyp2'*cHyp2));
64 % If it hits ...
65 if (check1>0 || check2>0)
66 % ... Then reduce the size of R
67 ∆_und = ∆;
68 else
69 % ... Otherwise increase the size of R
70 ∆_ov = ∆;
71 ∆_wrk = ∆;
72 % Store the ellipsoid matrix and the center
73 Qn_out_wrk = Qn_out
74 xn_out_wrk = xn_out
75 end
76 % Clear memory
77 yalmip('clear');
78 % Define decision variables for the next iteration step
79 nothing = sdpvar(1);
80 end
81 % Output: state and input ellipsoid matrices and centers
82 Qn_out_opt = Qn_out_wrk;
83 xn_out_opt = xn_out_wrk;
84 R = ∆_wrk * R0;
85 ub





Appendix B

Matlab program: Robust convex

simulation-based method

1 %% Step 1 and Step 2
2 Atil = [A, ab; zeros(1,n), 0];
3 Btil = [B; zeros(1,m)];
4 Gam = [zeros(1,n) 1];
5 Xit = [Xi zeros(n,1); zeros(1,n) 0];
6 xit = [xib; 0];
7 Qsi_org = Xi;
8 qsi_org = xib;
9 Qsitil = [Qsi_org, zeros(n,1);

10 zeros(1,n) 0];
11 qsitil = [qsi_org; 0];
12 Itil = eye(n);
13

14 % Initial condition Eps_x(E0,c0)
15 E0 = Eini;
16 c0 = cini;
17

18 % Time parameters
19 tf = 0.5; % Total simulation time [s]
20 Delta_t = 0.001; % Time step [s]
21 N = tf/(Delta_t); % Number of iterations
22

23 % Initialization
24 E([1:n],[1:n]) = E0;
25 c([1:n],1) = c0;
26

27 % To store the hit
28 ck=zeros(1,round(N));
29

30 % Verify if at initial time it hits the abnormal aging set
31 check1 = (sqrt(cHyp1'*(E0\cHyp1))-abs(mu-cHyp1'*c0))/(sqrt(cHyp1'*cHyp1));
32 check2 = (sqrt(cHyp2'*(E0\cHyp2))-abs(mu-cHyp2'*c0))/(sqrt(cHyp2'*cHyp2));
33 if(check1>0 || check2>0)
34 ck(1) = 1;
35 disp('error')
36 pause();
37 else
38 ck(1)=0;
39 end
40

41 % Time SOS degree 0
42 t=sdpvar(1);
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43 % beta SOS degree 0
44 beta = sdpvar(1);
45 % Alpha SOS degree 6
46 a0=sdpvar(1);
47 a1=sdpvar(1);
48 a2=sdpvar(1);
49 a3=sdpvar(1);
50 a4=sdpvar(1);
51 a5=sdpvar(1);
52 a6=sdpvar(1);
53 % Q MSOS degree 6
54 Q1=sdpvar(n+1);
55 Q2=sdpvar(n+1);
56 Q3=sdpvar(n+1);
57 Q4=sdpvar(n+1);
58 Q5=sdpvar(n+1);
59 Q6=sdpvar(n+1);
60 % Z MSOS degree 0
61 Z=sdpvar(n+m+1);
62 % X MSOS degree 0
63 X = sdpvar(n);
64 nothing = sdpvar(1);
65 % Constraints
66 con=(Z≥0);
67 con = con +(X≥0);
68 con = con + (beta≥0);
69 con=con+(nothing≥0);
70 gam = t*(tf-t);
71 j = 1;
72

73 for i=1:1:N
74 Q0 = [E0 -E0*c0;
75 -c0'*E0 c0'*E0*c0];
76

77 % alpha(t)
78 alpha = a0+a1*t+a2*t^2+a3*t^3+a4*t^4+a5*t^5+a6*t^6;
79 % Q(t)
80 Q=Q0+Q1*t+Q2*t^2+Q3*t^3+Q4*t^4+Q5*t^5+Q6*t^6;
81 % Qdot(t)
82 Qdot=Q1+2*Q2*t+3*Q3*t^2+4*Q4*t^3+5*Q5*t^4+6*Q6*t^5;
83 % Objective: Q(tf)
84 Qf=Q0+Q1*tf+Q2*tf^2+Q3*tf^3+Q4*tf^4+Q5*tf^5+Q6*tf^6;
85 con(end)=(Qf(1:n,1:n)-epss≥0);
86

87 M = [Qdot + Atil'*Q + Q*Atil, Q*Btil;
88 (Q*Btil)', zeros(m)];
89

90 S = [Gam'*Gam - Gam'*ub'*R*ub*Gam, Gam'*ub'*R;
91 (Gam'*ub'*R)', -R];
92

93 T = [Gam'*Gam - Qsitil + Qsitil*qsitil*Gam + Gam'*qsitil'*Qsitil - ...
Gam'*qsitil'*Qsitil*qsitil*Gam, zeros(n+1,m);

94 zeros(m,n+1), zeros(m,m)];
95

96 % Solve MSOS problem
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97 diag = solvesos([con sos(-M-alpha*S-beta*T-gam*Z) ...
sos(Q([1:n],[1:n])-gam*X - epsa*Itil) ...
sos(alpha)],-trace(Qf(1:n+1,1:n+1)),sdpsettings('solver','mosek',

98 'verbose',0,'cachesolvers',1),
99 [beta;a0;a1;a2;a3;a4;a5;a6;Q1(:);Q2(:);Q3(:);Q4(:);Q5(:);Q6(:);

100 Z(:);X(:)]);
101 if(diag.problem==1)
102 pause();
103 end
104 % Extract the ellipsoid matrix and the center
105 QfVal = value(Qf);
106 xb_out = -QfVal([1:n],[1:n])\QfVal([1:n],n+1);
107 % Normalization
108 Q_out = QfVal([1:n],[1:n])/(1-QfVal(n+1,n+1)+
109 xb_out'*QfVal([1:n],[1:n])*xb_out);
110 % Store the output at iteration i
111 if(mod(i,loop_nb) == 0)
112 E_stock([(j+(j-1)*(n-1)):(j*n)],[1:n]) = Q_out;
113 c_stock([1:n],j) = xb_out;
114 j = j+1
115 end
116 % Verify if it hits with the abnormal aging set
117 check1 = (sqrt(cHyp1'*(Q_out\cHyp1))-abs(mu-cHyp1'*xb_out))/
118 (sqrt(cHyp1'*cHyp1));
119 check2 = (sqrt(cHyp2'*(Q_out\cHyp2))-abs(mu-cHyp2'*xb_out))/
120 (sqrt(cHyp2'*cHyp2));
121 if(check1>0 || check2>0)
122 % It hits
123 ck(i+1) = 1;
124 else
125 % It does not hit
126 ck(i+1)=0;
127 end
128

129 % Clear memory
130 if(mod(i,25) == 0)
131 % Clear memory
132 yalmip('clear');
133 % Define decision variables for the next iteration step
134 nothing = sdpvar(1);
135 % SOS degree 0
136 t=sdpvar(1);
137 % beta SOS degree 0
138 beta=sdpvar(1);
139 % Alpha SOS degree 6
140 a0=sdpvar(1);
141 a1=sdpvar(1);
142 a2=sdpvar(1);
143 a3=sdpvar(1);
144 a4=sdpvar(1);
145 a5=sdpvar(1);
146 a6=sdpvar(1);
147 % Q MSOS degree 6
148 Q1=sdpvar(n+1);
149 Q2=sdpvar(n+1);
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150 Q3=sdpvar(n+1);
151 Q4=sdpvar(n+1);
152 Q5=sdpvar(n+1);
153 Q6=sdpvar(n+1);
154 % Z MSOS degree 0
155 Z=sdpvar(n+m+1);
156 % X MSOS degree 0
157 X = sdpvar(n);
158 % Constraints
159 con=(Z≥0);
160 con = con +(X≥0);
161 con = con + (beta≥0);
162 con=con+(nothing≥0);
163 gam = t*(tf-t);
164 end
165 % Final ellipsoid at iteration i is then the initial ellipsoid at i+1
166 E0 = Q_out;
167 c0 = xb_out;
168 end

1 %% Step 3
2 Atil = [A, ab; zeros(1,n), 0];
3 Btil = [B; zeros(1,m)];
4 Gam = [zeros(1,n) 1];
5 Xit = [Xi zeros(n,1); zeros(1,n) 0];
6 xit = [xib; 0];
7 Qsi_org = Xi;
8 qsi_org = xib;
9 Qsitil = [Qsi_org, zeros(n,1);

10 zeros(1,n) 0];
11 qsitil = [qsi_org; 0];
12 Itil = eye(n);
13

14 % Initial condition Eps_x(E0,c0)
15 E0 = Eini;
16 c0 = cini;
17

18 % Time parameters
19 tf = 0.5; % Total simulation time [s]
20 Delta_t = 0.001; % Time step [s]
21 N = tf/(Delta_t); % Number of iterations
22

23 % Initialization
24 E([1:n],[1:n]) = E0;
25 c([1:n],1) = c0;
26

27 % To store the hit
28 ck=zeros(1,round(N));
29

30 % Verify if at initial time it hits the abnormal aging set
31 check1 = (sqrt(cHyp1'*(E0\cHyp1))-abs(mu-cHyp1'*c0))/(sqrt(cHyp1'*cHyp1));
32 check2 = (sqrt(cHyp2'*(E0\cHyp2))-abs(mu-cHyp2'*c0))/(sqrt(cHyp2'*cHyp2));
33 if(check1>0 || check2>0)
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34 ck(1) = 1;
35 disp('error')
36 pause();
37 else
38 ck(1)=0;
39 end
40

41 % Time SOS degree 0
42 t=sdpvar(1);
43 % beta SOS degree 0
44 beta = sdpvar(1);
45 % Alpha SOS degree 6
46 a0=sdpvar(1);
47 a1=sdpvar(1);
48 a2=sdpvar(1);
49 a3=sdpvar(1);
50 a4=sdpvar(1);
51 a5=sdpvar(1);
52 a6=sdpvar(1);
53 % Q MSOS degree 6
54 Q1=sdpvar(n+1);
55 Q2=sdpvar(n+1);
56 Q3=sdpvar(n+1);
57 Q4=sdpvar(n+1);
58 Q5=sdpvar(n+1);
59 Q6=sdpvar(n+1);
60 % Z MSOS degree 0
61 Z=sdpvar(n+m+1);
62 % X MSOS degree 0
63 X = sdpvar(n);
64 nothing = sdpvar(1);
65 % Constraints
66 con=(Z≥0);
67 con = con +(X≥0);
68 con = con + (beta≥0);
69 con=con+(nothing≥0);
70 gam = t*(tf-t);
71

72 % Parameters of the bisection method
73 R_ov = ∆_ov*R0; %Should not hit
74 R_und = ∆_und*R0; %Should hit
75

76 % Start the bisection method
77 ∆_wrk = ∆_ov;
78 while(∆_ov-∆_und > tol)
79 ∆ = (∆_ov+∆_und)/2
80 R = ∆*R0;
81 i = 1;
82 j = 1;
83 bool = 0; %0 if no hit, otherwise 1
84 E0 = Eini;
85 c0 = cini;
86

87 % Compute the evolution of state ellipsoids for the N iterations while
88 % none ellipsoid hits with the abnormal aging set
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89 while (i≤N && bool==0)
90 Q0 = [E0 -E0*c0;
91 -c0'*E0 c0'*E0*c0];
92

93 % alpha(t)
94 alpha = a0+a1*t+a2*t^2+a3*t^3+a4*t^4+a5*t^5+a6*t^6;
95 % Q(t)
96 Q=Q0+Q1*t+Q2*t^2+Q3*t^3+Q4*t^4+Q5*t^5+Q6*t^6;
97 % Qdot(t)
98 Qdot=Q1+2*Q2*t+3*Q3*t^2+4*Q4*t^3+5*Q5*t^4+6*Q6*t^5;
99 % Objective: Q(tf)

100 Qf=Q0+Q1*tf+Q2*tf^2+Q3*tf^3+Q4*tf^4+Q5*tf^5+Q6*tf^6;
101 con(end)=(Qf(1:n,1:n)-epss≥0);
102

103 M = [Qdot + Atil'*Q + Q*Atil, Q*Btil;
104 (Q*Btil)', zeros(m)];
105

106 S = [Gam'*Gam - Gam'*ub'*R*ub*Gam, Gam'*ub'*R;
107 (Gam'*ub'*R)', -R];
108

109 T = [Gam'*Gam - Qsitil + Qsitil*qsitil*Gam + ...
Gam'*qsitil'*Qsitil - Gam'*qsitil'*Qsitil*qsitil*Gam, ...
zeros(n+1,m);

110 zeros(m,n+1), zeros(m,m)];
111

112 % Solve MSOS problem
113 diag = solvesos([con sos(-M-alpha*S-beta*T-gam*Z) ...

sos(Q([1:n],[1:n])-gam*X - epsa*Itil) ...
sos(alpha)],-trace(Qf(1:n+1,1:n+1)),sdpsettings('solver',

114 'mosek','verbose',0,'cachesolvers',1),
115 [beta;a0;a1;a2;a3;a4;a5;a6;Q1(:);Q2(:);Q3(:);Q4(:);Q5(:);Q6(:);
116 Z(:);X(:)]);
117 if(diag.problem==1)
118 pause();
119 end
120 % Extract the ellipsoid matrix and the center
121 QfVal = value(Qf);
122 xb_out = -QfVal([1:n],[1:n])\QfVal([1:n],n+1);
123 % Normalization
124 Q_out = QfVal([1:n],[1:n])/(1-QfVal(n+1,n+1)+xb_out'*
125 QfVal([1:n],[1:n])*xb_out);
126 % Store the output at iteration i
127 if(mod(i,loop_nb) == 0)
128 E_stock([(j+(j-1)*(n-1)):(j*n)],[1:n]) = Q_out;
129 c_stock([1:n],j) = xb_out;
130 j = j+1;
131 end
132 % Verify if it hits with the abnormal aging set
133 check1 = (sqrt(cHyp1'*(E0\cHyp1))-abs(mu-cHyp1'*c0))/
134 (sqrt(cHyp1'*cHyp1));
135 check2 = (sqrt(cHyp2'*(E0\cHyp2))-abs(mu-cHyp2'*c0))/
136 (sqrt(cHyp2'*cHyp2));
137

138 if(check1>0 || check2>0)
139 % It hits
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140 ck(i+1) = 1;
141 bool=1;
142 else
143 % It does not hit
144 ck(i+1)=0;
145 end
146

147 % Clear memory
148 if(mod(i,25) == 0)
149 % Clear memory
150 yalmip('clear');
151 % Define decision variables for the next iteration step
152 nothing = sdpvar(1);
153 % SOS degree 0
154 t=sdpvar(1);
155 % beta SOS degree 0
156 beta=sdpvar(1);
157 % Alpha SOS degree 6
158 a0=sdpvar(1);
159 a1=sdpvar(1);
160 a2=sdpvar(1);
161 a3=sdpvar(1);
162 a4=sdpvar(1);
163 a5=sdpvar(1);
164 a6=sdpvar(1);
165 % Q MSOS degree 6
166 Q1=sdpvar(n+1);
167 Q2=sdpvar(n+1);
168 Q3=sdpvar(n+1);
169 Q4=sdpvar(n+1);
170 Q5=sdpvar(n+1);
171 Q6=sdpvar(n+1);
172 % Z MSOS degree 0
173 Z=sdpvar(n+m+1);
174 % X MSOS degree 0
175 X = sdpvar(n);
176 % Constraints
177 con=(Z≥0);
178 con = con +(X≥0);
179 con = con + (beta≥0);
180 con=con+(nothing≥0);
181 gam = t*(tf-t);
182 end
183 % Final ellipsoid at iteration i is then the initial ellipsoid ...

at i+1
184 E0 = Q_out;
185 c0 = xb_out;
186 i = i+1;
187 end
188 % If it hits ...
189 if (check1>0 || check2>0)
190 % ... Then reduce the size of R
191 ∆_und = ∆;
192 else
193 % ... Otherwise increase the size of R
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194 ∆_ov = ∆;
195 ∆_wrk = ∆;
196 % Store the evolution of state ellipsoids
197 Q_out_wrk = Q_out;
198 xb_out_wrk = xb_out
199 E_out_wrk(:,:) = E_stock(:,:);
200 c_out_wrk(:,:) = c_stock(:,:);
201 end
202 % Clear memory
203 yalmip('clear');
204 % Define decision variables for the next iteration step
205 nothing = sdpvar(1);
206 % SOS degree 0
207 t=sdpvar(1);
208 % beta SOS degree 0
209 beta=sdpvar(1);
210 % Alpha SOS degree 6
211 a0=sdpvar(1);
212 a1=sdpvar(1);
213 a2=sdpvar(1);
214 a3=sdpvar(1);
215 a4=sdpvar(1);
216 a5=sdpvar(1);
217 a6=sdpvar(1);
218 % Q MSOS degree 6
219 Q1=sdpvar(n+1);
220 Q2=sdpvar(n+1);
221 Q3=sdpvar(n+1);
222 Q4=sdpvar(n+1);
223 Q5=sdpvar(n+1);
224 Q6=sdpvar(n+1);
225 % Z MSOS degree 0
226 Z=sdpvar(n+m+1);
227 % X MSOS degree 0
228 X = sdpvar(n);
229 % Constraints
230 con=(Z≥0);
231 con = con +(X≥0);
232 con = con + (beta≥0);
233 con=con+(nothing≥0);
234 gam = t*(tf-t);
235 end
236 % Output: state and input ellipsoid matrices and centers
237 E_stock = E_out_wrk;
238 c_stock = c_out_wrk;
239 R = ∆_wrk*R0;
240 ub
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Matlab program: Optimal attack

input signal

1 %% Step 1 : Discretization
2 At = [A a; zeros(1,n) 0];
3 Bt = [B; zeros(1,m)];
4 sys = ss(At,Bt,C,D);
5 % Discretization
6 Te = 0.001; % Sampling time
7 opt = c2dOptions('Method','tustin');
8 sysd = c2d(sys,Te,opt);
9 % Transformation for having Cd = eye(ns)

10 T = inv(eye(n+1))*sysd.C;
11 sysd = ss2ss(sysd,T);
12 At = sysd.A;
13 Bt = sysd.B;
14 C = sysd.C;
15 D = sysd.D;
16 save model.mat At Bt C D Te n m out

1 %% Step 2 : Parametrization
2 clear all;
3 load model_presentation.mat;
4

5 N=2000; % Total number of time instants
6 gtemp = 50; % Number of time instants stored in a matrix (reduces ...

computational time)
7 Nb=N/gtemp;
8 F=sparse(N*(n+1),n+1);
9 for i=1:N

10 F([(i-1)*(n+1)+1:i*(n+1)],:)=At^i;
11 end
12 temp = sparse(n+1,N*m);
13 i=0;
14 while i<N
15 i=i+1;
16 temp(:,[m*(i-1)+1:m*i])=At^(N-i)*Bt;
17 end
18 for j=1:Nb
19 j
20 Gtemp = sparse(gtemp*(n+1),N*m);
21 for i=1:gtemp
22 Gtemp([(i-1)*(n+1)+1:i*(n+1)],[1:m*(i+(j-1)*gtemp)])=
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23 temp(:,[end-m*(i+(j-1)*gtemp)+1:end]);
24 end
25 if j6=1
26 G = [G; Gtemp];
27 else
28 G=Gtemp;
29 end
30 end
31

32 save param_model_presentation.mat F G N -v7.3 % Added

1 %% Step 3 : Verify if the normal trajectories satisfy the constraints
2 yalmip('clear');
3 clear all;
4 close all;
5 load model_presentation.mat;
6 load param_model_presentation.mat;
7

8 H = sparse(N*(n+1),N*(n+1));
9 I = sparse(N*(n+1),N*m);

10 for i =1:N
11 for j=1:n+1
12 H(j+(n+1)*(i-1),j+(n+1)*(i-1)) = 1;
13 end
14 I([1+(n+1)*(i-1):i*(n+1)],[1+m*(i-1):i*m]) = D;
15 end
16

17 x=sdpvar((n+1)*N,1);
18 y = sdpvar((n+1)*N,1);
19 u=sdpvar(m*N,1);
20 xi = [zeros(n,1);1];
21

22 con=(x(:)==F*xi+G*u);
23 con=con+(y(:)==H*[xi;x(1:end-(n+1))]+I*u);
24

25 for i=1:(n+1)*N
26 if mod(i,3)==0
27 x(i)=1;
28 end
29 end
30

31 con=con+(u(:)≤uh);
32 con=con+(u(:)≥ul);
33

34 disp('In progress')
35

36 obj=0;
37 u = out.control_normal(2:end,2);
38 j=2;
39 k=2;
40 for i=1:(n+1)*N
41 if mod(i,3)==1
42 y(i) = out.velocity_normal(j,2);
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43 j=j+1;
44 elseif mod(i,3)==2
45 y(i) = out.current_normal(k,2);
46 k=k+1;
47 elseif mod(i,3)==0
48 y(i) = 1;
49 end
50 end
51 j=optimize(con,obj,sdpsettings('solver','mosek','verbose',1,
52 'cachesolvers',1));
53 uopt=value(u);
54 xopt=value(x);
55 yopt=value(y);
56 save sol_model_presentation.mat xopt yopt uopt xi H I
57

58 % Extract value
59 X=zeros(n+1,N);
60 Y=zeros(n+1,N);
61 U=zeros(m,N);
62 for i=1:N
63 X(:,i) = xopt((i-1)*(n+1)+1:i*(n+1));
64 Y(:,i) = yopt((i-1)*(n+1)+1:i*(n+1));
65 U(:,i) = uopt((i-1)*m+1:i*m);
66 end

1 %% Step 4 : Compute a feasible attack
2 yalmip('clear');
3 clear all;
4 close all;
5 load model_presentation.mat;
6 load param_model_presentation.mat;
7 load sol_model_presentation.mat;
8

9 nbServ = 1;
10 x=sdpvar((n+1)*N,1);
11 y = sdpvar((n+1)*N,1);
12 u=sdpvar(m*N,1);
13 ybnd = sdpvar(nbServ*N,1);
14 bnd_h=sparse(nbServ*N,1);
15 bnd_l=sparse(nbServ*N,1);
16 diff = 1e-1; % Trajectory error
17 bndFix=[diff NaN]';
18

19 con=(x(:)==F*xi+G*u);
20 con=con+(y(:)==H*[xi;x(1:end-(n+1))]+I*u);
21

22 for i=1:(n+1)*N
23 if mod(i,3)==0
24 x(i)=1;
25 end
26 end
27 j=1;
28 for i =1:N*(n+1)
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29 if(mod(i,3)==1)
30 ybnd(j,1)=x(i);
31 bnd_h(j,1)=xopt(i)+bndFix(1);
32 bnd_l(j,1)=xopt(i)-bndFix(1);
33 j=j+1;
34 end
35 end
36 con=con+(ybnd≤bnd_h);
37 con=con+(ybnd≥bnd_l);
38 M = 1; % Time step instant between each manipulation of the control signal
39 if(M>1)
40 temp=ceil(N/M)-1;
41 conAttck=sdpvar(temp*(M-1)*m+((N-1)-temp*M+1)*m,1);
42 ucon=sdpvar(temp*m+(N-1)-temp*M,1);
43

44 for i=1:temp
45 for j=1:M-1
46 conAttck(m*(i-1)*(M-1)+(j-1)*m+1:m*(i-1)*
47 (M-1)+(j-1)*m+m,1)=u(m*(i-1)*M+1:m*(i-1)*M+m);
48 ucon(m*(i-1)*(M-1)+(j-1)*m+1:m*(i-1)*
49 (M-1)+(j-1)*m+m,1)=u((i-1)*M*m+j*m+1:(i-1)*M*m+j*m+m);
50 end
51 end
52 j=1;
53 for i=temp*M:N-1
54 conAttck(m*(temp-1)*(M-1)+(M-1-1)*m+m+(j-1)*m+1:m*(temp-1)*
55 (M-1)+(M-1-1)*m+m+j*m)=u(temp*M*m+1:temp*M*m+m);
56 ucon(m*(temp-1)*(M-1)+(M-1-1)*m+m+(j-1)*m+1:m*(temp-1)*
57 (M-1)+(M-1-1)*m+m+j*m)=u(i*m+1:i*m+m);
58 j=j+1;
59 end
60 con=con+(ucon==conAttck);
61 end
62 con=con+(u(:)≤uh);
63 con=con+(u(:)≥ul);
64 obj=u'*u; % Whatever objective cost because the objective is to find ...

feasible attack signals
65

66 j=optimize(con,obj,sdpsettings('solver','mosek','verbose',1,
67 'cachesolvers',1));
68 ufeas=value(u);
69 xfeas=value(x);
70 yfeas=value(y);
71 objfeas = value(obj);
72 save sol_pre_presentation.mat xfeas yfeas ufeas objfeas M bndFix
73

74 % Extract value
75 X=zeros(n+1,N);
76 Y=zeros(n+1,N);
77 U=zeros(m,N);
78 for i=1:N
79 X(:,i) = xfeas((i-1)*(n+1)+1:i*(n+1));
80 Y(:,i) = yfeas((i-1)*(n+1)+1:i*(n+1));
81 U(:,i) = ufeas((i-1)*m+1:i*m);
82 end
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1 %% Step 5 : Compute the optimal attack signals
2 yalmip('clear');
3 clear all;
4 close all;
5 load model_presentation.mat;
6 load param_model_presentation.mat;
7 load sol_model_presentation.mat;
8 load sol_pre_presentation.mat;
9

10 nbServ = 1;
11 x=sdpvar((n+1)*N,1);
12 y=sdpvar((n+1)*N,1);
13 u=sdpvar(m*N,1);
14 xbnd = sdpvar(nbServ*N,1);
15 bnd_h=sparse(nbServ*N,1);
16 bnd_l=sparse(nbServ*N,1);
17 con=(x(:)==F*xi+G*u);
18 con=con+(y(:)==H*[xi;x(1:end-(n+1))]+I*u);
19

20 for i=1:(n+1)*N
21 if mod(i,3)==0
22 x(i)=1;
23 end
24 end
25

26 vecA = sdpvar(N1,1);
27 for i=1:N1
28 vecA(i) = y(end-(n+1)*i+1);
29 end
30 con=con+(vecA==ones(N1,1)*yopt(end-(n+1)*i+1);
31

32 j=1;
33 for i =1:N*n
34 if(mod(i,2)==1)
35 ybnd(j,1)=y(i);
36 bnd_h(j,1)=yopt(i)+bndFix(1);
37 bnd_l(j,1)=yopt(i)-bndFix(1);
38 j=j+1;
39 end
40 end
41 con=con+(ybnd≤bnd_h);
42 con=con+(ybnd≥bnd_l);
43

44 M=1;
45 if(M>1)
46 temp=ceil(N/M)-1;
47 conAttck=sdpvar(temp*(M-1)*m+((N-1)-temp*M+1)*m,1);
48 ucon=sdpvar(temp*m+(N-1)-temp*M,1);
49

50 for i=1:temp
51 for j=1:M-1
52 conAttck(m*(i-1)*(M-1)+(j-1)*m+1:m*(i-1)*
53 (M-1)+(j-1)*m+m,1)=u(m*(i-1)*M+1:m*(i-1)*M+m);
54 ucon(m*(i-1)*(M-1)+(j-1)*m+1:m*(i-1)*
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55 (M-1)+(j-1)*m+m,1)=u((i-1)*M*m+j*m+1:(i-1)*M*m+j*m+m);
56 end
57 end
58 j=1;
59 for i=temp*M:N-1
60 conAttck(m*(temp-1)*(M-1)+(M-1-1)*m+m+(j-1)*m+1:m*(temp-1)*
61 (M-1)+(M-1-1)*m+m+j*m)=u(temp*M*m+1:temp*M*m+m);
62 ucon(m*(temp-1)*(M-1)+(M-1-1)*m+m+(j-1)*m+1:m*(temp-1)*
63 (M-1)+(M-1-1)*m+m+j*m)=u(i*m+1:i*m+m);
64 j=j+1;
65 end
66 con=con+(ucon==conAttck);
67 end
68

69 for it=1:200
70 % Evolution of uit constraint to have a linearized cost function close
71 % to the true cost function
72 con(end-1)=(u≤uit+0.1);
73 con(end)=(u≥uit-0.1);
74 % Objective function
75 for i=1:N
76 currentit(i) = xit(1+(n+1)*(i-1));
77 current(i) = x(1+(n+1)*(i-1));
78 end
79 objit=sum(currentit.^2);
80 objEvol(it) = objit;
81 obj=objit+sum(2*(current-currentit).*currentit);
82 j=optimize(con,-obj,sdpsettings('solver','mosek','verbose',1,
83 'cachesolvers',1));
84 if(j.problem6=0)
85 disp('Value of diag:');
86 j
87 pause();
88 end
89 yit=value(y);
90 uit=value(u);
91

92 % Initialize
93 if(mod(jinst,25) == 0)
94 % Clear memory
95 yalmip('clear');
96 x=sdpvar((n+1)*N,1);
97 y=sdpvar((n+1)*N,1);
98 u=sdpvar(m*N,1);
99 xbnd = sdpvar(nbServ*N,1);

100 bnd_h=sparse(nbServ*N,1);
101 bnd_l=sparse(nbServ*N,1);
102 con=(x(:)==F*xi+G*u);
103 con=con+(y(:)==H*[xi;x(1:end-(n+1))]+I*u);
104 for i=1:(n+1)*N
105 if mod(i,3)==0
106 x(i)=1;
107 end
108 end
109
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110 vecA = sdpvar(N1,1);
111 for i=1:N1
112 vecA(i) = y(end-(n+1)*i+1);
113 end
114 con=con+(vecA==ones(N1,1)*yopt(end-(n+1)*i+1);
115 j=1;
116 for i =1:N*n
117 if(mod(i,2)==1)
118 ybnd(j,1)=y(i);
119 bnd_h(j,1)=yopt(i)+bndFix(1);
120 bnd_l(j,1)=yopt(i)-bndFix(1);
121 j=j+1;
122 end
123 end
124 con=con+(ybnd≤bnd_h);
125 con=con+(ybnd≥bnd_l);
126

127 if(M>1)
128 temp=ceil(N/M)-1;
129 conAttck=sdpvar(temp*(M-1)*m+((N-1)-temp*M+1)*m,1);
130 ucon=sdpvar(temp*m+(N-1)-temp*M,1);
131

132 for i=1:temp
133 for j=1:M-1
134 conAttck(m*(i-1)*(M-1)+(j-1)*m+1:m*(i-1)*
135 (M-1)+(j-1)*m+m,1)=u(m*(i-1)*M+1:m*(i-1)*M+m);
136 ucon(m*(i-1)*(M-1)+(j-1)*m+1:m*(i-1)*
137 (M-1)+(j-1)*m+m,1)=u((i-1)*M*m+j*m+1:(i-1)*M*m+j*m+m);
138 end
139 end
140 j=1;
141 for i=temp*M:N-1
142 conAttck(m*(temp-1)*(M-1)+(M-1-1)*m+m+(j-1)*m+1:m*(temp-1)*
143 (M-1)+(M-1-1)*m+m+j*m)=u(temp*M*m+1:temp*M*m+m);
144 ucon(m*(temp-1)*(M-1)+(M-1-1)*m+m+(j-1)*m+1:m*(temp-1)*
145 (M-1)+(M-1-1)*m+m+j*m)=u(i*m+1:i*m+m);
146 j=j+1;
147 end
148

149 con=con+(ucon==conAttck);
150 end
151 con=con+(u(:)≤uh);
152 con=con+(u(:)≥ul);
153 con=con+(u≤uit+.1);
154 con=con+(u≥uit-.1);
155 end
156

157 end
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Abstract: Industrial Control Systems (ICSs) are architectures controlling a physi-
cal system to achieve an industrial objective. They are present in various sectors in-
cluding energy generation and distribution, water treatment, manufacturing production,
aerospace and defense. Those architectures are equipped with various digital entities
(e.g. HMI, PLC, regulator) organized for the decrease in complexity of the control.
Historically, ICSs have been designed to improve the productivity, but the cybersecu-
rity has not been considered. Due to this lack, ICSs are facing cyberattacks. Plenty
of them manipulating the architecture have been reported in the literature. They aim
to steal sensitive information or to violate the integrity of the physical system. The
violation of the physical system integrity refers to an intended alteration or destruction
of the physical system through its control. It leads to a partial or complete failure of the
services delivered by the physical system. Hence, cyberattacks are a new root-cause of
failure, that we call the malicious acts. Those malicious acts aim to create and propagate
anomalies in the architecture by exploiting vulnerabilities of the digital entities.

The research works developed in this thesis contribute in the prevention of the ma-
licious acts in the ICS architectures. In particular, the contributions focus on the pre-
vention of attacks targeting the controllers, of type of industrial regulator (e.g. PID
controller). The type of attacks we address aim to accelerate the aging of the actuators
through the control signal. Thus, this thesis considers this type of attacks by assuming
an attacker who can modify the control signal.

About the contributions, they can be gathered in two propositions. Firstly, we pro-
pose to analyze those attacks. A �rst method of analysis aims to demonstrate the
feasibility of such attacks by designing the control signal an attacker could inject to
accelerate the aging of the actuators. It consists in solving an optimization problem
with Sequential Linear Programming (SLP). A second method of analysis, based on a
set theoretic approach, is developed to prove the feasibility of such attacks. It consists
in quantifying the e�ect of those attacks on the physical system. Secondly, we propose
to prevent the occurrence of those attacks. This method is derived from the previous
one based on a set theoretic approach. It consists in restraining the control signal to
make those attacks unfeasible. The main idea of the set theoretic-based methods is to
search for a pseudo Lyapunov function. Two cases are considered: the quanti�cation
of the e�ects on an in�nite-time horizon based on the concepts of positive invariance,
and the quanti�cation of the e�ects on a �nite time horizon based on techniques from
the robust convex simulation. In both cases, the methods consist in solving an opti-
mization problem with semide�nite programming (SDP) under constraints expressed in
terms of Linear Matrix Inequalities (LMI). Lastly, the proposed methods are validated
on experiments.

Keywords: Stealthy attacks, Cybersecurity, Industrial Control Systems, Set-theoretic
methods, Reachability analysis, Convex optimization



Résumé: Les systèmes de contrôle-commande industriels (ICSs) sont des architec-
tures permettant de piloter un système physique a�n de satisfaire un objectif industriel
�xé. Ils sont présents dans de nombreux secteurs tels que la production et la distri-
bution d'énergie, le traitement des eaux usés, le manufacturier, l'aérospatial ou encore
la défense. Ces architectures ICSs s'appuient sur de nombreuses entités numériques
(IHM, API, régulateurs, etc.) organisées pour maîtriser la complexité du pilotage du
système physique considéré. Historiquement, ces ICSs ont été conçus a�n d'améliorer la
productivité, mais sans considérer nativement la cybersécurité. Cette absence de prise
en compte conduit aujourd'hui les ICSs à être exposés à des cyberattaques ; nombre
d'entre-elles manipulant le système de commande ont été révélées dans la littérature.
Parmi ces attaques, certaines visent le vol de données con�dentielles, d'autres visent à
violer l'intégrité du système physique ; on parlera alors d'altération ou de destruction
intentionnelle du système physique au travers de sa commande, entrainant de fait un
dysfonctionnement partiel ou total des services rendus par le système physique. Les cy-
berattaques constituent ainsi de nouvelles causes racines de défaillances ; nous parlerons
d'actes de malveillance. Ces actes de malveillance exploitent les vulnérabilités des entités
numériques a�n de créer et de propager des anomalies au sein de l'architecture ICS.

Les travaux développés dans cette thèse se proposent d'apporter leurs contributions
dans le domaine de la prévention d'actes de malveillance envers les architectures de
contrôle-commande industriel. Ils se focalisent en particulier sur la proposition d'une
approche de prévention d'attaques ciblant les contrôleurs de type régulateurs industriels.
Le type d'attaque adressé par ses travaux concerne celles qui accélèrent le vieillissement
des actionneurs au travers du signal de commande. Cette thèse se place ainsi dans le
cadre de ce type d'attaque en considérant un attaquant capable de modi�er le signal de
commande.

Sur le plan des contributions, les travaux développés s'articulent autour de deux
propositions. Dans un premier temps, nous proposons d'analyser ces attaques. Une
première méthode d'analyse vise à démonter leur faisabilité par la construction d'un
signal de commande malveillant à injecter pour accélérer le vieillissement. Elle consiste
à résoudre un problème d'optimisation exprimée sous forme de programmation linéaire
séquentielle (SLP). Une seconde méthode d'analyse, basée sur une approche ensembliste,
est développée quant à elle pour prouver la faisabilité de ces attaques. Elle consiste à
quanti�er l'e�et de ces attaques sur le système physique. Dans un second temps, nous
proposons d'empêcher l'occurrence de ces attaques. La méthode reprend la précédente
sur la quanti�cation de l'e�et des attaques sur le système physique. Elle consiste à re-
streindre le signal de commande a�n de les rendre infaisables. L'idée générale de ces
méthodes basées sur une approche ensembliste consiste en la recherche d'une pseudo-
fonction de Lyapunov. Deux cas sont considérés: la quanti�cation des e�ets sur un
horizon de temps in�ni à partir des concepts d'invariance positive, et la quanti�cation
des e�ets sur un horizon de temps �ni à partir de techniques basées sur la simulation
robuste convexe. Dans ces deux cas, les méthodes consistent à résoudre un problème
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d'optimisation Semi-Dé�nie Positive (SDP) avec des contraintes formulées en inégalités
matricielles linéaires (LMI). En�n, des expérimentations sont proposées a�n de valider
l'ensemble des propositions théoriques proposées.

Mots clefs: Attaques cachées, Cybersécurité, Système de contrôle-commande in-
dustriel, Méthodes ensemblistes, Analyse d'atteignabilité, Optimisation convexe
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