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Abstract 

Facial disorders negatively affect professional, social, and personal lives of involved patients. 
Thus, recovery of facial mimics into normal and symmetrical conditions allows these patients 
to improve their life qualities. Functional rehabilitation of facial disorders is an important 
clinical step to improve qualities of surgical interventions and drug therapies. However, facial 
mimic rehabilitation currently remains a major scientific, technological, and clinical challenge. 
Especially, conventional rehabilitation processes lack of quantitative and objective bio-
feedbacks. Moreover, rehabilitation exercises just included long-term and repetitive actions. 
This makes patients less ambitious for completing their training programs. Besides, numerous 
modeling methods, interaction devices, and system architectures have been successfully 
employed in clinical applications, but they have not been successfully applied for facial mimic 
rehabilitation. Consequently, this thesis was conducted to complement these drawbacks by 
designing a clinical decision-support system for facial mimic rehabilitation. Especially, patient-
specific models and serious games were integrated with the system for providing quantitative 
and objective bio-feedbacks and training motivations. 

The thesis has six main contributions: (1) a novel real-time subject-specific head generation & 
animation systems, (2) a novel head-to-skull prediction process, (3) a muscle-oriented patient-
specific facial paralysis grading system, (4) a novel serious game system for facial mimic 
rehabilitation, (5) a novel clinical decision-support system for facial mimic rehabilitation, and 
(6) a reference guide for developing real-time soft-tissues simulation systems. 

This thesis opens new avenues for new research areas relating to automatic generation of patient 
specific head from visual sensor and internal structures using statistical shape modeling and 
real-time modeling and simulation for facial mimic rehabilitation. 

Keywords: facial clinical-decision support systems, facial mimic rehabilitation, biomechanical 
head/face models, real-time head/face animations, serious games for facial mimic 
rehabilitation.  
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Chapter 1  
Introduction 

1.1. Clinical context and needs 

Facial expressions are important to personal identity, race, and health [1], so facial paralysis 
negatively affects individual, social and professional life qualities of involved patients [2]. In 
fact, facial expressions are deformation results on facial skins caused by contraction and/or 
relaxation of facial muscles connecting between attachment points on the skull layer and 
insertion points on the skin layer [3–5]. These muscles are controlled by electrical signals 
generated from the seventh cranial nerve (CN VII) [6]. Disfunction of these nerves may cause 
unwanted facial movements such as unnatural relaxation of eyelids, cheeks, mouth corners [7]. 
Moreover, patients with facial paralysis may not have symmetrical mimics when smiling, 
kissing, and sound pronouncing [8]. Patients can also have negative effects if they cannot 
express emotions using normal facial mimics [6]. Globally, approximately from 20 to 30 per 
100,000 people are affected by facial nerve paralysis [9]. Facial paralysis might happen on 
different age ranges but more common to people between 31 and 60 years old and pregnant 
women [10]. Majority of facial palsy patients (~80-84%) could be recovered to their normal 
and symmetrical facial mimics while the others (~16-20%) were permanently affected by 
chronic facial paralysis [11,12]. 

Numerous facial palsy causes have been discovered including virus infections, trauma, tumor, 
strokes, and neonatal conditions [13]. Especially, one of the most particular causes was post-
facial transplantations, and recovering processes were complex and needed long-term 
treatments [14–18]. In particular, the first facial transplantation (Figure 1a) was conducted on 
November 27, 2005 by Prof. Bernard Devauchelle (CHU Amiens-Picardie, France). Although 
the patient could have good sensitivity of heat and cold after 6 months of transplantations, the 
motor function was slowly recovered. She could close her mouth after 10 months of facial 
transplant and smile normally after 18 months of facial transplant. After 18 months of post-
transplantation, the patient was satisfied with the aesthetic, functional, and psychological 
improvements [14]. The second case (Figure 1b) was the first face transplant in USA by Dr. 
Maria Siemionow (Cleveland Clinic, USA). The recovering rate of muscle motors was also 
slower than one of the aesthetic appearances. Excellent functional, psychological, and social 
outcomes of the patient were reported at 8 months after transplantation [18]. The third case 
(Figure 1c) was a man with three faces conducted by Dr. Laurent Lantieri (Georges Pompidou 
Hospital Paris, France). Although the patient could have acceptable aesthetics in three different 
appearances, his mouth could not be well controlled [19]. Since the first face transplant in 2005, 
total of 37 facial transplantations have been conducted throughout the world from 2005 to 
December of 2015. The age of patients were from 19 to 59 years old in which 81.1% of patients 
was men [16,20]. After transplantations, while the sensory nerves, which were responsible for 
hot, cold, light-touch, and painful sensations, could be recovered relatively fast (from 3 to 8 
months of post-transplantations), the motor nerves, which help patients be able to form food 
boluses, swallow, and lip movements, needed much longer time to be improved. For example, 
the patients could only smile as late as 2 years and continued to improve their normal smiling 
ability for at least 8 years [16]. Especially, rehabilitation programs after face transplantations 
were vital to reducing the recovering time of motor functional outcomes [16]. 
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Figure 1. Example cases of facial transplantation: (a) the first facial transplantation in the world in 

2005 by Prof. B. Devauchelle (CHU Amiens, France) [14] , (b) the first facial transplantation in USA 
in 2008 by Dr. Maria Siemionow (Cleveland Clinic, USA) [18], and (c) the main with three faces in 

2018 by Dr. Laurent Lantieri (Georges Pompidou Hospital Paris, France) [19]. 

Facial mimic rehabilitation must be conducted in two clinical stages with both physical and 
psychological treatments [21]. In the first stage, facial paralysis degrees of facial palsy patients 
needed to be evaluated using clinical and/or non-clinical grading systems for personalizing a 
suitable rehabilitation program to each patient. In clinical facial paralysis grading systems, a 
subjective assessment procedure for facial muscle functionalities were conducted by clinicians 
and/or patients [22]. Numerous clinical grading scales have been applied including Sunnybrook 
Facial Grading System (SFGS) [23], clinician-graded electronic Facial Paralysis (eFace) [24], 
Facial Clinimetric Evaluation  (FaCE) [25], and Facial Disability Index (FDI) [26]. The SFGS 
and eFace were designed for clinicians to evaluate symmetries and synkinesis pattern in static 
positions and dynamic movements [21,23,24]. The FaCE and FDI were developed for patients 
to self-report their physical and psychological conditions before and during the rehabilitation 
programs [21,23,24]. In non-clinical facial paralysis grading systems, quantitative and 
objective assessment methods were developed based on the support of computers for evaluating 
facial paralysis degrees from data acquired by electronic sensors [22]. In the second stage, 
patients were then moved to an individualized treatment program that contains five main 
components: (1) patient education, (2) soft-tissue mobilization, (3) functional retraining, (4) 
facial expression retraining, and (5) synkinesis management [21]. Note that, each patient was 
participated into all or some of these treatment components based on his/her facial paralysis 
degrees.  In patient education, patients were educated on face anatomy: face nerves and facial 
muscles and their roles during facial expressions [21]. In soft-tissue mobilization, they might 
also be massaged on their affected sides by using soft-tissue mobilization techniques for 
improving mobilities and comfort on the affected facial muscles [27]. In functional retraining, 
the patients could also be trained for the basic oral competence referring to the maintenance of 
lip closure, ability of eating, drinking, and communicating [28]. In facial expression retraining, 
patients could be trained to conduct initial facial expressions such as smiling and sound-
pronouncing with passive movements to improve their abilities of emotional expressions [29]. 
In synkinesis management, patients managed to control unwanted movements in relaxation 
positions [8]. 

Many challenges have been risen from all stages of facial mimic rehabilitation. In the facial 
paralysis grading stage, clinical facial paralysis grading systems are easy to use and required 
non expensive equipment for evaluating patients, but they are inaccurate and subjective. On the 
other hand, although the non-clinical facial paralysis grading systems are objective and more 
advantageous than the clinical ones, they have not been developed sufficiently for clinical 
applications [22]. In particular, most non-clinical grading systems were not accurate, non-real 
time, and needed expensive devices for first-time facilities. In fact, these systems should be 
easy to use, non-expensive, real-time, accurate, mobile, and multi-functional [22]. In the 
treatment stage, most treatment components require patients to meet their therapists directly. 
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This could be inconvenient for such a long-term procedure of facial mimic rehabilitation. 
Beside the physical aspect, the psychological aspect is also important to facial mimic 
rehabilitation [21]. Current rehabilitation treatments just included repetitive training exercises 
for intensifying specific movements of appropriate facial muscles [8]. Patients could be less 
motivative during these long-term and repetitive rehabilitation exercises. This could be 
especially true for pediatric facial palsy rehabilitation in which the strategies and delivery of 
treatments need to be more child-friendly and interesting [21,30]. Computer-based serious 
games coupled with interactive simulations for facial mimic rehabilitation should be one of the 
best solutions. 

A computer-aided clinical decision-support system for facial mimic rehabilitation is 
necessary for complementing above drawbacks risen from the current facial mimic 
rehabilitation programs. An objective facial paralysis grading system with abilities of fast 
generating subject-specific models and real-time tracking facial mimics is the first requirement 
in this system. During external facial mimics, internal facial muscle activities and facial 
symmetries should also be computed to give external and internal bio-feedbacks for real-time 
facial paralysis grading. Moreover, serious games for facial mimic rehabilitation should be 
included in this system for providing positive psychological effects to facial palsy patients 
during their rehabilitation exercises. Last but not least, user-friendly, multifunctional, and 
interactive graphical user interfaces (GUIs) should be designed for effectively interacting 
between user commands and system functions. A modern and powerful system development 
approach is necessary for designing such complex interactive, and multifunctional interfaces. 
Overall, fulfilling all above requirements is a major scientific, technological, and clinical 
challenge. 

Fast generating and real-time animating subject-specific head models are primarily 
required when developing a real-time clinical-decision support system for facial mimic 
rehabilitations.  The simulated head model must be fast personalized to the target patient to well 
describe facial appearances in different facial mimics [31,32]. Moreover, head rigid and facial 
non-rigid movements must also be tracked and animated on the simulated model in real-time 
for analyzing dynamic facial mimics [33]. Facial textures also play an important role for 
increasing the subject-specific level of the model [34–36]. In literature, numerous computation 
methods have been proposed for simulating facial movements, but they hardly archived real-
time framerates [36–52], full head animations [32,35–38,40–44,48,49,51–53], and subject-
specific geometries [31,45,46,50,54,55]. Moreover, different types of interaction devices, 
including camera-based [37–40,42–53], stereo-camera based [54], electromagnetic-based [56], 
3-D scanner-based [31,32], and red-green-blue-depth (RGB-D) camera-based [36,41] devices, 
have been employed for tracking face and head movements. However, facial features were only 
extracted from raw data of these interaction devices using complex 2-D/3-D computer vision 
methods, so real-time framerates and realistic animations could hardly be satisfied. Last but not 
least, facial textures were rarely included in simulated head/face models [31,32,40,41,44,52], 
or they had to be manually facilitated in other system platforms [34–36]. This hardly applied to 
fast generate face textures for new patients. Consequently, a system that can combine subject-
specific model & texture generation and real-time model animations into a system execution 
scheme is original and challenging for being developed. 

Quantitative and objective muscle-oriented facial paralysis grading is also novel and 
challenged for directly analyzing facial muscle activations during facial mimics. In literature, 
most computer-aided facial paralysis grading systems just analyzed 2-D/3-D external facial 
appearances/movements acquired by visual sensors [57–68]. These visual sensors could only 
acquire exteriors of the target objects, so internal structures could not be directly measured. 
Although CT/MRI scanners can capture both exteriors and interiors of the target objects as 2-
D slices, 3-D model reconstructions and physics modeling are time consuming and need clinical 
experts. This is hardly applied for generating subject-specific models for new users and 
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computing internal muscle activations during real-time facial mimics. Numerous physics-based 
head/face modeling methods have been developed for computing facial movements on the skin 
layer from muscle activation, but they were not real-time and have not computed internal 
muscle actions from external facial movements [3–5,69–72]. Consequently, non-clinical 
muscle-oriented facial paralysis grading is original and essential for quantitative and objective 
evaluation of facial mimics. This function requires a novel modeling method that can fast 
generate patient-specific head, skull, and muscle network. Moreover, external and internal bio-
feedbacks (e.g. face asymmetries and muscle strains) should be computed in real-time during 
facial movements. 

Generating subject-specific skull models from surface head models is required for modeling 
subject-specific biomechanical head models when only external head surface models are 
available. Although skulls play important roles in forming face shapes during facial mimics 
[73–78], they were rarely included in physics-based face models [3,70–72] or approximated to 
target models using affine transforms [69]. This was because most employed visual sensors can 
only measure exterior structures/appearances of target objects. In literature, skull models are 
often reconstructed from medical imaging like MRI/CT techniques. However, reconstruction 
procedure including segmentation, voxelization, and mesh generation is time consuming even 
in automatic procedures [79,80]. On the other hand, head surface models could be fast 
reconstructed using visual sensors such as single images [51], laser-scanners[32,53], and 
Microsoft Kinect sensors [35], but these sensors cannot acquire internal structures. 
Consequently, a method that can generate internal skull structures based on head surface models 
is essential. Currently, no studies have been developed for resolving this issue. Some studies 
just tried to estimate face models from given skull models in forensic facial reconstructions 
[81–89]. In these studies, several statistics-based methods have been successfully applied for 
learning skull-to-face relationships on face-skull datasets reconstructed from MRI/CT images, 
but they have not been applied for learning head-to-skull relations. Consequently, head-to-skull 
relation should be studied using statistics-based methods so that internal skull structures can be 
predicted based on head surface models. Subject-specific skull structures will also help increase 
accuracies of muscle-oriented facial paralysis grading systems. 

Serious games for facial mimic rehabilitation are also recommended for providing training 
motivations during rehabilitation exercises. Serious games were shown positive effects for 
improving treatment/rehabilitation results [90–92]. Although numerous serious games have 
been developed for different rehabilitation applications such as upper-limp stroke rehabilitation 
[93,94], trauma bones and soft-tissue injuries [95], traumatic brain injuries [96], and home-
based stroke rehabilitation [97], no serious games have been developed for facial mimic 
rehabilitation. This was because of the lacks of tracking devices (interaction tools) and 
modeling method that can generate and animate subject-specific head model in real-time. 
Nowadays, numerous high-level tracking devices such as Wii Peripheral, Kinect, Camera, and 
BioFeedBack have been used for serious games [98], but they have rarely been applied for 
facial applications.  Moreover, many game engines have been available for game developments 
in various platforms such as Windows, Linex, iOS, and Android [99]. These multifunctional 
game engines could help reduce time-to-market and increase system reliability in game 
developments. However, these game engines are specified for entertainment purposes, so 
accurate physical simulations cannot be supported. A flexible game engine that has ability of 
combining graphical, physical, and user interface packages into a single system might be 
essential for medical serious game developments. Moreover, most game characters were crafted 
by game developers using graphical design tools, so these game characters could not be subject-
specific. In fact, subject-specific models are important to treatment/rehabilitation outcomes 
[100]. Consequently, serious games coupled with subject-specific character models are original 
and desirable for facial mimic rehabilitation. 

The concept of System of Systems (SoS) for healthcare system developments is novel and 
necessary for developing such complex and multifunctional computer-aided decision-support 
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systems in which interactions between living body systems and related technological systems 
need to be well-managed [101]. However, many challenges have been risen when applying this 
novel concept for developing computer-aided healthcare systems [102]. These challenges 
related to computational approaches, interaction devices, system frameworks, and clinical 
validations [103]. For computational approaches, in SoS-based systems, computational 
methods in each sub-system need to be optimized according to requirements of the main system 
purpose. About interaction devices, most healthcare systems require multiple types of data to 
be acquired in real-time, so stable data transmission between interaction devices and the main 
system are important to maintain good working condition for the main system. About system 
frameworks, all sub-systems need to be executed parallelly in multiple hardware platforms or 
multiple computational threads, so main systems must well manage interactions among sub-
systems for keeping stable working conditions and reducing latency among sub-systems. For 
clinical validations, multi-level verification and validation procedures must be conducted for 
all sub-systems and main systems in both short-term and long-term evaluation campaigns. A 
standard medical software development and maintenance processes [104] should also be 
followed for covering these requirements. 

Overall, facial palsy negatively affects both personal and professional lives of involved patients. 
Although facial mimic rehabilitation can effectively help recover these mimics into their normal 
and symmetrical movements, many challenges and drawbacks have been risen from all stages 
of recovering processes. A computer-aided clinical decision-support system coupled with 
quantitative & objective bio-feedbacks and serious games for facial mimic rehabilitation should 
be one of the best solutions. However, development of such a real-time and multifunctional 
system is a major scientific, clinical, and technological challenge. 

1.2. Objectives 

This thesis was conducted to answer two research questions: (1) how to help patients improve 
both psychological and physical effects of conventional facial mimic rehabilitation programs 
and (2) how to help clinicians supervise the rehabilitation progresses. To answer these 
questions, a computer-aided clinical decision support system coupled with quantitative & 
objective bio-feedbacks and serious games for facial mimic rehabilitation was developed. In 
particular, a subject-specific meta head model including head, skull, and muscle network was 
generated from subject-specific data acquired from a Microsoft Kinect sensor. This meta model 
was animated according to facial movements to compute external and internal bio-feedbacks. 
Moreover, two serious games with three difficulty levels for each game were designed for 
motivating patients during their rehabilitation exercises. A graphic user interface was finally 
designed based on the SoS concept for managing complex interactions between users and 
system functions. 

The system was developed in four system development tasks (Figure 2). In the first system 
development task (Figure 2a), I generated the subject/patient-specific head model and face 
texture of the target user from the subject/patient-specific data acquired from the Microsoft 
Kinect V2.0  [105]. After generation, his/her current facial mimics could be tracked and 
animated on his/her textured head model in real-time. In the second system development task 
(Figure 2b), his/her skull model was regressed based on the generated head model, and the 
muscle network between the head and skull models could also be estimated based on the pre-
definition of facial muscle structures. Based on the subject-specific head, skull, and muscle 
network, muscle actions and other standard facial mimic parameters could be computed 
according to real-time head animations. In the third system development task (Figure 2c), 
the Kinect-driven biomechanical head model was used as one of main game objects. Two 
serious games with three different game level each were designed for training smiling and 
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kissing mimics. In the final system development task (Figure 2d), the GUI system was 
designed for interfacing between all system functions and user commands. All system 
development tasks were developed based on the IEC 62304:2006+A1:2015(E) standard of 
medical device software – software life-cycle processes [104]. 

 
Figure 2. Overall system development tasks: (a) subject-specific head generation and real-time 

animation, (b) skull model generation and muscle network definition, (c) serious game development, 
and (d) graphic user interface development. 

1.3. Thesis organization 

This thesis is organized as the followings. 
 Chapter 1: Introduction. In Chapter 1, I introduced clinical context and needs for 

developing a novel clinical decision-support system for facial mimic rehabilitation. 
Objectives and system development tasks were also presented. 

 Chapter 2: State-of-the-art. In Chapter 2, all scientific, clinical, and technological 
challenges risen from the development of the target system are presented. Moreover, 
technology selections for developing the target system will also be proposed. 

 Chapter 3: Real-time Computer Vision System for Tracking Simultaneously Subject 
Specific Rigid Head and Non-rigid Facial Mimic Movement. Realistic subject-specific 
head animation is primarily required for developing a computer-aided facial paralysis 
grading system. In Chapter 3, a complete procedure of generating and animating subject-
specific head models with face texture will be explained in detail. Model validations in 
neutral & mimic positions and comparisons with related studies will also be reported. 

 Chapter 4: Statistical Shape Modeling Approach for Predicting Subject-Specific Human 
Skull from Head Surface. Skull models also need to be subject-specific for estimating 
muscle actions during facial animations. In Chapter 4, a novel statistics-based head-to-
skull training and regressing processes will be presented. Accuracy of the regressed 
skulls based on hyper parameter tuning and cross-validation procedures will also be 
reported. 

 Chapter 5: Kinect-driven Patient-specific Head, Skull, and Muscle Network Modelling 
for Facial Palsy Patients. Muscle-oriented facial mimic evaluation is a direct and 
effective approach for facial paralysis grading systems. In Chapter 5, I will describe a 
complete procedure of generating patient-specific biomechanical head models from data 
acquired from the Kinect V2.0 sensor. Validation of model geometrical accuracy and 
muscle actions with healthy and facial palsy subjects will also be analyzed in this chapter. 

 Chapter 6: Serious Games for Facial Mimics Rehabilitations. Serious games showed 
positive effects for motivating patients during their rehabilitation exercises. In Chapter 
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6, I will describe two serious game specifically designed for training smiling and kissing 
mimics using the Kinect-driven biomechanical head model. 

 Chapter 7: General Discussion. In Chapter 7, an overview of the thesis will be first stated, 
and then main contributions of the thesis will also be discussed. Moreover, current 
system limitations will be indicated. 

 Chapter 8: Conclusions and Perspectives. In Chapter 8, conclusions of the thesis contents 
will be first presented. Then, more system development tasks will be proposed for 
solving the current limitations. Moreover, potential research recommendations will be 
proposed. 

 Appendix A: A systematic review of real-time medical simulations with soft-tissue 
deformation: computation approaches, interaction devices, system architectures, and 
clinical validations.  Facial mimics are formed by complex soft-tissue deformations on 
facial skins, and developments of real-time soft-tissue simulation systems are clinical, 
scientific, and technological challenges. In Appendix A, I will present a systematic 
review that was conducted to understand how these systems have been developed in 
literature. This review was used as a reference for developing the target system and other 
real-time soft-tissue simulation systems. 

 Appendix B: Cage-based deformation method. The cage-based deformation method is 
one of the well-known geometrical deformation for 3-D models. This method was 
effectively applied for subject-specific skull generation. It will be briefly presented in 
Appendix B. 

 Appendix C: Graphic user interface (GUI) system. Graphic user interfaces are also 
important to interacting between user commands and system functions. In Appendix C, 
all system functions with their appropriate graphic user interfaces in the GUI system will 
be described in details. 
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Chapter 2:  
State-of-the-Art 

Developing the computer-aided clinical decision-support system for facial mimic rehabilitation 
is a scientific, technological, and clinical challenge. This challenge is risen from all system 
development tasks of the target system. First, fast generating and real-time animating subject-
specific head models are primarily required, these functions have not been solved in literature 
due to limitations of computational approaches and interaction devices. Second, facial mimics 
are resultants of muscle activations on facial skins, so muscle actions should be directly 
estimated during external facial movements for facial paralysis grading. However, this issue 
has not been resolved in literature due to lack of internal structures being able to be acquired in 
real-time using visual sensors. Third, although skulls are important to forming facial 
appearances during facial mimics, they were rarely included in biomechanical head models. 
Even if they could be accurately reconstructed from CT/MRI images, the CT/MRI data 
acquisition and model reconstruction processes are expensive and time-consuming. Fourth, 
serious games are necessary for improving training motivation during rehabilitation exercises, 
but no serious games have been developed for facial mimic rehabilitation. This is because of 
the lacks of tracking devices and modeling methods that can capture subject-specific facial 
movements in real-time. Finally, interactive interfaces between users and system functions are 
also important to a clinical decision-support system. The concept of System of Systems (SoS) 
was proposed to manage this complex interaction, but the employment of this concept for 
healthcare system developments is also challenging. This chapter will review in details each of 
above challenges in literature. Moreover, developments of such a real-time medical system for 
facial mimic rehabilitation need compromising selections of four system development aspects: 
computational approaches, interaction devices, system frameworks, and clinical validation 
campaigns. Technology selection for developing the target system was also proposed based on 
a systematic review on those system development aspects. 

2.1. Fast generating and real-time animating subject-specific head models 

Fast generating and real-time animating subject-specific face movements are primarily 
required in a clinical-decision support system for facial mimic rehabilitation, especially 
for real-time facial paralysis grading. Many methods have been proposed for simulating these 
complex movements, but numerous challenges have not been solved thoroughly when trying to 
achieve simultaneously rigid head and non-rigid facial mimic animations in 3-D spaces and in 
a subject-specific manner with a real-time framerate [106]. Generally speaking, head rigid 
movements are composed of translations and rotations while non-rigid facial mimic movements 
illustrate scaling and deformation effects. While rigid animations are easily computed given 
rotation angles and translation vectors, the non-rigid cases are relatively difficult to simulate 
due to non-linear deformations of simulated subjects. Consequently, the non-rigid geometries 
often required much more computation costs than the rigid ones. In particular, to achieve 
realistic animations, computation speed of both rigid and non-rigid animations must reach real-
time framerates. Note that the real-time rates are equal or larger than the graphic animation rate 
of 30 frames per second (fps) [107]. 

Numerous computational methods have been proposed for simulating head and facial 
expression animations, but they hardly accomplished real-time framerate and realistic 
animations. Examples of simulated head/face models are shown in Figure 3. Specifically, most 
studies could not actually simulate full rigid head and non-rigid facial animations in real-time 
[36–52]. Precisely, even though the framerates could be reached in real-time, head models did 
not include skin deformations [53] (Figure 3a), full head models [53] (Figure 3b), subject-
specific models [54,55] (Figure 3c), and fully facial animations [56] (Figure 3d). Moreover, in 
these studies the procedure of generating subject-specific models was not integrated into an 
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animation system, or the animated models were not subject-specific. Additionally, most studies 
just simulated non-rigid animations of facial regions, but back-head regions were discarded or 
lacked [32,35–38,40–44,48,49,51–53] (Figure 3b). In fact, although full head models could be 
simulated, they were not subject-specific [31,45,46,50,54,55] (Figure 3c). Finally, internal 
structures such as tongues and teeth were also included into head models, but they were 
reconstructed from Magnetic Resonance Imaging (MRI) images and cannot be fast personalized 
to a new user [39] (Figure 3e). 

 
Figure 3. Examples of simulated head/face models in literature: (a) the head model was not included 

skin deformations; (b) the head models were not fully simulated; (c) the head models were not subject-
specific; (d) only mouth regions were animated; (e) non-subject-specific tongues were reconstructed 

from MRI images.  

Input interaction devices also have their significant contributions to both system accuracy and 
system framerates [103]. Based on specific types of input data acquired from the input devices, 
studies must choose appropriate reconstruction methods for generating subject-specific models. 
During animations, subject-specific data must be detected and tracked to animate the subject-
specific models, so the data acquisition bandwidths of input devices also notably affect system 
framerates. Current interaction devices can be classified into single camera-based, stereo-
camera based, electromagnetic-based, 3-D scanner-based, and red-green-blue-depth (RGB-D) 
camera-based devices. Examples of raw data and their extracted facial features using different 
types of input interaction devices are shown in Figure 4. Single cameras were mostly employed 
in animation systems due to fast data acquisition speeds, low-costs, and widespread popularities 
[37–40,42–53]. However, due to lack of 3-D data from a 2-D single image, more processing 
procedures were needed to reconstruct 3-D data from 2-D data. Consequently, most 
studies using single cameras hardly achieve real-time framerates (Figure 4a). Stereo 
cameras were also be utilized in reconstructing and animating human heads in 3-D spaces [54]. 
Due to large computation cost on processing 2-D images, 3-D motion estimations were 
simplified by using facial markers. However, long set-up time and the limited number of 
facial markers made facial-marker-based systems hard to increase animation quality and 
implement to new users in a subject-specific manner (Figure 4b). Electromagnetic sensors 
could also be used as facial markers to capture facial motions [56]. Despite of high motion 
accuracy and data acquisition bandwidth, the sensor’s wires and the limited number of 
sensor channels were the main drawbacks when using this type of sensors (Figure 4c). 
Additionally, single-camera-based and stereo-camera-based systems were negatively affected 
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by illumination conditions. Being able to acquire 3-D data directly with high-accuracy and 
without depending on light conditions, 3-D laser scanners were also be used [31,32] for 
modeling facial mimics, but they lacked of texture information (Figure 4d). In addition, 
RGB-D cameras can acquired both 3-D point clouds and texture images [36,41]. For facial 
applications, the Kinect and Kinect Software Development Kit (SDK) are popularly used. 
Despite of the Kinect's suitability in facial applications [108], most studies just used them 
for facial recognition applications [109–115]. Some studies also used the Kinect for 
reconstructing facial expressions [35,36], but they just generated subject-specific facial 
models and could not animate these models in real-time (Figure 4e). Even though the 
framerates could be reached in real-time, the animated model was not subject-specific [55]. 
Although texture mapping was also important to increase the subject-specific level of simulated 
models, not all studies included textures on their generated models [31,32,40,41,44,52]. Even 
the textures were integrated, their generation procedures were not included in the system 
procedures [34–36]. A classical texture mapping procedure was proposed by Lee et al., 2000 
[34]. However, no studies have taken advantages of high-level data from Kinect camera 
for animating subject-specific rigid head and non-rigid facial mimic movements with 
texture information. 

 
Figure 4. Examples of raw data and extracted facial features using different types of input interaction 

devices: (a) single cameras, (b) stereo cameras, (c) electromagnetic motion sensors, (d) laser 
scanners, and (e) RGB-D sensors. 

Overall, subject-specific head model generations coupled with real-time animations are first 
required for developing a clinical-decision support system for facial mimic rehabilitation, 
especially for facial paralysis grading functions. However, these tasks are rarely accomplished 
in literature due to high computational cost for computing non-rigid facial animation. These 
challenges should be solved with supports of high-level visual sensors (e.g. the Microsoft 
Kinect V2.0 sensor). 

2.2. Quantitative and objective muscle-oriented facial paralysis grading 

Numerous non-clinical facial grading systems, which are quantitative and objective, have 
been developed, but they did not directly analyze facial muscle contraction due to lacks of 
patient-specific internal head anatomic structures (Figure 5). In these grading systems, 
facial paralysis degrees were mostly measured through evaluating geometrical asymmetries 
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between left and right facial appearances and/or movements computed from 2-D images and/or 
3-D point clouds [57,61–68,116,117]. For instances, intensity differences between left and right 
facial images could be used for grading facial paralysis in facial expressions [57] (Figure 5a). 
Especially, geometrical motions of facial features/landmarks were mostly used. In particular, 
the symmetries of locations and displacements of facial features were used to evaluate the 
unilateral peripheral facial paralysis  [65,66] (Figure 5b). Besides, landmark displacements, 
inter-landmark distances, landmark bounding areas, landmark motion velocities could also be 
employed for evaluating degrees of facial palsy [66,67,117] (Figure 5b). Moreover, facial 
feature movements could be combined with facial textures in appropriate region of interests for 
estimating basic facial action units (AUs) defined in the Facial Action Coding System (FACS) 
[118]. Facial palsy levels could be evaluated through analyzing the computed AUs in time serial 
data [61]. 3-D surface differences between 3-D face models and their horizontally mirrored 
models could also be used for computing facial asymmetries [60,119] (Figure 5c). Other than 
that, internal blood flows measured by laser contrast imaging technique in different facial 
regions could be used for quantifying the severity of facial palsy patients [120] (Figure 5d). 
Overall, external geometrical factors of facial appearances and/or movements have mostly been 
taken advantages for computing degrees of facial palsy. Actually, facial mimics are deformation 
results of facial muscle activation on the facial skin [3–5], so facial muscle activation should be 
directly analyzed. However, most visual sensors such as cameras, laser scanners, and infrared 
sensors can only capture exterior shapes/textures of subjects. Although some interior scanning 
devices such as sonar scanners and Computed Tomography (CT)/MRI scanners can accurately 
acquire 2-D slices of internal structures, 3-D reconstruction procedures are slow and need 
numerous manual processing [121]. Consequently, a modeling method that can take advantages 
of real-time exterior facial mimics for predicting in-vivo internal facial muscle actions is 
essential for facial paralysis grading applications, and the prediction process should be based 
on the external-internal relationship trained by accurate CT/MRI-based 3-D data. 

 
Figure 5. Computer-aided non-clinical facial paralysis grading methods: (a) by analyzing 

asymmetries between left and right facial images, (b) by analyzing geometries of facial markers, (c) by 
analyzing 3-D surface difference between original models and mirrored models, (d) by analyzing 

internal blood flows. 

Physics-based head/face modeling methods have been widely developed in literature, but 
they mostly estimated facial animations from muscle activations and have not extracted 
internal muscle actions from external facial mimics (Figure 6). For instances, a muscle-
based parameterized face model was introduced by King et al., 2005 [69]. The face model 
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including movable lips and a tongue was modeled as B-spline surfaces. Facial mimics were 
generated by moving control points of the B-spline models in lip regions (Figure 6a). Moreover, 
a constrained 3-D active appearance modeling methods was applied for modelling 3-D 
anthropometric-muscle-based face model. This model could be deformed to fit with different 
face-types and facial expressions by adjusting the motivated muscle actuators and statistics-
based anthropometric controls [70,71] (Figure 6b). The finite element (FE) modeling method 
was also employed for modeling different types of facial muscles. From muscle activations, a 
FE-based face model including multiple layers could be deformed to generate realistic facial 
expressions on skin layers [3] (Figure 6c). However, although skull structures had major 
contributions to facial mimics [73–77], they were not included in the simulated models 
[3,70,71] or just approximated using affine transforms [69]. Subject-specific biomechanical 
head models with heads, skulls, and muscle networks were reconstructed from MRI images and 
simulated using the FE method in the studies of Fan et al., 2017 [4] and Dao et al., 2018 [5] 
(Figure 6d&e). Note that computational cost is very expensive for such complex models. In 
particular, MRI data acquisition, 3-D model reconstruction, and FE model generation 
procedures were time consuming and needed much clinical expertise, so the whole subject-
specific model generation could not be fast applied to new subjects. Recently, few studies have 
also tried to estimate muscle feedback from exterior facial movements. Particularly, using the 
Mass-Spring-Damper (MSD) method for modeling a 3-D face model, external muscle forces 
affected on facial skins could be estimated from 3-D facial vertex displacements in the study of 
Erkoç et al., 2018 [72] (Figure 6f). However, the face model in this study did not include skull 
layers, and internal facial muscle actions, were not directly computed. Moreover, modeling 
subject-specific face models from 2-D images were not accurate, and facial features were not 
automatically extracted from 2-D images. In fact, extracting and tracking facial muscle 
activation need full subject-specific biomechanical head model including head, skull, and 
muscle network cooperating with real-time tracking facial features in 3-D spaces. 

 
Figure 6. Physics-based head/face modeling methods: (a) a muscle-based parameterized face model, 

(b) a statistics-based anthropometric face model, (c) a non-subject-specific FE-based face model 
without the skull layer, (d) & (e) subject-specific FE-based face model from MRI images, and (f) 

Mass-Spring-Damper-based face model for estimating external muscle forces from vertex 
displacements. 

Overall, non-clinical muscle-oriented facial paralysis grading is original and essential for 
quantitative and objective evaluations of facial mimics. These systems required a novel 
modeling method that can fast generate patient-specific head, skull, and muscle network. 
Moreover, based on the patient-specific biomechanical head models, external and internal 
bio-feedbacks (e.g. face asymmetries and muscle strains) should be computed in real-time 
during facial movements. 
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2.3. Generating subject-specific skull models from surface head models 

Human skull is an important body structure for jaw movement and facial mimic simulations. In 
particular, this structure highly affects the accuracy of the model development and simulation 
outcomes [73–76]. In fact, an accurate skull model can generate most realistic animations based 
on physical deformations and interactions among biological structures inside a head model [77]. 
Note that the internal structures of a head model are composed of a skin layer, a fat-and-muscle 
layer, and underlying bone structures [74]. Skull is one of these important structures in head. 
This structure supports the facial structures [76] and protects the brain. This structure also 
allows generating facial mimics movements based on muscle contractions [73]. Thus, the 
accuracy of the skull model is of great important to determine both geometrical and mechanical 
characteristics of skin and muscle behaviors [74]. Moreover, the shape of mandible structure 
highly affects the jaw movements in facial mimics [78]. Consequently, to realistically simulate 
jaw movements and facial mimic deformation, skull models must be accurately developed in a 
subject-specific manner. 

While surface head models can be easily reconstructed by portable sensors such as 3-D 
scanners or 2-D cameras, internal skull models are hard and time-consuming to be 
reconstructed. In particular, 3-D head models can be accurately reconstructed using single 
images [51], laser-scanners [32,53], and Microsoft Kinect sensors [35]. However, due to the 
technological limitations of these sensors, skull models were rarely added inside these head 
models. From biomechanical point of view, skull models are often reconstructed from medical 
imaging like MRI/CT. However, the reconstruction procedure including segmentation, 
reconstruction, and meshing is time-consuming even with some automatic procedures [79,80]. 
Moreover, the acquisitions of MRI/CT images are very slow, expensive, and harmful. In fact, 
medical imaging techniques are not suitable for real-time computer-aided simulation systems 
in which a new subject-specific skull model needs to be generated in runtime. In the literature, 
only one study tried to estimate and generate skull models from outside head models, but the 
estimated skulls were incomplete [74]. The authors developed a facial animation system in 
which the skull model was used to attach the skin through the muscle layers. The skull model 
was approximated to fit with the head model using affine transformations. However, the 
accuracy of the generated skull model was not validated according to the ground-truth data. 

Besides, head-skull relationship has been commonly studied in forensic facial 
reconstructions from given skull model, but they have not been applied for predicting 
skull models from given head models. 3-D facial/head model of unknown people is 
reconstructed from the remaining skull. Numerous methods have been used to learn the skull-
to-face relations, as illustrated in Figure 7. Claes et al., 2008 [81] applied the Principal 
Component Analysis (PCA) to learn relationship between skull and facial surfaces through 52 
artificial landmarks manually put on both skulls and facial regions of 118 face-skull datasets 
reconstructed from CT images. A Thin-Plate-Spline (TPS) facial model was deformed to new 
facial landmarks’ positions computed from the trained skull-to-face model (Figure 7a). Liang 
et al., 2009 [82] also used the PCA to train head-skull surface relations with artificial landmarks 
as in the study of Claes et al., 2008 [81], but the Radial Basic Functions (RBF) were used to 
deform the face model. However, these studies did not study directly skull-face thickness 
distributions, and only facial region was analyzed (Figure 7a). A tissue-map technique was then 
presented by Yuru et al., 2008 [83]. In this study, one head and skull dataset reconstructed from 
CT images was unwrapped to the 2-D map. The relationship between head and skull surfaces 
was represented as distances between head and skull surfaces on the 2-D image called a tissue 
map. As a result, given a new skull surface model, the tissue map could be used to infer the new 
face surface model. However, the tissue map was not representative to a population and could 
not be used to predict new face model in a subject or patient specific manner (Figure 7b). The 
PCA method was also applied by Zhang et al., 2010 [84], but each of 25 face-skull datasets 
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reconstructed from CT images was divided into 5 region of interests (ROIs) for training task. 
In this study, only the facial regions were estimated, and the merging outcome of the ROIs was 
not smooth (Figure 7c). A larger dataset (>200 subjects) from CT images with different ages, 
regions, and genders was used for training the PCA model, and the TPS modeling method was 
also used for deforming a generic facial model to fit the estimated data from the PCA model 
[85], [86]. Also using the TPS for deforming the generic facial model to the target facial 
landmarks, but Duan et al., 2015 [87] applied the Partial Least Squares Regression (PLSR) 
method for learning face-skull surfaces in 5 facial ROIs in each of 96 pairs of skulls and faces 
(Figure 7d). Moreover, the Least Square Canonical Dependency Analysis (LSCDA) could also 
be combined with the PCA method to select the most dependency of shape parameters of skulls 
and skins [88]. However, all above studies did not directly analyze the distributions of skull-
face thicknesses. Madsen et al., 2018, [89] used tissue depth markers placed on skull surfaces 
to measure skull-face thickness in 9 head-skull datasets reconstructed from MRI images. In this 
study, a statistical shape model (SSM) was used to select the most appropriate head models 
over 300 3-D head datasets given a skull and its tissue-depth data (Figure 7e). 

 
Figure 7. Statistics-based skull-to-head modeling methods: (a) face-skull relationship was trained 

through 52 landmarks on skull surfaces using PCA; (b) relationship between head and skull surface 
was represented through non-subject-specific 2-D tissue maps; (c) face-skull relationship was trained 

in different ROIs using PCA; skull-to-head relations were trained through different ROIs using 
PLSR;(e) tissue depth markers were used for measuring face-skull thickness using SSM. 

Several statistics-based methods have been applied for learning face-skull relationship on a 
number of face-skull datasets reconstructed from MRI/CT images. The numbers of datasets 
range from 25 to 331. Artificial facial landmarks are often placed on facial and skull surfaces 
to acquire head-skull surface features. PCA methods have been often used to reduce the data 
dimension by using orthogonal transformation between possibly correlated variables [122,123]. 
Thus, computed first principal components are assumed to represent the highest variability in 
the initial dataset. However, in real applications, this assumption is not always satisfied. It is 
important to note that the PCA methods are more suitable when applying on datasets with 
highly correlated variables. Particular attention should be paid on the data standardization at 
the initial step. Another limitation of the PCA methods relates to the unphysical negative 
behavior for some applications (e.g. astronomy) [124]. To overcome the drawback of the 
possible dispersion between principal components and outcome variables, the PLSR could be 
used as an alternative approach [125,126]. This approach allows identifying principal 
components related to both original variables and outcomes. Thus, this dimension reduction 
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strategy is supervised by the outcomes ensuring the best possible covariance between the 
original variables and outcomes. Note that non-negative matrix factorization (NMF) could be 
used to overcome the drawback of PCA methods related to the unphysical negative behavior 
[127,128]. Moreover, Body Mass Indices (BMI) values can also be integrated as descriptors to 
generalize the predicted outputs. In particular, the skull-to-face relation has been well-
studied, but the head-to-skull relation has not been well analyzed yet. Thus, the 
distribution of head-skull thicknesses remains unclear. Moreover, model hyperparameter 
(optimal number of feature points, appropriate learning configurations and associate 
parameters) tuning has been rarely done in the literature. 

Overall, patient-specific biomechanical head modeling also requires patient-specific skull 
structures. Skulls can be accurately reconstructed from MRI/CT images, but the reconstruction 
processes are slowed and require a lot of clinical experts. On the other hand, external head 
surface models can be fast reconstructed using visual sensors (e.g. the Microsoft Kinect sensor), 
internal skull structures cannot be acquired using these types of sensors. Consequently, head-
to-skull relationship should be studied so that internal skull structures can be predicted 
based on the external head surface model. The PLSR is the most suitable over the other 

statistics-based methods for this type of issue. This PLSR-based model should be applied in 

the patient-specific biomechanical head generation for muscle-oriented facial paralysis grading. 

2.4. Serious games for facial mimic rehabilitation 

Facial mimic rehabilitation must contain both physiology and psychology treatments, and 
serious games are particularly suitable for these requirements [21]. In fact, serious games were 
defined as computer-based games specifically designed with challenged goals, scoring 
strategies, interesting scenes, and real-time interactions. Moreover, skills, knowledge, and 
attitude that users were achieved during playing serious games can be applied in the real world 
[129]. Based on types of players, serious games were classified into patient and non-patient-
oriented games. About non-patient-oriented games, these serious games could be used for 
health and wellness, professional training, and non-professional training. About patient-
oriented games, these serious games could be designed for health monitoring, clinical detection, 
treatment, rehabilitation, and self-care education [130]. Each serious game has five main 
components: rules (gameplay), challenge, interaction, and goal (explicit: game objectives and 
implicit: skills, knowledge, experiences) [130]. Many review studies have been done for the 
topics of treatment and rehabilitation serious games, and they mostly concluded that serious 
games were shown positive effects on chronic, stroke, and traumatic diseases [90–92]. So, 
numerous serious games have been designed for treatment and rehabilitation for patients. We 
could find multiple applications of serious games in upper-limp stroke rehabilitation [93,94], 
trauma bones and soft-tissue injuries [95], traumatic brain injuries [96], home-based stroke 
rehabilitation [97], neuropsychological assessment, training and rehabilitation [131], and 
orthopedic trauma surgery [132]. Especially, serious games were particularly effective for 
rehabilitations and treatments of older adults [133] and pediatric patients [134]. Serious games 
could also provide positive cognitive effects by generating interesting 3-D virtual reality scenes 
for motivating primary school children from fearful procedures from the clinical treatment 
procedures [135]. Moreover, it could increase adherence and compliance to exercises for elderly 
[133]. 

Although numerous serious games have been designed for treatment and rehabilitation 
in various applications, no serious games have been developed for facial mimic 
rehabilitations. This might be caused by lacks of tracking devices (interaction tools) and 
modeling methods that can generate and animate patient-specific biomechanical 
head/face models in real-time. Numerous interaction tools have been used in serious games 
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for health applications (Figure 8). Based on the review of Wattanasoontorn et al., 2013 [98], 
computer mouse were mostly used in serious games for controlling game objects (50.93% in 
Figure 2). Some high-level tracking devices such as Wii Peripheral, Kinect, Camera, and 
BioFeedBack, etc., were rarely employ in serious game systems. Actually, these real-time 
tracking devices, which can help game systems acquire high-level motion data, have 
revolutionized the way users play serious games [136]. Among them, the Microsoft Kinect 
sensor have been popularly used for rehabilitation serious games, such as cognitive 
rehabilitation exercises [137] (Figure 9a), virtual reality-based rehabilitation [138] (Figure 9b), 
lower limb rehabilitation [139] (Figure 9c), upper limb rehabilitation [140] (Figure 9d), cerebral 
palsy rehabilitation [141] (Figure 9e), home-based physical exercises [142,143] (Figure 9f), 
etc.. However, most Kinect-based serious game systems took advantages of Kinect’s kinematic 
data for interacting between users and game objects. Although the Kinect sensor coupled with 
Kinect SDKs can offered other types of high-level data such as high-definition facial points 
[60], no serious games have been taken advantages of these types of data for interacting with 
users. Certainly, developments of novel serious games for facial mimic rehabilitation can be 
benefited from the Kinect’s facial point data. 

 
Figure 8. Interaction tool usages in serious games for health up to 2013 [98]. 

 
Figure 9. Kinect-based serious games for (a) cognitive rehabilitation exercises, (b) virtual reality-
based rehabilitation, (c) lower limb rehabilitation, (d) upper limp rehabilitation, (e) cerebral palsy 

rehabilitation, (f) home-based physical exercises. 

Beside the interaction tools, numerous game engines have been available for serious game 
developments (Figure 10). Most game engines can be used to develop games for multiple 
operating systems such as Windows, Linux, iOS, and Android [99]. This allows us to develop 
games for both static and mobile devices for both clinical and home-based applications. All 
game engines can also support scripting in high-level programming languages, such as C#, 
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Python, etc. [99], so time-to-market will be significantly decreased. Some game engines, such 
as Unity [144], Blender [145], and Unreal [146], support interactive physical user interfaces 
(GUIs) so that game developers can fast design their game scenes and characters and receive 
immediately the graphic rendering results. Moreover, multiple engines such as physics, GUIs, 
and sounds, were also integrated in some game engines (Unity [144], XNA [147], Unreal [146], 
Blender [145], etc.) with user-friendly interfacing functions, so game developers can fast design 
their games with realistic graphical, sound, and physical effects. However, most game engines 
were designed for developing entertainment games. Currently, no game engines were 
specialized for medical applications, especially for health serious games. Moreover, 
accurate physics simulation engines for biomechanical simulations such as SOFA [148], 
PhysX [149], Bullet [150], etc., can acceptably simulate soft-tissue behaviors, but they 
cannot support lively graphical effects like in game engines. Consequently, integration of 
biomechanical physics engines into general game engines might be essential for rehabilitation 
serious game developments. A flexible game engine that can allow developers to integrate 
accurate physics engines into it might be essential for medical serious game developments. 
Object-Oriented Graphics Rendering Engine (OGRE3D) [151] can be a good candidate. 
This 3-D game engine can support flexible mesh management, mesh animation, scene 
management, scene graphic hierarchy, graphic rendering, and other high-level graphic 
processing techniques. Moreover, because this game engine is an open-source library, it is 
easily integrated with other packages, such as networking, collision detection, physics, sound, 
and input control, etc., supporting for serious game developments. Additionally, automatic 
subject-specific model generations are rarely supported by serious game engines/tools. 
Developers usually craft their character models from graphical design tools such as Blender 
[145] and MeshLab [152], and these models are then imported to game engines for rendering 
and animating. Therefore, subject-specific model generations are time consuming and need 
crafting experts. In fact, subject-specific models are important to treatment/rehabilitation 
procedures [100]. A serious game system with the ability of generating subject-specific 
game objects should be necessary for improving rehabilitation procedures. 

 
Figure 10. Game engines for health serious game developments [98]. 

Overall, psychological effects are also important to facial mimic rehabilitation, and serious 
games are one of the best tools for motivating patients during their rehabilitation exercises. 
However, although several tracking devices and game engines/tools have been developed for 
serious game developments, no serious games have been developed for facial mimic 
rehabilitation. Additionally, subject-specific game objects should also be used for improving 
cognitive and physical rehabilitation outcomes. Consequently, serious games coupled with a 
patient-specific head model is novel and desirable for facial mimic rehabilitation. 

2.5. The concept of System of Systems (SoS) for healthcare system developments 

System of systems (SoS) is defined as ‘a collection of task-oriented or dedicated systems that 
pool their resources and capabilities together to create a new, more complex system which 
offers more functionality and performance than simply the sum of the constituent systems.’ 
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[101]. This concept is particularly suitable for system developments in which reference 
frames, though processes, quantitative analysis, tools, and design methods are not 
complete [101]. 

The SoS has five outperforming characteristics over the other types of system including 
(1) anatomy, (2) belonging, (3) connectivity, (4) diversity, and (5) emergence [153]. For the 
anatomy property, although subsystems inside a SoS system has multiple functions for general 
purposes, some of their functions are optimized for the unique single purpose when integrated 
into a whole system. For the belonging property, the subsystems can be worked as separate 
systems as staying outside the main system. For the connectivity property, the SoS systems can 
also support dynamic connectivity among all available subsystems and new subsystems. Every 
subsystem also has ability of creating/deleting connections with other subsystems for 
integrating/separating into/from the main system. For the diversity property, the main system 
can have more functions that cannot be possessed by any subsystems when standing alone. For 
the emergence property, the SoS systems can support predicting and analyzing emergent, 
especially undesirable, behaviors, appeared from the main system and subsystems. 

Based on interrelations among subsystems inside the main system, the SoS systems are 
classified into four types: (1) virtual, (2) collaborative, (3) acknowledged, and (4) directed 
systems (Figure 11) [154]. In virtual SoS systems, connections among subsystems are 
temporary in necessary conditions for executing central purposes, and they do not have a central 
management authority. In collaborative SoS systems, no central units are designed for managing 
or guiding subsystems, and they have to self-collaborate together to achieve the central purpose 
of the main system. In acknowledge SoS systems, a central unit is designed for managing central 
purpose of the main system, but it cannot have complete authority over the subsystems. In 
particular, in this type of SoS, subsystems maintain their independent ownership, objectives, 
funding, and development approaches, but they cannot have feedbacks to the central manager. 
In directed SoS systems, they also have a central unit for managing and guiding central purposes 
of the main system, and their subsystems can receive/send commands from/to the central unit. 
With these advantages and flexible structures, the concept of SoS has been applied in multiple 
disciplines whose system developments require complex interactions among independent 
subsystems. 

 
Figure 11. SoS types [154]. 
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Although the concept of SoS has numerous advantages, some challenges have been risen 
for applying this concept to develop systems in specific disciplines [155]. (1) In an SoS, each 
subsystem has its own authority about stakeholders, users, business processes, and development 
approaches, so most SoS cannot include a unique authority for all subsystems. (2)  Because 
there is no unique authority for controlling all subsystems, so leadership in the multiple 
organizational environments of an SoS is challenging to declare for providing coherence and 
direction among subsystems. (3) Implementing a system into a new SoS is also challenged 
because the system may not have the same interfaces, data types, and contexts as the SoS. (4) 
Capabilities and requirements of a SoS may or may not be compatible with ones of its 
subsystems, so more interfaces need to be designed so that the SoS can meets the needs of the 
subsystems. (5) Interdependencies among subsystems may lead to unexpected or unpredictable 
behaviors in a SoS. (6) Because the SoS comprises of large and diverse subsystems, traditional 
end-to-end testing, validating, and learning procedures are costly. Consequently, the validation 
data of SoS are mostly computed from modeling, simulating, and analyzing. (7) The concept 
of SoS is relatively new, so the general principles of SoS that can be applied for developing 
systems in different areas might be difficult to be declared. 

The above challenges are also risen when applying the concept of SoS for developing 

computer-aided healthcare systems. Most causality healthcare systems include measurement, 

recognition, estimation, and evolution subsystems [102]. In the measurement subsystem, 
multiple types of sensors, such as cameras, infrared sensors, EMGs, ultrasonic sensors, etc., 
could be requested simultaneously in real-time during system executions. Consequently, the 
main system should resolve the reliability of data transmission to keep stable working 
conditions. Moreover, each type of sensor has its own driver for interfacing with other 
subsystems, so data acquisition interfaces should be designed for controlling these device 
drivers. Other subsystems should still work if data are not available from these sensors. All 
subsystem needs to be executed parallelly in different hardware systems or a single multi-
threaded hardware system. Data communications among multiple hardware configurations or 
computation threads should be fast enough to reduce latency among subsystems. Moreover, 
programming frameworks are necessary for reducing time-to-market during SoS-based 
system development procedures. System verifications and validations should also be 
conducted for all subsystems and the whole system should be conducted in short- and long-
term processes. Last but not least, a standard medical software development and maintenance 
processes and activities should be followed to cover all above requirements risen when 
developing systems based on the concept of SoS. 

2.6. Technology selections for the target system development 

Facial mimics are formed by soft-tissue deformations on facial skins, so realistic simulation of 
facial mimics needs real-time and accurate simulation of soft-tissues. Moreover, developments 
of realistic soft-tissue simulation systems for medical applications require compromising 
selections of all system development aspects including computational approaches, interaction 
devices, system architectures, and clinical validations [103]. A systematic review was also 
conducted relating to real-time medical simulations of soft-tissue deformation: 
computational approaches, interaction devices, system architectures, and clinical 
validation. The review provides useful information to characterize how real-time medical 
simulation systems with soft tissue deformations have been developed. By clearly analyzing 
advantages and drawbacks in each system development aspect for real-time simulation of soft-
tissues from all related studies in literature, this review was used to provide technological 
selections for developing the target system. Details of this review were presented in Appendix 
A. 
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For the computational approach, hybrid modelling methods were the most powerful 
computational approaches for realistically simulating soft-tissue deformations. The 
combination of MTM, FEM, and Pre-Comp FEM [156] or the combination of BEM, MSM, and 
a particle surface interpolation algorithm [157] can be some of the best candidates for these 
hybrid modelling methods. SOFA framework [158] with abilities of modularly and flexibly 
integrating multiple of existing/new modeling methods on the same target model can be suitable 
for developing new hybrid modelling methods. However, computation cost for modeling 
methods could be reduced if suitable interaction devices were selected [103]. 

For the interaction devices, input interaction devices significantly contribute to the whole 

system accuracy and execution time. Some multifunctional and well-calibrated sensors such 

as the Microsoft Kinect can tracked multiple types of user data. The Microsoft Kinect V2.0 

[159] with the support of Kinect SDK 2.0 [160] can help developers acquired from low-level 
to high-level user data with high resolution in real-time, which cannot be found in other types 
of sensors.  Table 1 lists some technological characteristics of Kinect V2.0 [159] with the 
support of Kinect SDK 2.0 [160]. Figure 12 also illustrates all data types being able to be 
acquired by a Kinect V2.0 controlled by Kinect SDK 2.0 in real-time. In particular, using the 
time-of-flight (ToF) infrared sensors, the Kinect can acquire depth values of scenes inside the 

[70 × 60]-degree FoV with the resolution of  512 × 424 pixels. The acquired color images 

have the resolution of  1,920 × 1,080 pixels. The depth and color images can be acquired up 
to 30 FPS within the plausible ranges from 0.5 m to 4.5 m. Especially, the Kinect SDK 2.0 can 

also support a high-resolution head model (2,582 vertices × 5,160 facets) whose facial vertices 
are fitted with the 1,347 tracked high-definition facial points. Consequently, no computation 
costs will be consumed for real-time soft-tissue simulations if the Kinect-based head model 
and HD facial points are employed for tracking facial mimics. Moreover, these HD facial 
points can be easily mapped to color image spaces, so face texture can be fast and automatically 
generated. Because of all above benefits, the Microsoft Kinect V2.0 [159] coupled with Kinect 
SDK 2.0 [160] will be recommended as the input interaction device of the main system. 

Table 1. Technological characteristics of the Microsoft Kinect V2.0 controlled by Kinect SDK 2.0. 
Parameters Values 

Infrared (IR) camera resolution 512 × 424 pixels 
RGB camera resolution 1,920 × 1,080 pixels 
Field of view (FoV) 70 × 60 degrees 
Framerate 30 frame per second 
Measuring plausible range From 0.5 to 4.5 m 
Generic head model size 2,582 vertices; 5,160 facets 
Number of HD facial points 1,347 points 
Kinematic skeletons 6 simultaneous 25-joint skeletons 
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Figure 12. Data types supported by a Kinect V2.0 sensor using Kinect SDK 2.0. 

For the system architectures, the multithreaded system execution scheme is outperformed 
compared with the distributed one when designing systems based on the concept of SoS. 
This scheme can take advantages of multicore CPUs with high-speed data transmission through 
internal buses. Subsystems in the main system should be designed to execute parallelly on 
multiple threads so that they can have both independent and complex interaction during 
executions as required in the concept of SoS. The directed structures of the SoS concept 
(Figure 11) was used for designing the target system framework, which is shown in Figure 
13. In particular, the main system includes four systems: (1) model computation system for 
acquiring subject-specific data and generating & animating subject-specific models, (2) serious 
game system for executing game rules, (3) graphic user interface system for interfacing between 
users and system functions and rendering graphics, and (4) central managing system for 
diagnosing and synchronizing all system functions. Details of each system will be presented in 
the following chapters/appendices. A flexible system programming framework, such as Qt 
[161], can help multithreaded system programming be easier and faster. Beside interactive and 
cross-platform graphic user interfaces (GUIs), this framework can support numerous 
application program interfaces (API) for multithread programming. Communications among 
threads can be easily declared and managed using the signals and slots mechanisms, which 
make Qt [161] more advantageous than other frameworks. For real-time graphical rendering, 
VTK  [162] can be one of the best suitable visual frameworks for integrating with Qt [161]. 
This framework can support 3-D model rendering, 3-D mesh modeling, image processing, and 
2-D/3-D plotting in high-level object-oriented programming interfaces. Because the main 
system needs to be optimized from low-level to high-level programming classes, the C++ 
programming language is employed for system developments. The target system will be run on 
Microsoft Windows, as it is currently the most popular and user-friendly operating system. 
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Figure 13. SoS-based system framework of the clinical decision-support system for facial mimic 

rehabilitation. 

For the clinical validation, the target system should also be validated in a multi-level 
validation procedure including geometrical validation, model behavior validations, and 
user acceptability/safety validations so that it can be translated into clinical routine 
practices. The subject-specific biomechanical head/face models should be compared with 
MRI/CT- or point cloud-reconstructed models in geometrical validations. Facial muscle actions 
during facial mimics can be validated with other related studies. User acceptability/safety 
validations will be conducted on system graphic user interfaces and system reliabilities in both 
long-term and short-term evaluation campaigns. Hand or built-in outcome questionnaires can 
be used for these validations. Moreover, a standard process of medical software development 
and maintenance should be applied to improve the safety and reliability of the developed 
medical software system. In this project, all system development tasks were completed based 
on the IEC 62304:2006+A1:2015(E) standard of medical device software – software life-cycle 
processes [104]. 

Overall, all selections throughout the four system development aspects (computational 
approaches, interaction devices, system architectures, and clinical validations) for developing 
the target system are listed in  

Table 2. 

Table 2. Technology selections of the four system development aspects for developing the target 
system. 

System development aspects Selected technologies 

Computational approach Directly use the Kinect-based HD facial points 
Interaction devices  
 Input interaction devices Microsoft Kinect V2.0, PC Mouse, Keyboard 

 Output interaction devices PC Screen 
System architectures  
 Programming framework Qt 5.12.5 [161] 

 Input device SDK Microsoft Kinect SDK 2.0 [160]  

 Graphic rendering framework VTK 7.1.1 [162] 

 Serious game engine Ogre3D [151] 

 Sound engine irrKlang [163] 
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System development aspects Selected technologies 
 Physics engine Bullet real-time [150] 

 Programming language C++ [164] 

 Target platform Microsoft Windows with Visual Studio C++ 2015  

Clinical validations  

 Geometrical validation Comparisons with CT/MRI-reconstructed model 

 Model behavior validation Comparisons with related studies 

 User acceptability/safety validation Questionnaires & Surveys on patients & clinical experts 

 Standard medical software development 
and maintenance processes 

IEC 62304:2006+A1:2015(E) [104] 

2.7. Conclusions 

Development of a clinical decision-support system for facial mimic rehabilitation is a scientific, 
technological, and clinical challenge. This chapter analyzed in details this challenge in literature 
throughout all system development tasks. Base on this analysis, no studies have been 
successfully integrated subject-specific head generations and real-time head animations in a 
single system execution scheme. Although facial muscle should be directly analyzed for facial 
paralysis grading, most external facial movements were evaluated. Moreover, serious games 
have their positive contributions to rehabilitation outcomes, no serious games have been 
developed for facial mimic rehabilitation. Consequently, a system with ability of fast 
generating & real-time animating subject-specific head, evaluating facial muscle actions 
during facial mimics, serious game playing for facial mimic rehabilitation is essential and 
original in literature and medical applications. Last but not least, successful development of 
such a multifunctional, real-time, and complex clinical system needs compromising selections 
of all system development aspects: computational approaches, interaction devices, system 
frameworks, and clinical validations. A systematical review of these aspects is therefore 
required for the compromising selections.  
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Chapter 3: 
Real-time Computer Vision System for Tracking Simultaneously  

Subject Specific Rigid Head and Non-rigid Facial Mimic Movement 

Head and facial mimic animations play a vital role for facial analysis applications. Numerous 
studies have been trying to simulate these animations. However, they hardly achieved both rigid 
head and non-rigid facial mimic animations in a subject-specific manner with real-time 
framerates. Consequently, a real-time computer vision system for tracking simultaneously rigid 
head and non-rigid facial mimic movements was proposed. The system was developed using 
the system of system approach. A data acquisition subsystem was implemented using a 
contactless Kinect sensor. A subject-specific model generation subsystem was designed to 
create the geometrical model from the Kinect sensor without texture information. A subject-
specific texture generation subsystem was designed for enhancing the reality of the generated 
model with texture information. A head animation subsystem with graphical user interfaces was 
also developed. Moreover, the system was also integrated with a mirror effect subsystem for 
measuring asymmetries during facial movements. Model accuracy and system performances 
were analyzed. The comparison with MRI-based model shows a very good accuracy level 
(distance deviation of ~1 mm in neutral position and an error range of [2-3mm] for different 
facial mimic positions) for the generated model from our system. Moreover, the system speed 
can be optimized to reach a high framerate (up to 60 fps) during different head and facial mimic 
animations. In the following chapters, an internal skull model and a muscle network will be 
estimated from the subject-specific head model for computing real-time muscle actions during 
facial animations. The animated head model will also be the interactive game object for the 
serious game system. The model & texture mirror effects can support for real-time facial 
paralysis grading. 

3.1. Materials and methods 
3.1.1. System framework 

The concept of system of systems [165] was applied in our head and facial mimic animation 
system. In this concept, a system is composed of multiple subsystems that can be executed 
independently and optimized to achieve a unique optimization according to a system 
development target. The software architecture of the proposed system, shown in Figure 14, 
includes data acquisition, subject-specific head generation, texture generation, head animation, 
and GUI subsystems. They are parallelized to be executed in internal system threads and 
targeted at achieving both real-time framerates and acceptable accuracies for head and facial 
mimic animations. 

Specifically, in the data acquisition subsystem, the Kinect sensor 2.0 was used and controlled 
by the Kinect SDK 2.0. The acquired data comprise of HD facial points, head orientations, head 
positions, and color images. A subject-specific head model was generated from a template head 
model, supported by the Kinect SDK, using the subject-specific facial points in the subject-
specific head generation subsystem. A facial texture image and texture coordinates were also 
created from the color images marked with facial points in the texture generation subsystem. In 
the head animation subsystem, the generated model was then transformed to current head 
orientations and current head positions. The non-rigid animations of facial regions were formed 
by replacing facial vertices by HD facial points. The left/right facial region of the animated 
head model was also mirrored to the right/left face region using left/right mirror affecter in the 
mirror effect subsystem. In this subsystem, the distance color map between the normal face and 
the left/right-mirrored face was also computed using the Hausdorff distance metric [166]. 
Finally, the animated head model and the generated texture were rendered in the GUI 
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subsystem. With the GUI subsystem, users could also control all system procedures, change 
system parameters, and capture current subject-specific data. 

 
Figure 14. The system framework of the developed real-time computer vision system for tracking 

simultaneously rigid head and non-rigid facial mimic movements. 

3.1.2. Data acquisition subsystem 

A data acquisition interface was programmed using system thread to continuously capture 
available data from the Kinect SDK. This thread was composed of HD facial point, head 
orientation, head position, and color image listeners. In fact, the Kinect sensor can 
simultaneously detect and tracked six users inside its field of vision (FOV), but only one user 
can be supported for high-definition facial analysis. Consequently, only the nearest user was 
selected for further facial analysis. Specifically, the nearest user was chosen based on the 
minimum value among distances between head positions and the Kinect sensor. The detected 
and tracked facial points included 1,347 points in both 3-D spaces and 2-D color image spaces. 
Specially, the MPEG-4 facial point set [167] including 35 points in 3-D spaces was also 
supported by the Kinect SDK. To remove noises from the HD facial points (the MPEG-4 facial 
points), low-pass filters were implemented for each 3-D point in HD (MPEG-4) facial point 
sets, and cut-off frequencies could be adjusted by users. Additionally, head orientations and 
head positions were also acquired and filtered in the data acquisition subsystem. The current 
head positions were tracked in 3-D Euclidean space (��(��, ��, ��)), and the current head 
orientations were tracked in quaternion-coordinates (��(��, ��, ��, ��)), which were converted 

into the pitch, yaw, and roll rotation angles in Euclidean space (��(����ℎ�, ����, �����)) using 
the following equations: 

 ����ℎ� = ����� 2(���� + ����)  (1) 

 ���� =  ����� ���(��
����

�)

�(��������)
 (2) 

 ����� = ����� �(���������)

���(��
����
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where ����ℎ�, ����, and ����� were the rotation angles (radian) around �-, �-, and �-axis in 
the Euclidean space. For texture generation, color HD (1920 × 1080) images were also 
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captured during tracking facial and head data. In the HD images, rectangles contained facial 
regions and facial points in 2-D image spaces were automatically generated by the Kinect SDK. 
Finally, the Kinect SDK also supports a template head model whose facial vertices are matched 
with the HD and MPEG-4 facial points [167]. Figure 15 shows examples of data types and the 
template head model supported by the Kinect SDK. 

 
Figure 15. Data acquired from the Kinect: (a) HD facial points, (b) the generic head model, (c) HD 
facial points matching with facial vertices, (d) MPEG-4 facial points, and (e) color images marked 

with facial regions and facial HD points 

Although multiple types of data can be acquired by the Kinect sensor in real-time, to optimize 
the data acquisition bandwidth for appropriate subsystems, a data acquisition strategy was 
proposed. For model and texture generations, all types of data (HD facial points, head 
orientations, head positions, HD color images) were acquired. In this case, the highest data 
acquisition framerate of the Kinect was just 30 fps. However, for model animations, only HD 
facial points, head orientations, and head positions were needed, so the data acquisition 
bandwidth could be accelerated up to 60 fps. Particularly, when any type of data had not been 
available by the Kinect SDK, the system was able to continue to acquire other types of data 
without waiting for this type of data. 

3.1.3. Subject-specific head generation subsystem 

This subsystem aimed to generate subject-specific head geometrical model from the HD facial 
points. In the data collection stage, head orientations and positions of the nearest user were 
tracked to instruct the user to move his/her head into required directions. Figure 16 shows the 
instruction procedures to get the left, right, up, and front views of a user in the GUI subsystem. 
Specifically, left, right, up, and front views of the tracked user were needed, and the Kinect 
SDK would decide the needed view. Note that the instructing head model was in mirrored 
direction with the current head model in yaw rotation (Figure 16). According to the 
requirements from the Kinect SDK, suitable guiding images were displayed. Moreover, to help 
the user control his/her head movements, a template head model was controlled to rotate 
according to his/her current head orientations in real-time. 
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Figure 16. Positional set up during the data acquisition procedure for subject-specific head 

generation. 

In the subject-specific model generation stage (Figure 17), an affine transformation matrix from 
the generic facial vertices (��[1347 × 3]) to the subject-specific facial points (��[1347 × 3]) 
was estimated. Note that the head model composes of back head vertices and facial vertices. 
The coherent point drift (CPD) registration algorithm was used to estimate the best suitable 
affine transform matrix [168]. Then, estimated affine transform matrix was applied to the 
template head vertices (��[2583 × 3]) to form the affined head vertices (��[2583 × 3]). 
Finally, the subject-specific head vertices were created by replacing the facial vertices with the 
subject-specific facial points. As a result, the boundary vertices of the back-head vertex set are 
relatively fitted with ones of the facial vertex set. For rendering on graphic systems, the facet 
structure of the subject-specific model was kept the same as one of the template model. It is 
important to note that the use of the Kinect sensor does not allow head back information to be 
acquired directly for a subject or patient specific model. Thus, we applied affine transform to 
the generic model for deducing the best possible back side information for a specific subject. 
Note that only facial vertices were replaced, then the use of affine transform allows the back-
head information to be deformed and used directly on the final generated model. The quality of 
fitting process depends on the number of points in the registration point sets used when applying 
the CPD method. Consequently, discontinuities on the boundary vertices appear when the 
density of facial vertices was decreased.  

 
Figure 17. Illustration of different processing steps of the subject-specific head generation procedure. 
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In this transformation procedure, the processing was mostly costed at estimating the affine 
transform with CPD. The computation time of this step was significantly reduced when 
decreasing the density of the facial pointset. An alternative facial point sets was selected as 
Moving Picture Experts Group (MPEG)-4 facial standard [167]. Especially, the Kinect SDK 
can also support tracking 35 MPEG-4 facial points on a user face. However, when decreasing 
the density of facial point sets, subject-specific information would also be reduced, and 
discontinuities on the boundary vertices between the back head and facial regions appear. In 
the GUI subsystem, users can choose between the high-detail facial points and MPEG-4 facial 
points for generating their head models. 

3.1.4. Subject-specific texture generation subsystem 

In this subsystem, the texture image and texture coordinates of the facial region were generated 
for rendering in the GUI subsystem. 

First, a data capture process was developed (Figure 18).  Left, right, and front views of the 
user’s face were needed. Because the details of each view were highly affected by capturing 
angles, to optimize the facial details the tracked user was guided to rotate his/her head yaw 
angles to pre-defined values of −20�, 20�, and 0� according to left, right, and front views. 
Note that the instructing head model was in the same direction with the current head model in 
yaw rotation. The  −20�, 20�, and 0� angles were chosen experimentally so that the 
compromise between capturing details and stability of HD facial points could be achieved. Once 
reaching appropriate yaw values, his/her color images were captured automatically. Especially, 
the Kinect SDK also supports getting facial rectangles and HD facial points in 2-D image 
spaces. The facial rectangles could be as region-of-interests (ROIs) for cropping facial regions 
inside the left, right, and front images. Second, reference texture coordinates in 2-D spaces were 
generated. Subject-specific facial model from the generated head model was flattened into a 2-
D circle surface (Figure 19). The boundary of the facial surface was computed and then 
boundary vertices were mapped onto a parameterized circle in 2-D spaces. The circle had the 
center at (0.5, 0.5) and the radius of 0.5. The remaining vertices were mapped to the circle 
region using the harmonic parameterization method [169]. 

 
Figure 18. Positional set up during the data capture process for subject-specific texture generation. 
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Figure 19. The subject-specific facial model (a) and its flattened surface (b). 

When the reference frame was established, left, right, and front facial images were then 
deformed to this reference using the moving least square image deformation method [170] 
(Figure 20). To deform images to the parameterized space, the flattened HD facial points were 
chosen as the target control points for these deformations. Note that a hole-filling process was 
also performed. In fact, colors of black pixels were estimated using the conditional nearest K-
search in 2-D spaces. For each black pixel in each deformed image, its ten neighbor pixels that 
having color data were collected. The average color value of the collected pixels was the color 
of the current black pixel. Finally, all deformed facial images were merged into a single texture 
image. One-third on left, middle, and right of the left, front, and right of the facial images were 
firstly cropped in ROIs. Then, they were merged together to form a single image (Figure 21). 
To remove boundary effects appeared in left-front and front-right image pairs, the Laplacian 
blending technique [171] was used. Precisely, the one-third images were first decomposed into 
multiple levels of resolutions. At each level, each pair of images was merged. The merged 
images at all decomposing levels were reconstructed to a color image that was the final texture 
image. 

 
Figure 20. The deformed facial images before hole-filling in left (a), right (b), and front (c) views; and 

after hole-filling in left (d), right (e), and front (f) views. 
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Figure 21. One-third on left (a), middle (b), and right(c) of the facial images and merging results: 

before boundary-removing (d), after boundary-removing (e), and texture in parameterized coordinates 
(f). 

3.1.5. Head animation subsystem 

The output data of the subject-specific head generation subsystem were the subject-specific 
head model (including head vertices (��[2582 × 3]), facial vertices (��[1347 × 3]), and back 
head vertices (��[1297 × 3])), last head position (��(��, ��, ��)), and last head orientation 
(��(����ℎ�, ����, �����)). Based on the current data of subject-specific facial points 
(��[1347 × 3]), head orienations (��(����ℎ�,  ����,  �����)), and head positions 
(��(��,  ��,  ��)) from the data acquisition subsystem, the objective of the head animation 
subsystem was to add both rigid and non-rigid animations to the subject-specific head model in 
real-time. Note that (��, ��, ��) and (��,  ��,  ��) are the x-, y-, and z- coordinates of the last 
position and the current position, respectively, of the nearest user’s head in the global Euclidean 
coordinate system. The head positions were acquired from the data acquisition subsystem 
(Figure 13). (����ℎ�, ����, �����) and (����ℎ�,  ����,  �����) are the pitch, yaw, and roll angles 
of the last orientation and the current orientation, respectively, of the user’s head, and they were 
also acquired from the data acquisition subsystem. 

For the rigid head animations, rigid transforms including translations and rotations of the 
subject-specific head vertices were computed. Firstly, head orientation differences 
(��(����ℎ�,  ����,  �����)) and head position differences (��(��,  ��,  ��)) were calculated 
using the following equations: 

 ��(����ℎ�,  ����,  �����) = �� − �� = (����ℎ� − ����ℎ�, ���� − ����, ����� − �����)
 (4) 

 ��(��,  ��,  ��) = �� − �� = (�� − ��, �� − ��, �� − ��) (5) 

In which, (����ℎ�,  ����,  �����) are the pitch, yaw, and roll different angles between the 
current orientation and the last orientation of the user’s head. (��,  ��,  ��) are the x-, y-, and z- 
different coordinates between the current position and the last position of the user’s head. 

Then, rotation matrices around x-, y-, and z- axis were estimated based on these differences. 
These rotation matrices were computed using the following equations: 
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Moreover, original translation vectors (��[2582 × 3]) and current translation vectors 
(��[2582 × 3]) that translate the head vertices to the original coordinate and back to the current 
position were defined as follows: 

 �� = �

�� �� ��

⋮ ⋮ ⋮
�� �� ��

� (9) 

 �� = �
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Finally, the rigid-transformed vertices of the head model (��[2582 × 3]) were computed based 
on the following equation: 

 ��
� = [������(��

� − ��
�)] +  ��

� + ��
� (11) 

Once having the rigid head vertices (��), non-rigid facial animations were performed by 
replacing the facial vertices by the current facial points (��) from the data acquisition 
subsystem. With this strategy, the computation costs was signinifcanlty reduced due to just 
computing the rigid transformations of the subject-specific head model. 

3.1.6. Mirror effect subsystem 

In the mirror effects, the left/right face region of a user was mirrored to his/her right/left face 
region, so facial movements on the left/right face side would be the same as ones on the 
right/left face side after left/right mirrored. Face symmetries in different mimics could then be 
measured by compared the mirrored face model with the original face model using the 
Hausdorff distance metric [166]. The left/right mirror effect included model and texture 
left/right mirror effects.  

The procedure of model left/right mirror effect is shown in Figure 22. Inputs of the model mirror 
effects were the left/right face model and left/right mirror plane features. The left/right plane 
features were selected as bottom face point, top face point, and top nose point on the left/right 
face model. These feature points were used for representing the left mirror plane (��� + ��� +
��� + �� = 0) and the right mirror plane (��� + ��� + ��� + �� = 0). The Householder 
reflection method [172] was employed to form the left/right reflecting transform matrix from 
the left/right mirror plane. The left mirror transform matrix was formed as 

 

⎣
⎢
⎢
⎡
1 − 2��

� −2���� −2���� −2����

−2���� 1 − 2��
� −2���� −2����

−2���� −2���� 1 − 2��
� −2����

0 0 0 1 ⎦
⎥
⎥
⎤

 (12) 
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The right mirror transform matrix was formed as 

 

⎣
⎢
⎢
⎡
1 − 2��

� −2���� −2���� −2����

−2���� 1 − 2��
� −2���� −2����

−2���� −2���� 1 − 2��
� −2����

0 0 0 1 ⎦
⎥
⎥
⎤
 (13) 

in which the ��/�, ��/�, ��/�, and ��/� are plane parameters computed from the left/right mirror 

plane features. In the left mirror effect, the left face vertices were transformed using the left 
reflecting transform matrix to form the reflected left face vertices. The left and reflected left 
face vertices were replaced to the vertices of the generic face model to form the left-mirrored 
face model. In the right mirror effect, the right face vertices were transformed using the right 
reflecting transform matrix to form the reflected right face vertices. The right and reflected right 
face vertices were replaced to the vertices of the generic face model to form the right-mirrored 
face model.  

The procedure of left/right texture mirror effect is shown in Figure 23. The input of this 
procedure is the texture image generated from the subject-specific texture generation 
subsystem. First, the texture image was horizontally flipped. In the left texture mirror effect, 
the right side of the flipped texture image was merged to the left side of the texture image to 
form the left-mirrored texture image. In the right mirror texture effect, the left side of the flipped 
texture image was merged to the right side of the texture image to form the right-mirrored 
texture image. The texture coordinates were kept the same as ones in the normal textures. 
Finally, left/right asymmetries during facial mimics were computed as Hausdorff distances 
between the original animated and left/right-mirrored face models in real-time. This objective 
and quantitative asymmetry could be used as real-time bio-feedback for non-clinical facial 
paralysis grading. 

 
Figure 22. Model left/right mirror effect. 
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Figure 23. Texture left/right mirror effect. 

3.1.7. System development technologies 

The system was designed based on the hardware configuration of Intel® Core™ i7-3720QM 
CPU @ 3.5GHz 16GB DDRAM with the graphic card NVIDIA Quadro K2000M 745MHz 
2GBytes. The system was programmed in Visual Studio C++ 2015. The system framework and 
GUIs were supported by the Qt 4.7.0 C++ platform [173]. Models and textures were rendered 
in the graphic card using VTK 7.1.1 [162]. 

3.1.8. Model accuracy and system performance analyses 

The accuracy of the generated subject-specific head model was evaluated using magnetic 
resonance imaging (MRI) data of the same subject on the facial regions. MRI data were 
acquired on two healthy subjects (one female and one male) in neutral position at the University 
Hospital Center of Amiens (Amiens, France). Moreover, two female facial palsy patients with 
facial asymmetries were asked to verify the mirror effect function of the system. All subjects 
have signed an informed consent agreement before participating into the data acquisition 
process. The protocol was approved by local ethics committee (n°2011-A00532-39). Then, 
acquired MRI images were processed by using 3-D Slicer open-source software [174] to 
reconstruct the ground-truth geometrical models. The developed system was used on the same 
subjects in neutral position to generate subject-specific head models. Then, the comparison 
between each generated Kinect-based model and MRI-based model in facial regions of the same 
subject was performed using Hausdorff distance metrics [166]. To compare the reconstructed 
MRI-based head model must be transformed to the same coordinate system with the generated 
Kinect-based head model. The registration procedure is described in Figure 24. Only facial 
regions of the two head models were used for estimating the transform matrix. First, anatomical 
landmarks on both Kinect-based and MRI-based face models were manually selected. The rigid 
transform matrix for transforming the MRI-based landmarks to the Kinect-based landmarks 
was then estimated using the singular value decomposition (SVD) rigid registration method 
[175]. After applying the SVD rigid transform matrix to the MRI-based face model, the MRI-
based face model was relatively on the same coordinate with the Kinect-based face model. 
However, because of errors during the manual landmark selection, the two face models were 
not well registered. Consequently, the iterative closest point (ICP) registration method [175] 
was employed for estimating the best rigid transform so that the rigid differences between the 
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two facial models were minimized. After registration, Hausdorff distances between the two 
facial regions were computed. Distance map was also visualized. 

 
Figure 24. The transformation procedure for registering the MRI-based head model to Kinect-based 

head model on facial regions. 

In addition, model accuracy was also assessed for different facial mimics using subject-specific 
models reconstructed with the depth data from RGB-D sensor. The reconstruction procedure is 
shown in Figure 25. A 3-D point cloud of a user in the neutral facial mimic was first computed. 
In this stage, when a depth image was available in the Kinect SDK, we converted the depth 
values to a 3-D point cloud (Figure 25a) using an available conversion function from the Kinect 
SDK. The head point-cloud (Figure 25c) was then searched using Kd-Tree nearest neighbor 
radius search algorithm [176]. The center of the radius-based search was the current head 
position (��(��,  ��,  ��)) of the nearest user acquired from the Kinect SDK. The radius value 
(~170 ��) was experimentally selected so that all head points were in the searching sphere 
(Figure 25b). As shown in Figure 25c, the selected head point-cloud still has some outliers after 
the radius-based search. To remove these outliers, a statistical outlier removal algorithm was 
used [176]. Currently, the filtered head point cloud (Figure 25d) was ready for surface 
reconstructions. The Poisson surface reconstruction Delaunay method [177] was applied to 
generate a surface triangle mesh (Figure 25e) from the filtered head point-cloud. Finally, the 
Laplacian smoothing method [178] was applied to increase the smoothing level of the 
reconstructed head surface from points (Figure 25f). The point-cloud-based reconstruction 
procedure was repeated to other point-clouds captured during pronunciations of different facial 
mimic movements like smiles and sounds ([e], [u]). Note that the captured point-clouds and the 
generated head models were in the same coordinate systems, so the reconstructed head models 
were automatically registered with the generated head models. Moreover, the generated head 
models do not include subject-specific hairs and ears. Thus, only facial regions in the generated 
head models were compared with ones in the reconstructed head model. For each vertex in the 
generated facial models we find its projected point on the reconstructed head surfaces. The 
projecting directions were from the head position to the vertices of the generated facial model. 
Distances between the facial vertices and the projected points were computed and analyzed. 
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Figure 25. Head reconstruction procedure from a depth sensor data: (a) scene point cloud, (b) 

nearest neighbor searching sphere, (c) head point-cloud and its outliers, (d) head point-cloud after 
outlier removal, (e) reconstructed head model from points, and (f) reconstructed head model after 

smoothing. 

Reproducibility and repeatability tests were conducted to evaluate the system stability. The 
system had controlled by 3 different operators to generate the specific models. Moreover, each 
operator has repeated the acquisition task in 10 times. Distance map and statistical information 
were used for comparison purpose. Furthermore, effects of illuminations on the system’s 
behaviors were quantified. Precisely, both model and texture generation procedures were 
executed on very low, low, average, high, and very high light conditions, and their results are 
analyzed. Finally, model generation time and visual framerates were analyzed. 

3.2.  Results 
3.2.1. Model validation with MRI data in neutral position 

The reconstructed models from MRI sets of two subjects in neutral position are shown in Figure 
26. Their respective head models were also generated with the developed system (Figure 27). 
The deviation distance maps between reconstructed MRI-based models and generated Kinect-
based models are also illustrated in Figure 26. The distance distributions of the two distance 
maps are shown in Figure 28. The median errors of the two volunteers are approximately 1 ��. 
Note that the variability patterns of the two distance maps are different. The first variability is 
larger than the second one due to the appearance of deeper dimples in the face of the volunteer 
1 than ones of the volunteer 2. Moreover, outliers in the two distributions show that the back 
regions of the generated head model have large errors due to lacks hairs, shoulders, and user-
specific ears in these models. 

 
Figure 26. The reconstructed head models from MRI sets in neutral position of the female subject #01 

(a) and the male subject #02 (b). 
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Figure 27. The generated head models from Kinect sensor and their Hausdorff distance maps in facial 
regions according to MRI-based models in neutral position of the female subject #01 (a) and the male 

subject #02 (b). 

 
Figure 28. The distributions of the distance maps between reconstructed MRI-based models and 

generated Kinect-based models of the female subject #01 (a) and the male subject #02 (b). 

3.2.2. Model validation with depth sensor data in different facial mimic positions 

The comparison between generated models and models reconstructed from depth sensor of the 
male subject #02 is shown in Figure 29 and Figure 30 for different facial mimic positions. 
Overall, the median errors in different facial mimics are around 2 mm (from 1.8 mm to 2.2 
mm). However, the number of outliers is different. In the neutral facial mimic, the median error 
is lowest (1.8 mm), and the number of outliers is smallest. When smiling and pronouncing 
sounds (e.g. [e] and [u]) the number of outliers gradually increases. 
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Figure 29. Comparison between the point-cloud-based reconstructed head models and the generated 
head models of the male subject #02 in different facial mimics: (a) Facial images, (b) reconstructed 

models and generated models in the same coordinate systems, (c) generated facial models with 
textures, and (d) distance color maps in facial regions. 

 
Figure 30. Statistical results of errors in facial regions between the reconstructed head models and 
the generated head model in different facial mimic positions: neutral, smile, sounds ([e] and [u]). 

3.2.3. System reproducibility and repeatability test 

The reproducibility and repeatability test show that the minimum errors are between 
0.05 × 10�� �� and 0.03 × 10�� ��, and the maximum errors are between 0.03 �� and 
0.14 ��. Note that some errors appeared due to the animations of user faces during the 
acquisition states (Figure 31). 
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Figure 31. The average differences from the reproducibility and repeatability test on the developed 

system. 

3.2.4. Illumination effect analysis 

Because of high dependences of RGB cameras on light conditions, texture images were highly 
affected by illuminations (Figure 32). However, the geometrical animations were rarely 
affected, so the subject-specific head model was well stabled in wide ranges of light-levels in 
the non-texture animation mode. Specially, if the texture image had generated in advanced, the 
head model with texture could be animated naturally in very low light conditions. 

 
Figure 32. Head animations in different illumination conditions. 

3.2.5. Model generation time and visual framerates 

Model generation time are highly depended on the number of input facial points. If the high-
definition facial datasets were used, the generating time was about 9.7 s±0.3. Alternatively, in 
the case of using the MPEG-4 facial datasets for generating the head model, the generating time 
was just about 0.0562 s±0.005. However, the user-specific level of the back-head region was 
lower when using the MPEG-4 datasets. Figure 33 shows differences between the two head 
models generated using the high-definition facial points and MPEG-4 facial points from the 
Kinect. The illustration shows that differences appear mostly on the back-head surface, but in 
the facial surface the differences are nearly reached to zeros. 
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Figure 33. Differences between two generated models using the HD facial point set and the MPEG-4 

facial point set. 

Model animation framerates are also affected by rendering qualities in the GUI subsystem. To 
increase the rendering quality, the loop subdivision method was employed [179]. Figure 34 
shows three levels of rendering qualities and their appropriate framerates. If the animated model 
kept its original quality, the system framerate could be up to 60 fps. When doubling or 
quadrupling the number of model vertices, the framerates were also decreased to 35 fps and 11 
fps respectively. The rendering qualities can be controlled by users in the GUI subsystem. Both 
real-time framerates and high-rendering quality can be achieved if more powerful hardware 
configuration will be used. 

 
Figure 34. Different levels of rendering qualities and their appropriate framerates. 

3.2.6. A demonstration of system functionalities and animations 

Figure 35 shows the current execution workflow of the developed system. There are three 
execution modes. For the first use of the system, the generating time of a subject-specific head 
model is 9.7±0.3 s. After generating the model, the system automatically changes to the mode 
of model animations without texture (Figure 36a). At this state, the system can reach a framerate 
up to 60 fps. When texture information is required, the generation time is 29.5±0.2 s. After the 
texture generation, the system will render the generated texture image into the animated 
geometrical model with the framerate up to 60 fps (Figure 36b). For the next use of the system, 
the subject-specific data have been saved, so the user does not have to generate his/her model 
and texture. The model animation mode with or without texture can be directly selected for 
animating the rigid head and non-rigid facial mimic movements in real-time. Note that plausible 
ranges of head orientations and positions during animations are reported in Table 3. 
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Figure 35. Different levels of rendering qualities and their appropriate framerates. 

 
Figure 36. Rigid head and non-rigid facial mimic movements without texture information (a) and with 

texture information (b). 

Table 3. Plausible ranges of head orientations and positions. 

Parameters Plausible Ranges 
[���;  ���] 

Yaw Angles (o) [−47.76�; 52.01�] 

Roll Angles (o) [−89.79�; 85.88�] 

Pitch Angles (o) [−51.40�; 46.17�] 

z-coordinates [0.59m; 4.58m] 

FOV (o) (H / V) 70� / 60� 

Framerate (fps) 60 fps 

3.2.7. Rendering and Hausdorff distance outcomes of mirror effects 

Once having the left/right mirrored face models, texture images, and texture coordinates, the 
user could select one of the rendering modes: left-mirrored rendering, right-mirrored rendering, 
texture left-mirrored rendering, and texture right-mirrored rendering. In left/right-mirrored 
rendering mode, left/right-mirrored face model and left/right-mirrored texture image were 
rendered in the GUI system. In texture left/right-mirrored rendering mode, original animated 
face model and left/right-mirrored texture image were rendered in the GUI system. All 
rendering modes of a female facial palsy patient were illustrated in Figure 37. The left/right 
mirrored face models were also compared with the animated face models using the Hausdorff 
distance metrics. The rendering and Hausdorff distance outcomes of two healthy subjects and 
two facial palsy patients are shown in Figure 38. For healthy subjects, there were no significant 
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differences between the original faces/textures and the left/right-mirrored faces/textures. 
However, for facial palsy patients, the texture left/right-mirrored rendering was more beautiful 
than the normal rendering. Moreover, note that the mean Hausdorff distances between the 
left/right-mirrored face models and the animated face models of healthy subjects were smaller 
than ones of the facial palsy patients, as the patients could not have symmetries in their facial 
mimics. Especially, face symmetries could not be perfectly existed even in the healthy subjects. 

 
 Figure 37. Textured face models in different rendering modes of the female facial palsy patient. 

 
Figure 38. Rendering and Hausdorff distance outcomes of the mirror effects. Note that the 

asymmetrical levels of the facial palsy subjects are much lager than ones of the healthy subjects. 

3.3. Discussion 

To develop a computer vision system for facial rehabilitation with real time feedback, the 
animations of the rigid head and non-rigid facial mimic movements need to be executed and 
tracked in real-time condition. Many research works have been investigated on this challenging 
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topic [31,36–41,43–56]. However, it is still very challenging when tracking simultaneously 
rigid head and non-rigid facial mimics in 3-D spaces and in a subject-specific manner with a 
real-time framerate. To solve this challenge, the present study proposed a novel computer vision 
system using a contactless Kinect sensor, a system of systems approach and fast computational 
procedures. System of systems engineering strategy allows us to integrate different autonomous 
systems (e.g. data acquisition, head model generation, texture generation, head and facial 
animation, mirror effect, and GUI) into a larger collaborative system to achieve a unique set of 
tasks related to the facial mimics monitoring and rehabilitation. Furthermore, a multi-level 
evaluation process was also performed on the developed system to show a good accuracy level 
and high performance of our system in the real use cases. 

Several head and facial mimic animation systems have been developed by using different 
computational methods and input devices to simulate head and/or facial mimic animations. 
These systems can hardly achieve both real-time framerates and subject-specific animations. 

Table 4 lists these existing animation systems. It is important to note that the achievement of 
real-time framerates remains a challenge. Moreover, the achievement of subject-specific model 
generations and animations adds more complexity and computational resources. Using single 
cameras, the very low framerates were from 5.52 × 10�� fps to 12.65 × 10�� fps in [37,43,51] 
because of their targets at generating subject-specific models rather than animating them. 
Others single-camera-based studies could only reach relatively slow framerates from 2 fps to 
27 fps because of large computational costs for detecting and tracking facial points and 
deforming 3-D models from 2-D images. The laser scanners were only used for generating 
high-details 3-D model, so they focused on improving graphical qualities rather than generation 
speeds [31]. The Kinect sensors (version 1.0) could also be employed for reconstructing facial 
mimics, but the framerate was only 2.85 fps because of long processing time of low-level point 
cloud registrations and mesh generation [41]. Some existing systems could achieve real-time 
framerates, but they lacked of subject-specific models, realistic animations, and full animation 
parts. Using single cameras, only one study could accomplish a real-time framerate of 100 fps 
[53]. However, this animation system had some drawbacks. The high-detail subject-specific 
with texture head model was generated offline by another laser scanner-based system, so there 
was no subject-specific model generation process. Moreover, head animations were performed 
in a game engine using the pose linear deformation technique, so skin deformations could not 
be included in the animated models. Additionally, because facial features were detected and 
tracked in 2-D color images, this system could not work in very low illumination conditions. 
Some studies could also use stereo cameras to animate head/facial model in real-time.  Wan et 
al., 2012 [54] used a stereo camera to detect and track facial markers in 3-D spaces. Using 
geodesic distance-based radial basic function (RBF) interpolation method, the movements of 
facial markers were transferred to deformations of a head model. Although the system could 
achieve a real-time framerate of 31.65 fps, the animated model was not subject-specific. 
Moreover, detections of facial makers were based on color image processing, so they were 
highly affected by low illumination conditions. Specially, the number of facial makers being 
able to put on the user face was limited. Ouni et al., 2018 [56] employed electromagnetic sensors 
as facial markers to track movements of a user’s lips. Although the system framerate was 
relatively high, up to 140 fps, only lip regions were simulated. Moreover, the wires and limited 
number of sensors made the system difficult to facilitate on other users. The Kinect sensors 
(version 1.0) could also be used in a real-time head animation system [55]. In this system the 
framerate was 30 fps, but the head model was again not subject-specific. Facial points were 
detected on 2-D RGB images and converted to 3-D spaces using depth images, so the system 
could not work in very low illumination environments. According to these systems, our system 
can support a full subject-specific rigid head and non-rigid facial mimic animations with texture 
information in real-time. Our achieved system framerate (60 fps) can be faster than those of 
most studies using single cameras, laser scanners, stereo cameras, and the Kinect sensors. 
Although some studies whose framerates were higher than of our system, our rigid head and 
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non-rigid facial animations are subject-specific. In particular, the balance between graphical 
rendering qualities and system framerate can be controlled by users from the GUI subsystems 
to adapt with current hardware configurations. Compared with the studies of Marcos et al., 2008 
[53] and Ouni et al., 2018 [56], although their framerates were up to 100 FPS, our non-rigid 
facial animations were more realistic. As shown in Figure 36, the animated head models can 
express skin deformations around mouth and chin regions during pronunciations of sounds ([o], 
[pµ]) and smiles. This could not be done in [53]. Moreover, full head animations including rigid 
head and non-rigid facial mimics movements are simulated in our system while only mouth 
regions could be animated in [56]. The Kinect sensor (version 1.0) was used by Li et al., 2013 
to capture 3-D motions of facial features, and they animated a 3D avatar in the 3ds Max software 
[55]. Although the framerate was 30 fps, the avatar was not subject specific. Because facial 
features were captured and tracked based on RGB color image sequences, the tracking stability 
and quality were negatively affected by illumination conditions. Again, skin deformations were 
not included in avatar’s animations. Excepting laser-scanner-based and point-cloud-based non-
real-time reconstructing systems, all above studies were mainly based on facial points detected 
from RGB images to animate facial models, so their animation qualities were negatively 
affected by illumination conditions. Our system can work well in different light conditions. As 
shown in the Figure 32, even in extremely low illuminations, head animations can be well 
performed. Light conditions just affect to the texture quality; consequently, if the texture was 
available in advanced, the system could work in very low light conditions. Furthermore, 
numerous systems just animated non-subject-specific models. Even though the subject-specific 
models were used, most studies could not integrate both model personalization and animation 
into system functions; therefore, the system abilities cannot easily apply to new users. In our 
system, personalization procedures can automatically instruct new users to capture their 
personal data for generating subject-specific head models and facial textures. Last but not least, 
rarely studies conducted a multi-level system evaluation process to determine model accuracy, 
system reproducibility and repeatability, illumination effect and system performance. In fact, 
with an acceptable average error (~1 mm) and a real-time framerate (60 fps), our developed 
system could be applied for tracking and animating facial rehabilitation movements. Moreover, 
Hausdorff distances between left/right-mirrored face model and animated face model could be 
used for real-time face symmetry evaluations in facial paralysis grading systems. 

Table 4. Comparison with existing head and facial mimic animation systems 

Studies Movements 
Interaction 

Devices/Input 
data 

Model 
generations 

Framerate 
(fps) 

Evaluations 

This present 
system 

Rigid head 
and non-rigid 
facial mimics 

(eye and 
mouth 

movements, 
skin 

deformations) 

Kinect Sensor 
V2.0 (Face HD 

Points, color 
images, head 

orientations and 
positions) 

Full subject-
specific head 

models (9.7±3 
s) and textures 

(29.5±2 s) 

60 Multi-level process 
(visual assessment, 

model accuracy, system 
reproducibility and 

repeatability, 
illumination effect) 

Yin et al., 
2001 [37] 

Non-rigid 
facial mimics 

(eye and 
mouth 

movements) 

Single cameras 
(Single color 

images) 

Subject-
specific facial 
models and 

textures 

12.65
× 10�� 

Reproducibility and 
repeatability, visual 

assessments 

Goto et al., 
2001 [45] 

Non-rigid 
facial mimics 

(eye and 
mouth 

movements) 

Single cameras 
(Two 

orthogonal 
color images) 
Microphone 

(speech signals) 

Full generic 
head models 
and textures 

15 Visual assessments 
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Studies Movements 
Interaction 

Devices/Input 
data 

Model 
generations 

Framerate 
(fps) 

Evaluations 

Chandrasiri et 
al., 2004 [46] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Webcam (video 
sequences) 

PC mouse and 
keyboard (texts) 

Full generic 
head models 
and textures 

12 Visual assessments, 
model accuracy, user-

acceptability 
 

Choi et al., 
2005 [47] 

Rigid head 
movements 

Webcam 
(Video 

sequences) 
Microphone 

(speech signals) 

Full generic 
head models 
with subject-

specific 
textures 

9 Visual assessments, 
user-acceptability 

validations  

Zha et al., 
2007 [49] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Single cameras 
(Video 

sequences) 
Microphone 

(speech signals) 

Full subject-
specific head 
models and 

textures 

5.78 Visual assessments 

Liu et al., 
2007 [48] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Single cameras 
(front and half-
profile images) 

Subject-
specific facial 
models and 

textures 

6.67 Visual assessments 

Fu et al., 2008 
[50] 

Rigid head 
and non-rigid 
facial mimics 
(mouth 
movements) 

Webcam (Live 
videos) 

Keyboard 
(texts) 

Microphone 
(speech signals) 

Full generic 
head models 
and textures 

27 Visual assessments, 
reproducibility and 

repeatability. 

Marcos et al., 
2010 [53] 

Rigid head 
and non-rigid 
facial mimics 
(eye and head 
movements) 

Webcam (video 
sequences) 

Microphone 
(speech signals) 

Subject-
specific facial 
models and 

textures 

100 Visual assessments, 
system accuracy, user-

acceptability 

Wang et al., 
2011 [51] 

Non-rigid 
facial mimics 

Single cameras 
(single facial 
color images) 

Subject-
specific facial 
models with 

textures 

3.33 × 10��  Visual assessments, 
system accuracy 

Wan et al., 
2012 [54] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Vicon optical 
motion capture 
(stereo image-

pairs) 
Facial markers 

Full generic 
head models 
and textures 

31.65 Visual assessments, 
hyperparameter tuning 

Song et al., 
2012 [52] 

Non-rigid 
facial mimics 
(Full facial 

movements) 

Single cameras 
(Single images) 

Subject-
specific facial 

models without 
textures 

1.69 Visual assessments, 
system accuracy 

Li et al., 2013 
[55] 

Rigid head 
and non-rigid 
facial mimics 

(eye and 
mouth 

movements) 

Kinect sensors 
V1.0 (Single 
facial color 

images, depths)  

Full generic 
head models 
and textures 

30 Visual assessments 

Luo et al., 
2014 [38] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Ordinary 
camera (Single 
color images)  

Partial subject-
specific facial 
models with 

textures 

22 System accuracy, visual 
assessments 

Yu et al., 2015 
[39] 

Rigid and 
non-rigid 

facial mimics 
(mouth 

movements) 

Single cameras 
(Video 

sequences) 
Microphone 

(speech signals) 
Keyboards 

(texts) 

Subject-
specific facial 
models and 

textures 
Generic tongue 

models 

19.6 Visual assessments, 
User-acceptability 

validations 
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Studies Movements 
Interaction 

Devices/Input 
data 

Model 
generations 

Framerate 
(fps) 

Evaluations 

Hernandez et 
al., 2015 [36] 

No 
movements 

The PrimeSense 
camera (RGB-

D images) 

Partial subject-
specific head 
models and 

textures 

10 System accuracy, visual 
assessments 

Liang et al., 
2016 [40] 

Non-rigid 
facial 

animations 

Single cameras 
(Single color 

images) 

Full subject-
specific facial 

models without 
textures 

4.76 System accuracy, visual 
assessments 

Zhang et al., 
2016 [31] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Laser scanners 
(3D point 
clouds) 

Full generic 
head models 
with textures 

75.18
× 10�� 

System accuracy, visual 
assessments 

Zhan e al., 
2017 [41] 

No 
movements 

Kinect sensors 
V1.0 

Partial subject-
specific head 

models without 
textures 

2.85 Visual assessments 

Ouni et al., 
2018 [56] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Articulography 
AG501 – 

Electromagnetic 
sensors (3D or 
5D coordinates 

of facial 
markers) 

Full generic 
head models 
and textures 

140 System accuracy, visual 
assessments 

Jiang et al., 
2018 [43] 

Non-rigid 
facial mimics 

(skin 
deformations) 

Single cameras 
(Single color 

images) 

Subject-
specific facial 

models without 
textures  

5.52 × 10�� System accuracy, visual 
assessments 

Dou et al., 
2018 [44] 

Non-rigid 
facial mimics 

(mouth 
movements) 

Single cameras 
(Multi-view 

color images) 

Subject-
specific facial 

models without 
textures 

2 System accuracy, visual 
assessments 

In addition to the comparison with MRI data in neutral position, the comparison with depth 
sensor data showed an error range of [2-3mm] for different facial mimic positions, which is 
larger than the error (~1mm) with MRI-based analysis in neutral position. This could be 
explained by the fact that the facial surface curvatures are not similar in different positions. 
Particularly, the surface curvature in the neutral position is less concave than that in the other 
mimic positions. In fact, the concave levels are getting deeper when being in neutral, smiles, 
and sounds ([e] and [u]) respectively. Moreover, the face HD points from Kinect cannot animate 
concave surfaces effectively, so more errors will appear in deeper concave surface curvatures. 
Due to the lack of available MRI data, depth sensor data was used. This  was proven to be 
suitable for reconstructing 3-D subject-specific head models with acceptable accuracy [36]. In 
particular, Hernandez et al., 2015, used a RGB-D PrimeSense [180] camera to reconstructed a 
3-D head model with texture from depth and color images acquired in left and right views with 
different facial mimics [36]. The reconstructed head model was compared with the model 
reconstructed from laser scanners and showed relatively high accuracy (average error = 1.33 
mm). In the present paper, we use directly 3-D point cloud computed from the Kinect SDK 2.0 
with the Kinect 2.0 instead of non-standard computed point clouds from depth images of a 
RGB-D sensor as in [36]. This source of data is more stable and accurate than one from non-
standard reconstruction procedures. Moreover, the Kinect sensor V2.0 has better accuracy and 
resolution than the PrimeSense sensor in different working conditions [181]. Consequently, we 
designed a procedure to reconstruct head models in different facial mimics from the Kinect 
point-clouds, and the reconstructed head model could be used to validate the generated head 
models in different facial mimics. 
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The selection of the appropriate interaction device is crucial for the accuracy and performance 
of a computer vision system dedicated for head and facial mimic animations. It is interesting to 
note that single cameras were mostly used in existing systems [37–40,42–53]. However, 
because 3-D data is not available in 2-D image sequences, additional computational cost will 
be needed for reconstructing the 3D data from 2-D data. Moreover, 3-D deformation models 
cost also more computational resources. In fact, most animation systems using this device could 
hardly achieve real-time framerates [37–40,43–52]. The use of stereo cameras is also an option 
[54]. For using this device, a facial marker set should be defined. The 3-D motions of facial 
markers were reconstructed from horizontal differences between their left and right images 
captured by left and right cameras. However, the number of facial markers is limited, so local 
animations could not be estimated realistically. Additionally, the system accuracy was highly 
affected by the resolutions of stereo-cameras and illuminations of working environments. 
Finally, a long setup time will be needed for applying facial markers into new users. So, 
robustness, mobility, and graphic rendering quality are main drawbacks of the animation 
systems using this device. By using electromagnetic sensors as facial markers, 3-D facial 
motions could be tracked fast and directly [56]. However, the limited number of input channels 
in a system was the main drawback when using this type of sensors. Other devices such as 3-D 
scanner could be used but this required much more computational cost for point cloud 
processing [31,32]. To overcome these limitations, RGB-D cameras can be used to acquire both 
3-D point clouds and texture images [37,49]. Specially, with system development toolkits 
(SDKs) supported for appropriate types of RGB-D cameras, even more high-level information 
could be available rather than 3-D point clouds and color images. Various types of RGB-D 
cameras are presented on markets such as Asus Xtion PRO (1.0, 2.0) and Microsoft Kinect (1.0, 
2.0), and some SDKs supported for controlling these sensors are OpenNI and Microsoft Kinect 
SDKs (1.0, 2.0). This present study confirmed also that the use of Kinect sensor 2.0 is well 
suitable to develop a real-time computer vision system for rigid head and non-rigid facial mimic 
movements in a subject-specific manner. However, fast computational algorithm needs to be 
implemented for non-rigid deformations. In our system, the coherent point drift (CPD) 
registration algorithm was selected for extracting affine transform from the non-rigid transform. 
In fact, based on the correspondence probability between two data sets, the CPD try to 
maximize the likelihood to choose the best rigid and non-rigid transform. This algorithm was 
very robust with noise, outliers, and even missing points. 

One of the limitations of our system relates to the lacking of subject-specific information such 
as hairs, ears, teeth, and tongues, and irises of eyes. Further improvement of our system will 
integrate this information. Moreover, regarding the model accuracy analysis, the comparison 
with MRI-based model in neutral position was performed. Thus, even if the model generation 
was assessed in different facial mimic using depth sensor data, more MRI data in different 
mimic positions [182] will be acquired to enhance the evaluation outcomes. Furthermore, the 
ground truth data in a more natural position (sitting or standing) will be also needed for 
enhancing this evaluation because of the difference in postural set-ups of the subjects in Kinect-
based (sitting or standing) environment and MRI-based (supine) environment. Finally, only 
limited number of subjects was tested. Thus, the evaluation of our system with a larger 
subject/patient cohort will enhance the findings of our present study. In particular, the accuracy 
evaluation of our subject- or patient specific head generation process will be performed on facial 
palsy patients with complex facial deformity patterns. It is expected that more advanced 
processing procedures should be developed to scope with theses deformities. One of potential 
approaches for improving the 3D face reconstruction problem relates to the deep learning, 
which has been recently developed in the literature [183–186]. This approach with complex and 
advanced methods and algorithms (e.g. Convolutional Neural Network (CNN), Generative 
Adversarial Network (GAN)) allows enhancing 3-D shape and texture reconstruction with 
limited information (2-D image, multiple views of 2-D image). 
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3.4. Conclusions 

This chapter presents a novel computer vision system for tracking simultaneously subject-
specific rigid head and non-rigid facial mimic movements in real time. The system framerate 
can be optimized to get up to 60 fps. Thus, subject-specific head model with texture information 
could be generated and tracked in real time conditions. Moreover, left/right face asymmetries 
could be graded in real-time using the left/right mirror effects. A multi-level (model accuracy, 
visual assessment, system reproducibility and repeatability, system illumination effect, system 
speed and performance) evaluation process were performed. In the following chapters, an 
internal skull and a muscle network will be estimated from the subject-specific head model for 
computing real-time muscle actions during facial mimics. The content of this chapter was 
published in the Computer Method and Program in Biomedicine journal (Q1, IF@2019 = 
3.632) [187]. 
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Chapter 4: 
Statistical Shape Modeling Approach for Predicting  
Subject-Specific Human Skull from Head Surface 

Human skull is an important body structure for jaw movement and facial mimic simulations. 
Surface head can be reconstructed using 3-D scanners in a straightforward way. However, 
internal skull is challenging to be generated when only external information is available. Very 
few studies in the literature focused on the skull generation from outside head information, 
especially in a subject-specific manner with a complete skull. Consequently, a novel process 
for predicting a subject-specific skull with full details from a given head surface using a 
statistical shape modeling approach was developed. PLSR-based method was used. A CT image 
database of 209 subjects (genders: 160 males and 49 females; ages: 34-88 years old) was used 
for learning head-to-skull relationship. The CT images were collected from the Cancer Imaging 
Achieve (TCIA) [188]. Heads and skulls were reconstructed from CT images to extract 
head/skull feature points, head/skull feature distances, head-skull thickness, and head/skull 
volume descriptors for the learning process. A hyperparameter tuning process was performed 
to determine the optimal numbers of head/skull feature points, PLSR components, deformation 
control points and appropriate learning strategies for our learning problem. Two learning 
strategies (point-to-thickness with/without volume descriptor and distance-to-thickness 
with/without volume descriptor) were proposed. Moreover, a 10-fold cross-validation 
procedure was conducted to evaluate the accuracy of the proposed learning strategies. Finally, 
the best and worst reconstructed skulls were analyzed based on the best learning strategy with 
its optimal parameters. The optimal number of head/skull feature points and deformation 
control points are 2,300 and 1,300 points respectively. The optimal number of PLSR 
components ranges from 4 to 8 for all learning configurations. Cross-validation showed that 
grand means and standard deviations of the point-to-thickness, point-to-thickness with 
volumes, distance-to-thickness, and distance-to-thickness with volumes learning configurations 
are 2.48±0.27 mm, 2.46±0.19 mm, 2.46±0.15 mm, and 2.48±0.22 mm respectively. Thus, the 
distance-to-thickness is the best learning configuration for our head-to-skull prediction 
problem. Moreover, the mean Hausdorff distances are 2.09±0.15 mm and 2.64±0.26 mm for 
the best and worst predicted skull respectively. Overall, a novel head-to-skull prediction process 
based on the PLSR method was developed and evaluated. This process allows, for the first time, 
predicting 3-D subject-specific human skulls from head surface information with a very good 
accuracy level. In the following chapter, this head-to-skull process will be applied for 
generating a skull model and a muscle network from the Kinect-based subject-specific head 
model. Muscle lengths can also be computed based on the estimated biomechanical head model 
in real-time. 

4.1. Materials and methods 
4.1.1. PLSR- and CBD-based head-to-skull generation workflow 

A head-to-skull prediction workflow was developed and shown in Figure 39. The workflow 
included two main stages: head-skull thickness distribution learning and skull generation. In 
the learning stage, the input data were head and skull models reconstructed from 209 head-neck 
CT image-sets. All head-skull models were then post-processed to keep only the skull and head 
regions. Next, the processed head-skull datasets were rigidly transformed to the coordinate 
system of the first head-skull dataset based on makers manually picked on the head models. 
Then, point-to-thickness, distance-to-thickness, head volume, skull volume and head-skull 
volume descriptors were estimated for the learning process using the PLSR method. At the end 
of this stage, a model coefficient matrix of the PLRS model was computed. In the skull 
generation stage, a subject-specific skull shape was regressed from a new head surface using 
the trained coefficient matrix. A generic skull was finally deformed with the cage-based 
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deformation (CBD) method so that its shape was fitted with the regressed skull shape to form 
the generated skull. Precisely, the generic skull was covered with a cage. All vertices of the 
generated cage were the control points of the skull. Thus, the skull vertices were parameterized 
into the positions of control points so that they can move relatively according to the movements 
of the control points. In this study, we used the mean value coordinates [189] as the parameters 
of the skull vertices. 

  

Figure 39. Schematic illustration of our proposed head-to-skull prediction workflow. 

4.1.2. Head-skull database construction and transformation 

A public head-neck CT image database was retrieved and downloaded from The Cancer 
Imaging Archive (TCIA) [188]. The database is composed of DICOM [512×512] CT images 
of 209 patients carefully selected from Canadian 298 patients of a head-and-neck cancer 
treatment project [190]. The CT images were selected to ensure both head and neck regions 
were fully available. The patient population age ranges from 34 to 88 years old with 160 males 
and 49 females.  

CT images of head and skull structures were segmented using a thresholding method with 3D 
Slicer software [191] (Figure 40). Appropriate threshold values were selected for hard and soft 
tissues within the head. The threshold was selected by using the pixel density values for soft 
tissue (i.e. envelop of the head) and cortical bone (i.e. skull structure) [192]. Then, the marching 
cube algorithm was applied for surface reconstruction [193]. Finally, the generated head and 
skull models were smoothed to output the final head and skull models using the Laplacian 
smoothing technique [194]. A post-processing procedure was performed using MeshLab 
software for outlier removal, head cutting, hole filling, surface reconstructing and skull cutting 
(Figure 41). Even if the thresholds were carefully selected, the reconstructed head model still 
had some internal outliers (Figure 41a). To determine the internal vertices, ambient occlusion 
values were computed for each vertex in the head model. In the ambient occlusion method, each 
vertex was given a number of view directions and computed how many times this vertex was 
visible from these directions. As a result, the head vertices were classified based on their 
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ambient occlusion values. An ambient occlusion threshold was selected manually so that only 
internal vertices were included, and the selected vertices and their related facets were removed 
from the head model (Figure 41b). After outlier removal, neck vertices and facets (Figure 41c) 
were cut out manually using the rectangular facet selection tool in MeshLab (Figure 41d). The 
cutting edge was parallel to the jaw of the skull model and displaced from the skull model with 
a distance relatively equal to head-skull thicknesses at the chin region. After cutting, the head 
model was re-meshed to an isometric and closed model (Figure 41e). The Poisson-disk 
sampling method [195] was first applied for uniformly sampling the head model with the 
number of sample of 100,000. The sampled point cloud was then reconstructed using the ball 
pivoting surface reconstruction method [196]. All holes in the reconstructed surface were 
closed. The re-meshing procedure was repeated one more time to isomerize the facets of the 
filled holes (Figure 41f). At the final step, cervical vertebrae were manually selected and 
removed using facet selection and facet deletion tools in MeshLab (Figure 41h). Finally, head 
volume, skull volume and head-skull volume were computed using available function (i.e. FT 
CGAL::Polygon_mesh_processing::volume) of the CGAL library [197]. 

 
Figure 40. Segmentation and surface reconstruction of the head and skull from CT images using 3D 

Slicer software. 

 
Figure 41. Post-processing procedure for outlier removal, head cutting, hole filling, surface 

reconstructing and skull cutting. 
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Before applying the regression model, all head and skull shapes were registered to the same 
coordinate system (Figure 42). The first head-skull dataset was first translated to the origin of 
the global coordinate system. This means that the centroid of the first head-skull dataset was 
moved to the origin of the global coordinate system. Note that orientation axes of the first model 
do not change. Moreover, because the first dataset was chosen as the reference of all datasets, 
its local coordinate system becomes the global coordinate system of all datasets. Then, the SVD 
rigid registration method [198] and the ICP algorithm [175] were applied for each other dataset 
to transform it into the first head-skull dataset. Note that anatomical landmarks (left and right 
ears, forehead center, top nose, and mouth center) were added in each head model as reference 
points for the SVD registration process. Thus, the head model was only best aligned in facial 
regions. To optimally aligned all head regions, the ICP registration process was then applied on 
all vertices of the head model. The number of head vertices of all datasets was normalized to 
about 100,000 points in the post-processing procedure (Figure 41). Finally, the SVD and ICP 
registration matrices estimated from the head model were applied to the related skull model. As 
a result, by using both SVD and ICP registration methods, the differences among head-skull 
datasets were minimized. In fact, the accuracy of the registration process was also optimized to 
get the best normalization result. Moreover, any holes in the heads and skulls were closed by 
using a shape generation procedure (Figure 43). The convex hull of each head/skull (Figure 
43c) was first generated so that it covered all head/skull vertices (Figure 43b). The convex hull 
was then re-meshed using the isotropic surface remeshing method [199] with the target edge 
length equal to the average edge length of the convex hull (Figure 43d). All vertices of the re-
meshed convex hull were projected to the nearest vertices of the head/skull model based on the 
KdTree-Flann nearest searching method in Point Cloud Library (PCL) [200]. After projected, 
the head/skull convex hull was not isometric (Figure 43e), so it was isometrically re-meshed to 
form a head/skull shape (Figure 43f) with the target edge length equal to the average edge length 
of the projected head/skull convex hull. 

 
Figure 42. Illustration of the head and skull model registration process: the first head/skull was 

registered into a global coordinate system and then all other heads/skulls were registered into the first 
head/skull. 
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Figure 43. Illustration of the head/skull shapes generated from CT-based reconstructed heads/skulls. 

In addition, due to different numbers of vertices and facets for each head/skull model, a 
sampling process was established to achieve a unified number of feature points for all head/skull 
datasets (Figure 44). The sampling rays were first generated from a sampling surface (Figure 
44b). The sampling rays started from the center of the sampling surface and have directions that 
go from this center to the vertices of the sampling surface (Figure 44c). The sampling rays were 
also normalized to have the unit length. In particular, a convex hull of the first skull shape was 
estimated, and then this convex hull was isometrically re-meshed with the adjustable edge 
length to form the sampling surface. The number of vertices of the sampling surface can be 
controlled by adjusting the edge length during the isometric re-meshing process. Because all 
head-skull datasets were registered to the same coordinate system of the first head-skull dataset, 
the sampling surface was by default on the same coordinate system with all registered head-
skull datasets. Intersected points between the sampling rays and the facets of the head/skull 
models were the head/skull feature points. 
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Figure 44. Head-skull surface sampling process. 

4.1.3. Head-to-skull learning using the PLSR method 

Two learning strategies were proposed for predicting skull shape from head shape. The first 
strategy was to study the relationship between the positions of head feature points and the head-
skull thickness values at these feature points. The second strategy was to study the relationship 
between the distances from head feature points to the head center and the head-skull thickness 
values at these feature points. Additionally, each learning strategy also included two 
configurations in which the training input data were integrated with/without volume descriptor 
(head volumes). 

After the head and skull shape sampling, the head and skull feature points of each dataset were 
stored in the head and skull feature-point matrices. We also had the sampling ray directions 
from the sampling surface. The head (��

� ) and skull (��
� ) feature-point matrices, the sampling 

surface vertices (���), the sampling center (���), the directions (���) and inversed directions 
(����) of the sampling rays of the ith dataset are defined as follows: 
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in which, � = 209 is the number of datasets; � is the number of sampling rays (the number of 
vertices of the sampling surface); ��

�, (� = 1, 2, … , �), is the jth head feature point of the ith 

head-skull dataset;  ��
�, (� = 1, 2, … , �), is the jth skull feature point of the ith head-skull dataset; 

��
��, (� = 1, 2, … , �), is the jth sampling surface (SS) vertex;  ��

��, (� = 1, 2, … , �), is the jth 

sampling direction (SD);  ��
���, (� = 1, 2, … , �), is the jth inversed sampling direction (ISD); 

and �, �, and � are the �-, �-, �-coordinate values in 3-D spaces. 

4.1.3.1. Strategy #1: point-to-thickness relationship learning 

In this strategy, the relationship between the positions of head feature points and their respective 
head-skull thickness values were analyzed. In the ith head-skull dataset, the thickness values 
(���

��) were distances between head and skull feature points. These distances of the ith head-

skull dataset (���
� ) were computed using the following equation: 
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in which, ���
��, (� = 1, 2, … , �), is the head-skull (HS) thickness value at the jth head/skull 

feature point of the ith head-skull dataset (� = 1, 2, … , �). 

The head volume descriptor (�) is defined as follows:  
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in which, ��
������, (� = 1, 2, … , �), is the head volume of the ith head-skull dataset (� =

1, 2, … , �). 

The predictor variable (��) of the ith dataset and the predictor matrix (�) of all training dataset 
are defined as follows: 
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where L = 3M +1. Note that the predictor matrix could be used with or without volume 
descriptor depending on the selected learning configuration. 

In equations (22) and (23), ���
�, ���

�, and ���
� are the x-, y-, and z-axis values of the jth (� =

1, 2, … , �) head feature point coordinate of the ith dataset, which was formed in Eq. (14). 

The response variable (��) of the ith dataset and the response matrix (�) of all training datasets 
are defined as follows: 
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In equations (24) and (25), ���
�� is the Euclidean distance between the jth head feature point and 

the jth skull feature point of the ith dataset. 

4.1.3.2. Strategy #2: distance-to-thickness relationship learning 

In this strategy, the relationship between the distances from the head feature points to the head 
center and their respective head-skull thickness values of these feature points were analyzed. 
The distances (��

� ) between the head feature points and the head center in the ith dataset were 
defined as follows: 
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in which, ���
� , (� = 1, 2, … , �), is the distance from the jth head feature point to the center of the 

ith head model (� = 1, 2, … , �). 

The predictor variable (��) of the ith dataset and the predictor matrix (�) of all training dataset 
are defined as follows: 
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where L = M +1. Note also that the predictor matrix could be used with or without volume 
descriptor depending on the selected learning configuration. The response variable (��) of the 
ith dataset and the response matrix (�) of all training datasets were the same as defined by the 
equations (27) and (28). 

4.1.3.3. PLSR and improved PLSR algorithm 

A multivariate linear model is defined as the following equation: 
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 � = �� + �, (29) 

in which, �[1 × �] is the response variable, �[1 × �] is the predictor variable, �[� × �] is the 
model coefficient matrix, and �[1 × �] is the model error. Additionally, � is the number of 
response variables (the number of head/skull feature points in each dataset), and � is the number 
of predictor variables. Note that the predictor variables are positions of head feature points with 
or without volume descriptor or distances from head feature points to the head center with or 
without volume descriptor. The response variables were the head-skull thickness values. 

The objective of the training stage was to estimate the model coefficient matrix �[� × �] so 
that the response variables were fitted with the response training datasets (�[� × �]) given the 
predictor variables in the predictor training datasets (�[� × �]). Eq. (29) will become the 
following equation: 

 � = �� + � (30) 

Using the PLSR method, the predictor datasets and the response datasets were decomposed into 
the following matrices: 

 � = ��� + � = ∑ ����
� + � (31) 

 � = ��� + � = ∑ ����
� + � (32) 

where � and �� are the scoring and loading matrices of �.  � and �� are the scoring and loading 
matrices of �, respectively. � with the rank �� can be decomposed into �� components ��

� (� =
1, 2, … , ��) with rank 1 matrices, and  � with the rank �� can also be decomposed into �� 

components ��
� (� = 1, 2, … , ��) with rank 1 matrices.  If � = 1, 2, … , � (� < ��, � < ��), the 

error matrix � (between � and ��) and � (between Y and ��) appears. Actually, first few 
components can be enough for accounting the variances of the predictor and response datasets. 
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The ��, ��
� , ��, and ��

�  can be estimated based on the iterative partial least squares (NIPALS) 
[201] or kernel algorithms [202]. Moreover, after computing all necessary components for � 
and �, the inner relation between � and � were also regressed using a linear relation: ��� =
����. The model coefficient matrix �� is chosen so that the covariance between � and � can 
be described as much as possible. In this study, the model coefficient � in Eq. (30) was 
calculated using the improved kernel algorithm [203]. Compared with the classical kernel-
based PLSR method [202], the improved kernel algorithm is faster and more efficient for large-
size datasets. The estimated model coefficient matrix � can well describe the variance of both 
� and � and the covariance between � and � throughout the training datasets. Therefore, the 
trained model coefficient matrix � can well describe the variations of head-skull thicknesses at 
appropriate head/skull features throughout the varieties of the input head/skull data. As a result, 
given the predictor variables �[1 × �], the response variables �[1 × �] (thickness values of 
head features) could be regressed based on the model coefficient matrix � using Eq. (30). Then, 
the positions the skull feature points could be computed using the following equation: 

 �� = �� + ������ (35) 
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where �� is the positions of the new head features as Eq. (14), ���� is the inversed directions 
of the sampling rays as Eq. (19). The regressed skull shape was finally formed with the vertices 
as the regressed skull feature points and the facets of the sampling surface. 

Regarding the skull reconstruction process, a generic skull (6,122 vertices, 9,537 facets), 
provided by Free3D [204], was deformed to fit its covering shape with the regressed skull shape 
to form the final predicted skull (Figure 45). The generation procedure includes three main 
steps: (1) registration, (2) initial deformation, and (3) refinement. First, the generic skull was 
registered to the regressed skull shape using the SVD [198], ICP [175], and coherent point drift 
(CPD) [168] registration methods. In particular, the generic skull model was initially registered 
to the centroid of the new head model using the SVD registration method with manually picked 
markers on both generic skull and head models. Then, the skull shape of the registered generic 
skull model was generated based on the skull shape generation procedure in Figure 43. This 
skull shape was registered to be best fitted with the regressed skull shape predicted from the 
new head model using both ICP and CPD rigid registration method. The ICP first centralized 
the SVD-registered generic skull shape inside the regressed skull shape. However, because of 
different vertex numbers, the two skull shapes were not optimally fitted. Consequently, the CPD 
rigid registration method was then used to compute the optimal rigid transformation. As a result, 
the SVD-registered generic skull was transformed using the optimal ICP-CPD rigid transform 
matrix to be best fitted with the regressed skull shape inside the new head model. Second, the 
registered skull was parameterized using mean value coordinates [205] before deforming to the 
regressed skull shape. In particular, the registered generic skull was parameterized using the 
cage with 14 vertices. The number of cage vertices was chosen so that only the general shape 
of the skull model could be affected. Using mean coordinate matrix, we could deform the 
generic skull model by moving cage vertices. The cage of the registered generic skull model 
was then initially deformed so that the difference between the regressed skull shape and the 
registered generic skull shape was minimized. After initial deformation, the deformed skull 
model was relatively fitted with the regressed skull shape. However, some detail regions were 
not perfectly fitted such as forehead, eye, chin, and teeth regions. Third, the parameterization 
and deformation were repeated with more control points. In particular, the deformed skull 
model was again parameterized using the mean value coordinates [205] with a larger number 
of cage vertices. The deformed skull cage was deformed so that the deformed skull shape was 
optimally fitted with the regressed skull shape. Note that the number of cage vertices in the 
refinement step affected to the final accuracy of the final predicted skull. We experimentally 
chose the number of cage vertices in this step as 1,300 vertices, which could give us the best 
fitted predicted skull model. 
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Figure 45. The skull model generation process from regressed skull shape: (1) registration, (2) initial 

deformation, and (3) refinement deformation. 

4.1.3.4. Hyperparameter tuning and cross-validation 

A convergence study was conducted to determine the optimal number of head/skull feature 
points, the optimal number of PLSR components for each learning strategy and the optimal 
number of control points for skull reconstruction process. Throughout the convergence analysis, 
the full database was divided into training head-skull datasets (70%, ��������� = 146) and 

testing datasets (30%, �������� = 63). To determine the optimal number of head/skull feature 

points, the number of components in the PLSR model was initially kept at 10, and the number 
of head/skull feature points was continuously increased from 100 to 3,100 with the step size of 
100 points. For each number of feature points, the best regressed skull shape was compared 
with its appropriate CT-based skull shape using the Hausdorff distance criteria [206]. Precisely, 
we trained the PLSR model in the training datasets and regressed the skull shapes based on the 
head shapes in the testing datasets. For each regressed skull shape, we computed the mean 
absolute difference between the regressed outputs and the testing outputs. The best regressed 
skull shape was chosen so that its mean difference was minimum throughout the testing 
datasets. To determine the optimal number of components, the number of feature points was 
kept optimal, and the number of components was increased from 1 to 20 components with the 
step size of one component. The regressed outputs were compared with the testing outputs using 
the absolute difference criteria. To determine the optimal number of control points for skull 
reconstruction process, three randomly selected CT-based skull shapes from the testing dataset 
were used for skull reconstructions. The number of control points in the refinement process was 
then continuously increased from 100 to 3,100 with the step size of 100 points. For each number 
of control points, the reconstructed skull shapes were compared with the CT-based skull shapes 
using the Hausdorff distance criteria. All these convergence analyses were conducted with the 
threshold of 5%. Note that the threshold means the absolute difference based on Hausdorff 
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distance metrics between the current error (i.e. between the predicted skull shape and the CT-
based skull shape) and the previous error within the iterative convergence analysis algorithm. 

After having the optimal numbers of components and head/skull feature points, the PLSR 
models with four learning configurations (point-to-thickness, point-to-thickness with volume 
descriptor, distance-to-thickness, and distance-to-thickness with volume descriptor) were cross-
validated to determine their accuracy. A 10-fold cross-validation process was performed. Mean 
errors were estimated and reported. Note that all learning configurations were cross-validated 
using the same protocol for selecting the best configuration. With the best learning 
configuration and its optimal parameters, the best and worst regressed outputs among all testing 
datasets were selected to reconstruct the appropriate skulls using the optimal number of control 
points. 

The comparison between the regressed skull shape and CT-based skull shape was evaluated 
using different metrics including Hausdorff distance and volume deviation. Moreover, the 
comparison between the predicted skull (generated in Figure 45) and the CT-based skull was 
evaluated using only the Hausdorff distance criteria for evaluating similarity of internal 
structures. All training, regressing, and reconstructing procedures were executed on a mobile 
workstation system with the hardware configuration of Intel® Xeon® E-2176M CPU @ 
2.7GHz 64 bits, 12 cores, 32GB DDRAM. All procedures were developed in Microsoft Visual 
Studio C++ 2015. 

4.2. Results 
4.2.1. Head and skull volume 

The distributions of head, skull, head-skull volumes computed from head/skull shapes are 
shown in Figure 46. The average head volume is 3,987 cm3, the average skull volume is 2,607 
cm3, and the average head-skull difference volume is 1,379 cm3. Note that the order of 
magnitude of the average head volume is in agreement with the mass properties of adult human 
head [195]. 

 
Figure 46. Volume distributions of all reconstructed subjects. 
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4.2.2. Hyperparameter tuning outcomes 

The mean Hausdorff distances between the best regressed skull shapes and their CT-based skull 
shapes for all learning configurations (point-to-thickness, point-to-thickness with volume 
descriptor, distance-to-thickness, and distance-to-thickness with volume descriptor) according 
to different number of head/skull feature points are shown in Figure 47. Overall, the mean 
distances of all configurations significantly decrease when the number of head/skull feature 
points increases from 100 to 500 points. These distances decrease slowly and become stable 
when the number of feature points is from over 500 to 3,100 points. The average mean distances 
of four learning configurations gradually decrease and reach the minimum value at 1.08 mm 
when the number of feature points is 2,300 points. From this number, the average distance stops 
decreasing. 

By using the optimal number of head/skull feature points as 2,300, we trained and tested our 
PLRS models to determine the optimal number of components. The root mean square errors of 
all tested learning configurations are shown in Figure 48. The optimal number of components 
for the point-to-thickness, point-to-thickness with volume descriptor, distance-to-thickness, and 
distance-to-thickness with volume descriptor are 8, 7, 5, and 4 respectively. Note that the 
optimal number of components decreases when the number of predictor variables decreases. 
Moreover, in the point-to-thickness configuration, the learning strategy with head volume 
descriptor has smaller optimal number of components than ones without the head volume 
descriptor. 

 
Figure 47. Mean Hausdorff distances computed from the convergence analysis to determine the 

optimal number of head/skull feature points: the number of head/skull feature points was increased 
from 100 to 3100 features with the step-size of 100 points. Note that for each learning configurations, 
the mean Hausdorff distance was computed between the best regressed skull shape and its appropriate 

CT-based skull shape. 
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Figure 48. RMS errors computed from the convergence analysis to determine the optimal number of 
components: the number of components was increased from 1 to 20 components with the step size of 

one component. The number of head/skull feature points were kept at the optimal value of 2300. 

The outcomes of the convergence analysis to determine the optimal number of control points 
for the skull reconstruction process in the refinement step are shown in Figure 49. Overall, when 
the number of control points increases from 100 to 3,100 points, the average differences of the 
three randomly selected testing datasets decrease from 2.5 mm to reach the first minimal value 
of 1.8 mm at 1,300 points. From 1,300 points to 3,100 points, the average errors fluctuate 
around 1.9 mm. Consequently, according to this analysis, we choose the optimal number of 
control points as 1,300 points. 

 
Figure 49. Mean Hausdorff distances between the generated skull shapes and the CT-based skull 

shapes in different number of control points during the refinement process of skull deformation. For 
each number of control points, three randomly selected testing datasets were evaluated. 



77 

 

4.2.3. Ten-fold cross-validation 

The outcomes of the 10-fold cross-validation using optimal parameter values for each learning 
configuration are shown in Figure 50. All the regressed outputs of each learning strategy were 
relatively stable in each iteration of the cross-validation process. Grand mean and standard 
deviations of mean differences in the point-to-thickness, point-to-thickness with volumes, 
distance-to-thickness, and distance-to-thickness with volume learning configurations 
throughout 10 times of cross-validations are 2.48±0.27 mm, 2.46±0.19 mm, 2.46±0.15 mm, and 
2.48±0.22 mm respectively. Thus, the distance-to-thickness is the best learning configuration 
for our head-to-skull predicting problem.  Note that the training and testing time for each run 
of this optimal learning configuration is 9m4s±10s. 

 
Figure 50. Mean errors between the regressed outputs and the testing outputs from the 10-fold cross-

validation. The mean errors were evaluated in different learning configurations with the optimal 
numbers of components and head/skull feature points. 

4.2.4. Best and worst prediction cases 

The best and worst regressed skull shapes from the 10-fold cross-validation by using the optimal 
set of hyperparameters and the best learning configuration obtained from previous steps were 
analyzed. The regressed skull shapes were compared with their respective CT-based skull 
shapes using the Hausdorff distance and volume metrics. The comparison results are shown in 
Figure 51. The mean Hausdorff distances are 1.2±0.14 mm and 3.1±0.29 mm for the best and 
worst cases respectively. The volume deviations are 25.3±26.4 cm3 (1±1%) and 222.5±56.9 
cm3 (8.7±1.8%) for the best and worst cases respectively. When reconstructing skulls from the 
best and worst regressed skull shapes (Figure 52), the mean Hausdorff distances are 2.09±0.15 
mm and 2.64±0.26 mm for the best and worst cases respectively. In particular, the mean 
Hausdorff distances in muscle attachment regions are 1.68±0.36 mm and 1.98±0.36 mm for the 
best and worst cases respectively. The muscle attachment regions were defined based on the 
standard definitions of facial muscles in MPEG-4 [207], facial action coding system (FACS) 
[206], and facial anatomical landmark [208]. Based on these standards, we defined muscle 
attachment regions by manually selecting skull vertices in the skull models (both predicted and 
CT-based models). Note that the skull reconstruction time from skull shapes is 40.27±3.06s. 
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Figure 51. Comparisons of best and worst cases throughout 10-fold of cross-validations: (a) mean 

Hausdorff distances and (b) volume deviations between the regressed skull shapes and CT-based skull 
shapes. 

 
Figure 52. Comparison of the best and worst reconstructed skulls with the respective CT-based skulls 

from the 10-fold cross-validation: (a) best case and (b) worst case. 
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4.3. Discussion 

Three-dimension skull is commonly reconstructed in computer-aided vision system to perform 
jaw movements and facial expression/mimic animations. Thus, the skull reconstruction affects 
directly the accuracy of such system. The use of medical imaging techniques like CT or MRI 
could lead to a very accurate skull reconstruction. However, these techniques are not suitable 
for a real-time computer-aided vision system in which only visual sensors such as 2-D cameras 
[51], 3-D scanners [32,53], and Kinect sensors [35] are available. Consequently, skull 
generation from head becomes an attractive and challenging issue. In this present paper, we 
proposed a novel process for predicting 3D skull from head using a statistical shape modeling 
approach. Our approach showed a high level of approximation with a mean Hausdorff distance 
ranging from 2.09±0.15 mm to 2.64±0.26 mm between statistics-based regressed skulls and 
their respective CT-based reconstructed skulls. In particular, the mean Hausdorff distances were 
from 1.68±0.36 mm to 1.98±0.36 mm in muscle attachment regions. It is important to note that 
our proposed skull reconstruction from head is a complex process with many processing steps 
ranging from medical image processing, geometrical transformation and regression. All these 
steps contribute into the reported errors. In particular, manual interventions (e.g. head and skull 
cutting) were performed during medical imaging processing and geometrical transformations. 
Thus, further study should be investigated to provide an automatic procedure for these 
interventions to reduce possibly the errors. Another possible improvement could be the increase 
in samples used in the training process to get better regression outcomes.  

In the literature, only one study tried to estimate skull from head, but the generated skull was 
partial or lacked of skull details [74]. In fact, this study approximated the skull’s forehead and 
jaws by just down scaling and down sampling a head model. The affine transformation was 
used to deform an available skull to be approximately inside a new head. However, this method 
was not validated with a ground truth skull. Moreover, the affine transforms were not enough 
for describing nonlinear deformations and surface variances of the head-skull relationship. 
Furthermore, skull-to-head relationship was commonly found in other studies for forensic facial 
reconstruction [81–89]. Compared with all above studies, our study regressed head-skull 
relationship with different learning strategies including point-to-thickness (with/without head 
volumes) and distance-to-thickness (with/without head volumes). Moreover, the improved 
PLSR method [203] was used in our study because it was more suitable for training large size 
of predictor and response variables than the classical PLRS method [201], which mostly used 
in the previous studies. Additionally, a hyperparameter tuning process was conducted leading 
to more robust prediction outcomes with optimal number of head/skull feature points and PLSR 
components. In particular, we applied the cage-based deformation method to deform a generic 
skull to fit with the regressed skull shape. The cage-based deformation method was more 
suitable than the free-form deformation method [209] for deforming models with complex 
internal structures like skulls.  

In addition, in our prediction problem, the number of our training datasets (� = 146) was 
smaller than the number of predictor variables (� < �). The used PLSR method [201] is 
suitable for such problem in which � < �. Moreover, a hyperparameter tuning process was 
conducted to determine the optimal number of learning parameters of the PLSR model, which 
is rarely performed in the literature for the head-skull relationship learning. This process is very 
time consuming but this belongs to one of the best practices to be necessarily performed when 
developing statistical regression model. In particular, identified number of head/skull feature 
points fits perfectly with the number of head vertices available in visual camera like Kinect 
(2297 vertices in the head region without neck) [187]. This leads to the potential use of the 
proposed head-to-skull process in the Kinect-based computer vision system. However, it is 
expected that the accuracy of the regressed skull models will be affected by using different 
qualities of input head models, especially acquired from visual sensors like Kinect camera. 
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Moreover, additional data processing step to reconstruct head model from facial point cloud 
should be developed [187] before applying our skull generation process. Furthermore, the 
learning process of our study was based on a public database of Canadians with ages ranging 
from 34 to 88 years old. Thus, the application of our present outcomes on facial palsy patients 
will be challenging because of different races and especially the lack of patient data with facial 
deformities in the learning process. In fact, our database and the learning process need to be 
enhanced (e.g. more French patient data, patient group of less than 34-year-old, patients with 
facial deformities) when integrating the present approach on our Kinect-based computer vision 
system [187] for facial palsy patients. 

Regarding the skull-to-head or head-to-skull relationships, because the number of predictor 
variables is often more than the number of training datasets, the dimension reduction methods 
like the Principle Component Analysis (PCA) [81,84–86,88] and the PLRS [87] methods were 
mostly investigated.  While the PCA is an unsupervised pattern recognition technique aiming 
to analyze variances of predictor variables without considering the response variables, the 
PLSR is a supervised technique aiming to analyze intrinsic relationships between the variance 
of predictor variables and variance of response variables. Consequently, fewer components in 
the PLSR method are needed for fitting the response variables than in the case of PCA method 
[201,210]. In particular, in this present study, the improved PLSR method proposed by Dayal 
et al., 1997 [203] was used. This method is faster and more efficient than the classical PLSR 
when analyzing a large number of predictor and response variables. Moreover, instead of 
directly studying skull-face thickness distributions, most studies tried to learn positions of 
landmarks manually marked on face and skull regions [81,84,85]. Thus, faces and skulls could 
also be divided into different ROIs, and their vertices can be used as the predictor and response 
variables to train the PCA  or PLSR models [87]. However, the direct use of positions of face-
skull markers/ROI vertices as the predictor and response variables increases significantly the 
complexity and accuracy of the trained models, especially when the number of head/face feature 
points is large. In this present study, our best learning strategy (i.e. distance-to-thickness 
learning configuration) has a minimal number of predictors and response variables. In 
particular, the vector values of head/skull feature points were transferred to the scalar values, 
so the dimensions of predictor and response variables were significantly decreased. 
Consequently, this learning configuration is suitable for analyzing large number of feature 
points. Furthermore, the use of manual sampling approach limits the number of feature points 
and datasets (38 points on 25 datasets in [84], 52 points on 118 datasets in [81], 78 points on 
200 datasets in [85]). In this present study, the proposed automatic sampling procedure is more 
suitable for acquiring a large number of feature points on a large number of datasets (2300 
points on 209 head-skull datasets). Finally, in the most studied works in the literature, back 
regions were always lacked in learning head-skull relationship. Our present study learns the 
head-to-skull relationship with full head/skull shapes. Consequently, our approach could be 
used for learning both head-to-skull and skull-to-head relationships in a straightforward way.  

Three-dimension geometrical shape learning has become an attractive research field with many 
applications like 3-D object segmentation, 3-D shape correspondence or 3-D shape prediction. 
There are two common approaches to perform shape learning. The first one relates to classical 
statistical approach like the PLSR used in this present study. The second one deals with machine 
learning approach [211–213]. At the moment, with the progress of new efficient and robust 
machine learning algorithms, 3-D shape learning could be efficiently achieved. However, this 
requires specific machine learning libraries like TensorFlow or Keras. Thus, the integration of 
this approach into a real-time computer-vision system requires specific coding implementation 
specification. In the present study, a classical statistical approach was selected due to its 
potential integration into our computer vision system. However, although the used PLSR 
method is particularly suitable for our head-to-skull prediction problem, this method also has 
some drawbacks. For example, the variance of predictor variables and response variables is 
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only computed throughout the training datasets over different shapes. The inter-relation among 
input/output variables in each dataset is not taken into consideration. Thus, further studies will 
be investigated to incorporate this important behavior into the prediction model. For this 
purpose, a new class of deep learning approach [214], named geometric deep learning, should 
be adopted. 

One of the limitations of this present study relates to the fact that CT image database was used. 
It is well known that medical imaging data is commonly acquired in supine position leading to 
shape artefacts due to gravity effect [215]. Thus, a postural transformation should be 
investigated in the future to correct the shape before using the reconstructed head/skull shapes 
for learning purpose. Moreover, a larger database focusing on the age group of less than 35 
years old will complete our study. Finally, the increase of the number of data sets will improve 
the accuracy of statistical regression capacity for our head-to-skull prediction problem. 

4.4. Conclusions 

A novel head-to-skull prediction process based on PLSR method was developed and evaluated 
in chapter. The distance-to-thickness learning configuration was identified as the best learning 
strategy for our prediction problem. A hyperparameter tuning was performed to select the 
optimal set of learning parameters. The developed process allows to predict 3D human skull 
from head surface information with a very good accuracy level (i.e. the mean Hausdorff 
distances range from 2.0937±0.1549 mm to 2.6371±0.2569 mm). In the following chapter, the 
head-to-skull prediction process will be integrated in the subject-specific head generation & 
animation system [187] (presented in Chapter 3) to model a patient-specific biomechanical head 
model including head, skull, and muscle network. Based on this biomechanical head structure 
and face animations, facial muscle lengths can be estimated during facial mimics in real-time. 
The content of this chapter was published on the Medical & Biological Engineering & 
Computing Journal (Q2, IF@2019=2.022) [216]. 
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Chapter 5: 
Kinect-driven Patient-specific Head, Skull, and Muscle Network Modelling  

for Facial Palsy Patients 

Facial palsy negatively affects both professional and personal life qualities of involved patients. 
Conventional facial mimic rehabilitation can recover these facial mimics into their normal and 
symmetrical movements & appearances. However, there is a lack of objective, quantitative, and 
in-vivo bio-feedbacks, especially internal muscle action behaviours for personalizing 
rehabilitation programs and diagnosing recovering progresses. Consequently, this chapter 
proposed a novel patient-specific modelling method for generating a full patient specific head 
model from a visual sensor and then computing external and internal bio-feedbacks for clinical 
decision making. In particular, patient-specific head surface model was generated and animated 
from high-definition facial points acquired from the Kinect sensor. Then, a skull model was 
predicted from the head surface model based on a statistics-based head-to-skull shape model. 
A muscle network was also defined from the head and skull modes for computing muscle strains 
during facial mimics. Three healthy subjects and two facial palsy patients were selected for 
validating the proposed method. In neutral positions, MRI-based head and skull models were 
compared with Kinect-driven head and skull models. In mimic positions, infrared depth-based 
head models in smiling and [u]-pronouncing mimics were compared with appropriate animated 
Kinect-driven head models. The Hausdorff distance metric was used for comparison purpose. 
Moreover, computed muscle length and strain were compared to experimental and literature 
data. As a result, in neutral positions, the best mean error was 1.91 mm for the head models and 
3.21 mm for the skull models. In mimic positions, these errors were 2.02 mm in smiling mimics 
and 2.00 mm in [u]-pronouncing mimics for the head models. Facial muscles exhibited 
shortened and elongated contraction behaviors for smiling and pronunciation of sound [u] 
respectively. Extracted muscle features (i.e. muscle length and strain) are in agreement with 
experimental and literature data. In this project, the Kinect-driven muscle features were used 
for muscle analysis during facial movements. 

5.1. Materials and methods 
5.1.1. General modeling workflow 

The general modeling workflow of different model generations is shown in Figure 53. The 
workflow includes (1) Kinect-to-head, (2) head-to-skull, and (3) muscle network definition & 
generation process. The Kinect-to-head process used a Kinect-driven data to generate the 
patient specific geometrical head model with texture. The head-to-skull applied a statistical 
shape modeling approach to generate the patient specific skull from the patient specific 
geometrical head model. Finally, the muscle network definition and generation processes allow 
important facial muscles to be generated and then associated information such as muscle lengths 
and strains were estimated and tracked. 

5.1.2. Kinect-to-head process 

In this process, the subject-specific head model was generated and animated with texture using 
subject-specific data acquired from the Kinect V2.0 sensor. I describe briefly this process here, 
please refer to Chapter 3 for more detailed information. This process comprises of data 
acquisition, subject-specific head generation, texture generation, and head animation sub-
processes. In the data acquisition sub-process, the Kinect sensor was controlled by data 
acquisition interface to acquire multiple types of subject-specific data including current 3-D 
head orientations, current 3-D head positions, 3-D HD facial points (1,347 points), and color 
images in real-time. Moreover, 2-D HD facial points and facial pixel regions could also be 
extracted in color image spaces. In the subject-specific head generation sub-process, a template 
head model (2,582 vertices; 5,160 facets) supported from Kinect SDK 2.0 was deformed so that 
the facial vertices was relative fitted with the HD facial points, and then the facial vertices were 
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replaced by the HD facial points to form the generated head model. In the texture generation 
sub-process, we captured left, right, and center images of the user before deforming and 
merging them into a single flatten space with the control points as the 2-D HD facial points to 
form his/her texture image. The texture coordinates were the projected points of 3-D HD facial 
points onto a projection plane. In the head animation sub-process, the generated head model 
was transformed to the current head orientation and the current head position acquired from the 
Kinect sensor to provide rigid animations. The facial vertices were then replaced by the HD 
facial points to provide non-rigid animations. As a result, we animated the textured head model 
according to current facial mimics with the framerate of 60 fps and the acceptable accuracy. 

 
Figure 53. The general workflow of model generations: (1) Kinect-to-head generation process, (2) 

head-to-skull generation process, and (3) muscle network definition & generation process. 

5.1.3. Head-to-skull process 

In this process, the subject-specific skull model was predicted from the Kinect-based head 
model. In Chapter 4, relationship between head shapes and skull shapes was trained using PLSR 
method with the improved kernel algorithm [203]. In particular, 209 head-skull datasets were 
reconstructed from 209 head-neck CT image datasets. The reconstructed head-skull models 
were then pre-processed to obtain only head regions. The head-skull models were registered to 
a reference coordinate system before sampled to get head-skull feature points. Then, the PLRS-
based shape model was trained using the head & skull feature points to achieve a PLSR model 
coefficient matrix. This coefficient matrix could be used to predict a new skull shape given a 
new CT-based head surface model. Finally, a generic skull model was deformed so that its 
shape was fitted with the regressed skull shape to form the generated skull model.  

Outputs from the previous head-to-skull training procedure [216] (Chapter 4), shown in Figure 
54, include the reference head model with pre-defined landmarks (left & right ears, forehead, 
top-nose, and mouth center) (Figure 54a), the sampling surface (Figure 54b), and the head-to-
skull PLSR-model coefficient matrix (Figure 54c). The Kinect-based head model was first 
registered to the same coordinate system of the reference head model before used for predicting 
the skull model. The registration procedure was illustrated in Figure 55. First, the neck region 
in the Kinect-based head was removed to keep only the head region. The head model without 
neck was then transformed to the reference head model based on pre-defined landmarks in the 
two models using SVD rigid registration method [198]. For optimizing registration errors due 
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to the landmark selections, the ICP algorithm [175] was applied on all vertices of both the SVD-
registered head model and the reference head model. As a result, the SVD-ICP-registered head 
model was optimally on the same coordinate system of the reference head model. After 
registration, the SVD-ICP Kinect-based head model was used to predict the skull model. The 
prediction procedure was shown in Figure 56. The registered head model was sampled to get 
head feature points by a surface sampler. The sampling rays have starting points as the centroid 
of the sampling surface and directions as from the starting points to the vertices of the sampling 
surface. The number of sampling rays was chosen as the optimal value after the hyperparameter 
tuning process in the head-to-skull training procedure [216]. The head features were 
intersections between the sampling rays and their nearest facets on the head model. The head 
feature points were then inputted to the head-to-skull regressor to predict the skull feature points 
using the PLSR coefficient matrix [216]. The regressed skull shape has vertices (2,305 vertices) 
as the predicted skull feature points and facets (4,606 facets) as the facets of the sampling 
surface. The generated skull model was formed by deforming the generic skull model (6,112 
vertices; 9,537 facets) so that its shape was optimally fitted with the regressed skull shape using 
the cage-based deformation method [216]. After generated, the generated skull model was 
registered back to the original position of the Kinect-based head model after the Kinect-to-head 
process in Figure 53. During real-time head animations, the skull model was moved according 
to the rigid movements of the animated head model. 

 
Figure 54. Outputs from the head-to-skull training procedure: (a) the reference head model (14,5420 

vertices; 290,633 facets) with landmarks (left ear, right ear, forehead, top nose, and mouth center 
points), (b) the sampling surfaces (2,305 vertices, 4,606 facets) with sampling rays (2,305 rays), and 

(c) the head-to-skull model coefficient matrix (2,305 rows; 2,305 columns) 

 
Figure 55. Kinect-based head pre-processing and registration procedure. The Kinect-based head neck 

was pre-processed to keep only the head region and registered to the coordinate system of the 
reference head model. 
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Figure 56. Kinect-based head-to-skull procedure. The Kinect-based head model was sampled to get 

head feature points, which was used to predict the skull shape using head-to-skull regressor. The 
generic skull was deformed to fit with the predicted skull shape. 

5.1.4. Muscle network definition & generation process 

Based on the generated head and skull models, facial muscles were generated. A network of the 
following muscles based on facial anatomy [4,5,217,218] was defined in both sides (left(L) and 
right(R)): orbicularis oculi (L/ROO), orbicularis oris muscles (L/RO)), frontalis inner (L/RFI), 
frontalis major (L/RFM), frontalis outer (L/RFO), corrugator supercilliary (L/RCS), nasalis 
(L/RNa), upperlip (L/RU), zygomaticus minor (L/RZm), zygomaticus major (L/RZM), risorius 
(L/RR), depressor anguli oris (L/RDAO), mentalis (L/RM), levator labii superioris (L/RLLS), 
levator labii superioris alaeque nasi (L/RLLSAN), levator anguli oris (L/RLAO), depressor 
labii inferioris (L/RDLI), and buccinator (L/RB)) (Figure 57a). The insertion points were 
defined using the vertexes in Kinect-based head model, MPEG-4 facial feature points (FPs) 
[207] and face anatomy on healthy subjects [208]. The attachment points were defined by 
vertexes on the generated skull model (Figure 57b, Figure 57c). The positions of the attachment 
points were first manually defined in the generic skull model based on facial anatomy of healthy 
subjects [208] and then deformed to patient specific skull model (Figure 57c). 

In addition to the muscle line geometrical representation, associated muscle features such as 
muscle length and strain were estimated and tracked. Regarding the muscle length, Euclidean 
distance metric between insertion and attachment points was computed. In particular, 
horizontal/vertical lengths of orbicularis muscles were also computed. Moreover, muscle strain 
of each muscle was computed as the relative difference change during a dynamic movement 
(e.g. smiling). 
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Figure 57. Muscle network definition: (a) selected muscles, (b) muscle insertion points on the head 

model, and (c) muscle attachment points on the skull model. 

5.1.5. Model validation on healthy and facial palsy subjects 

The proposed modeling workflow was validated on three healthy subjects (H1, H2, and H3) (2 
males and 1 female) and two facial palsy patients (P1 and P2) (2 females) at the University 
Hospital Center of Amiens (CHU Amiens, France). Each subject had signed an informed 
consent agreement before participating into the data acquisition procedures. The protocol was 
approved by the local ethics committee (no2011-A00532-39). 

Regarding the head and skull models, MRI-based geometries were compared to the related 
generated geometries for each heathy subject and facial palsy patient. To reconstruct models 
from MRI images, different slice and mesh processing tools in 3-D Slicer [219] and MeshLab 
[220] were used. The reconstruction procedure is shown in Figure 58. The head and skull image 
slices (Figure 58a, Figure 58e) were first segmented to head and skull regions. The head 
segments were selected based on the pixel values of soft-tissue in MRI images so that all soft-
tissue regions were selected in the head label (Figure 58b) using the threshold tool in 3-D Slicer. 
In MRI images bone structures are challenging to be segmented because pixel values in bone 
structures are relative similar to ones in empty regions. For each MRI slice, we first select both 
soft-tissue and bone regions using the level tracing tool in 3-D Slicer. The bone structures 
(Figure 58f) were formed by subtracting the selected regions from the head segment using the 
logic operator tool. After labelled, the head and skull models were reconstructed using the 
marching cube algorithm [193]. The reconstructed models were then smooth using Laplacian 
smoothing technique [194] (Figure 58c, Figure 58g). The head and skull models were finally 
post-processed to get only the external head and skull regions (Figure 58d, Figure 58h) using 
the ambient occlusion and vertex quality selection tools in MeshLab. 
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Figure 58. Head and skull reconstruction procedures from MRI images 

The MRI-based head and skull models were registered to the coordinate system of the Kinect-
based head and skull models based on their facial regions before compared in Hausdorff 
distance metrics [206]. The registration procedure was presented in our Kinect-to-head study 
[187]. In particular, the MRI-based face model were first registered to the Kinect-based face 
model based on manually selected landmarks on left & right eyes, forehead, top-nose, and 
mouth center using the SVD rigid registration method [198]. Registration errors due to manual 
landmark selections were optimally reduced using the ICP algorithm [175] based on all vertices 
of the face models. The estimated SVD-ICP transform matrix was used to transform the MRI-
based head and skull models to the coordinate system of the Kinect-based head/skull models 
(Figure 59). Note that because internal structures of MRI-based skulls were hard to be fully 
reconstructed, their skull shapes were used for validations with the Kinect-based skull shapes. 
The skull shape generation procedure from skull models was presented in our head-to-skull 
study [216]. Because our MRI data of normal and facial palsy subjects were not all fully 
captured the head regions, only regions of interest were kept for validations using the Hausdorff 
distance metrics (Figure 59). 

 
Figure 59. Validation procedure for Kinect-based head and skull models. The MRI-based head and 
skull models were transformed to the coordinate system of the Kinect-based head and skull models 

before drawing Hausdorff distance maps. 

The Kinect-based head models were also validated with the animated head models 
reconstructed from the point cloud data acquired from the Kinect infrared sensor. Note that the 
RGB-D data acquired from Kinect sensors could be used to reconstruct facial models with 
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acceptable accuracy for facial analysis applications [108]. The reconstruction procedure was 
presented in details in Chapter 3. Because 3-D RGB-D point clouds and HD facial points were 
captured by the same Kinect sensor, the reconstructed head models from point clouds were in 
the same coordinate system with the Kinect-based head models. Consequently, Hausdorff 
distances could be directly computed without registrations. 

Finally, the uncertainty of the definition of facial muscle insertion and attachment points due to 
manual manipulation was computed using 6-mm-radius spheres (Figure 60a) in a 10-fold 
validation [215]. In particular, the uncertainty spheres were centered at insertion/attachment 
points. For each time of validation, the actual positions of muscle points were randomly selected 
on their appropriate sphere surfaces and muscle lengths were also computed based on the 
selected positions (Figure 60b). The average muscle length of each muscle and its standard 
deviation were calculated after a 10-fold computation. 

 
Figure 60. Perturbation positions of insertion and attachment points of the right risorius muscle on 6-

mm-radius sphere: (a) 6-mm-radius radius sphere on the attachment point �, (b) the right risorius 
muscle based on randomly selected insertion and attachment points. 

All modelling and validating procedures were executed on a mobile workstation system with the 
hardware configuration of Intel® Xeon® E-2176M CPU @ 2.7GHz 64 bits, 12 cores, 32GB DDRAM 
and developed in Microsoft Visual Studio C++ 2015. 

5.2. Results 
5.2.1. MRI-based model validation in the neutral position 

Reconstruction and generation outcomes of the proposed modeling workflow are shown in 
Figure 61. Hausdorff distances of Kinect-based heads Vs. MRI-based heads and Kinect-based 
skulls Vs. MRI-based skulls were computed and illustrated in Figure 62. Additionally, the 
distance distributions are presented in Figure 63. For head comparison (Figure 63), the best 
mean errors are 1.91 mm and 1.98 mm for P2 and H2 respectively. Mean error of H1 (2.12 mm) 
is larger than ones of the H2 (1.98 mm) and P2 (1.91 mm). For skull comparison (Figure 63), 
the smallest mean error (3.12 mm) is in H1, and most errors are in the upper skull region. Only 
compared on the frontal skull regions, mean errors of H2 (4.97 mm) and P2 (4.32 mm) are 
larger than one of H1. The mean error of P2 is the largest (13.9 mm) in 4 subjects. Overall, the 
accuracy of Kinect-based skull models depends on the accuracy of the Kinect-based head 
models. Additionally, accuracies in facial head and frontal skull regions are better than one in 
back head and skull regions, especially in the muscle insertion and attachment regions (Figure 
62). 

Regarding the muscle features estimated in neutral position, muscle lengths were depicted in 
Table 5. Values were reported in average and standard deviation under the uncertainty effect of 
the manual manipulation for muscle definition. The overall length ranges from 21.53±2.93 mm 
to 63.28±2.99 mm. The minimal length is 21.53±2.93 mm for the muscle LU. The maximal 
length is 63.28±2.99 mm for the muscle RZM. 
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Figure 61. Kinect- and MRI-based reconstruction results for head, skull, skull shape, and muscle 
network of two healthy subjects and two facial palsy patients. 

 
Figure 62. Hausdorff distance color maps between Kinect- and MRI-based head/skull models of 

healthy subjects and facial palsy patients. 
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Figure 63. Hausdorff distance distributions between Kinect- and MRI-based head/skull models of 

healthy subjects and facial palsy patients. 

Table 5. Muscle lengths of three healthy subjects and two facial palsy patients in neutral position. 

Left/Right Muscle Types 
Muscle 

IDs 

Action Line Lengths of Facial Muscles in Neutral Position (� ± SD mm) 

Healthy 
Subject 1 

(H1) 

Healthy 
Subject 2 

(H2) 

Healthy 
Subject 3 

(H3) 

Patient 1 
(P1) 

Patient 2 
(P2) 

Left 
Frontalis Inner 

LFI 31.22 ±1.89 42.97 ±1.87 28.48 ±2.06 31.77 ±1.94 32.96 ±1.77 

Right RFI 33.1 ±3.28 43.59 ±3.28 32.14 ±3.33 33.4 ±3.23 35.76 ±3.22 

Left 
Frontalis Major 

LFM 28.54 ±2.16 41.56 ±1.92 28.21 ±2.13 29.5 ±1.94 29.58 ±1.89 

Right RFM 28.54 ±1.47 37.16 ±1.48 31.48 ±1.47 28.62 ±1.68 31.54 ±1.41 

Left 
Frontalis Outer 

LFO 27.81 ±1.97 41.05 ±1.73 25.06 ±1.81 29.42 ±1.88 30.71 ±1.76 

Right RFO 30.87 ±1.74 37.12 ±1.67 34.34 ±1.73 31.6 ±1.67 34.73 ±1.97 

Left Corrugator 
Supperciliary 

LCS 26.99 ±1.91 26.29 ±2.17 27.25 ±1.84 24.49 ±2.32 25.1 ±2.05 

Right RCS 27.05 ±2.1 30.44 ±1.9 27.23 ±2.11 26.61 ±1.73 24.71 ±1.88 

Left 
Nasalis 

LNa 30.81 ±2.22 34.88 ±2.23 23.54 ±2.29 26.03 ±2.62 28.78 ±2.33 

Right RNa 31.38 ±1.8 33.76 ±1.92 23.17 ±1.8 26.33 ±1.98 28.78 ±1.89 

Left 
Upperlip 

LU 25.36 ±3.18 25.96 ±2.51 22.25 ±3.44 21.53 ±2.93 23.81 ±2.83 

Right RU 25.2 ±2.87 26.51 ±2.38 24.92 ±3.13 22.33 ±2.9 24.74 ±2.67 

Left Zygomaticus 
Minor 

LZm 52.2 ±3.06 54.37 ±3.22 47.36 ±3.06 46.23 ±3.26 51.24 ±3.17 

Right RZm 54.42 ±1.91 53.18 ±2 54.7 ±1.89 48.91 ±2.21 53.98 ±2.09 

Left Left Zygomaticus 
Major 

LZM 59.12 ±2.66 62.35 ±2.48 53.3 ±2.76 53.59 ±2.54 60.24 ±2.5 

Right RZM 60.93 ±2.96 59.31 ±2.98 61.36 ±2.94 56.78 ±2.97 63.28 ±2.99 

Left 
Risorius 

LR 34.7 ±3.09 29.88 ±3.18 35.34 ±2.94 32.91 ±3.17 31.4 ±3.11 

Right RR 37.75 ±3.18 34.83 ±3.19 41.89 ±3.27 36.48 ±3.31 35.25 ±3.28 

Left Depressor Anguli 
Oris 

LDAO 36.2 ±1.5 32.12 ±1.62 41.07 ±1.8 33.85 ±1.35 30.65 ±1.28 

Right RDAO 33.56 ±2.54 28.35 ±2.51 34.69 ±2.7 28.69 ±2.72 25.58 ±2.67 

Left 
Mentalis 

LMe 28.41 ±1.59 23.86 ±1.44 36.91 ±1.53 29.45 ±1.54 26.58 ±1.57 

Right RMe 29.93 ±3.22 25.05 ±3.33 35.13 ±2.81 29.96 ±3.28 26.71 ±3.25 

Left Levator Labii 
Superioris 

LLLS 47.43 ±1.41 50.67 ±1.39 42.67 ±1.4 41.33 ±1.32 47.12 ±1.4 

Right RLLS 49.76 ±2.07 49.31 ±1.94 47.98 ±2.17 43.76 ±2.09 49.5 ±2.01 
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Left/Right Muscle Types 
Muscle 

IDs 

Action Line Lengths of Facial Muscles in Neutral Position (� ± SD mm) 

Healthy 
Subject 1 

(H1) 

Healthy 
Subject 2 

(H2) 

Healthy 
Subject 3 

(H3) 

Patient 1 
(P1) 

Patient 2 
(P2) 

Left Levator Labii 
Superioris 

Alaeque Nasi 

LLLSAN 59.96 ±2.61 62.54 ±2.12 54.18 ±2.6 51.84 ±2.01 57.49 ±2.22 

Right RLLSAN 61.62 ±1.94 62.28 ±1.97 56.71 ±1.87 53.24 ±1.83 59.1 ±1.89 

Left Levator Anguli 
Oris 

LLAO 35.05 ±1.7 36.97 ±1.88 31.45 ±1.82 31.11 ±1.93 36.7 ±1.73 

Right RLAO 35.66 ±2.41 34.61 ±2.19 35.16 ±2.6 32.97 ±2.2 38.73 ±2.15 

Left Depressor Labii 
Inferioris 

LDLI 36.64 ±2.92 30.62 ±3.23 39.55 ±2.64 35.1 ±3.34 33.21 ±3.12 

Right RDLI 35.86 ±2.48 31.24 ±2.58 41.27 ±2.4 35.04 ±2.55 33.87 ±2.63 

Left 
Buccinator 

LB 59.05 ±3.23 55.38 ±3.16 56.23 ±3.23 50.68 ±3.12 56.03 ±3.18 

Right RB 57.18 ±1.09 52.77 ±1.17 56.7 ±1.13 49.84 ±1.42 55.35 ±1.32 

Left 
Masseter 

LMa 45.16 ±2.42 45.5 ±2.39 44.08 ±2.43 41.06 ±2.39 43.82 ±2.4 

Right RMa 46.27 ±2.41 43.58 ±2.5 44.17 ±2.4 41.61 ±2.53 42.69 ±2.51 

Vertical Left 
Orbicularis Oculi 

VLOO 42.47 ±2.85 41.3 ±2.84 40.99 ±2.79 35.98 ±2.91 40.37 ±2.91 

Vertical Right VROO 43.16 ±2.01 41.47 ±2.09 41.39 ±2.2 37.49 ±2.01 41.14 ±2.02 

Vertical Orbicularis Oris VOO 38.09 ±2.64 30.82 ±2.63 33.47 ±2.66 32.56 ±2.63 34.85 ±2.68 

Horizontal Left 
Orbicularis Oculi 

HLOO 59.38 ±1.66 54.35 ±1.84 60.21 ±1.73 49.59 ±1.96 53.02 ±1.77 

Horizontal Right HROO 59.73 ±1.19 54.9 ±1.2 60.4 ±1.13 49.98 ±1.25 53.75 ±1.16 

Horizontal Orbicularis Oris HOO 59.17 ±2.02 57.93 ±2.1 55.18 ±2.06 49.25 ±2.45 48.36 ±2.2 
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5.2.2. Point cloud-based validation for different facial mimic positions 

The comparison outcomes are presented in Figure 64. In this figure, 2-D color images (Figure 
64a, Figure 64f) of two healthy subjects and two facial palsy patients are shown. Related 
Kinect-driven biomechanical models were generated according to appropriate facial mimics 
based on the HD facial points (Figure 64e, Figure 64j). Moreover, the animated head models 
were also reconstructed from the captured 3-D RGB-D point clouds (Figure 64b, Figure 64g). 
The Kinect-driven head models were also rendered in the same coordinate system with point 
cloud-based head models (Figure 64b, Figure 64g). Hausdorff distance distributions between 
the Kinect-driven head models and point cloud-based head models were illustrated (Figure 64c 
& Figure 64h and Figure 64d & Figure 64i). It is interesting to note that the facial palsy patients 
do not have geometrical symmetries while smiling and [u]-pronouncing compared with the 
healthy subjects. In particular, while smiling, the patient 1 (Figure 64.3a) cannot open her mouth 
as normally as H1 and H3 (Figure 64.1a, Figure 64.2a). Although P2 (Figure 64.4a) can open 
her mouth more widely than the patient 1 (Figure 64.3a), her right-hand mouth cannot smile as 
widely as the left-hand mouth due to malfunctions of her right zygomaticus minor and major 
muscles [118]. While [u]-pronouncing, P1 can only control her left zygomaticus minor and 
major muscles, so her right-hand mouth is not symmetrical with her left-hand mouth (Figure 
64.3f). The patient 2 (Figure 64.4f) can do better than P1 (Figure 64.3f), but less symmetrical 
than H1 and H3 (Figure 64.1f, Figure 64.2f). 

Based on error distributions between the Kinect-driven head models and point cloud-based head 
models (Figure 64c, Figure 64d, Figure 64h, Figure 64i), mean errors in smiling mimics are 
smaller than those in [u]-pronouncing mimics for each subject. For instances, the smiling mean 
errors of P1 and P2 (2.35 mm and 2.67 mm respectively) are smaller than the [u]-pronouncing 
mean errors of P1 and P2 (2.77 mm and 3.26 mm respectively). Moreover, the smiling mean 
errors of H1 and H3 (2.08 mm and 2.02 mm) are also smaller than the [u]-pronouncing mean 
errors of H1 and H3 (2.0 mm and 2.64 mm). In each facial mimic, mean errors of healthy 
subjects are usually smaller than ones of the facial palsy patients. For examples, the smiling 
mean errors of H1 and H3 (2.08 mm and 2.02 mm respectively) are smaller than ones of P1 and 
P2 (2.35 mm and 2.67 mm respectively). Moreover, the [u]-pronouncing mean errors of H1 and 
H3 (2.0 mm and 2.64 mm) are also smaller than ones of P1 and P2 (2.77 mm and 3.26 mm). 
For healthy subjects, the minimum mean error is 2.00 mm, and the maximum error is 2.64 mm. 
For facial palsy patients, the minimum error is 2.35 mm, and the maximum error is 3.26 mm. 

The muscle strains estimated during facial mimic positions are reported in Table 6. When 
performing the smiling mimics, all subjects have horizontal elongations in their OOs (16.57%, 
20.56%, 9.44%, and 19.93% for H1, H3, P1, and P2 respectively). Especially, P1 has the 
smallest elongations of 9.44%. Moreover, the strain values of L/RZms and L/RZMs are all 
negative, but the shortened ranges between the left and right muscles are different. For 
instances, in P1 the shortened ranges of LZm and LZM (0.40% and 6.76%) are smaller than 
ones of RZm and RZM (3.12% and 9.53%). When performing the [u]-pronouncing mimics, all 
subjects have horizontal shortenings in their OOs (-15.72%, -14.48%, -3.65%, and -19.70% for 
H1, H3, P1, and P2 respectively). Especially, P1 also has the smallest shortened range of 3.65%. 
Moreover, the strain values of L/RZms and L/RZMs are all positive, but their elongated ranges 
are not symmetrical between left and right muscles. For examples, in P2 the elongated ranges 
of LZm and LZM (4.59% and 10.02%) are not the same as ones of RZm and RZM (6.11% and 
9.21%). In fact, these values can also illustrate asymmetries between left and right muscle 
actions. 
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Figure 64. Validations results with point cloud-based models (color images, Kinect- Vs. point cloud-

based head models, Hausdorff distance distributions, and Kinect-driven biomechanical models) in 
different facial mimics for two healthy subjects and two facial palsy patients: (a) 2-D color images, (b) 

Kinect- Vs. point cloud-based head models, (c) Hausdorff distance distributions in color maps, (d) 
Hausdorff distance distributions in boxplots, and (e) Kinect-driven biomechanical models. 

Table 6. Muscle strain values in smiling and [u]-pronouncing mimics of the two health subjects and 
two facial palsy patients. 

Muscle 
IDs 

Muscle Strains in Positions (%) 

Smile [u] 

H1 H3 P1 P2 H1 H3 P1 P2 

LFI 20.62 1.78 2.67 -0.04 14.66 -9.26 1.36 -2.18 

RFI 18.28 0.83 0.22 -1.83 12.20 -8.21 0.58 -7.90 

LFM 12.78 -3.02 0.51 0.45 6.17 -12.33 -2.60 0.80 

RFM 20.77 -0.45 1.51 1.03 14.19 -10.32 0.63 -0.91 

LFO 10.38 2.19 2.96 1.58 1.63 -12.65 -0.93 -2.46 

RFO 14.50 -1.38 -1.29 -2.24 7.60 -11.23 -3.37 -6.79 

LCS 0.88 -5.03 -2.93 -2.48 -0.80 -3.04 -3.47 -2.89 

RCS 9.50 3.15 3.12 4.98 7.73 2.78 3.05 1.68 

LNa 2.28 -9.38 1.07 -5.60 15.68 14.33 2.51 8.75 

RNa -0.19 -9.32 -1.45 -9.23 11.37 10.46 1.77 4.39 

LU -12.02 -13.30 -7.52 -14.65 16.14 20.18 3.52 10.99 

RU -8.28 -13.14 -9.60 -17.35 21.66 19.42 3.12 10.49 

LZm -5.97 -9.93 -0.40 -7.23 8.94 8.59 2.84 4.59 

RZm -2.24 -9.93 -3.12 -9.81 13.46 7.68 3.54 6.11 

LZM -13.59 -21.32 -6.76 -11.82 10.76 17.70 -1.28 10.02 

LZM -9.13 -19.72 -9.53 -16.70 16.02 14.88 0.46 9.21 

LR 7.30 3.55 0.98 -7.35 8.36 -12.23 4.87 -4.69 

RR 6.96 -3.09 -0.90 -4.59 15.59 -3.57 5.51 9.70 

LDAO 31.30 23.72 9.35 17.17 1.02 -22.67 4.19 -20.19 

RDAO 31.20 29.20 18.59 37.20 -1.45 -22.55 6.88 -9.66 

LMe 11.97 -7.79 2.92 -7.76 4.59 -32.65 0.64 -18.04 
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Muscle 
IDs 

Muscle Strains in Positions (%) 

Smile [u] 

H1 H3 P1 P2 H1 H3 P1 P2 

RMe 1.70 -12.00 1.34 -8.00 0.20 -30.92 -2.33 -10.23 

LLLS -7.56 -12.76 -2.33 -8.86 6.05 5.44 -0.31 2.02 

RLLS -7.31 -13.85 -5.89 -12.73 7.19 4.22 -0.58 1.88 

LLLSAN -0.69 -6.13 0.55 -4.08 5.51 2.62 0.21 1.24 

RLLSAN -1.99 -8.12 -1.88 -7.58 4.92 1.44 -0.66 -0.78 

LLAO -21.19 -28.03 -10.11 -16.02 12.05 25.79 -2.35 14.92 

RLAO -18.66 -29.46 -14.44 -24.61 18.80 23.93 0.67 12.93 

LDLI -5.57 -16.37 -0.67 -15.92 9.92 -17.24 4.44 -2.06 

RDLI 0.30 -14.96 -2.31 -14.38 19.10 -7.43 3.55 10.18 

LB -12.58 -13.36 -5.51 -10.30 1.89 6.77 -1.71 4.33 

RB -9.22 -12.04 -5.05 -11.99 7.59 10.28 2.83 7.85 

LMa 1.83 -0.99 -1.22 -1.08 1.83 -0.99 -1.22 -1.08 

RMa 1.22 -1.39 -1.77 -1.73 1.22 -1.39 -1.77 -1.73 

VLOO -8.66 -8.66 -1.20 -7.04 2.09 11.66 -0.83 -3.19 

VROO -10.01 -11.99 -4.76 -11.95 0.84 9.04 -2.57 -2.61 

VOO 18.62 21.71 -1.78 18.12 18.08 37.51 4.67 16.88 

HLOO -1.79 -2.34 -1.85 -2.22 -0.97 -0.83 -1.70 -1.63 

HROO -2.23 -2.45 -1.69 -2.99 -1.47 -0.90 -1.21 -2.25 

HOO 16.57 20.56 9.44 19.93 -15.72 -14.48 -3.65 -19.70 

5.3. Discussion 

This study, for the first time, presents a biomechanical head modelling method for generating 
patient specific head, skull and muscle network from only HD facial points acquired by the 
visual Kinect V2.0 sensor. Computer-aided facial paralysis grading systems are important and 
necessary for quantitative and objective facial paralysis measurements before and during facial 
mimic rehabilitation [22]. Most developed computer-aided grading systems just analyzed 
external 2-D/3-D motions from facial appearances/movements extracted from visual 2-D 
imaging and/or 3-D point cloud data [57–68]. These exterior data could also be face image 
intensities [57], facial feature displacements [65,66], inter-feature distances, bounding areas, 
feature velocities, and feature symmetries from center lines [66,67,117]. These raw face 
appearances/movements needed large computation cost to be converted to meaningful 
information such as AUs from FACS [118] using 2-D/3-D computer vision-based methods [61]. 
In fact, AUs from FACS were mainly defined based on facial muscle actions [118]. Moreover, 
these external motions were just the effects caused by muscle actions on skin layers [3]. Thus, 
a directly analyze of facial muscle features is of great clinical interest. This present study 
proposed a complete workflow to reconstruct patient specific head and skulls model. Then, 
muscle features (e.g. muscle length and strain) could be estimated and tracked in a 
straightforward manner for facial paralysis applications. 

Most previous studies extracted facial features directly from data acquired from visual sensors 
using 2-D/3-D computer vision-based methods. For instances, active shape model (ASM) was 
deformed to fit with counters of face, eyes, and nose for estimating facial features in video 
sequences [61,62], and the supervised descent method (SDM) could also be used to track facial 
features in 2-D images [66]. 3-D facial features could also be computed by deforming a 3-D 
generic facial model to fit with facial markers on 2-D images [63]. Computational complexity 
was decreased by using facial markers for tracking facial features. Less computation time 
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allowed us to detect facial features simultaneously on multiple images captured at different 
views for reconstructing their 3-D motions in motion capture systems  [66–68]. 3-D motions of 
facial features detected on 2-D images could be estimated by combining infrared sensors with 
single cameras  [116,117]. However, although facial features could be accurately detected and 
tracked in 2-D and 3-D spaces in above studies, large computation time was costed on 
processing raw data acquired from visual sensors. Our approach based on high-level subject-
specific data supported by the Kinect SDK 2.0 controlling the visual Kinect 2.0 sensor, so much 
less computational time was used for extracting facial features. 

In addition, numerous physics-based head/face models have been developed, but they mostly 
estimate facial animations based on muscle actions and have not extracted internal muscle 
actions from external facial appearances [3–5,69–71]. Moreover, most of them were not 
subject-specific or lacked of subject-specific skull layers [3,69–71]. FE facial models also 
costed much computation time for computing muscle displacements from forces [4,5]. In this 
presented study, we could fast generate subject-specific head models based only on external 
HD facial points acquired from the Kinect V2 sensor. After generated, the patient specific head 
model could be animated in real-time in rigid manner using current head orientations & 
positions and in non-rigid manner using current HD facial points. Therefore, we could achieve 
real-time head animations without computational complexities [187]. Last but not least, most 
physics-based face models from previous studies were developed based on semi-automatic 
procedures from other 3-D processing tools, such as 3DSlicer, ScanIP, Abacus, etc., or other 
studies. This could be inconvenient for the case of fast generating subject-specific models of 
new users. However, as shown in Figure 9, our proposed modelling method could fast generate 
subject-specific biomechanical head model according with texture. With the current hardware 
configuration, the total of head, skull, and muscle network generation costed 17.16±0.37s 
without counting time of reading and saving data from and to hard disk drives (HDDs). After 
generations, the framerate of data acquisitions, head animations, skull rigid transformations, 
muscle network computations, and graphic rendering was 40 fps. 

From clinical point of view, the knowledge of muscle features is of great important for 
optimizing the treatment planning. The proposed method allowed muscle length and strain to 
be estimated and tracked in real time and in a patient-specific manner. The computed muscle 
lengths in neutral facial mimics were comparable with reported values in related studies 
[4,5,218,221,222], as listed in Table 7. Moreover, in comparisons with other accurate FE-based 
facial models [4,5], the ZMs in smiling were shortened with the negative strain values of -
6.82% in [4]. In our study, as shown in  

Table 6, the muscle strains of L/RZMs are also negative for all subjects. In [pµ] and [o] 
pronouncing mimics, the strain values of ZMs were all positive (10.4% and 24% for [pµ] and 
[o] sounds in [4]; 22% for [o] sound in [5]). In  

Table 6, the strain values of L/RZMs are also positive in [u]-pronouncing mimics for H1, H3, 
and P2. However, in previous studies, the left and right facial muscle actions were considered 
to be perfectly symmetrical, so they just reported values on one side [4,5,218,221,222]. In our 
study, strain values of all major types of facial muscles were computed independently on left 
and right sides, so asymmetries of muscle actions could be evaluated during facial mimics. 

Table 7. Muscle length comparisons with reported values in related studies. 

Muscle 
IDs 

Action Line Lengths of Facial Muscles in Neutral Position (mm) 

H1 H2 H3 P1 P2 
Freilinger et 
al., 1987 [221] 

Happak et 
al., 1997 
[218] 

Bernington 
et al., 1999 
[222] 

Fan et al., 
2017 [4] 

Dao et al., 
2018 [5] 

LFI 
31.22 
±1.89 

42.97 
±1.87 

28.48 
±2.06 

31.77 
±1.94 

32.96 
±1.77 

- - - - - 

RFI 
33.1 

±3.28 
43.59 
±3.28 

32.14 
±3.33 

33.4 
±3.23 

35.76 
±3.22 

- - - - - 

LFM 
28.54 
±2.16 

41.56 
±1.92 

28.21 
±2.13 

29.5 
±1.94 

29.58 
±1.89 

- - - - - 

RFM 
28.54 
±1.47 

37.16 
±1.48 

31.48 
±1.47 

28.62 
±1.68 

31.54 
±1.41 

- - - - - 

LFO 
27.81 
±1.97 

41.05 
±1.73 

25.06 
±1.81 

29.42 
±1.88 

30.71 
±1.76 

- - - - - 
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Muscle 
IDs 

Action Line Lengths of Facial Muscles in Neutral Position (mm) 

H1 H2 H3 P1 P2 
Freilinger et 
al., 1987 [221] 

Happak et 
al., 1997 
[218] 

Bernington 
et al., 1999 
[222] 

Fan et al., 
2017 [4] 

Dao et al., 
2018 [5] 

RFO 
30.87 
±1.74 

37.12 
±1.67 

34.34 
±1.73 

31.6 
±1.67 

34.73 
±1.97 

- - - - - 

LCS 
26.99 
±1.91 

26.29 
±2.17 

27.25 
±1.84 

24.49 
±2.32 

25.1 
±2.05 

- - - - - 

RCS 
27.05 
±2.1 

30.44 
±1.9 

27.23 
±2.11 

26.61 
±1.73 

24.71 
±1.88 

- - - - - 

LNa 
30.81 
±2.22 

34.88 
±2.23 

23.54 
±2.29 

26.03 
±2.62 

28.78 
±2.33 

- - - - - 

RNa 
31.38 
±1.8 

33.76 
±1.92 

23.17 
±1.8 

26.33 
±1.98 

28.78 
±1.89 

- - - - - 

LU 
25.36 
±3.18 

25.96 
±2.51 

22.25 
±3.44 

21.53 
±2.93 

23.81 
±2.83 

- - - - - 

RU 
25.2 

±2.87 
26.51 
±2.38 

24.92 
±3.13 

22.33 
±2.9 

24.74 
±2.67 

- - - - - 

LZm 
52.2 

±3.06 
54.37 
±3.22 

47.36 
±3.06 

46.23 
±3.26 

51.24 
±3.17 

- 51.8±7.4 - - - 

RZm 
54.42 
±1.91 

53.18 
±2 

54.7 
±1.89 

48.91 
±2.21 

53.98 
±2.09 

- 51.8±7.4 - - - 

LZM 
59.12 
±2.66 

62.35 
±2.48 

53.3 
±2.76 

53.59 
±2.54 

60.24 
±2.5 

M: 70.67±6.32 
F: 69.50±6.58 

65.6±3.8 - 43.65 52 

RZM 
60.93 
±2.96 

59.31 
±2.98 

61.36 
±2.94 

56.78 
±2.97 

63.28 
±2.99 

M: 70.67±6.32 
F: 69.50±6.58 

65.6±3.8 - 43.65 52 

LR 
34.7 

±3.09 
29.88 
±3.18 

35.34 
±2.94 

32.91 
±3.17 

31.4 
±3.11 

- - - - - 

RR 
37.75 
±3.18 

34.83 
±3.19 

41.89 
±3.27 

36.48 
±3.31 

35.25 
±3.28 

- - - - - 

LDAO 
36.2 
±1.5 

32.12 
±1.62 

41.07 
±1.8 

33.85 
±1.35 

30.65 
±1.28 

M: 37.83±4.38 
F: 38.33±8.02 

48±5.1 - - - 

RDAO 
33.56 
±2.54 

28.35 
±2.51 

34.69 
±2.7 

28.69 
±2.72 

25.58 
±2.67 

M: 37.83±4.38 
F: 38.33±8.02 

48±5.1 - - - 

LMe 
28.41 
±1.59 

23.86 
±1.44 

36.91 
±1.53 

29.45 
±1.54 

26.58 
±1.57 

- - - - - 

RMe 
29.93 
±3.22 

25.05 
±3.33 

35.13 
±2.81 

29.96 
±3.28 

26.71 
±3.25 

- - - - - 

LLLS 
47.43 
±1.41 

50.67 
±1.39 

42.67 
±1.4 

41.33 
±1.32 

47.12 
±1.4 

M: 33.67±4.13 
F: 35.50±6.69 

47±7.5 - 29.3 - 

RLLS 
49.76 
±2.07 

49.31 
±1.94 

47.98 
±2.17 

43.76 
±2.09 

49.5 
±2.01 

M: 33.67±4.13 
F: 35.50±6.69 

47±7.5 - 29.3 - 

LLLSAN 
59.96 
±2.61 

62.54 
±2.12 

54.18 
±2.6 

51.84 
±2.01 

57.49 
±2.22 

- 61.6±7.6 - - - 

RLLSAN 
61.62 
±1.94 

62.28 
±1.97 

56.71 
±1.87 

53.24 
±1.83 

59.1 
±1.89 

- 61.6±7.6 - - - 

LLAO 
35.05 
±1.7 

36.97 
±1.88 

31.45 
±1.82 

31.11 
±1.93 

36.7 
±1.73 

- 42±2.5 - 27.4 - 

RLAO 
35.66 
±2.41 

34.61 
±2.19 

35.16 
±2.6 

32.97 
±2.2 

38.73 
±2.15 

- 42±2.5 - 27.4 - 

LDLI 
36.64 
±2.92 

30.62 
±3.23 

39.55 
±2.64 

35.1 
±3.34 

33.21 
±3.12 

- 29±4.9 - - - 

RDLI 
35.86 
±2.48 

31.24 
±2.58 

41.27 
±2.4 

35.04 
±2.55 

33.87 
±2.63 

- 29±4.9 - - - 

LB 
59.05 
±3.23 

55.38 
±3.16 

56.23 
±3.23 

50.68 
±3.12 

56.03 
±3.18 

- 56±7.4 - - - 

RB 
57.18 
±1.09 

52.77 
±1.17 

56.7 
±1.13 

49.84 
±1.42 

55.35 
±1.32 

- 56±7.4 - - - 

LMa 
45.16 
±2.42 

45.5 
±2.39 

44.08 
±2.43 

41.06 
±2.39 

43.82 
±2.4 

- - 
M: 45.9±5.8 
F: 39.1±8.2 

- - 

RMa 
46.27 
±2.41 

43.58 
±2.5 

44.17 
±2.4 

41.61 
±2.53 

42.69 
±2.51 

- - 
M: 45.9±5.8 
F: 39.1±8.2 

- - 

VLOO 
42.47 
±2.85 

41.3 
±2.84 

40.99 
±2.79 

35.98 
±2.91 

40.37 
±2.91 

- 60±9.6 - - - 

VROO 
43.16 
±2.01 

41.47 
±2.09 

41.39 
±2.2 

37.49 
±2.01 

41.14 
±2.02 

- 60±9.6 - - - 

VOO 
38.09 
±2.64 

30.82 
±2.63 

33.47 
±2.66 

32.56 
±2.63 

34.85 
±2.68 

-  - - - 

HLOO 
59.38 
±1.66 

54.35 
±1.84 

60.21 
±1.73 

49.59 
±1.96 

53.02 
±1.77 

- 65±5.6 - - - 

HROO 
59.73 
±1.19 

54.9 
±1.2 

60.4 
±1.13 

49.98 
±1.25 

53.75 
±1.16 

- 65±5.6 - - - 

HOO 
59.17 
±2.02 

57.93 
±2.1 

55.18 
±2.06 

49.25 
±2.45 

48.36 
±2.2 

- - - - - 
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Despite potential capacity for clinical applications, the proposed modeling method has some 
limitations. In the Kinect-to-head process, back-head regions, which are often covered by hair, 
were approximated with face regions using affine transforms, so the back-head regions were 
less patient-specific than the face regions. This affected to the accuracy of the generated skulls. 
Relationship between face regions and back-head regions will be studied to improve accuracy 
of the Kinect-based head and skull models. In the head-to-skull process, the PLSR-based head-
to-skull coefficient matrix was trained with a head-skull dataset of 209 healthy subjects. A 
larger number of datasets, especially including facial palsy patients, needs to be developed to 
enhance the training process of the PLSR model to improve the prediction accuracy. In the 
muscle network definition & generation process, only muscle lengths and strains could be 
computed during facial mimics. Based on muscle strains, muscle forces and stresses will be 
computed using rigid multi-bodies dynamics [223] and fast soft-tissue deformation methods 
(e.g. Mass-Spring System with corrective springs (MSS-CS) [224]). Moreover, jaw movements 
have not been included in the Kinect-driven head models. These movements will be considered 
when more facial mimics are analyzed. In validation process, facial muscle actions were only 
analyzed in smiling and [u]-pronouncing mimics on three healthy subjects and two facial palsy 
patients. More muscle action units in FACS [225] will be analyzed on a larger number of 
validation datasets. Moreover, accurate facial muscles should be reconstructed from MRI/CT 
images in different facial mimics to validate the extracted muscle features. 

5.4. Conclusions 

This chapter, for the first time, presented a novel method for modelling patient-specific head, 
skull, and muscle network using only external data acquired from a visual Kinect V2 sensor. 
The proposed method was evaluated with MRI data and the obtained results showed a high 
level of accuracy. Moreover, estimated muscle features were also in agreement with 
experimental and literature data. In the main system, this novel modeling approach is 
implemented in real-time facial paralysis grading during facial movements. The content of this 
chapter was published in the Computer Method and Program in Biomedicine journal (Q1, 
IF@2019 = 3.632) [226].  
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Chapter 6 
Serious Games for Facial Mimic Rehabilitations 

Facial mimic rehabilitation must contain both physical and psychological treatments in long-
term recovering procedures, and serious games are particularly suitable for psychologically 
motivating patients during their rehabilitation exercises. Although various serious games have 
been designed for treatment and rehabilitation applications, but no serious games have been 
developed for facial palsy patients. Consequently, this chapter presents a novel serious game 
system for facial mimic rehabilitation. The serious game system was developed and 
communicated with other systems in the main system using the concept of system-of-systems 
(SoS). The patient-specific Kinect-driven biomechanical head model, as presented in Chapter 
5, was used as the main serious game object interacted with game environments according to 
different game rules. Two serious games with three difficulty levels each were developed for 
training smiling and kissing mimics. With a user-friendly graphic user interface system, 
clinicians could easily change game difficulty levels and analyze playing performances to 
propose suitable rehabilitation exercises for their patients. Moreover, while playing games, 
users could also receive bio-feedbacks of both facial mimic parameters and muscle strains. In 
perspective, clinical and user acceptability validations will be conducted on facial palsy patients 
and clinical experts in short-term and long-term evaluation campaigns. More serious games for 
other facial mimics will also be developed for training more types and behaviors of facial 
muscles. 

6.1. Facial mimic rehabilitation exercises and serious game strategies 

Facial mimic rehabilitation procedures included five main components: (1) patient education, 
(2) soft-tissue mobilization, (3) functional retraining, (4) facial expression retraining, and (5) 
synkinesis management [21]. In patient education, patients were educated about facial nerves 
& muscles and their roles during expressions [21]. In soft-tissue mobilization, patients were 
softly massaged on their affected sides using soft-tissue mobilization techniques for improving 
mobilities and comfort on the affected facial muscles [27]. In functional retraining, patients 
were trained for basic oral competence referring to maintenance of basic mouth functions [28]. 
In facial expression retraining, patients were trained to conduct initial facial expressions such 
as smiles, sound pronunciations with passive movements for expression their emotions using 
facial mimics [29]. In synkinesis management, patients were trained to control and manage 
unwanted movements in facial relaxation positions [8]. 

Facial expression retraining and synkinesis management were the most difficult and time-
consuming facial mimic rehabilitation components [14,16]. Current rehabilitation treatments 
include repeated training exercises for intensifying specific movements of appropriate facial 
muscles [8]. They were classified into rehabilitation exercises specified for stretching and 
relaxation of facial muscles, symmetry of facial muscle movements, and synkinesis 
management and movement control [8]. Serious games in the serious game system were 
designed based on this classification. This system includes two games with three different 
difficulty levels for each game. The first game called “exploding bubble games” was dedicated 
for training stretching and relaxation of facial muscles. In this game, the user tried to 
horizontally move his/her mouth to up/down scale bubbles. The bubbles would be 
exploded/released when their diameters reached the upper/lower thresholding values. While 
playing the games, facial muscles responsible for controlling smiling/kissing mimics were 
stretched repetitively. The second game called “smile balancing” games was designed for 
training symmetries of facial muscle movements and synkinesis management & movement 
control. In this game, the user tried to smile as symmetrically as possible to balance a table. 
Moreover, he/she could also use his/her left/right smiling mimics to move a ball to balance the 
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table. While playing the games, the user could train to control symmetries and synkinesis in 
smiling and neutral mimics. 

6.2. Material and methods 
6.2.1. Serious game system framework 

The system framework of the serious game system is shown in Figure 65. The serious game 
system communicates with other systems based on the concept of SoS. In particular, this system 
was designed for executing parallelly with Model Computation System, Central Managing 
System, and Graphic User Interface System. Data among these systems were transmitted 
through high speed internal buses and managed by Central Managing System, so fewer latencies 
existed between processing and visual systems. This system configuration allowed users to play 
serious games, compute bio-feedbacks, and visualize bio-feedbacks simultaneously in real-
time. The Serious Game System received Kinect-driven biomechanical head model and texture 
image from Model Computation System as one of its game objects. Serious Game System 
comprised of Game Browser Subsystem, Serious Game 1 Subsystem, and Serious Game 2 
Subsystem. Game Browser Subsystem was responsible for managing game play data and 
navigating among games. Each serious game subsystem included Game Graphic Engine for 
rendering game objects, Game Sound Engine for generating sound effects, Game Evaluator for 
scoring game players, and Mouse & Keyboard & Virtual Tray Listeners for receiving basic 
commands from players through PC mouse and keyboard. Moreover, in Serious Game 2 
Subsystem was also integrated Game Physics Engine for simulating physical interactions among 
game objects. Animated models & bio-feedbacks from Model Computation System and game 
object animations from Serious Game System were visualized in Graphic User Interface 
System. These data were also recorded by Central Managing System. 

The main system was designed based on the Qt 5.12.5 framework [161]. This programming 
framework was responsible for graphic user interface developments, data transmissions, and 
multi-threaded system communications. Game Graphic Engine was developed based on 
Ogre3D game engine [151] for graphical object managing and rendering. Game Sound Engine 
was supported by irrKlang sound engine [163]. Physical effects were simulated by Bullet real-
time physics engine [150]. Mimic Visualizer and Graph Visualizer was designed using VTK 
[162]. The whole system was executed in the hardware configuration of Intel® Xeon® E-
2176M CPU @ 2.7GHz 64 bits, 12 cores, 32GB DDRAM. All procedures were developed in 
Microsoft Visual Studio C++ 2015. 

 
Figure 65. Serious game system framework in the main system based on the concept of SoS. 
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6.2.2. Game play workflow 

Figure 66 shows the game play workflow of the serious game system. When starting the serious 
game system, the user was asked to create a new user or reuse the existing one. While creating 
a new user, the user was instructed to capture left, right, and front views for generating subject-
specific biomechanical head model and face texture. The total generation time was 46.66±0.57s. 
The model and texture generations were conducted in Model Computation System, as presented 
in Chapter 3 and Chapter 5. If reusing the existing subject-specific data, the user just fast 
scanned in front of the system to capture left, right, and front views for fast matching the 
generated data with his/her head states. The matching time was less than 1s. After the 
personalization procedure, the use selected a serious game through the general game GUI 
(Figure 66b). Game targets and difficulty levels were then set up in the GUIs of the appropriate 
game (Figure 66d) before starting the selected game (Figure 66c). While playing, the user could 
save his/her current results for later attempts. After playing, his/her results were saved and 
visualized on the game outcome interfaces (Figure 66d). 

 
Figure 66. Game play workflow of the serious game system. 

6.2.3. Game play GUIs 

The serious game GUIs included the general and game GUIs. The general GUI (Figure 67) 
contained the Game Browser Subsystem interface for navigating among games, the Mimic 
Visualizer interface for rendering animated models in different visual options, and the Graph 
Visualizer interface for analyzing bio-feedbacks data in different graphing options. The game 
GUI (Figure 68) contains interfaces for setting game parameters, starting/stopping/continuing 
game rules, showing game tips, and reporting game progresses of the specific game level. 
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Figure 67. The general game GUI. 

 
Figure 68. The GUI of each game. 

6.2.4. Serious game 1: “Exploding bubbles” 

The first game group called “exploding bubbles” games was designed for training stretching 
and relaxation of facial muscles responsible for smiling and kissing mimics. This game was 
designed into three difficulty levels called “smile to explode bubbles”, “smile to explode 
left/right bubbles”, and “kiss to release bubbles”. 

6.2.4.1. Game level 1: “Smile to explode bubbles” 

In the first level of the first game called “smile to explode bubbles”, the player tried to use 
his/her smiling mimics to explode the target bubble. 

Figure 69b shows the rendering window of this game level. In the rendering window, the game 
objects included a user animated head model, an exploding bubble, a scoring panel, a timing 
panel, an information panel, a game control panel, and other decors. The game scene was 
designed in a luxury bath room for making positive cognitive effects to the player. 

The game rule is illustrated in Figure 70a. In particular, after starting the game, smiling ranges 
that were computed as distances between left and right mouth corners were used to scale the 
exploding bubble (Figure 70b) while counting down the remaining time. When the bubble 
diameter reached the upper threshold value, it was exploded. The user was then scored as 1, 
and a new bubble with a different color was appeared at the mouth center when the smiling 



102 

 

range was in the neutral value (Figure 70c). If the total score reached the target score within the 
target playing time, the user was congratulated (Figure 70d). Otherwise, the user was failed and 
asked to play the game again (Figure 70e). While playing game, the remaining time was shown 
in the timing panel, the current score was shown in the scoring panel. The player could also 
start, pause, stop, restart, save, and exit the current game by using buttons in the game control 
panel. Moreover, game difficulties could be changed by tuning the target playing time, the 
target score, and the bubble diameter upper threshold could be tuned in the game parameter 
panel (Figure 69a).  

As a result, by smiling to explode the bubble and neutralizing to create a new bubble repetitively 
to achieve the target score, muscles controlling the smiling mimics (left & right zygomaticus 
minor and left & right zygomaticus major [4,225,227]) would also be stretched and relaxed 
repetitively. 

 
Figure 69. Interface of the “smile to explode bubbles” game: (a) game parameter interface and (b) 

game scene interface. 
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Figure 70. Game rule of the “smile to explode bubbles” game. 

6.2.4.2. Game level 2: “Smile to exploded left/right bubbles” 

In the second level of the first game, the “smile to explode left/right bubbles” was designed for 
training stretching and relaxation of left/right facial muscles responsible for controlling 
left/right smiling mimics. In this game, the player moved his/her mouth horizontally to the 
left/right side to explode the bubble on the left/right side of the mouth. 

Figure 71b shows the rendering window of this game. The rendered game scene included an 
animated head model, left & right bubbles, left & right scoring panels, a timing panel, a game 
control panel, and other decors. This game was also designed in a scene of a luxury bath room 
for providing positive cognitive effects to the player. 

The game rule is illustrated in Figure 72a. After starting, user head animations were tracked 
and animated on the animated head model. Left/right smiling ranges computed as distances 
between the left/right mouth corner and the mouth center were used to scale the left/right bubble 
size (Figure 72b). When the left/right bubble diameter reached its upper threshold value, it was 
exploded. The left/right score was then increased by 1. A new left/right bubble with a different 
color was appeared when left/right smiles become in the neutral mimic (Figure 72c). If both 
left and right total scores reached the target left & right scores within the target playing time, 
the player was congratulated (Figure 72d). Otherwise, he/she was failed and asked for next 
attempts (Figure 72e). The player could also set game parameters through the game parameter 
interface (Figure 71a). These game parameters are the target playing time, the left/right target 
score, and the left/right bubble diameter threshold.  

As a result, by separately making left/right smiling mimics to explode the left/right bubble and 
returning into neutral mimics to create a new left/right bubble to achieve the left/right target 
score, the player would also train stretching and relaxation of his/her left/right zygomaticus 
minor & major muscles independently [4,225,227]. 
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Figure 71. Interface of the “smile to exploded left/right bubbles” game: (a) game parameter interface 

and (b) game scene interface. 

 
Figure 72. Game rule of the smile to exploded left/right bubbles” game. 

6.2.4.3. Game level 3: “Kiss to release bubbles” 

In the third level of the first game, the “kiss to release bubbles” game was designed for training 
kissing mimics. In this game, the player tried to horizontally shorten his/her mouth to downscale 
the target bubble so that it could pass through a ring. 
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Figure 73b shows the game render window. The game objects of this game included an 
animated head model, a releasing bubble, a passing ring, a scoring panel, an information panel, 
a game control panel, a game timing panel, and other decors. They were designed in a bath 
room for providing relaxed cognitive effects to the player. 

The game rule is presented in Figure 74a. After starting the game, distances between the left 
and right mouth corners were computed in real-time for downscaling the target bubble (Figure 
74b). When the bubble diameter was smaller than the ring diameter, it was released and passed 
across the ring. The total score was then increased by 1. If the facial mimic became to neutral, 
another bubble with a different color would appear at the mouth center (Figure 74c). If the total 
score reached the target score within the target playing time, the game target was achieved 
(Figure 74d). Otherwise, the play was failed and asked for next attempts (Figure 74e). 

Overall, by conducting the game rules repetitively during the target playing time, the left & 
right zygomaticus minor & major muscles were also trained to elongate and relax more 
effectively. 

 
Figure 73. Interface of the “kiss to release bubbles” game: (a) game parameter interface and (b) 

game scene interface. 
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Figure 74. Game rule of the “kiss to release bubbles” game. 

6.2.5. Serious game 2: “Smile balancing” 

The second game called “smile balancing” games was designed for training symmetries of 
facial muscle movements and synkinesis management & movement control. In this game, the 
player tried to control his/her mouth for balancing a table in a target period. Three games were 
designed with different ways of balancing: “smile to balance left & right balls” game, “smile 
to balance ball weight” game, and “smile to lift ball” game. 

6.2.5.1. Game level 1: “Smile to balance left & right balls” 

In the “smile to balance left & right balls” game, the player tried to make smiling mimics as 
symmetrical as possible to balance a table in a target duration of time.  

The game rendering window (Figure 75b) contains an animated head model, left & right balls, 
a balance board, a balance supporter, an information panel, a time-to-score timing panel, a game 
timing panel, a game control panel, a game scoring panel, and other decors. The game scene 
was designed in a green-grass garden with animals for providing positive and optimistic 
cognitive effects to the player. Physical effects were also integrated to the balance system. The 
left and right balls were fixed at left and right corners of the balance board. The balance board 
was connected to the balance supporter so that it could only rotate around the balance supporter. 
The balance board could not move if in contact with the stone table. The rotational friction 
could be set by changing the balance friction in the game parameter interface (Figure 75a).  

The game rule is illustrated in Figure 76a. After starting, left/right smiling ranges that were 
computed as distances between the left/right mouth corner and the mouth center were used to 
scale the size and change the weight of the left/right ball. According to the physical simulations, 
the balance board was rotated around the balance supporter corresponding to the current 
weights of the left & right balls (Figure 76b). Angles between the balance board and the stone 
table were also computed. If the balancing angles were within the balance range and the 
left/right smiling ranges were larger than the smiling threshold, the time-to-score timer began 
to countdown from the balance time. After the balance time, the total score was added by 1 
(Figure 76c). If the total score reached the target score within the target playing time, the player 
would successfully finish the game (Figure 76d). Otherwise, the player would be failed and 
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asked for next attempts (Figure 76e). Smiling threshold, balance range, balance friction, and 
balance time could be set in the game parameter interface (Figure 75a).  

As a result, by trying to achieve the game target, the player would be trained to generate 
symmetrical smiling mimics. Moreover, while keeping balance states in a time period, the 
player would also train for controlling synkinesis during smiling mimics. 

 
Figure 75. Interface of the “smile to balance left & right balls” game: (a) game parameter interface 

and (b) game scene interface. 

 

Figure 76. Game rule of the “smile to balance left & right balls” game. 
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6.2.5.2. Game level 2: “Smile to balance ball weights” 

The “smile to balance ball weights” game was design for separately training the left/right 
muscles responsible for controlling smiling mimics.  

In the game render window (Figure 77b), the game objects and the physical effects were the 
same as ones in the “smile to balance left & right balls” game; however, only one ball was fixed 
on the left/right corner of the balance board, and the animated head model was fixed on the 
other corner of the balance board.  

The game rule is shown in Figure 78a. After starting, the left/right smiling ranges were 
computed to change the weight of the animated head. The balance states of the balance system 
were also updated according to the current weight of the animated head and the left/right ball 
(Figure 78b). If the balance angles between the balance board and the stone table were in the 
balance range as long as the balance time, the player was scored by 1 (Figure 78c). During the 
target playing time, if the player was able to achieve the target score, he/she would successfully 
complete the game target (Figure 78d). Otherwise, he/she would be failed and asked for next 
attempts (Figure 78e). Moreover, in this game, the player could choose the playing mode as 
preset, linear, or random. In the preset playing mode, the ball was optionally set at the left/right 
corner of the balance board with a static weight. In the linear playing mode, the weight of the 
left/right ball was linearly increased after each scoring. In the random playing mode, the ball 
was randomly set at left/right corner of the balance board with a random weight. All game 
parameters were selected in the game parameter interface (Figure 77a). 

As a result, in this game, the ability of controlling synkinesis was mostly trained when the 
player tried to move his/her mouth to the left/right so that the animated head could be balanced 
with the left/right ball. His/her mimic stretching and speeds could also be improved when 
playing the game in the linear and random modes. 

 
Figure 77. Interface of the “smile to balance ball weights” game: (a) game parameter interface and 

(b) game scene interface. 
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Figure 78. Game rule of the “smile to balance ball weights” game. 

6.2.5.3. Game level 3: “Smile to lift balls” 

In the “smile to lift balls” game, the game objects in the render window (Figure 79b) were the 
same as ones in the “smile to balance ball weights” game. However, in this game, the weight 
of the animated head was fixed with a weighted referencing ball, and it can be slid horizontally 
to the left/right along the balance board by making left and right smiling mimics. Based on the 
principle of leverage, the balance board would be balanced when distances between the 
animated head and the balance supporter were long enough. The game target was to move the 
animated head to a specific position for balancing the balance board.  

The game rules are shown in Figure 80a. After starting, the left/right smiling ranges were 
computed to move the animated head along the balance board. While moving, the left/right ball 
was lifted by the animated head with the referencing ball. The player tried to move the head to 
a position so that the balance angles were in the balance range as long as the target balance 
time (Figure 80b), and he/she would be score by 1 (Figure 80c). If the total score reached the 
target score during the target playing time, the player would successfully finish the game 
(Figure 80d). Otherwise, he/she would not finish the game and be asked for later attempts 
(Figure 80e). Three playing modes were also designed like the “smile to balance ball weights” 
game. All game parameters could be tuned in the game parameter interface (Figure 79a).  

As a result, by using left & right smiling mimics to move the head model for balancing the 
balance board during the target balance time, the player would train his/her effectiveness of 
controlling left & right zygomaticus minor & major muscles and managing synkinesis in these 
muscles. 
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Figure 79. Interface of the “smile to left balls” game: (a) game parameter interface and (b) game 

scene interface. 

 
Figure 80. Game rule of the “smile to left balls” game. 

6.3. Discussion and conclusions 

Facial mimic rehabilitation needs a complex and long-term procedure of both physical and 
psychological treatments [21]. Physical rehabilitation exercises were specified for stretching 
and relaxation of facial muscles, symmetry of facial muscle movements, and synkinesis 
management & movement control [8]. These exercises needed repetitive and long-term 
movements for intensifying specific movements of appropriate facial muscles [8]. These 



111 

 

repetitive and extensive actions without motivations could reduce patients’ ambition for 
continuing the recovering processes. Consequently, serious games specifically designed with 
challenged goals, scoring strategies, interesting scenes, and real-time interactions [129] could 
be one of the best solutions for improving motivations and effectiveness during rehabilitation 
exercises, especially for older adult [133] and pediatric patients [134]. Although numerous 
serious games have been developed for upper-limp stroke rehabilitation [93,94], trauma bones 
and soft-tissue injuries [95], traumatic brain injuries [96], home-based stroke rehabilitation 
[97], neuropsychological assessment, training and rehabilitation [131], and orthopedic trauma 
surgery [132], no serious game have not been developed for recovering facial mimics.  

This chapter presented a novel serious game system for facial mimic rehabilitation. The system 
included two game groups specifically designed for training stretching & relaxation, symmetry, 
and synkinesis management & movement control of left & right zygomaticus minor & major 
muscles responsible for generating smiling and kissing facial mimics.  These games also 
included adaptive challenge goals and difficulties that could be suitable for each patient 
abilities. Game results could also be personally stored and analyzed throughout different 
attempts of each player for progress managements (Figure 68). All serious games were designed 
in a luxury bath room (Figure 69, Figure 71, Figure 73) and a chilling green-grass garden 
(Figure 75, Figure 77, Figure 79) that could give relax and positive cognitive effects to the 
player. All games also contained realistic objects, such as real-time animated head models, 
dynamic colorful bubbles, and real-time physical balance system, integrated with sound effects 
that could improve motivations of the player. Especially, the game system could also support a 
fast patient-specific model generation procedure so that the player could use his/her model for 
interacting with other game objects to provide more user-friendly interfaces. Moreover, facial 
mimics and bio-feedbacks with multiple presentation modes could also be visualized to users 
in real-time for analyzing facial movements while playing games (Figure 68). 

However, current game system developments also had some limitations. All serious games only 
designed for training smiling and kissing mimics. More serious games for other mimics should 
be developed. Because of hazardous situations from Covid-19 [228], system reliabilities and 
user acceptability of the game system have not been validated on facial palsy patients and 
clinical experts in short-term and long-term evaluation campaigns. In perspective, a clinical 
evaluation campaign for the serious game system will be conducted, and the serious game 
system will then be improved based on evaluation outcomes and user feedbacks. 

In conclusion, this chapter, for the first time, presented a novel serious game system for facial 
mimic rehabilitation. Two serious game groups with three different levels for each game group 
were developed for training smiling and kissing mimics with realistic game scenes and user-
friendly GUIs. Based on the concept of SoS, the game system could effectively cooperate with 
other systems to support multiple functions: subject-specific model generations, facial 
movement analysis, game playing data management, and serious game playing. In perspective, 
a clinical evaluation campaign for all games will be conducted with facial palsy patients in our 
clinical partner. More serious games for training other facial mimics will also be developed. 
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Chapter 7: 
General Discussion 

Facial palsy negatively affects personal and professional of human lives, so recovering of facial 
mimics into their normal and symmetrical movements helps improve life qualities of the 
involved patients. Current rehabilitation processes lacked of real-time bio-feedbacks and 
training motivation. This thesis was conducted to complement these drawbacks by developing 
a computer-aided clinical decision-support system coupled with external & internal real-time 
bio-feedbacks and serious games for facial mimic rehabilitation. However, developing the 
system is a scientific, technological, and clinical challenge. This challenge has been resolved 
by the completed system development tasks, as presented in Chapter 3, Chapter 4, Chapter 5, 
and Chapter 6.  After completing all system development tasks, the thesis has six main 
contributions: (1) a novel real-time subject-specific head generation & animation system, (2) a 
novel head-to-skull prediction process, (3) a muscle-oriented patient-specific facial paralysis 
grading system, (4) novel serious games for facial mimic rehabilitation, (5) a novel clinical 
decision-support system for facial mimic rehabilitation, and (6) a reference for developing real-
time soft-tissue simulation systems. Although all system development tasks have been 
successfully conducted, limitations were also risen from developing the main system and each 
of all sub-systems. This chapter will first present an overview of the thesis contents, and then 
discuss in details each of the six main contributions. Moreover, current system limitations will 
also be indicated. 

7.1. Thesis overview 

Facial expressions are important to personal identity, race, emotion, and health [1], so facial 
disorders due to stroke, accidental/sportive injures, facial post-transplantations, or sometimes 
without etiology, negatively affects the professional, social, and personal lives of involved 
patients [2]. Consequently, the recovery of facial expressions to normal and symmetrical 
mimics will significantly improve life and social qualities of these patients. Facial mimic 
rehabilitation is a vital clinical step that determines success of surgical interventions and drug 
therapies [14–18,21]. Rehabilitation of facial mimics includes both psychological and physical 
treatments that must be followed through numerous clinical steps [21]. In particular, facial 
paralysis degrees of the facial palsy patients have to be first evaluated using clinical and/or non-
clinical facial paralysis grading systems before being taken into suitable rehabilitation 
programs. The rehabilitation programs include all or some of the treatment components: (1) 
patient education, (2) soft-tissue mobilization, (3) functional retraining, (4) facial expression 
retraining, and (5) synkinesis management [21]. Numerous challenges have been risen in all 
stages of conventional facial mimic rehabilitation. Facial paralysis grading system need to be 
more objective, easy-to-use, low-cost, real-time, accurate, and multifunctional [22]. Most 
conventional face exercises just focused on physical rehabilitation and included repetitive and 
nonmotivated movements in long-term periods. This can lead patients to be less motivated for 
continuing their rehabilitation programs. Moreover, quantitative and objective bio-feedbacks 
are rarely provided to patients/clinicians in real-time and patient-specific manners during face 
rehabilitation exercises. Additionally, current rehabilitation treatments require patients to meet 
their therapists directly for all above treatment components. This could be inconvenient for such 
a long-term treatment procedure in facial mimic rehabilitation. 

To complement all above drawbacks and requirements, this thesis was conducted to answer two 
research questions: (1) how to help patients improve the psychological and physical effects of 
their facial mimic rehabilitation programs and (2) how to help clinicians supervise the 
rehabilitation progresses. A computer-aided clinical decision-support system for facial mimic 
rehabilitation was developed to answer these two research questions. The system had abilities 
of fast generating patient-specific biomechanical head model (comprising of a surface head 
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model, a skull model, and a muscle network) and real-time animating the generated models. 
The animated models could be used to compute facial muscle activation and other standard 
facial mimic parameters for analyzing facial paralysis degrees before and when conducting 
facial mimic rehabilitation programs. Facial rehabilitation serious games were also integrated 
into the system for motivating patients during their training processes. A user-friendly and 
multifunctional graphic user interface system was designed for instructing users so that the 
system can be used with/without supports of clinicians. The system also supported static & 
dynamic patient-specific data managements for clinicians to supervise and analyze training 
progresses of their patients. Based on the target system functions, a SoS-based system 
framework was designed (Figure 13). The main system included model computation system, 
serious game system, graphic user interface system, and central managing system. These 
systems should be both independent, connective, and optimized to accomplish all above target 
system functions in real-time with acceptable accuracies. 

A systematic review was first conducted to investigate how real-time soft-tissue simulation 
systems have been developed in four system development aspects: (1) computational 
approaches, (2) interaction devices, (3) system frameworks, and (4) clinical validations [103]. 
By clearly analyzing advantages and drawbacks in each system development aspect of all 
related studies in literature, technological selections for developing the target system was 
proposed ( 

Table 2). In particular, the Microsoft Kinect sensor V2.0 controlled by the Kinect SDK 2.0 was 
used as the main input interaction devices. By using this type of sensor, no computational costs 
were spent for computing facial animations during tracking facial mimics. The system was 
developed for Microsoft Windows platform in C++ programming languages and taken 
advantages of multiple up-to-date programming frameworks (Qt 5.12.5 [161], VTK 7.1.1 [162], 
Ogre3D [151], irrKlang [163], Bullet real-time [150]). Multilevel validation procedures were 
also done on subsystems and the whole systems. System development tasks were accomplished 
using the standard IEC 62304:2006+A1:2015(E) [104]. 

For providing real-time external and internal bio-feedbacks, realistic patient-specific 
biomechanical head generations and animations were the first requirement in facial mimic 
analyzing systems. The models were generated and animated in the model computation system. 
In particular, a patient-specific head surface model coupled with face textures was generated 
from patient-specific data (HD facial points and face images) acquired from the Kinect V2.0 
sensor. Geometrical validation results with MRI-based and point cloud-based models showed 
a good accuracy level (distance deviation of ~1 mm in neutral position and an error range of [2-
3mm] for different facial mimic positions). The generated head model with face textures could 
be animated in real-time (up to 60 fps). Details were presented in Chapter 3. Internal structures 
(skull and muscle network) were also estimated from the generated head surface model based 
on a head-to-skull relationship and standard face anatomy structures (Chapter 5). The head-to-
skull relationship was trained based on a statistical shape PLSR-based modelling method from 
209 CT-reconstructed head & skull models (Chapter 4).  Comparison between Kinect-generated 
and MRI-reconstructed skull models showed a good accuracy level (mean Hausdorff distances 
up to 3.12 mm). With the accuracy levels of both Kinect-generated head and skull models, 
lengths and strains of muscle action lines could be computed in real-time based on the Kinect-
driven biomechanical head model (Chapter 5). The computed internal bio-feedbacks of facial 
muscles were in agreement with reported values in literature. Different facial mimic analysing 
metrics: mirror effects, MPEG-4 FAPs, FACS AUs, and MPEG-4 facial points could also be 
computed during real-time head animations. 

For motivating facial palsy patients when training their facial mimics, a serious game system 
with two different games was specifically designed for training smiling and kissing mimics 
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(Chapter 6). The first game called “exploding bubbles” game was specified for training 
stretching and relaxation of facial muscles responsible for smiling and kissing mimics. The 
second game called “smile balancing” game was specified for training symmetries of facial 
muscle movements and synkinesis management & movement control. All games were designed 
with simple game rules, interesting game scenes, easy-to-use game interfaces, adaptive game 
difficulties, and player-specific game objects. These game components all provided more 
motivated and positive cognitive effects to the players. Moreover, because the serious game 
system was parallelly executed with other systems, users could analyze facial mimics while 
playing games. All games were designed with different parameters for adapting game 
difficulties with user abilities. 

The target system must also be easy-to-use, so a user-friendly graphic user interface (GUI) 
system was integrated into the main system for effectively controlling system executions 
according to user commands (Appendix A). Using the GUI system, the user could be instructed 
to fast generate his/her subject-specific models (head, skull, and muscle network). The 
generated models could be rendered in the GUI system with different rendering modes. The 
user could also select his/her available models stored in the system to be animated. During real-
time head animations, the GUI system could support multiple functions: serious game playing, 
mimic analyzing, bio-feedback graphing, system parameter editing, data capturing/recording, 
and user helping. Moreover, the GUI could save and manage user data statically and 
dynamically for each user so that patients/clinicians could reopen/replay the saved/recorded 
data to evaluate the previous training progresses. 

In perspective, the serious game system, the GUI system, and the whole system will be validated 
with facial palsy patients and clinical experts in long-term & short-term user 
acceptability/safety and system reliability validations. 

7.2. A novel real-time subject-specific head generation & animation system 

Real-time simulations of subject-specific head and facial mimic have important applications in 
multiple disciplines: facial surgery simulation [34], internet communications [46], multimedia 
applications [47], human-computer interactions [50,53], and especially for facial mimic 
analyses . Numerous computer vision-based methods have been proposed for simulating facial 
animations (Table 4), but they hardly reached real-time computation speeds [31,37,41,43,51]. 
Although some studies was able to reach real-time framerates, no full head models were 
simulated [32,35–38,40–44,48,49,51–53], or the simulated head models were not subject-
specific [31,45,46,50,54,55]. Especially, most studies could not integrate both subject-specific 
model generations and animations into a complete system, so their system hardly applied to 
new users. Last but not least, few studies conducted a multi-level validation process to evaluate 
their simulated models (Table 4). Consequently, a complete system with the abilities of subject-
specific model generation and real-time model animations is required. 

In Chapter 3, a real-time computer vision system for tracking simultaneously subject-specific 
rigid head and non-rigid facial mimic movements was presented. Using the Kinect V2.0 sensor 
coupled with Kinect SDK 2.0, high definition facial points could be acquired in real-time, no 
computation costs were needed for computing and tracking facial mimics. Consequently, the 
target system could be optimized to reach real-time framerates even being executed in slow 
hardware configurations. The developed system could also automatically generate the subject-
specific head model with face texture of the target user based on his/her facial points and face 
images. The total model & texture generation time was 39.2±0.5 s. After generated, his/her 
head model with face texture could be animated with framerates up to 60 fps. The system was 
evaluated through a multi-level validation procedure including geometrical validation in neutral 
and mimic positions, reproducibility & repeatability tests, and illumination effect analyses. The 
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validation results showed a good accuracy level for the generated head model (distance 
deviation of ~1 mm in neutral position and an error range of [2-3mm] for different facial mimic 
positions). The system was consistent with different light conditions and numerous times of 
model generations. In this thesis, the subject-specific fast head generation & real-time head 
animation system was predominately necessary for mirror effects, skull model generations, 
facial muscle computations, and serious game controlling. MPEG-4 FAPs and FACS AUs 
could be also computed from the real-time animated head model for multimedia applications. 
This real-time head animation system could also be used to generate dynamic facial mimics in 
time series for facial mimic analyses and facial expression classifications. Moreover, the 
subject-specific head generation procedure could be applied to generate full head models given 
only face models. This can be applicable to some datasets where only face regions were 
available, for example in the bosphorus database for 3D face analysis [229]. 

The real-time subject-specific head generation & animation system was contributed to literature 
in the Computer Method and Program in Biomedicine journal (Q1, IF@2018 = 3.424) [187] 
(https://doi.org/10.1016/j.cmpb.2020.105410). 

7.3. A novel head-to-skull prediction process 

Human skull is an important body structure for jaw movements and facial mimic simulations. 
In particular, the skull structure supports facial structures and protect internal brain [76]. This 
structure also combines with facial muscle contractions to generate facial mimics [73]. In 
physics-based face mimic simulations in which realistic facial animations could be generated 
based on physical deformations among biological structures inside head model, the skull layer 
was also primarily necessary for defining static constrains for the other soft-tissue models 
[74,77]. Moreover, the shape of mandible structure highly affects to jaw movements in facial 
mimics [78]. Skull models were mostly reconstructed from MRI/CT images, but the 
reconstruction procedures were relatively slow, even existing some powerful automatic 
reconstruction procedures [79,80]. Moreover, data acquisitions of MRI/CT techniques are slow, 
expensive, and harmful to human bodies. In the other than, external surface head model can be 
fast, safely, and easily reconstructed by portable sensors such as laser scanners [32,53], Kinect 
sensor [35], and color cameras [51], but they cannot acquire internal skull structures. 
Consequently, fast internal skull estimations from external surface heads based on a head-to-
skull relationship are strongly recommended. Especially, most studies have only tried to 
estimate external face models based on available skull models in forensic facial reconstruction 
applications, yet the inversed issues have not been done. 

In Chapter 4, a statistical shape modelling approach for predicting subject-specific human skull 
from head surface was presented. A complete procedure of data reconstruction, sampling, 
learning, hyper-parameter tuning, and cross-validation was conducted on 209 CT image 
datasets was conducted to estimate and validate the head-to-skull relationship. The partial least 
squared regression (PLSR) method showed outperformance over the other statistic shape 
modeling methods such as non-negative matrix factorization (NMF) [127,128] and principal 
component analysis (PCA) [124] in modeling this head-to-skull relationship. Based on the 
trained PSLR model, given a new head model, its internal skull model could be estimated. A 
10-fold cross-validation with CT-reconstructed skull models showed a good accuracy level 
(mean Hausdorff distances of 2.09±0.15 mm and 2.64±0.26 mm for the best and worst predicted 
skull respectively). The head-to-skull prediction procedure have significant applications in 
physics-based facial mimic modeling where only head models are available or easy to be 
generated. Moreover, the PLSR head-to-skull model coefficient matrix can be inversed to the 
skull-to-head coefficient matrix for estimating head models from skull models in forensic 
applications. 
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This statistical shape modelling approach for predicting subject-specific human skull from head 
surface was published in the Medical & Biological Engineering & Computing Journal (Q2, 
IF@2018 = 2.022) [216] (https://doi.org/10.1007/s11517-020-02219-4). 

7.4. A muscle-oriented patient-specific facial paralysis grading system 

Patient-specific and objective facial paralysis grading is necessary for evaluating facial 
paralysis degrees before any rehabilitation procedures for proposing suitable training programs 
and during rehabilitation exercises for giving bio-feedbacks. The grading systems must also be 
executed in real-time with acceptable accuracy for tracking complex facial movements of facial 
palsy patients. However, because of lacking internal structures (skulls and muscle networks), 
most computer-aided grading systems just indirectly analyzed external 2-D/3-D motions from 
facial textures extracted from visual and/or depth data [57–68]. Although some standards were 
defined for evaluating facial mimics such as FACS [225]  and MPEG-4 FAPs [167], they just 
measured external motions of facial movements. Moreover, most physics-based face modeling 
methods just computed facial animations from facial muscle contractions and were not real-
time [4,5,72]. In fact, facial paralysis grading needs a novel evaluation method based directly 
on real-time facial muscle actions estimated from external facial mimics. 

In chapter 5, patient-specific head, skull, and muscle network modeling using the Microsoft 
Kinect V2.0 sensor was presented. Taken advantages from the subject-specific head generation 
from Kinect HD facial points, as presented in Chapter 3, and the subject-specific skull 
generation from head models, as presented in Chapter 4, a muscle network was then defined as 
muscle action lines connecting between attachment points on the skull model and insertion 
points on the head model. During real-time head animations, these internal structures could be 
transformed according to current rigid head and non-rigid face movements, so facial muscle 
strains could be computed in real-time. The generated head and skull models were validated 
with the ground-truth models. In neutral positions, the best mean Hausdorff distance between 
Kinect-based and MRI-reconstructed head models is 1.91 mm, and one between Kinect-based 
and MRI-reconstructed skull models is 3.12 mm. In mimic positions, the best mean Hausdorff 
distance between Kinect-driven and point cloud-reconstructed head models is 2.02 mm for 
smiling mimics and 2.00 mm for [u]-pronouncing mimics. Moreover, based on analyses of 
muscle strains and comparisons with related studies, the Kinect-driven muscle network could 
acceptably describe muscle activities in smiling and [u]-pronouncing mimics for healthy and 
facial palsy subjects. The Kinect-driven biomechanical head model has multiple applications in 
muscle-oriented facial analyses. Facial paralysis degrees could be evaluated by analyzing 
muscle actions responsible for appropriate facial mimics. Moreover, multiple machine learning-
based methods can be used to classify face emotions based on the computed muscle strains. 

The complete patient-specific head, skull, and muscle network modeling was published in the 
Computer Method and Program in Biomedicine journal (Q1, IF@2018 = 3.632) [226]. 
(https://doi.org/10.1016/j.cmpb.2020.105846) 

7.5. Novel serious games for facial mimic rehabilitation 

Facial mimic rehabilitation needs both physical and psychological treatments. While basic oral 
competence referring to basic mouth functions needs short-term recovering procedures, facial 
expression retraining and synkinesis management were the most difficult and need long-term 
retraining processes [14,16]. Conventional facial mimic rehabilitation exercises specified for 
these difficulty and long-term retraining processes mostly included repetitive actions for 
intensifying specific movements of appropriate facial muscles [8]. This could make facial palsy 
patients less motivative after long-term retraining processes, especially in the case of retraining 
pediatric and elderly patients [21,30]. In the other hand, serious games with interesting 
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challenged goals, progressive scoring strategies, realistic scenes, and real-time interactions have 
been shown positive effects in most types of rehabilitation such as chronic, stroke, and traumatic 
diseases [90–92]. Although numerous serious games have been developed for upper-limp 
stroke rehabilitation [93,94], trauma bones and soft-tissue injuries [95], traumatic brain injuries 
[96], and home-based stroke rehabilitation [97], neuropsychological assessment, training and 
rehabilitation [131], and orthopedic trauma surgery [132], no serious games have been 
developed for facial mimic rehabilitation. This is because of lacking computational approaches 
and interaction devices that can realistically track and animate facial mimics. Nowadays, some 
well-calibrated 3-D sensors coupled with multifunctional SDKs such as Microsoft Kinect V2.0 
and Kinect SDK 2.0 can acquire multiple types of object data in real-time. One of them is high 
definition facial points, which can be used to fast generate and real-time animate patient-
specific biomechanical head models, as presented in Chapter 5. This real-time animated head 
model is especially suitable for designing serious games for facial mimic rehabilitation. 
Moreover,  numerous game engines (Unity [144], Blender [145], Unreal [146], Ogre3D [151], 
etc.), sound engines (FMOD [230], OpenAL [231], BASS [232], irrKlang [233], etc.), and 
physics engines (Unity [144], XNA [147], Unreal [146], Blender [145], SOFA [148], PhysX 
[149], Bullet [150], etc.) have been recently developed for entertainment and serious game 
developments. 

In Chapter 6, for the first time, a serious game system with six serious games classified into 
two game groups was presented. In the first game group, the player tried to use his/her 
horizontal mouth movements for up/down scaling the target bubbles to explode/release them. 
In the second game group, the player tried to smile as symmetrical as possible to balance a 
target balance system. When conducting the game rules, the player was also trained for 
stretching & relaxing (the first game) and synkinesis management & movement control (the 
second game) of facial muscles responsible for smiling and kissing mimics. These games were 
designed with relaxing and chilling scenes (Figure 69, Figure 71, Figure 73, Figure 75, Figure 
77, and Figure 79) for providing positive cognitive effects to players. The games used subject-
specific animated head model from the model computation system as one of their game objects 
for executing game rules, so the player could role-play their own facial mimics and appearances 
to complete the challenge goals. All games were designed with multiple game parameters for 
adapting game difficulties with player’s abilities. Game play results were also stored and 
managed for each player or later analyzes. Moreover, the serious game system was designed to 
execute parallelly with the model computation system, so the player could analyze his/her facial 
mimics when playing games. Based on the developed serious game system framework, more 
serious games for training more facial mimics could be fast designed. 

The serious game systems will contribute to literature as a journal article after conducting user 
acceptability/safety validations on facial palsy patients and clinical experts. 

7.6. A novel clinical decision-support system for facial mimic rehabilitation 

Clinical decision-support systems had intensive effectiveness for drug dosing, preventive care, 
and other aspects of medical care [234], so clinicians should implement them into their 
treatment routines whenever feasible and appropriate to improve treatment performance and 
reduce medical errors [235,236]. Computer-aided decision-support systems (CDSSs) for 
healthcare were highly required for delivering personalized healthcare services in both 
objective and automatic manners [237]. However, although facial mimic rehabilitation is 
essential for improving personal, social, and professional life qualities of facial palsy patients 
[1,2], no computer-aided decision-support systems have been developed for these conventional 
and long-term rehabilitation processes. Some of the most important requirements of these 
systems were real-time and patient-specific information of the current context [237], good data 
managements & presentations [237], and holistic overview of the patient [238]. 
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Accomplishments of these requirements in facial mimic rehabilitation remain a major scientific, 
technological, and clinical challenge. In particular, no medical simulation system could provide 
realistic patient-specific bio-feedbacks of facial mimics supporting for clinical decision-
making. Moreover, they also lacked of good data managements & presentations and patient 
motivations during facial mimic rehabilitation processes. 

In this thesis, for the first time, a clinical decision-support system for facial mimic rehabilitation 
was presented to complement all above drawbacks. Based on the concept of SoS, the main 
system with multiple independent and complex systems (model computation system, serious 
game system, graphic user interface system, and central managing system) was optimized to 
have multiple functions with acceptable accuracy in real-time. In model computation system, 
taken advantages of the Microsoft Kinect V2.0 sensor with Kinect SDK 2.0, subject-specific 
head, skull, and muscle network could be fast generated and animated in real-time with 
acceptable accuracy, as presented in Chapter 3, Chapter 4, and Chapter 5. During real-time 
animations, multiple types of bio-feedbacks (facial muscle strains and standard facial mimic 
data, such as MPEG-4 FAPs, FACS AUs, mirror effects, etc.) could be provided to users in 
real-time. These bio-feedback data could be used to evaluate facial paralysis degrees before 
proposing facial mimic treatment programs and analyze facial movements during rehabilitation 
exercises. Serious games were also integrated in the serious game system for motivating facial 
palsy patients in their treatment processes, as presented in Chapter 6. Two serious game groups 
with three difficult levels of each group were designed with interesting & relaxing game scenes, 
adaptive & challenging game rules, patient-specific & interactive game objects, and 
personalized scoring managements for training smiling and kissing mimics. In the system, users 
could also both play serious games and analyze facial mimics simultaneously in real-time. 
Additionally, the main system was also integrated with a user-friendly, interactive, and 
multifunctional graphic user interface system. Particularly, the user could be interactively 
instructed by the GUI system to capture subject-specific data for generating his/her 
biomechanical head model. During real-time animations, the user could record/capture facial 
mimics, visualize facial mimics & bio-feedbacks, edit system parameters, and play serious 
games by navigating on appropriate user interfaces. Moreover, all subject-specific models, 
recorded/captured facial mimics, and game playing results were stored and managed for each 
user. The user could open/replay the stored static/dynamic mimic data for analyzing facial 
mimics throughout different times of usage. Last but not least, the GUI system also supported 
an interactive user help interface supporting for facial mimic & muscle educations during facial 
mimic rehabilitation treatments. 

After conducting system reliability and user acceptability/safety in both short-term and long-
term validation procedures on facial palsy patients and clinical experts, the whole system will 
be contributed to literature as a journal paper. 

7.7. A reference for developing real-time soft-tissue simulation systems 

Developing realistic simulation systems for soft-tissue deformations is a scientific, 
technological, and clinical challenge. To accomplish both real-time framerates and acceptable 
accuracy when simulating soft-tissues, the target systems must be optimal and compromised 
when selecting computational approaches, interaction devices, and system architectures. 
Multilevel validation procedures must also be conducted on the developed systems so that it 
can be employed in clinical applications. Currently, no studies have been analyzed how real-
time framerates and acceptable accuracy could be achieved in complete simulation systems 
through all system development aspects. Some studies just described realistic soft-tissue 
modeling in medical simulations, proposed challenges risen from realistic soft-tissue 
simulations, or concerned about accuracies of soft-tissue simulation models, but solutions of 
these challenges to optimize both framerates and accuracies were not analyzed [121,239,240]. 
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Up to now, with the abundant developments of software/hardware technologies and soft-tissue 
modeling methods, numerous studies have reasonably proposed as effective solutions for both 
achieving real-time computation speeds and acceptable system accuracy in soft-tissue 
simulation systems. They need to be summarized and analyzed to estimate general trends and 
weakness for future developments. 

In Appendix C, a systematic review was conducted on all studies related to real-time medical 
simulations with soft-tissue deformation in four system development aspects: (1) computational 
approaches, (2) interaction devices, (3) system architectures, and (4) clinical validations. With 
careful selection of search terms, searching protocol, and quality assessments, high-quality 
articles most related to soft-tissue simulations were analyzed and summarized. Computational 
approaches were grouped into model development and model implementation approaches. In 
model development approaches, soft-tissue modeling methods were classified into mesh-based, 
meshfree-based, and combination-based modelling methods. All selected studies organized 
based on this classification were listed on Table 12, Table 13, and Table 14. All input/output 
interaction devices used in previous studies were also described and discussed about their 
abilities and contributions to the whole system performance. Moreover, system architectures 
including distributed and multithreaded also had their own advantages and disadvantages in 
optimizing system computation speeds and accuracies. In this review, most popular system 
programming frameworks for reducing time-to-market of the target systems were also 
presented. Multilevel validation procedures: geometrical validations, model behavior 
validations, and user acceptability/safety validations were also proposed to be one of system 
development tasks. Based on all above classifications and descriptions, system developers with 
their requirements of system framerates and accuracies will choose their suitable computational 
approaches, interaction devices, system architectures, and validation methods for their target 
systems. Last but not least, important trends, limitations, and future recommendations resultant 
from this systematic analysis were also proposed. 

The content of this review was contributed to literature in the Applied Bionics and 
Biomechanics journal (Q3, IF@2018=1.525) [103] (https://doi.org/10.1155/2020/5039329). 

7.8. Current limitations 

In this thesis, limitations relating to drawbacks of the main system and other subsystems should 
also be indicated.  

In the main system, the developed system functions just focused on generating and tracking 
subject-specific facial bio-feedbacks, visualizing & graphing bio-feedbacks on GUI interfaces, 
managing user data, and motivating user training processes. Clinicians must analyze these 
analyzed data using their own experts to diagnose facial paralysis, propose rehabilitation 
exercises, and evaluate training progresses. Actually, a fully active computer-aided decision-
support system should also include pertinent knowledge and appropriate problem-solving skills 
for semi-automatically/automatically sending treatment recommendations to physicians [241]. 
Moreover, medical software systems should be validated in a multi-level validation procedure 
including geometrical validations, model behavior validations, and user acceptability/safety 
validations [103] to be able to be applied in clinical routines. However, because the current 
hazardous situations from the Covid-19, the developed system was just evaluated in geometrical 
and model behavior validations.  

In the model computation system, regarding to the subject-specific head generation 
procedure (Chapter 3), subject-specific information such as hairs, ears, teeth, tongues, and irises 
of eyes lacked. Moreover, back-head regions were deformed from the generic head model based 
on the optimal affine transform representing relationship between the generic facial points and 
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the subject-specific facial points. Although the boundary vertices between back-head regions 
were optimally fitted with ones of the facial regions, the overall shapes of the back-head regions 
might not be subject-specific. This could be challenged because hairs always exist during data 
acquisition processes. Regarding to the head-to-skull training and regressing processes, one of 
the limitations of the head-to-skull relationship training process was the used of CT image 
database. In fact, medical imaging data was commonly acquired in supine position leading to 
shape artefacts due to gravity effect [215]. Moreover, the current head-skull datasets lacks of 
datasets from facial palsy patients. Regarding to the muscle network definition process, current 
muscle network was defined as muscle action lines connecting between attachment points on 
skull surfaces and insertion points on skin surfaces, so only muscle strains were computed 
during real-time head animations.  

In the serious game system, currently, two serious game groups have been specifically 
designed for training smiling and kissing mimics. Due to the hazardous conditions from Covid-
19, these serious games have not been played and evaluated by facial palsy patients in clinical 
environments. Moreover, developed serious games only specified for training smiling and 
kissing mimics. Because of the limitation of Kinect V2.0 and Kinect SDK 2.0, the developed 
serious games only support one player.  

In the graphic user interface system, user acceptability validations have not been conducted 
for the developed user interfaces. Moreover, currently, all user subject-specific models and 
game playing results are stored offline in a local computer. 
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Chapter 8 
Conclusions and Perspectives 

Overall, the thesis has been conducted to answer the two research questions: (1) how to help 
facial palsy patients improve the psychological and physical effects of their facial mimic 
rehabilitation programs and (2) how to help clinicians supervise the rehabilitation progresses. 
A computer-aided clinical decision-support system with real-time bio-feedbacks and serious 
games for facial mimic rehabilitation was successfully developed for solving these questions. 
In perspective, more system development tasks should be conducted for solving the current 
system limitations, and more functions should also be added into the current system to improve 
system qualities and multifunctionalities. Moreover, the thesis also opens new research areas 
relating to the automatic generation of patient specific head from visual sensor and internal 
structures using statistical shape modeling and real-time modeling and simulation for facial 
mimic rehabilitation. 

8.1. Conclusions 

In this thesis, I designed a clinical decision support system for facial mimic rehabilitation. This 
system was developed to answer two research questions: (1) how to help facial palsy patients 
improve the psychological and physical effects of their facial mimic rehabilitation programs 
and (2) how to help clinicians supervise the rehabilitation progresses. Two answer the two 
research questions, a computer-aided clinical decision-support system coupled with real-time 
bio-feedbacks and serious games for facial mimic rehabilitation has been developed. 

The system was designed with multiple functions to support both facial palsy patients in 
rehabilitation processes and clinicians in progress diagnosing. In particular, the system could 
automatically fast generate patient-specific models (head, skull, and muscle network) and 
animated the generated models in real-time using a Microsoft Kinect V2.0 sensor, and bio-
feedbacks (facial muscle strains and standard mimic parameters) could be computed during the 
real-time animations. Moreover, the system also supported serious games with realistic game 
scenes, challenging game rules, and user-specific game objects specifically designed for 
motivating facial palsy patients during training smiling and kissing mimics. The system 
framework was designed based on the concept of system of systems for managing complexity 
and multifunctionality when executing all above system functions in real-time with acceptable 
accuracy. Additionally, user-friendly and multifunctional graphic user interfaces were designed 
and developed for effective interaction between user requirements and system functions. 

The main contributions of the thesis relate to a systematic reference for developing real-time 
soft-tissue simulation systems,  a novel real-time subject-specific head generation & animation 
system, a novel head-to-skull prediction process, a muscle-based patient-specific facial 
paralysis grading system, novel serious games for facial mimic rehabilitation, and a novel 
computer-aided clinical decision-support system for facial mimic rehabilitation. 

The system also presents some limitations relating to developments of the main system and 
each of all sub-systems. The serious games and the whole system have not been validated with 
user acceptability/safety validations on facial palsy patients and clinical experts due to the 
difficulties of global health conditions. Moreover, some personal details such as hairs, eye lids, 
ears, teeth, and tongues have not been included in the model generation processes. 
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8.2. Perspectives 

In perspectives, more system development tasks should be conducted for solving the current 
system limitations.  

In the main system, a pertinent knowledge system should be developed and trained using the 
computed real-time & patient-specific bio-feedbacks and standard facial muscle behaviors 
based on machine learning approaches. A decision-making system should also be designed for 
automatically diagnosing facial paralysis before taking rehabilitation programs. This system 
should also support recommendations of suitable serious games with appropriate game 
parameters based on the current diagnosed results. The user acceptability/safety validations on 
facial palsy patients and clinical experts for the whole system will also be conducted in both 
short-term and long-term validation procedures.  

In the model computation system, regarding to the subject-specific head generation 
procedure, relationship between facial regions and back-head regions should be more 
researched. Statistical shape modeling and geometrical deep learning approaches are two 
potential recommendations for resolving this issue. The more subject-specific head models in 
both facial and back-head regions can be generated, the more accurate skull models and muscle 
networks will be estimated. Regarding to the head-to-skull training and regressing processes, 
a postural transformation should be investigated in the future to correct the shape before using 
the reconstructed head/skull shapes for learning purpose. Moreover, a new database that 
focused on more various age & nationality groups and larger number of datasets will also 
improve the accuracy of statistical regression capacity for the head-to-skull prediction problem. 
Regarding the muscle network definition process, some novel real-time soft-tissue modeling 
methods such as Mass-Spring system with corrective modelling method (MSS-CS) will be 
applied to model a new muscle network. Based on the computed muscle strains, muscle forces 
can also be computed from the new muscle network. Standard muscle strain and force of each 
defined muscle according to different facial action units in FACS [225] will be computed in 
standard facial expression datasets [229]. From the real-time muscle strains and/or muscle 
forces, machine learning approaches will be employed to automatically evaluate facial paralysis 
degrees in comparison with these standard values. A standard FACS scoring sheet will also be 
automatically exported from the system based on these machine learning-based evaluations.  

In the serious game system, user acceptability/safety validation procedures will be conducted 
on both facial palsy patients and clinical experts. Validation results will be used to improve all 
game components (game scenes, game rules, scoring strategies, game objects, and game 
interfaces). More serious games for training more types of facial mimics will be developed. 
Moreover, an Internet-based multiplayer framework will be developed so that multiple players 
can cooperate or contest together in multiplayer serious games. Moreover, game playing results 
and bio-feedbacks can be analyzed by cloud computing systems based on this Internet 
communication framework.  

In the graphic user interface system, these interfaces will be evaluated by facial palsy patients 
and clinicians, and they will be edited based on their comments and recommendations. A user 
feedback interface will also be integrated into the GUI system so that users can fast give their 
feedbacks when using the system. These feedbacks will then be automatically sent to system 
developers for improving system user acceptability and reliability. Moreover, an online 
individualized healthcare management system will be developed so that each patient can 
create/login into his/her own account for managing all personal data. 
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Moreover, more system functions should also be developed to improve system qualities and 
functionalities.  

First, a muscle-based facial mimic generation system should be developed. In this system, the 
user can use a PC mouse or his/her facial mimics to generate facial mimics on his/her own head 
model or the other head model. During controlling facial mimics, muscle strains and/or forces 
can also be feedbacked to the user for evaluating effects of current facial mimics. This function 
will be convenient for clinicians to design rehabilitation exercises and analyzed effects of the 
proposed exercises. 

Second, to improve the accuracies of the subject-specific head, skull, and muscle network 
generation procedures, a novel skull-to-head generation process will be introduced. In this 
process, a skull model reconstructed from CT images will be provided from clinicians. Then, a 
subject-specific head model will be estimated from the provided skull based on the inversed 
skull-to-head relationship, as presented in Chapter 4. The estimated head model will be fused 
with the Kinect-based head model, whose generation process was presented in Chapter 3, to 
improve the subject-specific levels of the final generated head model, so as to the generated 
skull model and muscle network.  

Third, the model computation system mainly relied on Kinect SDK 2.0 for tracking high-
definition facial points, and this SDK only supports for the Microsoft Kinect V2.0 sensor. In 
perspectives, a novel SDK that has the input of depth and/or color images from other visual 
sensors such as stereo cameras, single cameras, or laser scanners & single cameras, will be 
developed for tracking high-definition facial points in real-time. This SDK will help the system 
be more flexible when being able to using different types of input interaction devices rather 
than the Microsoft Kinect V2.0 sensor. 

8.3. Potential research recommendations 

Based on trends and drawbacks from the systematical review about real-time soft-tissue 
simulation systems and challenges arisen when developing the target system, novel research 
recommendations are also discovered. 

Hybrid modelling methods for real-time soft-tissue simulations. Realistic simulation soft-
tissue is a complex engineering and scientific challenge. Numerous computational approaches 
have been developed to simulate soft-tissue in real-time with acceptable accuracies. The trends 
of the current computational approaches relate to: 1) mathematical formulation of physical laws 
applicable on image-based soft tissue geometries; 2) real-time simulation achievement of soft-
tissue deformation with simple constitutive laws; 3) model implementations on specific 
hardware configuration to speed up the computational time. However, soft-tissue behavior is 
commonly anisotropic, viscoelastic, inhomogeneous, nearly incompressible with large 
deformation. In fact, the consideration of all physical aspects is practically difficult, particularly 
for a real-time simulation system. Thus, modeling assumptions related to constitutive laws, 
geometrical discretization, boundary and loading conditions were commonly performed for a 
specific application. Further studies need to be investigated to develop more accurate 
computational approaches for simulating complex soft-tissue behaviors in real-time conditions. 
The hybrid modelling approach in combining several methods is a potential solution leading to 
maximize the advantage of each method and overcome the limitations of the other. To support 
implementations of hybrid modelling approaches into one target soft-tissue, multifunctional 
system frameworks such as SOFA [158,242–244] and CHAI3D [245] frameworks are 
recommended. In these frameworks, multiple modelling methods could be easily cooperated to 
simultaneously simulate multiple behaviors of a soft-tissue. Moreover, they can support 
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input/output interaction device drivers, geometrical model libraries, modelling algorithms 
libraries, and graphic rendering libraries for designing complete real-time soft-tissue simulation 
systems. 

Real-time internal bio-feedbacks estimation based on external evidences. Numerous visual 
sensors have been developed for fast acquiring multiple types of external subject-specific data, 
such as single cameras, stereo cameras, laser scanner, Microsoft Kinect sensors, and Asus 
XTION sensors. However, they cannot measure internal structures. Internal geometries can be 
accurately acquired by CT or MRI scanners, but the reconstruction procedures including 
labeling, smoothing, and voxelization cost so much processing time. Moreover, current sensors 
are difficult to acquire deep information on the soft tissues, which are crucial for in vivo 
modeling and simulation. In particular, there have been no sensors having ability of acquiring 
these data in real-time, so there is a need for a new type of sensor that can get the internal 
structures and/or textures in real-time. In fact, complex data processing schemes need to be 
investigated in the future to study the external-internal relationship of the soft tissues leading 
to a predictive solution of internal structures from external information. Statistical shape 
modeling (SSM) or artificial intelligence (AI)-based approaches are potential methods for such 
complex objective. 

Real-time muscle-based face analyses based on machine learning methods. Currently, most 
facial analysis methods have been mainly relied on 2-D/3-D motions from facial features 
extracted from visual and/or depth data [57–68]. Moreover, some facial mimic analyzing 
standards such as MPEG-4 [167] and FACS [118] tried to parameterize facial mimics into 
basics facial animation parameters (FAPs) or facial action units (AUs), but they were still 
external motions. In fact, facial mimics are generated by deformation results of facial muscle 
contractions on facial skins [3–5]. However, due to lacks of subject-specific facial muscle 
actions when using common visual sensors, no studies have been tried to directly process facial 
muscle actions for analyzing facial mimics. In this thesis, internal muscle actions could be 
estimated in real-time using the Kinect V2.0 sensor, as presented in Chapter 5. This will be a 
framework for muscle-based facial mimic analyzing applications. Machine learning approaches 
are recommended for analyzing these muscle actions to detect facial paralysis degrees, classify 
facial emotions, recognize speeches, etc. Some standard 3-D facial mimics databases such as 
bosphorus database for 3D face analysis [229] can be used to train these machine learning-
based models. 

A serious game framework for facial mimic rehabilitation. Facial mimic rehabilitation 
needs both psychological and physical treatments in long-term rehabilitation procedures 
[14,16]. Serious games have been shown in most clinical rehabilitation procedures such as 
chronic, stroke, and traumatic diseases [90–92], but no serious games have been developed for 
facial mimic rehabilitation. Moreover, numerous game development frameworks have been 
published (Unity [144], Blender [145], Unreal [146], Ogre3D [151], etc.), but they just designed 
for general entertainment applications. In this thesis, only two novel serious games for facial 
mimic rehabilitation were designed for training smiling and kissing mimics. Development 
processes of these games were relatively difficult with various experts in graphical designs, 
programming, and clinical rehabilitation exercises. Actually, these serious games should be 
more adaptive with different types of facial mimic treatments and interests of players. To 
resolve this issue, a serious game framework for facial mimic rehabilitation should be 
developed. In this framework, different game scenes, game rules, game scoring strategies, and 
game objects will be designed so that clinicians can easily select suitable game components for 
their treatment programs. Moreover, based on the estimated facial paralysis of the current 
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patient, the serious game framework will be able to automatically propose some serious games 
suitable with this patient. 
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Appendices 

Appendix A  

A Systematic Review of Real-time Medical Simulations  
with Soft-tissue Deformation: Computational Approaches,  

Interaction Devices, System Architectures, and Clinical Validations 

Real-time facial mimic simulation is primarily necessary for developing a clinical decision-
support system for facial mimic rehabilitation. In fact, facial mimics are also formed by 
complex soft-tissue deformations on facial skins, so realistic simulation of facial mimics need 
both real-time framerates and acceptable accuracies when simulating soft-tissues. This 
appendix summarizes and analyzes achievements in literature for developing real-time soft-
tissue simulation systems. A systematic review process was conducted using the PRISMA 
protocol with three reliable scientific search engines (ScienceDirect, PubMed, and IEEE). Fifty-
five relevant papers were finally selected and included into the review process, and a quality 
assessment procedure was also performed on them. Four system development aspects: (1) 
computational approaches, (2) interaction devices, (3) system architectures, and (4) clinical 
validations were analyzed. As a result, the computational approaches were categorized into 
mesh-, meshfree- and hybrid approaches. The interaction devices concerned about combination 
between virtual surgical instruments and force-feedback devices, 3-D scanners, biomechanical 
sensors, human interface devices, 3-D viewers and 2-D/3-D optical cameras. System 
architectures were analyzed based on the concepts of system execution schemes and system 
frameworks. In particular, system execution schemes included distribution-based, multithread-
based, and multi-model-based executions. System frameworks are grouped into the input and 
output interaction frameworks, the graphic interaction frameworks, the modelling frameworks, 
and the hybrid frameworks. Clinical validation procedures are ordered as three levels: 
geometrical validation, model behavior validation, and user acceptability/safety validation. The 
review provides useful information to characterize how real-time medical simulation systems 
with soft tissue deformations have been developed. By clearly analyzing advantages and 
drawbacks in each system development aspect for real-time simulation of soft-tissues, this 
review can be used to provide technology selections for developing the target system. 

A1. Materials and methods 

A systematic review method was conducted using the PRISMA protocol [246] (Figure 81). 
Three scientific databases were chosen as ScienceDirect, PubMed, and IEEE. In more details, 
a focus on human soft tissues like upper/lower limb muscles, facial muscles, livers, and skins 
was done. A special attention was also given on the contributions related to the improvement 
of computational methods and/or employing effective hardware/software system architectures 
for real-time medical simulation systems. Finally, other articles focused on analyzing 
applications of real-time soft-tissue models for system validation, user acceptability and safety 
requirements were included. Note that in this present review, method refers to the development 
strategy of mathematical constitutive formulations of soft-tissue deformations based on a 
specific computational approach. Reviewed studies relate to mesh-based and mesh-free 
methods. Algorithm concerns the procedure to compute soft-tissue deformations using specific 
modeling methods. Model refers to the mathematical representation of soft-tissue deformations 
using mesh-based and mesh-free based methods. A set of search terminologies was defined for 
the literature investigation, and then each terminology was presented in a search term by using 
AND/OR operators. The used search terminologies and their appropriate search terms are listed 
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in Table 8. For the systematic information retrieval process, journal articles published up to 
December 2017 were assessed. 

Table 8. The search terms used for the systematic review process. 

# Search terminologies (Terms) Search terms (STs) 

1 Term#1: Computer-aided medical 
simulations/systems 

ST#1: Real-time AND computer-aided AND medical 
AND (simulations OR systems) 

2 Term#2: Real-time biomedical 
simulations/systems 

ST#2: Real-time AND biomedical AND (simulations 
OR systems) 

3 Term#3: Real-time facial simulations ST#3: Real-time AND facial AND simulations 

4 Term#4: Real-time liver deformation models ST#4: Real-time AND liver AND deformation AND 
models 

5 Term#5: Real-time medical simulations/systems ST#5: Real-time AND medical AND (simulations OR 
systems) 

6 Term#6: Real-time muscle deformation models ST#6: Real-time AND muscle AND deformation 
AND models 

7 Term#7: Real-time surgery ST#7: Real-time AND surgery 

8 Term#8: Real-time finite element methods ST#8: Real-time AND finite AND element AND 
methods 

9 Term#9: Real-time soft tissue deformations ST#9: Real-time AND soft AND tissue AND 
deformations 

A1.1. Selection methodology 

Selection was the most significant procedure for choosing both qualitatively and quantitatively 
appropriate articles for the systematic review. After identified from the search engines, retrieved 
articles were automatically saved to their suitable folders using the Mendeley paper 
management system. Two independent reviewers (TNN and TTD) screened and selected 
relevant papers for this review study. They also participated into the quality assessment. 
Consensus discussion was done when necessary for solving disagreements. The number of 
included/excluded articles is summarized in the Table 8. Firstly, the duplicates were checked 
with the duplication tool in the Mendeley software. The number of duplicated papers at this 
stage was 1,610 for all search terms. Then, the general and specific eligibility criteria were 
applied to the all unduplicated articles. The title inclusion criteria were first used for filtering 
out the irrelevant articles. The included articles at this phase were 973, which were then enrolled 
to the abstract filtering criteria for selecting the most pertinent articles. After reading all the 
abstracts, 92 included articles were then read in full-text to select the best qualitative and 
quantitative articles for systematically reviewing. Finally, the number of included articles was 
55. Specifically, the flow chart of the selection procedure illustrating the number of 
included/excluded articles after each selection stage is shown in Figure 81. To answer the 
identified research questions, the selected 55 papers were categorized into four classes. The first 
category concerns the computational approaches for modeling deformations of human soft-
tissues in real-time. The second category relates to the disadvantages and advantages of 
interaction devices for getting the external data from soft-tissues and visualizing the processed 
data. The third category deals with the characteristics of medical hardware/software systems 
consisting of graphic user interfaces (GUIs), programming languages, programming 
frameworks, and other techniques for developing soft-tissue simulation systems. The final 
category composes of system validations in clinical contexts and the analyses of user 
acceptability and safety requirements of developed systems. Additionally, each selected paper 
could also be grouped on multiple categories if their contents related to more than one category. 
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Table 9. The number of included/excluded articles according to the selection procedure. 
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ST#1 5,537 67 13 5,617 21 5,596 5,465 131 128 3 2 1 
ST#2 10,873 2,873 284 14,030 447 13,583 13,542 41 37 4 3 1 
ST#3 3,638 87 14 533 19 514 335 179 169 10 0 10 
ST#4 1,689 39 10 1,738 19 1,719 1,543 176 171 5 4 1 
ST#5 32,857 9,762 290 42,909 605 42,304 42,209 95 83 12 7 5 
ST#6 4,560 21 3 4,583 19 4,564 4,431 133 125 8 5 3 
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Total 319,210 44,609 1,157 361,756 1,610 360,146 359,173 973 881 92 37 55 
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Figure 81. Workflow of the selection process using PRISMA protocol for the performed systematic 
review. 
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A1.2. Eligibility criteria 

The inclusion/exclusion criteria were clearly defined based on the meaning of each search 
terminology. The list of inclusion criteria for each search terminology is shown in Table 10. In 
addition, to keep the literature at a high academic level, only journal articles were considered 
for the present review. Moreover, the articles in conferences with a couple of pages are initially 
eliminated. Other kinds of low-quality written forms such as letters, judgements, and book 
chapters were also not selected. Other than that, the articles were not written in English were 
excluded from the literature review. 

Table 10. The inclusion criteria for each search terminology 

# Search 
Terms 
(STs) 

Inclusion conditions (ICs) 

1 ST#1 IC#1.1:  The title must satisfy all following conditions: 1) The title contains "real-time", "medical", 
"simulations" and "computer-aided" keywords; and 2) The title concerns the supports of computers 
in soft-tissue simulations executing in real-time. 

IC#1.2: The abstract must satisfy all following conditions: 1) The abstract concerns the supports 
of computer in medical systems, medical simulations, and medical applications so that they can be 
executed in real-time; 2) The abstract describes the medical system architectures, the interactions 
of computer's input/output devices in clinical environments; and 3) The system developed in the 
paper focuses on simulating human soft-tissues. 

2 ST#2 IC#2.1: The title must satisfy all following conditions: 1) The title contains "real-time", 
"biomedical", and "simulations" keywords; and 2) The title concerns the issues of real-time 
simulation in biomedical applications. 

IC#2.2: The abstract must satisfy all following conditions: 1) The abstract concerns the analyses 
of real-time in biomedical applications/systems; and 2) The abstract focuses on analyzing the 
computational approaches, the system architectures, or the characteristics of real-time in 
biomedical applications. 

3 ST#3 IC#3.1: The title must satisfy all following conditions: 1) The title contains "real-time" and "facial" 
keywords; and 2) The title concerns the computational approaches to simulate the human faces. 

IC#3.2: The abstract must satisfy all following conditions: 1) The abstract concerns the 
development of computational techniques or system designs for modelling the facial 
mimics/expressions/muscles; and 2) The developed techniques must be able to execute in real-
time. 

4 ST#4 IC#4.1: The title must satisfy all following conditions: 1) The title contains "real-time", "liver", 
and "models" keywords; and 2) The title concerns the modelling methods of human liver in real-
time. 

IC#4.2: The abstract must satisfy all following conditions: 1) The abstract concerns the issues of 
computational approaches for modelling the human liver; and 2) The computational approaches 
must be executed in real-time. 

5 ST#5 IC#5.1: The title must satisfy all following conditions: 1) The title contains "real-time", "medical", 
and "simulations"/"systems" keywords; and 2) The title aims at developing the computational 
methods for modelling the soft-tissue in medical environments. 

IC#5.2: The abstract must satisfy all following conditions: 1) The abstract concerns computational 
approaches or system architectures for modelling soft-tissues in medical environments; and 2) The 
system must be run in real-time. 

6 ST#6 IC#6.1: The title must satisfy all following conditions: 1) The title contains "real-time", "muscle", 
and "models" keywords; and 2) The title considers the computational methods for modelling the 
human muscles in real-time. 

IC#6.2: The abstract must satisfy all following conditions: 1) The abstract concerns the 
developments of computational techniques for modelling and simulating human muscles so that 
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# Search 
Terms 
(STs) 

Inclusion conditions (ICs) 

they can run in real-time; and 2) The abstract shows the implementations of muscle deformable 
models in clinical environments. 

7 ST#7 IC#7.1: The title must satisfy all following conditions: 1) The title contains "real-time" and 
"surgery" keywords; and 2) The title illustrates the surgical simulations/systems applied in human 
soft-tissues executed in real-time. 

IC#7.2: The abstract must satisfy all following conditions: 1) The abstract describes the surgical 
simulations/systems for human soft-tissues; and 2) The abstract concerns system architectures of 
surgical simulations or systems so that they can execute in real-time. 

8 ST#8 IC#8.1: The title must satisfy all following conditions: 1) The title contains "real-time" and "finite 
element" keywords; and 2) The title concerns the finite element modelling methods for human 
soft-tissues in real-time. 

IC#8.2: The abstract must satisfy all following conditions: 1) The abstract concerns the human 
soft-tissue modelling method in real-time based on the finite element modelling methods; and 2) 
The abstract aims at development, generation, and analysis the variations of finite element 
modelling methods to get the real-time requirements. 

9 ST#9 IC#9.1: The title must satisfy all following conditions: 1) The title contains "real-time", "soft 
tissue", and "deformations"/"models" keywords; and 2) The title considers the modelling methods 
of the human soft-tissue deformations executing in real-time. 

IC#9.2: The abstract must satisfy all following conditions: 1) The abstract illustrates the 
computational approaches for development the models of human soft-tissue deformations; and 2) 
The abstract aims at developing, analyzing, and generating the modelling methods. 

A1.3. Quality assessment 

The quality assessment procedure was established to rate the quality of each analyzed paper. 
Eighteen Yes-No assessment items were defined and used. Papers related to computational 
approaches bias were evaluated using the following four items: 1) Was the method adequately 
used/developed and described for the involved tissue behavior?, 2) Was the verification well 
performed for the used/developed method?, 3) Was the validation systematically performed for 
the used/developed method?, and 4) Did the method really satisfy the real-time constraint?. 
Papers related to interaction devices bias were evaluated using the following four items: 5) Was 
the devices well selected for the system?, 6) Was the device accuracy adequate for the real-time 
constraints?, 7) Was the device use easy enough for a clinical routine practice?, and 8) Is the 
device price suitable for a clinical setting?. Papers related to system architectures bias were 
evaluated using the following four items: 9) Was the system adequately described?, 10)  Was 
the system developed with the participation of the end users?, 11) Was the system scalable?, 
and 12) Were the system frameworks adequately selected for implementing the system of 
interest?. Papers related to clinical validation bias were evaluated using the following six items: 
13) Was the study adequately validated with in vitro data?, 14) Was the study adequately 
validated with in vivo data?, 15) Was the study adequately validated with patient data?, 16) 
Was the level of validation suitable for translating the outcomes into clinical routine practices?, 
17) Was the user acceptability performed for patients?, and 18) Was the user acceptability 
performed for clinical experts? 

Note that the user acceptability validation is commonly conducted after developing a full 
simulation system. This validation targets at validating the acceptability level related to graphic 
system’s user interfaces, system’s ease-of-use, system’s functions, system’s robustness, etc., 
during short-term and/or long-term evaluation campaigns for clinicians. Regarding the 
verification of the developed method, an error check list related to the input data, algorithm 
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execution, output visualization is defined. The “well performed” category is assigned to a paper 
if all these three elements are satisfied. 

A2. Results 
A2.1. Overall quality assessment analysis 

Statistical results of the quality assessment procedure are presented in Table 11. Overall, most 
selected articles well described, verified, and validated the computational approaches. Tissue 
behaviors were well described in selected studies. Over 80% of articles modelled the tissue 
physical characteristics in the methods while the others just focused on soft-tissue deformations. 
Most authors all well conducted verifications (76%) and validations steps (89%). For examples, 
in the study of S. Cotin et al., 199912, after clearly described the developed methods, the authors 
designed an example system using the method and analyzed the computed results. Their outputs 
were compared with other methods and showed faster computation time and higher accuracy 
level. Visualizations were also clearly presented to show computed deformations and collisions 
with virtual surgical tool. System performance and accuracy were also measured and verified. 
Thus, the verification was well-performed in this study. The verification procedure was not 
well-performed in Bensoussan et al., 200858 because they mainly introduced the SOFA 
framework, and the authors just verified their results by visual assessments. Although the real-
time constraint was strongly required in the study objectives, only 65% of the developed 
computational approaches really satisfied this constraint. The others just nearly reached the 
real-time conditions. For example, the computation framerate was nearly 30 fps. In addition, 
all interaction devices were all accurate enough for using in clinical routines with acceptable 
prices, and they were also well selected for appropriate computational approaches and system 
architectures. Moreover, the data transmission bandwidths of these selected devices were 
relatively much faster than the computational and graphical rendering speeds, so they were all 
suitable for real-time applications. Over 50% of articles were implemented their developed 
computational approaches into a simulation system. They also well-described the architectures 
and frameworks of the implemented systems for future developments. However, these systems 
were rarely developed with the participation of end-users. They were mainly tested with the 
developers and did not have many feedbacks from users. Most of implemented simulation 
systems could not be directly transferred into the clinical routine practices due to lack of 
validations with in vitro, in vivo, and real patient data. The computed results of simulation 
systems were often validated with in vitro data acquired from phantom tissues with physical 
testing machines. Due to difficulties of acquiring data from living organs, only 13% of studies 
conducted clinical validations using in vivo data. Moreover, only external data such as 
deformations were available. Finally, the user and expert acceptability aspects were 
occasionally (i.e. only 4% and 7% of studies) investigated. Note that most developed systems 
were initially designed for testing and verifying the computational approaches rather than for 
developing real clinical applications. 
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Table 11. Summary of the statistical results of the quality assessment procedure. 
Quality assessment criteria % of ‘yes’ 

scores (%) 
Computational approaches bias 

1. Was the method adequately used/developed and described for the involved tissue behavior? 
2. Was the verification well performed for the used/developed method? 
3. Was the validation systematically performed for the used/developed method? 
4. Did the method really satisfy the real-time constraints? 

  
Interaction devices bias 

5. Was the devices well selected for the system? 
6. Was the device accuracy adequate for the real-time constraint? 
7. Was the device use easy enough for a clinical routine practice?  
8. Is the device price suitable for a clinical setting?  

 
System architectures bias 

9. Was the system adequately described? 
10. Was the system developed with the participation of the end users?  
11. Was the system scalable?  
12. Were the system frameworks adequately selected for implementing the system of interest?  

 
Clinical applications bias 

13. Was the study adequately validated with in vitro data? 
14. Was the study adequately validated with in vivo data? 
15. Was the study adequately validated with patient data? 
16. Was the level of validation suitable for translating the outcomes into clinical routine 
practices? 
17. Was the user acceptability performed for patients? 
18. Was the user acceptability performed for clinical experts?  

 
82 
76 
89 
65 

 
 

49 
47 
47 
47 

 
 

65 
15 
53 
45 

 
 

33 
13 
18 
29 

 
4 
7 

A2.2. Computational approaches 

To achieve real-time computation speed when rendering and computing soft-tissue 
deformations, two modeling approaches have been commonly adopted. The first approach that 
we called model development (MD) mainly focuses on geometry discretization strategy and 
mathematical constitutive formulations of soft-tissue stress-strain relationships. Soft-tissue 
models developed using this approach are commonly executed with a single-thread platform in 
a faster and/or more accurate manner. The second approach that we named as constitutive 
model implementations (MI) relates to the algorithmic implementations of the existing 
constitutive models using developed methods for soft-tissue deformations onto a more powerful 
hardware configuration such as Graphic Processing Unit (GPU) system. Thus, systems can 
compute soft-tissue models faster and more robustly than the traditional ones. Particularly, this 
concept refers to a family of more suitable programming algorithms to parallelize the execution 
tasks of a developed modeling method, which was traditionally running on a single-thread 
platform. For examples, Berkley et al., 2004, addressed a MD study related to the development 
of a Linearized FEM (L-FEM) method built from the reduced object kinematics [247]. The L-
FEM method is suitable for modeling linear elasticity of soft-tissues. This method is faster than 
the FEM. Moreover, in the study of Joldes et al., 2008, the Total Lagrangian (TL) formulation 
was applied to improve the computation speed of the traditional FEM [248]. Additonally, the 
Total Lagrangian Explicit Dynamic FEM (TLED-FEM) formulation was developed by Miller 
et al., 2007, and it could run faster than the FEM when executing on the same CPU-based 
platform [249]. Regarding model implementation (MI) approach, only the implicit time 
integration of FEM method has been proven to be the most suitable for parallel implementation. 
This method was implemented in a GPU platform by Taylor et al., 2008 [250]. 

It is interesting to note that most studies focused at developing new mathematical methods for 
modeling the soft-tissue deformations rather than implementing the developed modeling 
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methods into a specific hardware configuration to accelerate computation speed. The 
distribution of the two approaches throughout the selected literature is illustrated in Figure 82. 
Obviously, among the total of 55 studies, over 80% of the studies proposed the model 
development of soft tissue deformations while only 18% of studies took advantages of specific 
hardware to accelerate available modeling methods. Regarding the MD approach, we grouped 
all developed computational methods into three categories: mesh-, meshfree-, and hybrid 
modeling methods (Table 12, Table 13, and Table 14). In more details, the mesh-based 
modeling methods refer to the development of the finite element method (FEM) and its 
variations to simulate the soft-tissue deformations in real-time (Figure 83). The meshfree-based 
modeling techniques refer to the decomposition of soft-tissue model into simpler physical sub-
models or representations without meshing the domains of interest (Figure 84). The hybrid 
modeling methods take advantages of cooperating multiple modeling methods to increase both 
computation speeds and model accuracy. The distribution of selected studies according to each 
modeling method is shown in Figure 8. The result shows that up to 51% of the studies related 
to the mesh-based methods. The use of the meshfree-based methods reaches over 42%. Finally, 
the percentage of hybrid methods is around 7%. 

 

Figure 82. Distribution of computational approaches (MD and MI) and associated techniques for MD 
approach in the literature. 

 
Figure 83. Overview of all modeled soft tissues and different described behaviors for mesh-based 

studies.  
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Figure 84. Overview of all modeled soft tissues and different described behaviors for meshfree-based 

studies. 

Table 12. Classification of developed modelling methods for soft tissue deformations in real time: 
mesh-based techniques. 

Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization 

Hardware 
Configurations 

S Cotin et 
al., 1999 
[251] 

MD Precomputation-
based FEM (Pre-
comp FEM) 
approximated by 
linear functions 

The human 
liver 

Linear elasticity 
Nonlinear 
elasticity 

7ms (force 
feedback) 
8ms (force 
feedback) 

1400 N* 
6,500 
tetrahedral 
elements  

Dec 
AlphaStation 
400MHz 

Berkley et 
al., 2004 
[247] 

MD Linearized FEM 
(L-FEM) 

The human 
skin 

Linear elasticity 1 kHz (force 
feedback) 
30 Hz (model 
rendering) 

863 N 
Surface triangle 
elements 

1 GHz Athelon 
CPU 

Audette et 
al., 2004 
[252] 

MI Multi rate FEM 
(MR-FEM) 

The human 
brain 

Linear elasticity 10 kHz (force 
feedback) 

NI** Dual Pentium 
PC 

Sedef et al., 
2006 [253] 

MD Precomputation-
based FEM (Pre-
Comp FEM) 
using linear 
viscoelastic 
formulations 

The soft-
tissue cube 

Linear 
viscoelasticity 

1 kHz (force 
feedback) 
100 Hz (model 
rendering) 

51 N 
153 DOF*** 
136 tetrahedral 
elements  

Pentium IV 
2.4GHz dual 
CPU 

Sela et al., 
2007 [254] 

MD Precomputation-
based FEM (Pre-
Comp FEM) 
using 
discontinuous 
free-form 
deformations 

The human 
skin 

Linear elasticity 1 kHz (force 
feedback and 
model cutting) 

12,108 
polygons 

P4-2.8 GHz 
CPU, 1GB 
RAM 

Karol 
Miller et al., 
2007 [249] 

MD Total Lagrangian 
explicit dynamics 
(TLED) FEM 

NI Nonlinear 
elasticity 

16ms (model 
deformation) 

6000 E****, 
6741 N 
Hexahedral 
elements  

3.2GHz 
Pentium IV 

García et 
al., 2008 
[255] 

MD Matrix system 
reduction FEM 
(MSR-FEM) 

NI Linear elasticity 3.8ms – 
35.7ms 
(solving the 
system) 

 From 266 N – 
1579 E 
To 110 N – 587 
E 

2.4 GHz 
Pentium IV 
CPU, 1 GB 

Joldes et al., 
2008 [256] 

MD Total 
Largrangian (TL) 
FEM 

NI Nonlinear 
elasticity 

2.1ms (one 
system time-
step) 

2200 E - 2535 
N 
Hexahedral 
elements 

CPU 

Taylor et 
al., 2008 
[250] 

MI Total Lagrangian 
explicit dynamic 
(TLED) FEM 

The human 
brain 

Nonlinear 
elasticity 

From 14.0 to 
10.7 times 
faster than 
CPU 

From 11,168 E 
to 46,655 E 
Tetrahedral 
elements  

3.2 GHz P4 
CPU, 2GB 
RAM 
NVIDIA 
GeForce 7900 
GT GPU 

Joldes et al., 
2009 [248] 

MD Total Lagrangian 
explicit dynamics 
FEM (TLED-
FEM) 

The human 
brain 

Hyperelasticity 
(Neo-Hookean) 

12ms (model 
deformation) 
1 kHz (haptic 
feedback) 

15,050 E, 
16,710 N 
7000 DOF 

3 GHz Intel 
Core Duo CPU 

Joldes et al., 
2010 [257] 

MI FEM (NL-FEM) 
implemented on 
GPU 

The human 
brain 

Nonlinear 
elasticity 

3.54s (3000 
system time-
step running) 
19.95s (3000 
system time-
step running) 

16,825 E – 
2,693 N 
 
125,292 E – 
5,669 N 

GPU NVIDIA 
CUDA Tesla 
C1060 (240 
1.296GHz 
cores, 4GB 
High-Speed 
Memory) 
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Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization 

Hardware 
Configurations 

Wittek et 
al., 2010 
[258] 

MI Total Lagrangian 
explicit dynamics 
FEM (TLED-
FEM) 
implemented on 
GPU 

The human 
brain 

Nonlinear 
elasticity 

<4s 
(deformation 
prediction) 

18,000 N – 
30,000 E 
~50,000 DOF 

GPU NVIDIA 
CUDA Tesla 
C870 (128 600 
MHz Cores, 1.5 
GB Memory) 

Peterlík et 
al., 2010 
[259] 

MD Precomputation-
based FEM (Pre-
comp FEM) 
using radial basic 
functions (RBF) 

The human 
liver 

Nonlinear 
elasticity 

0.54s 
9.89s 
(stiffness and 
tangent 
stiffness 
matrix 
computing) 
1 kHz (haptic 
feedback) 
30 Hz (model 
rendering) 

1,777 E – 501 N 
10,270 E – 
2011 N 
Surface triangle 
elements 

AMD Opteron 2 
GHz CPU, 8 GB 
RAM 

Lapeer et 
al., 2010 
[260] 

MI Total Lagrangian 
FEM (TL-FEM) 

The human 
skin 

Hyperelasticity 
(general 
polynomial, 
reduced 
polynomial and 
Ogden 
formulation) 

>1 kHz 
(Haptic 
feedback) 

100 E – 50,000 
E 

GPU 

Marchessea
u et al., 
2010 [242] 

MD Multiplicative 
Jacobian Energy 
Decomposition 
FEM (MJED-
FEM) 

The human 
liver 

Poro-
hyperelasticity, 
Visco-
hyperelasticity 

13 FPS (model 
deformation) 

20,700 E – 
4300 N 
Tetrahedral 
elements 

CPU 

Courtecuiss
e et al., 
2010 [261] 

MI Linearized FEM 
(L-FEM) 

The human 
cataract 
The human 
liver 
The brain 
tumor 

Linear elasticity 
combined with a 
co-rotational 
method 

1.4 FPS 
(model 
computing 
model on 
CPU) 
46.15 FPS 
(model 
computing on 
GPU) 
64ms (model 
computing on 
GPU) 
 

41,000 N 
Tetrahedral 
elements  
 
 
3,874 N 
Tetrahedral 
elements  
 

GPU 

Turkiyyah 
et al., 2011 
[262] 

MD Discontinuous 
basic function 
FEM (DBF-
FEM) 

The human 
skin 

Linear elasticity 13.9ms (model 
computing and 
mesh 
updating) 

31,008 N 
Surface triangle 
elements 

CPU 

Niroomandi 
et al., 2012 
[243] 

MD Order reduction 
method (ORM) 
FEM 

The human 
cornea 
The human 
liver  

Nonlinear 
elasticity 

20 Hz (model 
and graphic 
updating) 

7,182 E – 8,514 
N 
Hexahedral 
elements  
10,519 E - 2853 
N 
Tetrahedral 
elements  

2 GHz CPU, 2 
GB RAM 

Wu et al., 
2013 [3] 

MD Finite-element 
method (FEM) 

The 
superficial 
fascia in a 
face 

Nonlinear 
elasticity 

NI 560 E – 1180 N 
28,320 DOF 

CPU 

Morooka et 
al., 2013 
[263] 

MD Precomputation-
based FEM (Pre-
comp FEM) 
using neuro 
networks 

The 
phantom 
liver 

NI NI 15,616 E - 
4,804 N 

CPU 

Mafi et al., 
2014 [264] 

MI Element-by-
element 
precondition 
conjugate 
gradient FEM 
(EbE PCG-FEM) 

The human 
stomach 

Linear elasticity  10 times faster 
than CPU for 
model 
computing 

6361 E – 
13,3784 E 
1295 N – 25462 
E 

NDIVIDA GTX 
470 

Courtecuiss
e et al., 
2014 [244] 

MI Precondition 
FEM (Pre-Cond 
FEM) 

The 
heterogene
ous soft-
tissues 

Linear elasticity 
combined with a 
co-rotational 
method 

70 FPS 
(system 
iteration)  
1 kHz (haptic 
feedback)  
22ms (node 
adding or 
removing) 

1,300 
tetrahedral 
elements 
150 contact 
points 
 
3,874 N 

256 core GPU 
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Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization 

Hardware 
Configurations 

Strbac et 
al., 2015 
[265] 

MI Total Lagrangian 
explicit dynamic 
(TLED) FEM 

A general 
cube mesh  

Hyperelasticity 
(Neo-Hookean) 

0.309s – 
163.402s (one 
solution time-
step) 

125 E – 91,125 
E 

NVIDIA 
GTX460 GPU 

Karami et 
al., 2017 
[266] 

MD Finite-element 
modelling 
method (FEM) 

The 
extraocular 
muscles 
(EOMs) in 
an eye 

Linear elasticity 20ms (model 
deformation) 

Eyeball:  
8638 E – 1970 
N 
Muscle:  
2673E - 864N 
Tetrahedral 
elements 

CPU 

Martínez et 
al., 2017 
[267] 

MD Precomputation-
based FEM (Pre-
Comp FEM) 
using artificial 
neuro networks 

The human 
breast 

Hyperelastic 
(Mooney-
Rivlin) 

<0.2 s (model 
compression) 

313,000 E - 
62,000 N 
Tetrahedral 
elements  

2.6 GHz Intel 
(R) Xeon (R) 
CPU 

Lorente et 
al., 2017 
[268] 

MD Precomputation-
based FEM (Pre-
Comp FEM) 
using artificial 
neuro networks 

The human 
liver 

Nonlinear 
elasticity 

2.89 s (model 
computing 
using machine 
learning) 
51.63 s (model 
computing 
using FEM) 

From 379,800 
N to 420,690 N 

3.4 GHz Intel 
Core i7, 8 GB 
RAM, OS X El 
Capitan 

Tonutti et 
al., 2017 
[269] 

MD Precomputation-
based FEM (Pre-
comp FEM) 
using artificial 
neuro networks 
and support 
vector regression 

The brain 
tumour 

Nonlinear 
elasticity 

<10ms (model 
prediction 
using neural 
network) 

6,442 N - 1,087 
E 
Tetrahedral 
elements  

Core i7 2.9 GHz 
CPU 

Luboz et 
al., 2017 
[270] 

MD Precomputation-
based FEM (Pre-
Comp FEM) 
using the reduced 
order modelling 
method 

The butt 
area 

Nonlinear 
elasticity 

<1s (strain 
field 
computing) 

27,649 E 
Hex-dominant 
elements  

CPU 

*N: Nodes 
**NI: No Information 
***DOF: Degree-of-Freedom 
****E: Elements 

Table 13. Classification of developed modelling methods for soft tissue deformations in real time: 
meshfree-based techniques. 

Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization  

Hardware 
Configurations 

Nedel and 
Thalmann 
1998 [271] 

MD Mass-spring 
system method 
(MSM) 

The muscle Linear 
elasticity 

16 FPS (model 
deformation) 

84 FPS (model 
deformation) 

82 mass points 
17 mass points 

SGI Impact 
workstation, 

MIPS R10000 
CPU 

Monserrat 
et al., 2001 
[272] 

MD Boundary element 
method (BEM) 

The general 
cube mesh 

Linear 
elasticity 

15 Hz (model 
deformation) 

< 150 N 
Surface 
triangle 
elements 

R-4400 CPU, 64 
MB RAM 

Goto et al., 
2002 [273] 

MD Statistical analysis 
method (SAM) - 
Muscle 

The human 
face 

NI 1 minute (facial 
feature 

detection)  

NI Pentium II, 333 
MHz CPU 

Bonamico 
et al., 2002 
[274] 

MD Mesh Geometry 
VRML-like 
representation 
(VRML) & Radial 
Basis Function 
(RBF) - Muscle 

The human 
face 

Linear 
elasticity 

475ms (facial 
deformation) 

1,430ms (facial 
deformation) 

1253 V - 2444 
F 

4152 V - 8126 
F 

Pentium II 450 
MHz CPU, 128 

MB RAM 

Brown et 
al., 2002 
[107] 

MD Mass-spring 
system method 
(MSM) 

The blood 
vessel 

Nonlinear 
viscoelasticit

y 

24 FPS (system 
iteration) 

 
 
 

6 FPS (system 
iteration) 

216 N - 1440 
E 

Surface 
triangle 
elements  
8000 N - 
66,120 E 
Surface 
triangle 
elements 

Sun Ultra 60 
Workstation 450 
MHz CPU, 1GB 

RAM 

Sorkine et 
al., 2004 
[275] 

MD Laplacian surface 
deformation 
(LSD) 

The face 
model 

Linear 
elasticity 

0.07 s (model 
solving) 

~10,000 V 
Surface 
triangle 
elements 

2.0 GHz Pentium 
IV CPU 
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Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization  

Hardware 
Configurations 

Chandrasiri 
et al., 2004 
[46] 

MD Personal Facial 
Expression Space 
method (PEES) - 
Muscle 

The human 
face 

Linear 
elasticity 

12 FPS (facial 
animation) 

NI 1 GHz Athlon 
CPU 

Mollemans 
et al., 2005 
[276] 

MD Mass tensor 
method (MTM) 

The cube 
The human 
face 

Linear 
elasticity 

From 24.57 s to 
2.3 s 

From 53,3380 
N to 10,368 N 

Tetrahedral 
mesh  

CPU 

Chen et al., 
2006 [277] 

MD Mass-spring 
system method 
(MSM) combined 
with quasi-static 
algorithm 

The human 
brain 

Linear 
elasticity 

48 Hz – 3000 
Hz (haptic 
feedback) 

8000 N 
Surface 
triangle 
elements 

SGI Prism Server 
4 GPU, 8 CPU, 

32 GB RAM 

López-
Cano et al., 
2007 [278] 

MI Mass-spring 
system method 
(MSM) 

The human 
inguinal 
region 

Linear 
elasticity 

73 FPS (system 
iteration) 

4,891 V 
Surface 
triangle 
elements  

GPU NVIDIA 
6800, Pentium 

IV 3.0 GHz 
CPU, 1 GB RAM 

Lim and De 
2007 [279] 

MD Point collocation-
based finite 
spheres (PCMFS) 

The human 
liver 

Nonlinear 
elasticity 

1ms (model 
deformation) 

1186 polygons 
Polygon 
elements 

Pentium IV 2 
GHz CPU, 

NVIDIA 
Quadro4 XGL 

Murai et al., 
2010 [280] 

MD Inverse dynamic 
computation 
(IDC) 

The human 
muscles 

Linear 
elasticity 

16ms (muscle 
tension 

estimation) 
15 FPS (model 

rendering) 

274 muscles Intel Xeon 3.33 
GHz CPU, 3.25 

GB RAM, 
NVIDIA Quadro 

FX3700 GPU 
Basafa and 
Farahmand 
2011 [281] 

MD Mass-spring-
damper method 
(MSD) 

The cube 
model 

Nonlinear 
viscoelasticit

y 

5ms (model 
deformation) 

150 Hz (haptic 
feedback)  

30 Hz (model 
rendering)  

96 N - 270 E 
Tetrahedral 

mesh  
500 N 

Tetrahedral 
mesh 

3.2 GHz Core 
Duo CPU, 1GB 

RAM 

Wang et al., 
2011 [282] 

MD Laplacian surface 
deformation 
(LSD) 

The human 
nose 

Linear 
elasticity 

NI NI Windows 2000 
or Windows XP, 
512 MB RAM or 

250 MB 
Ho et al., 
2012 [245] 

MD Mass-spring 
system method 
(MSM) 

The human 
eardrum 

Linear 
elasticity 

1 kHz (haptic 
feedback) 

30 Hz (model 
rendering) 

917 E 
Surface 
triangle 
elements 

Intel Core2 
Q6600 CPU, 

NVIDIA 
GeForce 9600 

Wan et al., 
2012 [54] 

MD Radial basic 
function (RBF) & 
Geodesic distance 
- Muscle 

The human 
face 

Linear 
elasticity 

0.0316 s (one 
system frame 
computing) 

5272 V - 
10,330 F 
Surface 
triangle 
elements 

Intel Core 2 Duo 
E7200 2.53 GHz 

CPU, 2 GB RAM 

Le, et al., 
2013 [283] 

MD Thin-shell 
deformation 
method (TSD) - 
Muscle 

The human 
face 

Linear 
elasticity 

73.8 FPM 
(facial 

animation) 
164.3 FPM 

(facial 
animation) 

40 markers 
 
100 markers 

Intel Xeon 2.4 
GHz 16-Core 

CPU, NVIDIA 
Tesla C1060 

240-Core GPU 

Y. Zhang et 
al., 2014 
[284] 

MD Elastic-plus-
muscle-
distribution-based 
(E+MD) 

The facial 
muscles 

Linear 
elasticity 

NI NI NI 

Weng et al., 
2014 [285] 

MD Facial motion 
regression 
algorithm (FMR) - 
Muscle 

The human 
face 

NI >200 FPS 
(graphic 

rendering on 
PC) 

30 FPS (graphic 
rendering on 

mobile devices) 

75 facial 
markers 

Core i7 3.5 CPU 
Intel Atom 2.0 

GHz CPU 

Goulette 
and Chen 
2015 [286] 

MD Hyper-elastic 
mass link method 
for FEM (HEML-
FEM) 

The cube 
model 

Visco-
hyperelasticit

y 

4.02ms (one 
model 

computation 
iteration) 

21.24ms (one 
model 

computation 
iteration) 

4,430 E – 
1,128 N 

Tetrahedral 
mesh 21,436 E 

– 5,591 N 
Tetrahedral 

mesh 

Core 2 Duo 2.40 
GHz CPU, 3.45 

GB RAM 

J. Zhang et 
al., 2016 
[287] 

MD The time-saving 
volume-energy 
conserved 
ChainMail method 
(TSVE-
Chainmail) 
method 

The cube 
model 

Nonlinear 
elasticity 

30 Hz (model 
rendering) 

NI Core i7-4700 3.4 
GHz CPU 
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Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization  

Hardware 
Configurations 

Woodward 
et al., 2017 
[288] 

MD Radial basis 
function mapping 
approach (RBF) - 
Muscle 

The human 
face 

Linear 
elasticity 

2 minutes 
(system 

initializing) 
Up to 30 Hz 

(Facial feature 
detection) 

NI NI 

Zhou et al., 
2018 [289] 

MD Marquardt radial 
basis meshless 
method (MRM) 

The general 
cube model 

Nonlinear 
elasticity 

0.1509 s (model 
deformation) 

121 nodes 
Tetrahedral 

mesh 

Core i7-4790 
3.60 GHz CPU, 8 

GB RAM, Intel 
HD Graphics 

4600 (64 MB) 

Table 14. Classification of developed modelling methods for soft tissue deformations in real time: 
combination-based techniques. 

Reference Approach 
Modelling 
methods 

Soft-tissue 
Types 

Tissue 
Behaviours 

Computation 
Time/Speed 

Geometry 
Discretization 

Hardware 
Configurations 

Cotin et al., 
2000 [156] 

MD Precomputation-
based FEM (Pre-
comp FEM) & 
Mass Tensor 
Method (MTM) & 
Hybrid Modelling 
Method (HMM) 

The blood 
vessel 

Linear 
elasticity 

40 Hz (model 
deformation) 

500 Hz (haptic 
feedback) 

760 Vertices – 
4,000 Edges 

8,000 
tetrahedral 
elements 

233 MHz DEC 
Alpha 

Workstation 

Yarnitzky et 
al., 2006 
[290] 

MD Dynamics-based 
& FEM 

The foot 
soft-tissue 

Linear 
elasticity  

<25ms (model 
deformation) 

100 nodes 1.6 GHz 
Dothan 

Pentium IV 
CPU, 1 GB 

RAM 
Bensoussan 
et al., 2008 
[158] 

MD Multi-cooperative 
methods (Multi-
Corp) 

NI NI NI NI NI 

Zhu and Gu 
2012 [157] 

MD Boundary element 
method (BEM)& 
Mass-spring 
system (MSM) & 
Particle surface 
interpolation (PSI) 

The 
human 
liver 

Linear 
elasticity with 
an extra mass-
spring model 

From 0.99ms to 
4.17ms (model 
deformation) 

From 200 to 
1,200 nodes 

2.26 GHz 
Pentium M 

CPU, GeForce 
9650M GPU, 2 

GB RAM 

A2.3. Model development approaches 
A2.3.1. Mesh-based modelling methods 

Mesh-based modeling methods are grouped into four common computation strategies: the finite 
element modeling method (FEM), the pre-computation-based FEM, the formulation-adapted 
FEM, and the boundary element methods (Figure 85). Note that in this present review, 
“deformation models” terminology relate to soft-tissue models developed using a specific 
modeling method while “simulation models” terminology refers to numerical models in general 
meaning. 

 

Figure 85. Overview of common computation strategies for mesh-based studies. 
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The finite element method (FEM) has been popularly employed in the literature despite of its 
very high computational cost. Deformable objects are geometrically meshed by a set of 
elementary components called finite elements. These elements are connected by nodes whose 
quantity defines the size of the FE model. Material properties are commonly assigned into each 
finite element. Then, the physical behavior of solid object deformations is described by a set of 
constitutive equations. Finally, the resolution of these equations on the nodes with prescribed 
boundary and loading conditions leads to the stress-strain relationships of the deformable 
objects. FEM provides a very high level of accuracy and realistic deformations in both linear 
and nonlinear cases. For example, Wu et al., 2013 [3], modeled the facial muscles by FEM to 
animate the facial expressions. Each single muscle was considered as an incompressible and 
hyper-elastic material. Each muscle model includes 1,180 nodes and 28,320 DOF. Note that the 
computing time could not be achieved in real-time. Karami et al., 2017, employed also the FEM 
for modeling the extraocular muscles (EOMs) in an eye to estimate the muscular activations 
and directions [266]. The eye-ball model includes 1,970 nodes and 8,638 elements. Each muscle 
model includes 1,100 nodes and 2,673 elements. The computation time needed to solve the 
model was 20ms. 

The pre-computation-based FEM is the most popular variation of FEM. This method uses 
the relationship between the mechanical forces and the deformations pre-computed from the 
accurate FEM with full physical and biomechanical characteristics to train an approximate 
model. To achieve this goal, a database of the accurate FE simulation outcomes needs to be 
constructed a priori. The computational accuracy and speed of the simulated model depend on 
the types of employed approximate techniques such as linear/nonlinear regression functions 
and machine learning (ML). By using this strategy, Cotin et al., 1999, developed a liver surgical 
simulation system [251]. Sedef et al., 2006, provided a solution for real-time and realistic FEM 
for simulating viscoelastic tissue behavior in medical training based on the experimental data 
collected from a robotic tester [253]. Sela et al., 2007, proposed an effective solution for dealing 
with the topological changes in cutting simulations [254]. Peterlik et al., 2010, simulated the 
human liver with realistic haptic feedback and deformations embedded with both nonlinear 
geometric and material parameters [259]. Morooka et al., 2013, designed a navigation system 
for the minimally invasive surgeries using a  neural network model [263]. Martinez et al., 2017, 
used the decision tree and two tree-based ensemble methods for simulating the breast 
compression [267]. Lorente et al., 2017, applied decision trees, random forests, and extremely 
randomized trees models to simulate biomechanical behaviors of a human liver during the 
breathing action [268].  Tonutti et al., 2017, also applied artificial neural networks (ANNs) and 
support vector regression (SVR) algorithms for learning the precomputed data from the FEM 
model of a human tumor [269]. Luboz et al., 2017, used a set of pressure frames compressed 
into a small number of modes by proper orthogonal decomposition [270]. This method allows 
the summarized modes to be described by a linear set of scalar coefficients, and this reduced 
set of pressure map modes was then inputted to the FE to compute the strain field modes. 

The formulation-adapted FEM has been developed by mathematically alternating the FEM 
formulations with the other modeling methods. One of them is called linearized FEM (L-FEM) 
in which the kinematic behavior of the simulated object is linearized to the first order of 
approximations during a specific timing period. Thus, the FEM model built from the reduced 
object kinematic is also simplified and executed much faster than the original one. Due to the 
simplification, the L-FEM is only suitable for modeling the soft-tissues with linear elastic 
materials. For instance, Berkley et al., 2004, applied the L-FEM to the virtual suturing 
application [247]. Moreover, Audette et al., 2004, divided a FEM model into multiple sub-
meshes [252]. All sub-meshes were computed independently in parallel threads of a real-time 
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operating system to output the local deformations. Garcia et al., 2008, presented another 
reduction method called matrix system reduction FEM (MSR-FEM) [255]. The method focused 
rather on computing the regions of interest than the whole model. The Order Reduction Method 
(ORM) was developed by Niroomandi et al., 2012, to reduce the complex computation of 
nonlinear FEM for real-time simulations [243]. The total Lagrangian (TL) formulation was also 
applied in a FE model to improve the computation speed. Joldes et al., 2008, used this approach 
to develop a FE model for an efficient hourglass control application [248]. A variation of this 
method, called total Lagrangian explicit dynamic FEM (TLED-FEM) was also developed by 
Miller et al., 2007, for an image-guided surgery applications [249]. This method was also 
employed by Joldes et al., 2009, to simulate the deformations of a human brain [248]. They all 
successfully improved both the sizes and computation speeds of the developed models. Another 
version of TL-FEM proposed by Marchesseau et al., 2010, was called multiplicative Jacobian 
Energy Decomposition (MJED) FEM [242]. This approach optimizes the generation of stiffness 
matrix in TL-FEM to solve the linear system of equations during each iteration. Turkiyyah et 
al., 2011, aimed at physically simulating the mesh cutting in real-time thank to the controlled 
discontinuities in the basic functions and the fast incremental methods for updating the global 
deformations [262]. Finally, element-by-element precondition conjugate gradient FEM (EbE 
PCG-FEM) was developed by Mafi et al., 2013, [264]. This method combined the FEM with a 
conjugate gradient method by alternating the mesh topological computation at run time by 
iterations. Thus, the developed model would be faster than the original one using FEM and 
required less system memories during execution. A new preconditioning technique (Pre-Cond 
FEM) was also proposed by Courtecuisse et al, 2014, for improving the computational time of 
soft-tissue deformations [244]. This technique could simulate topologically changes and haptic 
feedbacks of homogeneous and heterogeneous materials in acceptable accuracy. 

The boundary element methods are based on surface deformations to deduce the internal 
deformations in real-time. Monserrat et al., 2001, developed a surgery simulation system using 
this method [272]. Compared with the FEM, the BEM only required the discretization of the 
object's surface so that it could provide an optimized, fast, and easy implementation. Another 
surface-based method for developing the soft-tissue models was called Laplacian surface 
deformation (LSD) was first proposed in Sorkine et al., 2004 [275]. The method represented 
the object surface based on the Laplacian of the mesh. Wang et al., 2011, also employed the 
LSD method for nose surgery in a complete surgical system for automatic individual prosthesis 
design [282]. Goto et al., 2002, used statistical analysis method (SAM) for detecting features 
on the facial surface through 2D images, and then the detected features were mapped to a 
generic 3-D facial model for generating the expressions using the surface deformation method 
[273]. Moreover, the computation speed of the facial expression estimators was enhanced by 
using a scaling polygon mesh method based on iterative edge contractions by Bonamico et al., 
2002 [274]. Chandrasiri et al., 2004, proposed a strategy for converting the acquired facial 
expressions to the MPEG-4 FAP [291], stream to deform the 3D surface facial models robustly 
and in real-time [46]. Wan et al., 2012 [54], and Woodward et al., 2017 [288], used the 
landmark-based and muscle-based facial expression estimation to animate the 3-D surface 
facial model. The used methods were radial basic function (RBF) and geodesic distance. Le et 
al., 2013, took advantages of the thin-shell linear deformation model to reconstruct the facial 
pose via the facial marker displacements [283]. 

A2.3.2. Meshfree-based modelling methods 

Compared to the mesh-based modeling methods, meshfree-based modeling methods uses 
discrete points for representing continuum, and it takes advantages of interpolation methods to 
solve the partial differential equations (PDEs) [157]. Thus, a simulated soft-tissue object is 
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commonly modeled as a distribution of discrete nodes inside to form a complete volumetric 
model. These nodes are embedded with a shape function to form the model's stiffness matrix 
and to describe biomechanical characteristics of the soft-tissue object [289]. In particular, this 
approach does not need to pre-process all cell elements to estimate the global deformations like 
mesh-based modeling methods do. Consequently, the meshfree-based modeling techniques are 
much faster than the mesh-based modeling strategies, and they can simulate large deformations 
in real-time. Because of these advantages, the meshfree-based modeling methods have been 
received much attentions from research community in the recent years. One of the most popular 
method using the meshfree-based strategy is the mass-spring system modeling (MSM) method. 
Nedel et al., 1998, applied the MSM method to model the muscle deformations in real-time 
[271]. Brown et al., 2002, applied MSM method for a surgical training system [107]. Chen et 
al., 2006, also used the MSM for developing a deformable model for haptic surgery simulation 
[277]. The MSM was also applied to simulate the 3-D model of the human inguinal region by 
Lopez-Cano et al., 2007 [278]. Ho et al., 2012, developed a deformable tympanic membrane 
using the MSM method for simulating the real-time deformation and cutting in a virtual reality 
myringotomy simulator [245].  Another well-known method of meshfree-based method called 
Mass Tensor method (MTM) in which the modeled object is approximated into a tetrahedron 
mesh. Inside each tetrahedron in the MTM, the displacement vectors of four vertices are linearly 
interpolated into the displacement field of this tetrahedron [156]. The MTM was used by 
Mollemans et al., 2005, to simulate the soft tissue deformations after bone displacement [276]. 
An improvement of MSM called Mass-spring-damper (MSD) modeling methods was proposed 
by Basafa et al., 2010 [281]. The results illustrated that with a simple cube model including 96 
nodes and 270 tetrahedrons the computation time was just about 0.005s for each step. Another 
improvement of MSM was developed by Goulette et al., 2015, called Hyper-Elastic Mass Links 
(HEML) in which the forces at a specific node are considered as a sum of force functions from 
the neighboring nodes connected with it [286]. Experiments showed that with the 21,436-
tetrahedron HEML model, the computation time was at 21.24ms corresponding with 47 fps. A 
different aspect for meshfree-based methods proposed by Lim and De, 2007, known as the point 
collocation-based method of finite sphere (PCMFS) [279]. The technique was based on the 
combination between the multi-resolution approaches and the fast analysis strategies for 
nonlinear deformations for the active regions where being contacted by the surgical tool-tip. A 
distinctive modeling method for meshfree-based method was inverse dynamic computation 
(IDC) proposed by Murai et al., 2010, for the musculoskeletal system [280]. Zhang et al., 2014, 
developed an elastic-plus-muscle-distribution-based (E+MD) to model the facial muscle 
distribution for generating the facial expressions in real-time [284]. Another method called the 
time-saving volume-energy conserved ChainMail (TSVE-ChainMail) was proposed by Zhang 
et al., 2016 [287]. The method was developed from traditional ChainMail method in which the 
model is represented as a spring system. Zhou et al., 2018, has also proposed a Marquardt radial 
basis meshless method (MRM) for the soft-tissue cutting [289]. In addition to these studies, it 
is important to note that a large range of soft-tissue models (brain, ligament, atrioventricular 
valves) were also developed using element-free Galerkin method and isogeometric method 
[292–296]. Due to the used keywords, this present review does not include these works. Thus, 
interested readers could use more specific keywords to get information about these methods. 

A2.3.3. Hybrid modelling methods 

Hybrid methods have been intensively investigated in the literature due to its cooperative 
functions which take advantages from multiple methods. For instance, although the mass-tensor 
method (MTM) is fast and suitable for simulation the soft-tissue deformation in real-time, it is 
still lacked the realistic biomechanical characteristics, especially when simulating the nonlinear 
materials. On the other hand, the FEM has realistic simulation of biomechanical behaviors of 
soft-tissues, but it has high computation cost. Additionally, the pre-computation-based methods 
(Pre-Comp FEM) have very high performances for simulating the soft-tissue deformations in 
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real-time based on the pre-computed data from the FEM, but they cannot handle the topological 
changes. Consequently, the combination between MTM, FEM, and Pre-Comp FEM can not 
only simulate the deformation in real-time but also handle cutting and tearing realistically with 
nonlinear materials. This approach was first developed by Cotin et al., 2000 [156]. The result 
of this study showed that the update frequency was able to reach at 40 Hz with an MTM having 
760 vertices and 4000 edges. Yarnitzky et al., 2006, combined the physically kinematic model 
with the local FE model to estimate the stresses and deformations inside a plantar foot's soft-
tissues during gait [290]. Bensoussan et al., 2008  introduced a well-known SOFA framework 
supporting modularly and flexibly for biomedical researchers to develop new soft-tissue 
deformation models [158]. The framework was comprised of multiple modeling methods 
combined effectively to simulate the soft-tissues according to their requirement level of real-
time constraints. Zhu and Gu, 2012,  also applied multiple modeling methods to develop a 
hybrid deformable model for real-time surgical simulation [157]. Different cooperative 
components exist in the system such as boundary the element method (BEM), the mass-spring 
method (MSM), and a particle surface interpolation algorithm. 

A2.4. Model implementation approaches 

The model implementation (MI) approach mainly focusses on algorithmic implementation of 
soft-tissue models based on developed modeling methods onto a more powerful hardware 
configuration. This approach can improve the computational performance of the developed 
soft-tissue deformation models, even faster and more robust than the MD approach. In 
particular, MI approach mostly aims at finding more suitable programming algorithms to 
parallelize the execution functions of the soft-tissue deformation models onto a graphic 
processing unit (GPU) platform rather than onto a central processing unit (CPU) platform. 
Basically, GPUs are comprised of highly parallel architectures. Each separate GPU unit 
contains numerous processors and memory segmentations, and each of processor works 
independently on its own data distribution. Consequently, although the clock frequencies of 
GPUs are often smaller than CPUs, the overall computation speed of GPUs are much faster 
than CPUs, even when CPUs can be composed of multiple processing cores up to now. 
Furthermore, various programming frameworks supported for model implementations have 
been improved in an easier and flexible ways. Two classical interfaces have been employed for 
programming on GPUs have been OpenGL, application programming interfaces (APIs), 
DirectX, CUDA from NVIDA, and CTM from ATI. These frameworks have been written in 
high-level C-programming language which bring many benefits for modelers to implement 
their developed methods executing on GPU effectively [250]. An analysis of GPU 
implementations for surgical simulations was reviewed by Sørensen et al., 2006 [297]. They 
concluded that GPUs would become much powerful and cost-effective platforms for 
implementing the soft-tissue deformation models in real-time medical environments. However, 
to be able to achieve benefits from this implementation approach, the developed modeling 
methods must be compatible and be able to reconfigured with parallel computations [297]. The 
first model implementation strategy was proposed by Taylor et al., 2008 [250]. The authors 
implemented a model using the total Lagrangian explicit dynamic (TLED) FEM onto a 
NVIDIA GeForce 7900 GT GPU platform, and the results showed that the computation speed 
of the implemented model was much faster than the CPU-implemented model. A human brain 
model using the TLED-FEM was also implemented on the NVIDIA Tesla C870 GPU platform 
by Wittek et al., 2010, and the computational performance was also accelerated significantly 
[258]. For instance, with the brain model of 18,000 nodes and 30,000 elements (approximately 
50,000 degrees of freedom) the average time for estimating the brain deformations was less 
than 4s when implemented on GPU, and the time implemented on the CPU platform was up to 
40s. A model using the explicit FEM in a real-time skin simulator was also implemented on a 
GPU platform by Lapper et al., 2010, and the simulation results could be accelerated to reach 
real-time goal [260]. Joldes et al., 2010, employed a GPU platform using a programming guide 
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NVIDIA Compute Unified Device Architecture (CUDA) to speed up the TLED-FEM human 
brain model [257]. Strbac et al., 2015, also employed the model using TLED-FEM onto 
multiple General-Purpose Graphics Processing Units (GPGPUs) to evaluate the efficiency of 
this implementation with the current commercial solutions [265]. The experimental evaluations 
showed that when the size of model increased from 125 to 91,125 elements, the computational 
time was from 1 s to 1h39min37s running on Abaqus commercial software, from 0.149s to 
34.143s running on the most powerful GPU of GTX980. Courtecuisse et al., 2010, proposed an 
implementation, called linearized FEM (L-FEM), which was the combination between the 
linear elastic material with a FEM [261]. Mafi et al., 2013, deployed a model using element-
by-element preconditioned conjugate gradients (EbE PCG) FEM method in the GTX470 GPU 
platform for speeding up the deformation computation in real-time [264]. The implicit time 
integration of a non-linear FEM on the GPU platform was also performed by Courtecuisse et 
al., 2014 [244]. 

A2.5. Interaction devices 

In addition to the model development methods and the implementation approaches, the 
interaction devices contribute significantly to the whole system accuracy and computational 
time. After user commands are transferred to the computer system through input devices, the 
computer system must execute the simulated model according to the commanded strategies. 
Once each simulation iteration is completed, the estimated feedbacks from the simulated model 
are transmitted to the user through the output devices. Consequently, the total accuracy of both 
input/output interaction devices and soft-tissue models must be at least equal to the desired 
accuracy tolerances in each medical application. Different interaction devices have been used 
in the reviewed studies. However, due to the focused objectives on developing the modeling 
methods, up to 42% of reviewed studies did not use interaction devices in their simulation 
systems. The interaction devices in the remained studies could be divided into different types: 
the virtual surgical instruments and force-feedback devices, the 3-D scanners, the 
biomechanical sensors, the PC’s human interface devices, the 3-D viewers and the 2-D and 3-
D optical cameras. The statistic distribution of used interaction devices is shown in Figure 86. 
It is clearly showed that the virtual surgical instruments have been popularly used with 19 
studies, and the least used device was the 3-D viewers and the 2-D optical cameras with only 3 
studies. The second most popular interaction devices are the force feedback devices which were 
found on 15 studies. Other remaining interaction devices have been utilized by only from 4 to 
6 studies. In fact, most of studies taken advantages of the force-feedback devices always 
combined with the virtual surgical instruments for interacting with the simulated model. 
Moreover, other interaction devices have certainly used in computer systems, such as computer 
screens, computer keyboards, etc. are not deeply analyzed in this review due to their obviously 
contributions to the simulation system. 
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Figure 86. The distribution of using interaction devices in the chosen literature. 

A2.5.1. Virtual surgical instruments and force-feedbacks devices 

The virtual surgical tools have been widely combined with force-feedback devices to 
communicate between a user and a simulated model so that the simulation system could become 
more flexible and realistic. The functions of virtual surgical instruments are to transfer the 
controlled signals from external real devices to the simulated model and to feedback the 
calculated biomechanical parameters from the simulated model to the external haptic devices 
[107,247,277,281]. The speed of transmitting data from/to simulated models must be relatively 
high so that the visualization and haptic feedback can be simulated realistically [107,247].  
Force-feedback devices are the input/output devices having a function of interfacing between a 
user and a virtual surgical tool. When received the interactions from the virtual surgical tool, 
the simulated model will react and calculate haptic forces during each simulation iteration. 
These computed haptic forces are finally feed-backed to the device through the virtual surgical 
tool [251–254,261,277,286]. As a result, the user will feel like they are interacting with a real 
soft-tissue when received the reaction forces from the force-feedback device [251,259]. For 
examples, Cotin et al., 1999, used this combination in surgical simulation to provide haptic 
sensations for the surgeon [251]. Audette et al., 2004, used a 7-degree-of-freedom (DOF) haptic 
device combined with a surgical tool whose tip fixed at the end of the haptic device to make 
the simulation system more realistically [252]. In the study of Chen et al., 2006, a commercial 
PHANTOM haptic device with 3 DOFs force feedback and 6 DOF position and orientation was 
used for haptic surgery simulation [277]. Sela et al., 2007, developed a new force-feedback 
system called SensAble™ PHANTOM Desktop™ haptic device [254]. The device was 
combined with a pen-sized handle, and they are all connected to a robot arm with flexible 
engine-forced joints to simulate a virtual surgical scalpel.  Courtecuisse et al., 2010, used a 
virtual laparoscopic grasper, which was managed by a Xitact IHP haptic device [261]. Peterlik 
et al., 2010, used a virtual haptic interface point (HIP) controlled by a PHANTOM haptic device 
to calculate haptic forces reacted from a liver model based on displacements between the HIP's 
position and the 3D surface model of the liver [259]. 

A2.5.2. 3-D scanners 

The 3-D scanners can be divided into two categories: structural and surface scanners. The most 
widely-used structural scanners in the literature have been CT and MRI. Cotin et al., 1999, 
created anatomical model of a human liver from MRI images [251]. Marchesseu et al., 2010, 
used CT images for creating the geometrical model of a liver [242]. Besides, 3-D surface 
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scanners were also used in the studies relating to surface-based soft-tissue modeling methods. 
The most popular surface-based scanners employed were laser scanners and ultrasonic 
scanners. They took advantages of measuring the time-of-flight of laser/ultrasound beams for 
estimating the distance between the laser/ultrasound sources and the object’s surface. These 
scanners are fast and able to acquire the object surfaces in real-time. The laser scanners are 
much more accurate than ultrasound scanners, but lasers beams can be very harmful to the 
living soft-tissues during long acquisition period. For example, Monserrat et al., 2001, 
employed the 3-D ultrasonic scanner (SAC GP10, Smart EDDY System, USA) for capturing 
the 3-D outside surface of the simulated object based on the boundary element modeling method 
[272]. The combination between surface scanners and structural scanners was also proven to be 
effective for accurate reconstructing both surface and structural details. Wang et al., 2011, 
combined a 3-D laser scanner with the lateral X-ray scanners in their methods [282]. In fact, 
the 3-D laser images containing both 3-D geometrical point cloud and colors of the human face 
were transformed to the lateral X-ray image for comparing and cutting the nose part on the face. 
This combination provided high quality and patient-specific model of the human face 
appearance. 

A2.5.3. Biomechanical sensors 

Most biomechanical sensors used in soft-tissue modeling systems are electromagnetic sensors, 
force sensors, and electromyography sensors. Brown et al., 2002, used an electromagnetic 
tracker (miniBRID of Ascension Technology Cooperation) to track behaviours of a real surgical 
forceps [107]. Sedef et al., 2006, attached a force sensor (ATI Industrial Automation's Nano 
17) at the end of a real surgical probe for measuring forces inside a surgical trocar so that the 
user could feel like being in a real minimally invasive surgery [253]. Yarnitzky et al., 2006, 
employed ultra-thin force sensors arranged under the bony prominences of each foot for 
measuring the forces under the calcaneus, metatarsal heads, and phalanges in real-time in an 
application of monitoring foot's internal deformations under outside interactions [290]. 
Electromyography (EMG) was also used in the study of Murai et al., 2010, for acquiring muscle 
tensions [280]. 

A2.5.4. PC’s human interface devices 

Some PC's human interface devices have also been used widely in the real-time soft-tissue 
simulation systems. They are all flexible and easy for user manipulation. For example, Lopez-
Cano et al., 2007, used a PC mouse as a surgical tool interacted with virtual pointer to deform 
the 3-D model of human inguinal region [278]. This configuration could simulate vertical and 
horizontal stretching deformations of the simulated model. In some simulated systems, the PC 
mouse could only be controlled to rotate the view angle of the simulated model [255]. 
Moreover, it could be used for drawing the cut shapes onto the surface model [282]. 

A2.5.5. 3-D viewers 

The 3D viewers are the output interaction devices. They are composed of two separate high-
resolution screens or two glasses attached together horizontally for displaying two different 
image frames to human eyes. Based on stereo geometrical model from human vision, the 3-D 
viewers can create depth perceptions for human brains, so when using the 3-D viewer for 
visualizing the simulated model, the graphic rendering can become more realistic. A classic 3-
D viewer was presented by Brown et al. using the stereo glasses for enhancing the illusion of 
depth in the video frames [107]. In the visualization system, there were two image frames 
displayed: one image frame was colored in red, and the others was colored in cyan. The stereo 
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glasses included two different color filter glasses for the left and right lens, so at the same time 
each human eye would see a different image frame. Each pair of image frame was shifted 
horizontally for creating the depth information. A different 3-D viewing device called a 3-D 
stereo visor was used to visualize a simulated model in the virtual reality myringotomy 
simulation in the study of Ho et al., 2012 [245]. This device included two different high-
resolution screens for displaying two different image frames at the same time. 

A2.5.6. 2-D and 3-D optical cameras 

The 2-D optical cameras are the input interaction devices having the functions of acquiring 2-
D image frames of object surfaces. In the application of facial expression recognition, 
Chandrasiri et al., 2004, mounted a complementary metal oxide semiconductor (CMOS) 
camera to a headphone to capture 2-D color video frames of a user face [46]. An ordinary web 
camera available on a mobile device was also used by Weng et al., 2014, in the application of 
real-time facial animations [285]. In particular, the offline 2-D images acquired from a camera 
were also analyzed for detecting the facial expressions and cloning them to other 2-D facial 
images in the study of Zhang et al., 2014 [284]. One of the most drawback of 2-D optical 
cameras is the inability of reconstructing depth information from a single view of vision, so 
multiple optical cameras have been cooperated to form a 3-D optical camera system for 
detecting the 3-D data. A motion capture device was utilized to capture 3-D motions of a human 
during dynamic movements in the study of Murai et al., 2010 [280]. A stereo optical motion 
capture was also combined with facial markers in the study of Wan et al., 2012, for detecting 
facial animations [54]. Over 36 facial markers were detected and followed by mocap, and their 
motions were then converted to MPEG-4 standard's definition of facial animations. Woodward 
et al., 2017, used an off-the-shelf stereo webcam for marker-based facial animation application 
[288]. Applied to minimally invasive surgeries in the study of Moroka et al., 2013, the 3-D 
optical camera was integrated into a stereo endoscopy whose size was small enough to be used 
in restricted navigation spaces [263]. 

A2.6. System architectures 

Computational approaches and interaction devices have been developed throughout the 
literature to improve computational accuracy and speed of soft-tissue deformation models, but 
they will not operate effectively and robustly in real-time if soft-tissue models and interaction 
devices are not well-cooperated in a system architecture. This section will synthesize system 
execution schemes and programming frameworks of the system architectures developed in the 
literature. 

A2.6.1. System execution schemes 

Cotin et al., 1999, designed the first execution scheme called the distributed execution scheme 
in which a computer system and a Dec Alpha station were closely cooperated [251]. The 
computer system aimed to compute the haptic forces and exchange data with the haptic device 
while the Dec Alpha station visualized the deformations of this soft-tissue model in real-time. 
The communication environment between two computer systems was the Ethernet connection. 
Chen et al., 2006, distributed a developed haptic surgery simulation onto two computing 
systems [277]. While an SGI Prism Visualization Server with 4 ATI FireGL GPUs covered 
graphical simulations, a windows computer system controlled the haptic devices and simulated 
the haptic feedbacks. The system could manage more than one simulated model by using a new 
peripheral protocol called Virtual Reality Peripheral Network (VRPN) developed by the 
University of North Carolina. Two workstation systems were also cooperated on a simulation 
system for the minimally invasive surgery proposed by Morooka et al., 2013 [263]. All model 
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computations were performed by the first workstation while the second workstation only 
performs visualization of deformations and virtual tools in form of 3D stereo vision for 
improving depth sensations. Note that the limitation of transmission bandwidth leaded to the 
latency between the visualization force-feedback. To solve this issue, the multithread execution 
scheme was proposed, Brown et al., which distributed two tasks of deformation visualization 
and collision detection on two different execution threads on a single dual-processor machine 
(Sun Ultra 60 with two 450 MHz processors) [107]. The system included three inter-
cooperative simulators: a deformable object simulator, a tool simulator, and a collision 
detection module. The idea of multiple-thread executing on a single computer system was also 
applied by Sedef et al., 2006, in a soft-tissue simulation system including a phantom haptic 
device, a computer screen, and a simulated model [253]. Peterlik et al., 2010, also implemented 
two asynchronous computation threads executed on an AMD Opteron Processor 250 (2GHz) 
PC to operate a liver simulation system [259]. The main thread called haptic thread acquiring 
positions of a haptic device, detecting collisions, calculating haptic forces, and computing 
model's deformations. The simulation system designed in the study of Goulette et al., 2015, 
also included multiple computation modules for accelerating the system execution [286]. Two 
modules were threaded to execute in parallel on an Intel Core 2 Duo at 2.40 GHz, 3.45 GB of 
RAM. As a result, the visual rate could be reached up to 47 fps. Audette et al. designed a 
surgical simulation system which included their own developed haptic device with 7 DOFs 
[252]. To control this haptic device, an intelligent I/O board, called the DAP5216a/626, 
operating individually with the computer system was proposed. Another scheme for system 
execution called a multi-model representation, was proposed by Bensoussan et al., 2008, within 
the SOFA framework [158]. In this scheme, each soft-tissue simulation components could be 
represented by multiple modeling methods related to real-time deformation simulation, accurate 
collision detection, or realistic interaction computation. Finally, the task of programmers was 
to design a switcher to effectively alternate modeling methods according to each appropriate 
simulation issue. 

A2.6.2. System framework 

System development frameworks must be selected carefully so that the system could be 
developed both in high productivity and short time-to-market. Generally speaking, a software 
framework is a generalization software structure in which programmers can contribute their 
written codes to modify this structure to a specific application. Taking advantages of available 
configurations and pre-built libraries, simulation systems could be developed much more 
flexibly and faster than in traditional development procedures. The system frameworks can be 
divided into four groups: the input/output interaction frameworks, the graphic interaction 
frameworks, the modelling frameworks, and the hybrid frameworks. Regarding the input/output 
interaction frameworks, haptic devices have been commonly used in the literature, and they are 
often interfaced with computer systems by GHOST [253,259,277] and PHANTOM [277] input 
interaction framework. These input interaction frameworks are all free and open source. 
Moreover, other standard input interaction devices, such as keyboards, PC mouse, web cameras, 
microphones, etc., can also interface with computer systems through Application Programming 
Interfaces (APIs) supported by Microsoft Windows systems [46,278,282]. Regarding the 
graphic interaction frameworks, the most employed graphic framework was OpenGL in which 
2-D and 3-D vector graphics can be rapidly rendered by GPU-platform boards. The rendering 
tasks can be executed on a separate computer system or on a local thread 
[157,245,252,253,259,271,277,278]. In particular, the OpenGL framework can be embedded in 
multiple types of operating systems such as Android, iOS, Linux, Windows, and various 
embedded operating systems. Moreover, it can also support for writing in multiple 
programming languages (e.g. C++, Python, C#, Cg, etc.). In addition, the CUDA™ graphic 
framework was developed by Nvidia Cooperation. There have been numerous studies using 
CUDA framework for implementing their simulation system on of-the-shelf graphic GPU 
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boards and achieving great benefits from parallel execution structure in real-time computations 
[250,257,258,261,264,265]. Another general graphic framework called OpenCL™ was also 
developed for flexible parallel implementation. An image processing framework called Virtual 
Place (AZE Co.) was also used for converting 3D deformations to stereo video frames for 
creating depth feeling on human visions [263]. Regarding the modelling frameworks, GHS3D 
[242], TetGen [281], and CDAJ-Modeler [263] were employed for generating mesh models 
from CT/MRI images. Additionally, Maxilim software could also support for boundary 
condition simulations [276]. Moreover, the CHOLMOD open source library could also be used 
for solving the linear systems in real-time [283]. Finally, the combinational frameworks have 
been developed to provide a much more flexible and multi-functional environment for 
developing a whole system. MATLAB is a powerful combinational framework including a 
facial analysis toolbox was used for facial expression analysis [46]; a toolbox called iso2mesh 
was used to generate a tetrahedral mesh of a brain and its tumor [269]; an artificial neuro 
network toolbox was employed to train the force-deformation data [269]; an optimization 
toolbox was used to obtain optimal parameters of simulation models that represent for simulated 
physical quantities; the OpenGL graphic library could be supported in the MATLAB 
environment for simulating interaction between soft-tissue model and surgical tools [281]. An 
Android programming platform was also used [285]. Additionally, supporting for FEM 
physical modelling, the Fast FE Modelling Software Platform [247] and GetFEM++ [259] were 
also employed. For parallel-threading, the RTAI-patched Linux was used for satisfying the 
hard-real-time requirements [252]. Other powerful and more multi-functional system 
frameworks are the SOFA [158,242–244] and CHAI3D [245] frameworks. In fact, they support 
various libraries and modules for implementing a complete simulation system including 
input/output interaction device drivers, geometrical model libraries, modelling algorithms 
libraries, and graphic rendering modules. 

A2.7. Clinical validations 

To translate the outcomes of the developed simulation systems into clinical routine practices, a 
systematic validation must be required. All validation efforts done in the literature were ordered 
as three validation levels: geometrical validations, model behavior validations, and user 
acceptability/safety validations. 

The most important components in a simulation system are the geometrical and physical 
models. To accurately simulate the target soft-tissues, the geometrical appearances of both the 
simulated models and real objects must be well-fitted. Geometries at a specific state are 
commonly compared with the real in vivo/in vitro data acquired from a relatively accurate 
measurement method. CT/MRI were usually used to reconstruct the real 3-D geometrical 
models of the tissues of interest. Due to expensive processing time and resources, this scheme 
is just suitable for offline geometrical validation. For example, real data from patients under 
maxillofacial surgeries were stored and compared with the predicting appearances for 
improving the reproducibility capacity of the simulation system [276]. Moreover, the soft-tissue 
phantom could be used to give the validating data for the geometrical validation [269]. 
Regarding the model behaviour validations, the physical characteristics of the simulated models 
must be assessed with the real physical data at different deforming states. One of the most 
popular schemes is to use the calculated data from a standard commercial simulation software 
as baseline data. For example, a model using linear viscoelastic FEM was validated through a 
compression test solved by both the proposed computation approach and the ANSYS finite-
element software package. Obtained results showed that the maximum error of displacement 
was less than 1% [253]. The ANASYS software package was also used for validating a model 
based on machine learning based FEM method [267]. Recently, the Marquardt-based model 
has also been validated by ANSYS in a liver simulation system [289]. The Abaqus software 
was also used for validation purpose [250,258,264]. Other used FE packages relate to MSC 
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NASTRAN 2003 which was used by Yarnitzky et al., 2006 [290], and LS-DYNA™ which was 
used by Joldes et al., 2009 [248].  Note that open source packages were also employed. The 
SOFA framework was the execution environment for performance evaluation between the 
developed method and the previous modelling methods [242]. In addition to geometrical and 
model validations, user acceptability/safety validation needs to be performed to evaluate the 
quality of interfaces between the system and its users in real clinical applications. One of the 
most popular schemes of this validation level is to collect feedbacks from experts and patients 
who have been experienced with the developed system. Ho et al., 2012, validated their virtual 
reality myringotomy simulation system by a face-validity study in which a validated 
questionnaire was delivered to eight otolaryngologists and four senior otolaryngology residents 
for evaluating the system after a long period interaction with the simulator [245]. Tonutti et al., 
2017, conducted their validation procedure on surgeons with and without implementing the 
developed system, and the differences results were evaluated for proving the effectiveness of 
the simulation system [269]. 

A3. Discussion 
A3.1. Computational approaches 

The FE modelling methods and its variations have been commonly used for developing soft-
tissue deformation models. However, the trade-off between system accuracy and computation 
speed remains a challenging issue. The FEM can simulate deformations for complex soft tissues 
[298,299]. In particular, commercial FE solver was commonly used to evaluate the accuracy of 
new FE algorithm  [255,256,258,264]. However, using FE method, real-time requirements are 
only satisfied if being modelled with a smaller number of elements [3,266] or being accelerated 
by GPU-implementation [257,258]. In general, the computational cost of the FEM increases 
exponentially with the expansion of the number of nodes especially in case of simulation of the 
nonlinear materials. Consequently, various development techniques have been developed to 
improve their computation speeds. The most used approach was the pre-computation-based 
technique. This approach has been proved as a fast and robust technique for simulating 
deformations in real-time, but large deformations with complex material properties and 
constitutive laws and topological changes on the fly could not be handled during the system 
iterations because the trained model cannot be updated online [251,253,254,259,263,267–270]. 
Other FEM variations could significantly improve the performance of the FEM. One of them 
was the case of linearizing the kinematic of the simulated object [247] in which the model could 
be cut faster than the original model using FEM, but the speed was not fast enough for realistic 
visualization in medical applications. The idea of dividing a FEM mesh into multiple sub-
meshes to be executed in parallel [252] could initially increase the computation speeds, but this 
method leaded to the limited number of threads being able to handle on a real-time operation 
system. Other development methods such as matrix system reduction (MSR-FEM) [255] and 
the order reduction method (ORM-FEM) [243] based on the reduction of the FEM’s stiffness 
matrix could improve the processing time, but they just simulated small deformations. The total 
Lagrangian algorithm in conjunction with FEM [256] and its modification known as total 
Lagrangian explicit dynamic (TLED-FEM) [249] allowed element pre-computations, so less 
computation cost would be required for each time step. It is important to note that hyperelastic 
and viscoeleastic constitutive models were implemented with explicit time integration schemes 
in a straightforward manner using home-made or commercial FE solvers. Moreover, Jacobian 
Energy Decomposition (MJED-FEM) [242] with implicit time integration schemes could be 
used to model hyperelastic, viscoelastic, and poro-elastic behaviours of the soft tissues. 
However, these methods could not handle interactions with other simulated objects and 
topological changes. The topological changes could be handle in the method proposed by 
Turkiyyard et al., 2011 [262], but they could not solve effectively the cured cuts, partial cuts, 
and multiple cuts inside elements. More effectively for simulating the topological changes was 
Element-by-element precondition conjugate gradient FEM (EbE PCG-FEM) [264] method, but 
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it was not suitable for simulating the heterogeneous materials. Another potential method called 
pre-conditioning FEM (Pre-Cond FEM) [244] could solve this problem dramatically. It could 
both simulate the topological changes and the haptic feedback of homogeneous and 
heterogeneous materials with acceptable accuracy and real-time frame rates. 

On the other hand, the meshfree-based techniques have been achieved great attention in the 
recent years. All the meshfree-based methods have been very fast and highly adaptive to 
topological changes, but they are less realistic than the mesh-based methods from 
biomechanical point of view. The most popular meshfree-based method was mass-spring 
system (MSM) [107,245,271,277,278]. This method could handle the deformations and 
topological changes, but it could not simulate accurately with nonlinear material characteristics. 
The improvements of MSM method were the mass-tensor method (MTM) [276] and mass-
spring-damper (MSD) method [281]. They could handle the nonlinear material more effectively 
than the MSM due to the use of nonlinear mass springs in the method. Another improvement 
of MSM was Hyper-Elastic Mass Links (HEML) method [286]. This method could be 
considered for the compromising solution between the biomechanical accuracy and 
computation efficiency in real-time. A different technique was point collocation-based method 
of finite sphere (PCMFS) [300]. By just focused on the local region of interests, the simulation 
time could be decreased significantly, but the method for detecting the region of interest was 
still not defined effectively. More globally, the method called inverse dynamic computation 
(IDC) [280] could compute the muscle tensions based on the external data from sensors. Despite 
of the acceptable accuracy, the method could not analyze a single muscle. This idea could be 
found in the method called elastic-plus-muscle-distribution-based (E+MD) [284] in which the 
facial expression could be used for investigate the internal muscle tensions. A recent method 
called time-saving volume-energy conserved ChainMail (TSVE-ChainMail) [287] was 
powerful in handling both topological changes and simulating the isotropic, anisotropic, and 
heterogeneous materials at the real-time rate. At this stage, the real-time deformations could be 
achieved but the interactions among the simulated objects remains a difficult task. To overcome 
this drawback surface-based methods (e.g. boundary element method (BEM) [272], Laplacian 
surface deformation (LSD) [275], and Marquardt radial basis meshless method (MRM) [289]) 
have been proposed. These approaches could estimate the internal deformations based on the 
surface changes, and it could handle the interaction between modelled soft-tissues through 
surface interactions, but they were not able to simulate inhomogeneous materials, nonlinear 
elastics, and topological changes on the fly. In addition, model cutting and needle penetration 
issues were also studied using extended finite element method (XFEM) and meshfree-based 
approaches for soft tissues. In particular, extended finite element method (XFEM) has been 
used to study complex hard tissue (tooth [301], maxillary molar and endodontic cavities [302]) 
models with fracture and crack propagation behaviors and soft tissue (cornea [303]) models 
with cutting simulation. This open new avenue to model biological tissues with more complex 
interaction behaviors. 

In addition, many studies have been conducted for the implemented model based on developed 
soft-tissue deformation method on to the GPU-parallel computing platform, and they can all 
achieve much better accelerations when compared with the conventional developing approach. 
Not all developed modeling methods are suitable for this approach, so the implicit time 
integration of nonlinear FEM method have been proven to be the most suitable for parallel 
implementation. Furthermore, the additional reconfigurations must be approved to the current 
methods to adapt with the implemented hardware platforms. When the model developing 
approach reaches its limitation, new implementation strategies will be necessary for 
accelerating their current computation performances.  
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It is important to note that the computational speed and resources depend on each particular 
application (e.g. surgical planning or surgical simulation) of soft-tissue deformation systems. 
For example, real-time soft tissue deformation behavior, high-speed device interaction and 
skill-based training ability could be more important criteria to be achieved for a computer-aided 
surgical simulation system. Besides, surgical planning system focuses on the whole workflow 
from data acquisition, pre-visualization of a specific surgical intervention and then predefine 
the optimal surgical steps.  

Generally speaking, a large range of methods were developed to simulate the soft tissue 
deformations. Each method showed its robustness and accuracy for a specific case study. There 
are no universal methods and the selection of the methods depends directly on the application. 
It is important to note that real-time deformations with topological changes on the fly, and 
accurate object interactions remain challenging issues. One of potential solutions relates to the 
use of multiple modeling methods in a whole simulation system. However, an effective 
cooperation strategy should be established, and the requirement of advanced computational 
resources needs to be satisfied. 

Finally, computation speed of a soft-tissue simulation system depends strongly on the use of 
constitutive behavior laws for modeling soft tissue physiology. Elastic, hyperelastic and 
viscoelastic laws were commonly used in the developed real-time simulation systems for 
upper/lower limb muscle, facial muscle, liver, and skin tissues. It is important to note that more 
complex constitutive laws such as electromechanical models could be used in general for 
modeling the skeletal muscle [70] or myocardium [304,305]. However, these complex models 
deal with additional computational need and requirements to reach a real-time ability for 
medical simulation systems. Linear and non-linear stress-strain relationships were described in 
the elastic material. Hyperelastic material was described using Noe-Hookean and Mooney-
Rivlin formulations. It is important to note that some additional components were integrated 
into linear elastic law to improve the computation speed and model accuracy. For example, the 
combination of a linear elastic law with a co-rotational method was performed (Courtecuisse et 
al., 2014 [244]) or an extra mass-spring model was integrated into a linear elastic law (Zhu and 
Gu 2012 [157]). Regarding all analyzed simulation systems for soft-tissues, the most used law 
is the linear elastic one. The use of more complex laws (hyperelastic and viscoelastic) leads to 
a larger number of model parameters and of course computation speed. 

A3.2. Interaction devices in real-time simulation systems 

There have been various kinds of interaction devices contributing differently to the system's 
reality and computation performance. While the output interaction devices mainly provide 
realistic visualizations and reactions to human senses, the input interactions have the 
fundamental involvement to the computation performance, especially in both model accuracy 
and computation speed. Regarding the output interaction devices, the computer screens display 
appearances of simulated models and their deformations when interacted with virtual surgical 
instruments and/or other surrounding structures [245]. However, their lacking of depth 
information makes visualizations possible only in 2-D space. The 3-D viewers can complement 
this drawback. Like human visions, this interaction devices can create 3-D virtual sensation for 
human vision based on the differences between left and right scenes [107,245]. Even more 
realistically, the haptic feedback devices receive calculated haptic forces from simulated models 
to create collision feeling for human tactile [156,251,252,254,259,261,277,286]. Consequently, 
the cooperation between the 3-D viewers and the haptic feedback devices will become much 
more powerful in generating realistic sensations for human [107,245]. In particular, force-
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feedback devices have been commonly used for many medical applications (e.g. surgical 
simulation, surgical trainings, or minimally invasive surgeries [252,277,286]). Force-feedback 
devices have been flexibly cooperated with various types of virtual surgical tools (e.g. virtual 
haptic interface point (HIP), the virtual blade, or the virtual scalpel). The most widely haptic 
device used in the literature is the SensAble™ PHANTOM Desktop™ haptic device, and its 
flexibilities are depended on the number of DOFs. It is important to note that to simulate force-
feedbacks realistically, the haptic forces must be estimated and transferred to the force-feedback 
device at speeds from 500 Hz to 1,000 Hz, so this means that the computation speeds of 
simulated models must be faster than the those speeds [156,252]. Furthermore, a separate 
controller must be installed and executed one or multiple computer system to keep the real-time 
computation speed [253,259,261,277,286]. 

On the other hand, several biomechanical quantities have not been measured directly from the 
biomechanical sensors, so simulated models are often used to infer internal physical 
characteristics based on external knowledges. For example, in the case of musculoskeletal 
tracking, EMG sensors are often fused with musculoskeletal models for inferring individual 
muscle tensions according to the markers' motions, which are tracked by the 3-D optical camera 
system [280,290]. The soft-tissue physical parameters can also be inferred from soft-tissue 
deformation models by the movements of surface markers instead of direct measurements from 
the sensors. The surface makers are proven to be very robust and flexible for estimating outside 
deformations, but the limited number of markers being able to put on a soft-tissue surface leads 
to decreasing the estimated deformation resolutions, and so are the resultant calculations 
[54,263,288]. The 3-D scanners such as MRI/CT scanners [242,251,268] and 3-D ultrasonic 
scanners [272] have been employed for detail surface reconstruction in 3-D spaces, but their 
slow acquisition times (in case of MRI/CT scanners), lacking of surface characteristics (in case 
of 3-D laser scanners and ultrasonic scanners), and harmful infections to human health (in case 
of CT and laser scanners) make them not suitable for tracking external deformations of soft-
tissue in real-time and in long-term use. This issue was initially resolved by the combination 
between the 2-D optical cameras and the X-ray images for adding more surface characteristics 
[282], but the appearances were static and could not estimate deformations on the fly. 
Consequently, other devices having the ability of acquiring both detail surface deformations in 
3-D spaces and surface characteristics online are substantially required for improving 
computation speeds and model accuracy of soft-tissue simulation systems. 

A3.3. Suitable execution schemes in simulation systems 

To manage the data transmission from/to I/O interaction devices and to compute the simulated 
model in an optimal way, a suitable system execution scheme must be developed. There are 
two main system execution schemes. In the distribution-based scheme [251,263,277], system 
tasks are highly parallelized in multiple computing machines, which are interfaced through a 
limited-bandwidth and slow transmission environments. This scheme allows system tasks 
execute independently and take advantages of multiple computing hardware, but the problems 
appear when having delays in communication between multiple machines. Thus, data 
transmissions are still not fast enough for effectively communicating among multiple computer 
systems. This issue has been initially solved by numerous attempts such as high-speed 
Ethernets, high-speed data transmission protocols, etc., but they are not efficient enough for 
transmitting large information in real-time. In the multi-thread scheme [107,253,259,286], 
system tasks are executed on multiple computing threads. Because all threads are connected 
through a very high-speed internal bus, there is nearly delay in data transmission among threads. 
However, because the limitation of computation strength and memory capacity of a single 
thread inside a computer system, the simulation task(s) must be simplified and optimized to be 
able to execute on a single thread. This can be a challenging task for model developments and 
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implementations. Fortunately, this challenge can be easily resolved by the development of 
hardware technology with more threads integrated on a single CPU or even more CPU 
facilitated on a single computer system. In addition, cooperation of the two execution schemes 
was also found in the literature [158,252]. In this case, various types of data acquisition boards 
have been developed to fast manage the input/output data streams. These boards are designed 
in a mobile hardware and can be easily plugged in to a computing machine through a specific 
high-speed transmission channel and a software driver. Consequently, this system configuration 
can take advantages of both distribution-based and multithread-based execution schemes. 

A3.4. Clinical validations 

Generally speaking, the clinical validation is the final system development stage to determine 
whether the simulation system is acceptably suitable for clinical routine practices. Current 
clinical validation procedures were grouped into three levels: geometrical validations, model 
behavior validations, and user acceptability/safety validations. Regarding geometrical and 
model behavior validations, the validation data have been commonly acquired from standard 
simulation software, phantom soft-tissue organs, or post-operation data. There is a lack of in 
vivo data for accurately validation the simulation system in real medical environments. The use 
of accurate CT/MRI data is promising but this approach is not suitable for online validation. 
The use of standard simulation software to validate the physical behaviors of simulated models 
also faces some problems. It is important to note that most of soft tissue materials (e.g. muscle, 
fat, skin) are unavailable in these types of software. Thus, only simplified behaviors were 
validated with classical mechanical laws (e.g. linear elastic or hyperelastic laws). Consequently, 
more experimental protocols should be investigated to characterize the soft tissue behaviors and 
use them for enhancing model behavior validations. Finally, the user acceptability/safety 
validation was performed with the end users including patients, trainees, and experts through 
questionnaires. Note that this approach is relatively subjective and qualitative. In addition to 
these validation levels, system validation should be performed in which the whole system was 
evaluated rather than each system’s components. This stage targets at analyzing system 
functions, system robustness, and system computation performances during short-term and/or 
long-term working durations. While the system functions are relatively easy to verify by 
comparing with the proposed development functions at the designing stage, the system 
robustness and computation performances must be tested after short-term and long-term 
working durations. Although this validation process is necessary for a stable and robust system, 
rarely studies in the literature conduct this validation. 

A4. Conclusions 

This appendix summarized the literature works about real-time soft-tissue deformation systems. 
Throughout this review, studies relating to real-time soft-tissues simulations have been 
analyzed according to four system engineering aspects: computational approaches, interaction 
devices, system architectures, and clinical validations. This review provides useful information 
to describe how each aspect has been developed and how they have been cooperated for both 
executing in real-time and keeping realistic behaviors of soft-tissues. By clearly analyzing 
advantages and drawbacks in each system development aspect, this review can be used as a 
reference for developing real-time soft-tissue simulation systems. The contents of this review 
was published in the Applied Bionics and Biomechanics journal (Q3, IF@2019=1.141) [103]. 
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Appendix B  

Cage-based Mesh Deformation Method 

This thesis applied cage-based deformation method for parameterizing a generic skull model. 
The generic skull model (Figure 87a) supported by Free3D [204] had 6,122 vertices and 9,537 
with full detail structures. The cage of the skull model (Figure A.1b) was generated from the 
skull’s convex hull after isometrically remeshing and up-scaling. The number of the cage 
vertices was �, and the cage facets was �. The generic skull model must be totally surrounded 
by its cage (Figure A.1b c). The mean value coordinates [189] were employed to parameterize 
the generic skull model. After parameterized the vertices of the skull model (���[6,122 × 3]) 
could be controlled by the vertices of the skull’s cage (���[� × 3]) and the mean coefficient 
matrix (�[� × 6,122]) using Equation 36. 

 ��� =  ����� (36) 

 

Figure 87. The generic skull model and its cage: (a) generic skull model, (b) Generic skull cage, and 
(c) Generic skull model inside its cage 
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Appendix C 

Graphic User Interface (GUI) System 

Design & development of GUI system are one of the most demanding, difficult, and expensive 
tasks for interactive system developments. The system GUI must be multifunctional and user-
friendly to communicate between the user commands and system functions [306]. This chapter 
presents the GUI system of the main system. First, overall system execution workflow and GUI 
will be introduced.  All system functions and their appropriate interfaces will then be presented. 
The GUI system was programmed in Visual Studio C++ 2015 based on the Qt 4.7.0 C++ 
framework [173]. Models and textures were rendered in the graphic card using VTK 7.1.1 
embedded with Qt 4.7.0 [162]. Serious game scenes were rendered using Ogre3D game graphic 
engine [151]. 

C1. Overall system functions 

The computer-aided clinical decision-support system for facial mimic rehabilitation was 
developed with the target functions of 

 fast generating user-specific head, facial texture, skull, and muscle network of a target 
user based on user-specific data acquired from a Microsoft Kinect V2.0 sensor [105], 

 real-time animating the generated models according to rigid head and non-rigid face 
movements of the tracked user, 

 easily modifying different modes of model visualizations including 
- head model with/without face texture, 
- head model with skull and muscle network, 
- skull model with muscle network, 
- high-definition (HD) facial points, 
- and MPEG-4 [167] facial points, 

 real-time measuring facial symmetries by the left/right mirror effects and displaying 
asymmetries in Hausdorff distance [166] color maps, 

 real-time displaying facial mimics in different metrics: 
- MPEG-4 facial animation parameters (FAPs) [167], 
- facial action coding system (FACS) action units (AUs) [225], 
- action line lengths of linear facial muscles, 
- and horizontal/vertical lengths, and areas of orbicularis facial muscles, 

 capturing static facial postures and showing the captured data with different visual 
modes, 

 recording dynamic facial mimics and replaying the recorded data in time series with 
different visual modes, 

 allowing the user to play facial rehabilitation serious games using his/her biomechanical 
head model, 

 and organizing mimic analyzing and game playing data for each user. 

C2. Overall system execution workflow and GUI 

Figure 88 shows the overall system execution workflow of the GUI system. From the main 
interface, the user will be asked for selecting a working directory before going to the other 
system functions. In the main interface, the user can choose one of the four starting modes: 
normal starting animation, quickly starting animation, playing dynamic data, or opening 
static data. After selecting a starting mode, his/her biomechanical head model can be real-
time animated on the main interface in a static or dynamic manner. While dynamically 
animating the user head model, the system can support playing serious games, rendering 
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mimic data, graphing bio-feedbacks, capturing static data, recording dynamic data, editing 
system parameters, and showing helps simultaneously. The system will continue its 
requested commands until being stopped by the user. 

The main interface of the GUI system is shown in Figure 89. This interface includes a 
biomechanical head model rendering window, a mimic rendering window, a biofeedback 
graphing window, system menu bars, and system toolbars. From the menu file (Figure 90a) the 
user can access all basic system functions (start/stop rendering, open/play saved data, and edit 
system parameters). The view menu (Figure 90b) contains commands for controlling visual 
modes of all rendering windows and system interfaces. The help menu (Figure 90c) contains 
helps of facial mimics and facial muscle definitions. Moreover, the main interface also contains 
combo boxes for selecting mirror effect rendering modes (Figure 90c), biomechanical head 
rendering modes (Figure 90d), mimic rendering modes (Figure 90f), and biofeedback graphing 
modes (Figure 90g). 
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Figure 88. General execution workflow of the main system 
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Figure 89. Main interface of the GUI system 

 
Figure 90. Submenus of the main interface: (a) file menus, (b) view menu, (c) biomechanical head 

rendering modes, (d) mirror effect rendering modes, (e) help menus, (f) mimic data rendering modes, 
and (g) biofeedback rendering modes. 

C3. Biomechanical head rendering 

Before rendering the biomechanical head model, the system will ask the user to select a working directory 
by using the “select working directory” command button (Figure 91a). The user can create a new 
directory or select an existing directory in the directory interface (Figure 91b). The structure of 
a selected working directory is shown in Figure 91c. After selecting a working directory, the 
user can also select one of four starting modes: normal starting, quick starting, opening, and 
playing modes. 

In the normal starting mode, all subject-specific models will be generated for the current user 
before being rendered. First, the user presses the “start animation” command button (Figure 
92a) to begin the model generation procedures. He/she will be asked for inputting a user 
identification (ID) in the “New User Name” sub-window (Figure 92b). Each user has his/her 
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personal data directories: dynamic data for saving dynamic recorded mimics, game play data 
for saving game results & parameters, model generation data for saving subject-specific models 
& texture, and static data for saving static captured mimics (Figure 92c). After input a new user 
ID, the Kinect sensor will then be opened, and an instruction screen will appeared for asking 
the user to raise his/her hand so that the system can recognize the current user (Figure 92d). 
The system will then instruct the detected user to move his/her head to acquire data in the left, 
right, up, and front views. These data will be used to generate subject-specific head, skull, and 
muscle network (Figure 92e). Moreover, the system will then generate the user’s face texture 
from his/her left, right, and front facial images (Figure 92f). After generating head, skull, 
muscle network, and face texture, they are rendered in the biomechanical head render window 
in different rendering modes: non-textured head model, non-textured head model with internal 
structures, textured head model, textured head model with internal structure, and skull model 
& muscle network (Figure 93). 

In the quick starting mode, the subject-specific models and texture will be reused from the 
previous model and texture generation procedures. First, the use presses the quick start 
animation command button for starting the fast alignment procedure (Figure 94a). He/she will 
then select his/her user ID in the “select one user” sub-window (Figure 94b). The Kinect sensor 
will be opened, and an instruction scene will also be appeared to ask the user raise his/her hand 
for being detected (Figure 94c). The detected user will be instructed for capturing left, right, 
up, and front views to fast model alignments (Figure 94d). The aligned models can be animated 
according to head and facial mimics of the current user in different rendering modes (Figure 
93). 

In the starting modes of opening static data and playing dynamic data, the user can re-visualize 
his/her previous facial mimics in both static and dynamic manners. By pressing the “open saved 
data” command button (Figure 95a), a duo-textbox sub-window will be shown for selecting a 
user ID and his/her appropriate captured mimics (Figure 95b). By pressing the play button 
(Figure 95c), the user can choose a dynamic recorded data of each user for replaying (Figure 
95d). The selected static/dynamic data can be rendered in the main interface in different 
rendering modes (Figure 93). In the static opening mode, the user can go to the next, previous, 
first, and last saved mimics by using the next, previous, first, and last command buttons (Figure 
95a). In the dynamic playing mode, the user can pause, stop, or replay the recorded data by 
using the pause, stop, and replay command buttons (Figure 95c). Moreover, he/she can navigate 
the playing data to a specific frame by using the dynamic timing slider (Figure 95e). 

As a result, while rendering the biomechanical head model, the system can support game 
playing, facial mimic analyzing, biofeedback graphing, data capturing/recording functions 
simultaneously in real-time. 

 

Figure 91. System working directory selections: (a) the “select working directory” command button, 
(b) the selecting/creating folder interface, (c) the structure of a working directory. 
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Figure 92. User supporting interfaces for generating new subject-specific models: (a) normal starting 
animation command, (b) user identification input interface, (c) folder structure of a new user 

directory, (d) user detection interface, (e) data capturing interface for model generations, and (f) data 
capturing interface for face texture generation 

 

Figure 93. Rendering modes of biomechanical head models: (a) non-textured head model, (b) non-
texture head model with internal structures, (c) textured head model, (d) textured head model with 

internal structures, and (e) skull model & muscle network. 
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Figure 94. User supporting interfaces for fast aligning subject-specific models: (a) quick starting 
animation command, (b) user selection interface, (c) user detection interface and (d) data capturing 

interface for fast model alignments. 

 

Figure 95. User supporting interfaces for opening static data: (a) open, first, previous, next, and last 
navigating buttons and (b) user & static data selection interface and for playing dynamic data: (c) 

play, pause, stop, and replay controlling buttons, (d) user & dynamic data selection interface, and (e) 
dynamic timing slider. 

C4. Serious game playing 

The rendered biomechanical head model can be used for playing serious games. The use will change the 
main interface to the game playing mode by pressing the serious game play command button (Figure 
96a). The serious game play interfaces include game browser (Figure 96b) and game group 
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interface (Figure 96c). Game browser contains game browser scene and buttons for navigating 
to all game groups. Each game group interface supports game configuration and outcome 
interfaces for setting game parameters and analyzing game results. The detailed explanations 
of GUIs of all game levels of these game groups were presented in Chapter 6. 

 

Figure 96. Serious game play interfaces: (a) serious game play command button, (b) game browser, 
and (c) game group interfaces. 

C5. Mimic data & bio-feedback rendering 

While computing the biomechanical head model, the user can select to analyze facial mimic in different 
modes: high definition facial points, high definition facial points with head model, MPEG-4 facial points, 
MPEG-4 facial points with head model, head model with internal structures, skull model with muscle 
network, and distance color maps for left/right mirror effects (Figure 97). Moreover, bio-feedbacks 
computed from the biomechanical can also be graphed and visualized in real-time. The bio-feedbacks 
information includes MPEG-4 FAPs, FACS AUs, linear facial muscle lengths, orbicularis horizontal & 
vertical muscle lengths, and orbicularis muscle areas (Figure 98). 

 

Figure 97. Rendering modes of facial mimics: (a) facial mimic rendering modes, (b) high definition 
facial points, (c) high definition facial points with head model, (d) MPEG-4 facial points, (e) MPEG-4 

facial points with head models, (f) head model with internal structures, (g) skull model with muscle 
network, and (h) distance color maps for left/right mirror effects. 
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Figure 98. Graphing modes of bio-feedbacks: (a) bio-feedback graphing modes, (b) MPEG-4 FAPs, 
(c) FACS AUs, (d) linear facial muscle lengths, (e) orbicularis horizontal and vertical muscle lengths, 

and (f) orbicularis muscle areas. 

C6. Data capturing & recording 

The animated biomechanical head model can be captured as static data or recorded as dynamic data by 
using data capturing & recording command button (Figure 99a). For each time of pressing the data 
capturing button, the current mimic will be automatically saved on the static data folder of the current user 
directory and grouped as the current system time (Figure 99b). The captured data include subject-specific 
models, muscle attachment & insertion points, muscle lengths & areas, MPEG-4 FAPs, and FACS AUs. 
When pressing the data recording button, all above mimic information will be recorded as time serial data 
and saved to the dynamic data folder of the current user directory (Figure 99b). 

 

Figure 99. Data capturing & recording interfaces: (a) data capturing & recording command buttons 
and (b) data organization structure of the captured & recorded data. 

C7. System parameter setting 

During system executions, the user can edit system parameters and facial muscles through setting 
interfaces as shown in Figure 100. System parameters can be set up by pressing the system parameter 
setting button (Figure 100f). These parameters are grouped into main system, animation screen, mimic 
screen, and plotting screen parameters, and they can be accessed through appropriate window tabs. The 
user can set the low-pass cut off frequency for the model computation system (Figure 100a). Background 
color, head model color, skull model color, muscle line color, muscle point color, muscle line width, 
muscle point size, head rendering subdivision value, and head opacity percentage of the biomechanical 
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head rendering window can be set in the animation screen parameters (Figure 100b).  The background 
color, facial point color, and facial point size of the facial mimic rendering window can be set up in the 
mimic screen parameter tab (Figure 100c). Moreover, background and chart color of the graphing 
rendering window can be set up in the plotting screen parameter tab (Figure 100d). Facial muscles can 
also be edited for being visible/invisible by checking/unchecking appropriate muscle names in the facial 
muscle selection interface through the facial muscle setting button (Figure 100f). 

 

Figure 100. System and muscle setting interfaces: (a) setting parameters for main system, (b) setting 
parameters for the biomechanical head rendering window, (c) setting parameters for the mimic 

analyzing window, (d) setting parameters for the biofeedback graphing window, (e) system & facial 
muscle setting command buttons, and (f) facial muscle setting interface. 

C8. User help visualizing 

In the user help interfaces, the system can support to the user definitions of MPEG-4 facial animation 
parameters (Figure 101a), definitions of FACS action units (Figure 101b), and definitions of major facial 
muscles (Figure 101d) by clicking the facial mimic and muscle command button (Figure 101c). 

 

Figure 101. User help interfaces: (a) MPEG-4 facial parameter definitions, (b) FACS Action Unit 
definitions, and (c) facial muscle definitions. 
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C9. Discussion and conclusions 

GUIs are important to design and develop interactive computer-aided systems. They provide interaction 
interfaces between the human commands and the system functions. This chapter presented designs and 
interfaces of the GUI system in the context of the whole SoS-based system. Based on the concept of SoS, 
this GUI system was designed to be executed both independently and cooperatively with other systems to 
optimize interfacing between the main system and users.  

In particular, by executed in parallel with the data acquisition subsystem, the user instruction interfaces can 
provide interactive feedbacks to the user for self-controlling his/her head positions & orientations during 
data capturing processes. Moreover, the GUI system can provide a multifunctional model animation. After 
selecting a working directory, the user can either create his/her subject-specific models in the normal 
starting mode or reuse the models of an existing user in the quick starting mode. Consequently, a clinician 
can use his/her facial mimics to control subject-specific models of his/her patient for designing 
rehabilitation exercises. In the replaying modes, the user can easily select and replay his/her own or another 
one’s recorded mimics in the static/dynamic manner. All data types of the replayed mimics can easily be 
visualized and navigated to different time point using the navigation buttons. During real-time 
biomechanical head rendering, the system can simultaneously support capturing/recording facial mimic 
data, playing serious games, visualizing facial mimics, graphing bio-feedbacks, editing system parameters, 
and showing helps. Each system function also provides multiple execution modes for adapted with user’s 
requirements. For example, the facial mimic rendering and bio-feedback graphing interfaces can support 
multiple types of mimic representations, so multi-quantitative facial analyses could be conducted on the 
current facial mimics. All types of data relating to current facial mimics can also be stored in both static 
and dynamic manners for the current user using the capturing/recording interfaces. Last but not least, the 
GUI system can also provide the user help interface supporting for facial muscle and facial mimic 
educations during rehabilitation treatments. 

In perspective, the user acceptability validation needs to be conducted by both facial palsy patients and 
clinical experts for improving the GUI designs and the system reliabilities. User evaluation interfaces will 
also be integrated as questionnaires into the GUI system for the user acceptability and system reliability 
validations. A user management interfaces with Internet connections will be developed for storing and 
analyzing patient-specific data in cloud computing platforms. 
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