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We’re all human, aren’t we? Every human life is worth the same,
and worth saving.”

—J.K. Rowling, Harry Potter and the Deathly Hallows






ABSTRACT

This thesis presents our work on chairlift safety using deep learning techniques as part of MIvAO
project, which aims to develop a computer vision system that acquires images of the chairlift
boarding station, analyzes the crucial elements, and detects dangerous situations. In this sce-
nario, different chairlifts spread over different ski resorts, with a high diversity of acquisition
conditions and geometries; thus, each chairlift is considered a domain. When the system is
installed for a new chairlift, the objective is to perform an accurate and reliable scene analysis,
given the lack of labeled data on this new domain (chairlift).

In this context, we mainly concentrate on the chairlift safety bar and propose to classify each
image into two categories, depending on whether the safety bar is closed (safe) or open (unsafe).
Thus, it is an image classification problem with three specific features: (i) the image category
depends on a small detail (the safety bar) in a cluttered background, (ii) manual annotations are
not easy to obtain, (iii) a classifier trained on some chairlifts should provide good results on a
new one (generalization). To guide the classifier towards the important regions of the images, we
have proposed two solutions: object detection and Siamese networks. Furthermore, we analyzed
the generalization property of these two approaches.

Object detection is a solution that allows guiding the model towards the crucial regions
of the image. At test time, we can use it as a classification model by ignoring the location
of the detected instances. In this thesis, we show that such an approach helps increase the
classification accuracy for our specific problem compared to a classical classification network.
The main weakness is the need for bounding box annotations to train the model. Thus, we
have proposed to automatically create bounding box annotations by exploiting the results of an
existing algorithm based on hand-crafted features. Then, since the safety bar geometry varies
across chairlifts, we have proposed an original unsupervised domain adaptation step designed
for object detection.

The second solution we have proposed to guide the classification model is to insert shape
priors in the model using a Siamese network. The idea consists in providing pairs of images
to the network, one colored image of the chairlift and one binary mask representing the safety
bar. This solution requires only two masks for each chairlift, which we could obtain easily. If
the safety bar in the colored image and binary mask are both open or both closed, we enforce
the network to extract similar features from the image and the mask, while when the safety bar
is open (resp. closed) in the colored image and closed (resp. open) in the binary mask, the
features have to be different. This approach forces the network to concentrate on the safety bar
in the image while ignoring the background. Furthermore, we show that specific virtual masks
boost the generalization property of the network for new unseen chairlifts without requiring any
images from these chairlifts.

Our solutions are motivated by the need to minimize human annotation efforts while improv-
ing the accuracy of the chairlift safety problem. However, these contributions are not necessarily
limited to this specific application context, and they may be applied to other problems in a
multi-domain context.

KEYWORDS

Deep learning . Chairlift safety . Generalization . Multi-domain . Object deletion . Image
classification . Domain adaptation . Siamese Networks .
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INTRODUCTION

Ski resorts are a favorite winter attraction in almost every country that has mountainous regions
and winter seasons. France is Europe’s most popular ski destination; it has the largest fleet
of chairlifts in the world (counting more than 3000). Chairlifts are not used only for ski in
winter, but also for the rest of the year to transport passengers from valleys to mountain peaks,
to practice other mountain sports such as cycling or hiking. Among millions of chairlifts trips
per year, only a few accidents happen (28 accidents out of the 403 million chairlifts trips in
France for the season 2018/2019, according to the report on accidents on ski lifts in France and
concerning users transported during the 2018/2019 season in [4]), but they are potentially severe
and sometimes fatal. Many factors influence the accident risk, including weather conditions,
traffic on the slopes, passenger experience and skills, etc.

Nevertheless, most accidents are due to human error and risky behavior. Chairlifts have a
safety bar (or restraining bar) to safely and adequately maintain passengers in their seats. When
passengers board the chairlift, they must grab the safety bar and pull it to its lower limit, and
before getting off, they must pull it up, making it the passengers’ job to open and close the
safety bar (see Figure 1| ). However, resorts have a control system monitoring the chairlifts at
boarding to ensure that passengers have correctly closed the safety bar and in case they did not,
it warns them. This monitoring system typically consists of human operators who monitor and
detect any dangerous situation when boarding and upon arrival.

Figure 1 — Chairlifts leaving the boarding station in three situation&ﬂ from left to right: (i) pas-
sengers have fully closed the safety bar (safe), (ii) passengers are closing the bar (unsafe),
(iii) passengers did not close the bar (unsafe).

To increase the safety on chairlifts, the french start-up BLUECIME developed SI1vAO EI, a
computer vision system to help the ski lift operators with insulating problems by detecting
anomalies when boarding the chairlift, to warn the users in dangerous situations and prevent
accidents eventually. The system consists of a camera, a computer, and an alarm. The camera
records the boarding scene. Then certain video frames are processed in real-time using non-
learning-based image processing techniques to detect: (i) chairlift occupancy; (ii) safety bar
position. Whenever a hazardous situation is detected i.e., the chairlift is occupied, and the
safety bar is not fully closed, the alarm is triggered.

1The people’s faces in the figures of this thesis have been intentionally blurred, for reasons of privacy.
2S1vao: Systéme Intelligent de Vision Artificielle par Ordinateur.



Although the decisions made by SIVAO are very accurate, the installation for a new chairlift
requires costly and time-consuming manual configurations. As an increasing number of chairlifts
are equipped with the system, considerable time and effort are required to configure the instal-
lation. Hence, the idea of MI1vAO E| project is to use deep learning to improve the performance of
S1vAO and decrease the costly manual adjustments for different environments and circumstances
while also benefiting from the increasing amount of data at hand.

The latest advancements in deep learning-based models brought original solutions that attract
the attention of the industry. Approaches based on deep Convolutional Neural Networks (CNNs)
showed substantial improvements in the generalization of a wide range of problems, varying
from simple image recognition tasks, such as handwritten digit-recognition (early beginning
of CNNs), to more complex tasks such as predicting the impact of changing non-coding DNA
sequences in gene expression. The key advantage of deep learning methods is that they learn high-
level features from the data automatically and progressively, using a general-purpose learning
procedure. Deep learning methods are powered by a huge amount of data, while they only require
nominal manual pre-processing and negligible feature engineering, which negates the need for
expertise in the field, contrary to traditional machine learning techniques. Figure [2] illustrates
the main difference between deep learning and traditional machine learning methods, which is
the challenging feature extraction step.

input R Hand-crafted N Classical R output
p Features Machine Learning P
input »  Deep Learning > output

Figure 2 — Deep learning vs. traditional machine learning methods. Deep learning methods
learn high-level features from the data automatically.

This thesis is a part of MIVAO project to secure the boarding on chairlifts. We address this
problem by proposing deep learning techniques to enhance SIvVAO, and exploit the available data.

Research problems

MIVAO aims to create an intelligent system to perform an extensive analysis of the boarding
scene and identify rare but potentially hazardous situations in chairlifts. Comprising SIVAO
functionalities (i.e. real-time detection of the chairlift occupancy and the position of the safety
bar), MIVAO is expected to be more reliable and less sensitive to changing conditions, taking into
account the reduction of the configuration workload when installing the system in new locations.

Almost all chairlifts have human operators monitoring the boarding station; these operators’
job is to monitor and react to anomalous situations. However, continuous manual monitoring
is laborious for humans, so the automatic analysis of surveillance videos is a solution to this
type of tedious tasks. The analysis of the surveillance videos consists mainly of two levels: (i)
low-level where essential elements are detected, and (ii) high-level where the results of the low-
level are used for decision making. The low-level analysis involves different image and video
analysis algorithms from research areas like classification, object detection, object tracking,
action recognition, etc. In the chairlift safety problem, the essential elements are people (it
is crucial to differentiate between adults and children) and the safety bar (it is imperative to
determine its position: completely open, completely closed, or between). Therefore, in this
thesis, we focus on adult/child and open/closed safety bar detection and classification.

3Mrvao: Montagne Innovante, Vision et Apprentissage par Ordinateur



To meet MIVAO’s challenges, we attempt to address the issue of exploiting the available
data to train robust deep learning models with the minimal amount of annotations possible,
taking into account the geometrical constraints to improve detection. Accordingly, we opt to
investigate unsupervised domain adaptive object detection and image classification. First of
all, it is pertinent to clarify the occasional confusion between image classification and object
detection tasks. Image classification refers to the task of naming the dominant object in an
image. On the other hand, Object detection is to name and localize all the objects in the image.
Figure [3] shows an example of the expected output in each task.

Image class: open safety bar. Objects: open safety bar, and two adults.

(a) Image classification: image classified based on (b) Object Detection: three objects named and
only one object. localized with bounding boxes.

Figure 3 — Image classification vs. Object detection in chairlift safety problem.

Supervised learning entails training the system by rewarding it if it gives the expected output
for a given input and penalizing it if it does not. Image classifiers are intended to output the
class of the image; therefore, they are trained using image-level annotations. On the other side,
object detectors require bounding box annotations around every object in the training images.
These annotations are essential for training in a supervised manner, but at the same time, they
are expensive and time-consuming as they are usually generated manually.

Predicting the output for new inputs on which the system has not been trained is called
generalization. If the training data is representative of the underlying distribution, then the
system will generalize well. However, if the inputs at the time of test are significantly inconsistent
with the training data, the model may not generalize well. For this reason, generalizing towards
wider distributions seems rather too far-reaching, whereas targeting a particular distribution
is more achievable. This problem area is called domain adaptation. The training data is used
as a source of additional information for the target domain. If no labels are available in the
target domain, it is known as wunsupervised domain adaptation. The challenge is to overcome
the difference between domains, to the extent that a system trained in the source domain will
generalize well to the target domain.

The core of this thesis focuses on the challenge of generalizing to new domains with a mini-
mum amount of annotations by exploiting geometrical constraints. In this problem, each chairlift
is considered a new domain, due to the significant variations between chairlifts in terms of shape,
size, number of seats, orientation, etc. (see Figure El for examples).
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Figure 4 — Examples of variations in shape and appearance of four different chairlifts i.e. (from
left to right respectively) C12, Ca, Cis, and Cq. We don’t give chairlifts real names for confiden-
tiality reasons.

Motivation and Contributions

In the context of MIVAO project, a large collection of images was available without annotations.
Our objective was to seek an efficient way to use this data with the least amount of annotations.
In this thesis, we focus our attention on unsupervised domain adaptation in object detection
and image classification. We propose solutions to improve the learning process and therefore
the accuracy, to generalize and achieve competitive performance where few or no labeled data is
available.

An initial contribution of this thesis was to apply a state of the art CNN-based method for
object detection on the chairlifts dataset to evaluate its ability to detect the safety bar and the
people, to spot risky situations eventually. As expected, this approach provides better results
than a classical classifier trained without using bounding box annotations. However, training
these models requires a large number of annotations, yet one of the most important objectives of
the project is to find a self-configuring solution when applied to new unlabelled data. Therefore,
domain adaptation in object detection is the first area studied in the thesis. We focus
on the question: what features should be adapted in an object detector to generalize from a
source to a target domain? Few works explicitly address the problem of unsupervised domain
adaptation for object detection. Existing approaches added adversarial training components in
the classical Faster R-CNN detector, at both global and instance levels without adapting the
Region Proposal Network (RPN), leading to a residual domain shift. We proposed to adapt
the RPN to ensure that the features extracted from the target images overlap with the source
object features.

However, even only annotating the source domain is very expensive when it comes to instance-
level bounding boxes. Besides, domain adaptation is not always satisfactory at the scale of dozens
of different target domains; the most critical success factor of the domain adaptation is the level
of similarity between the source and target domains. For the second contribution addressing
the expense of bounding boxes annotations, we opted for the use of binary masks to guide
a classifier. We concentrate on the issue: how to exploit geometrical constraints as priors to
design an image classifier and train it on only a few labeled images? The main idea is to inform
the classifier of the element on which it should focus in the image to take its decision, by using a
binary mask, eliminating the need for much more expensive bounding box annotations. Using a
Siamese architecture, we feed a CNN-based image classifier with the image and the binary mask,
and we force the classifier to extract only the requisite features according to the binary mask.

When the attempt was successful, the question was: is this classifier able to generalize?
Moreover, how to improve its generalizability? We propose a fine-tuning step that uses only two
masks from the target domain and provides outstanding results without requiring any specific
domain adaptation component. Furthermore, we show that specific virtual masks boost the
generalization property of the network for new unseen chairlifts without requiring any images
nor masks from these target chairlifts. Besides, this last approach also outperforms object
detection without any need for instance-level bounding box annotations.

As mentioned above, the principal use case considered in this thesis is the chairlift safety
problem. Although the motivation of our work is to address the problems of MIVAO, the contri-
butions made are not limited to this context, but could be applied to any application requiring
scene analysis, and could be useful in several scenarios such as autonomous driving, as we will
show in the experiments.



Structure of the dissertation

This thesis aims to propose methods based on deep learning to identify dangerous situations in
chairlifts. These methods are intended to improve the performance of the existing SIVAO system
by enhancing the accuracy and reducing the time needed to configure the system for a new
chairlift. The remaining chapters of this manuscript are organized as follows:

Chapter [1] presents MIVAO project, its objectives, challenges, and perspectives, and pro-
vides a detailed description of its dataset. Moreover, it presents our MivaO-related objec-
tives in this thesis, being a part of the project.

Chapter [2] provides an overview of the available literature on the main aspects related to
our objectives. In this chapter, we review the solutions that already exist in the field of
chairlift safety. Besides, we study image classification methods based on deep learning.
Then, we present object detection and argue its main advantages for the chairlift safety
problem. The next aspect to consider is domain adaptation. Finally, we review what has
already been proposed to exploit a particular prior knowledge in deep learning models.

Chapter [3] includes a preliminary contribution: applying object detection to the chairlift
safety problem. This chapter evaluates the performance of the state of the art Faster
R-CNN approach on the task and outlines its main limitations.

Chapter [ presents a new viewpoint about the domain shift problem in object detection.
We propose to adapt the Region Proposal Network (RPN) and integrate this new adap-
tation module in Faster R-CNN. In addition to the chairlift safety problem, we conduct
experiments in the context of autonomous driving to compare our proposed approach with
another unsupervised domain adaptation method applied to Faster R-CNN.

Chapter [5] presents a solution for CNN-based image classification task where the class of
each image depends on a small detail in it. We propose to use Siamese networks to solve
image classification problem with geometrical constraints as priors.

Chapter [6] is dedicated to present a solution to improve the learning process of a classifi-
cation network when less labeled images are required. We study the generalization power
of such an approach, and we propose a solution to improve it.

Finally, in conclusion, we summarize the work presented in the previous chapters. After
that, we discuss some of the possible future work perspectives and research directions.






CHAPTER 1

CONTEXT: CHAIRLIFT SAFETY PROBLEM

The safety of chairlifts is a major concern for ski resort operators. To prevent possible accidents,
it is necessary to detect dangerous situations on chairlifts as early (after boarding) as possible.
Mi1vAO project was launched based on the needs of ski resort operators to secure chairlifts. Its
main goal is to develop a machine learning and computer vision system to do real-time analysis
of the boarding scene. This chapter is dedicated to present the project, its objectives, challenges,
and perspectives, and to describe its dataset in detail.

1.1 MIVAO project

First, it is imperative to introduce SIVAO: the system BLUECIME has been developing since 2015,
which aims to assist ski lift operators with insulating rare but potentially dangerous situations
to increase the safety of chairlifts. The system acquires images from the boarding station of
chairlifts, analyzes the important elements (people, chairlift carrier, safety bar, etc.) in real-time,
and detects hazardous conditions during chairlift boarding. In ski resorts where this system is
used, a camera is fixed on one of the first pillars of the chairlift to track it in a detection zone,
as illustrated in Figure [I.1]

Figure 1.1 — S1vAO system and detection zone.

The system was using non-learning-based image processing techniques El to detect if the
chairlift is empty or not and if its safety bar is open or closed. At the end of the detection zone,

1In the context of M1vao, BLUECIME has already integrated deep-learning processes to optimize and simplify
some configurations (e.g., people counting), and the work is still in progress.
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CHAPTER 1. CONTEXT: CHAIRLIFT SAFETY PROBLEM

if passengers did not completely close the safety bar (the chairlift is not empty and the safety
bar is open), the system triggers an alarm. The accuracy of decisions made by the system is
very high; however, its weak point is that installing the system for a new chairlift requires costly
and time-consuming manual configurations.

The system is installed today in 22 ski resorts with 54 different chairlifts El, and the number is
growing, resulting in a huge amount of data on one hand, and a great effort to monitor, maintain
the system or install it in a new station on the other hand. Hence the idea of MIVAO project
is to use machine learning methods and, in particular, those based on deep learning, to improve
the performance of SIvAO and reduce the expensive manual adjustments for varying conditions.
MI1vAO project is led by BLUECIME in partnership with academic partners i.e. HUBERT CURIEN
LABORATORY and GIPSA-LAB, as well as industrial partners i.e. SOFIVAL and DSV which
both manage ski resorts in the french Alpes. This thesis is part of the project along with two
others and two post-docs, each approaches the problem of chairlift safety from a different, but
complementary, aspect.

MivaOo aims to develop a system to provide an in-depth analysis of the boarding scene
and detect not only the users who have not appropriately closed the safety bar, but also more
sophisticated situations like a user slipped from his carrier or the presence of unaccompanied
children, etc. This information has to be reported to the operating staff and the users, using light
and sound alarms. In the long term, if the success rate is sufficient, it is possible to go towards
automating the chairlift to stop or slow down the mechanism automatically in case of danger.
By and large, the project aims to develop a system that will operate whatever the weather
conditions and self-configure according to the context during installation. The objectives to be
achieved for the reliability of the detection of dangerous situations are the following:

e robustness against the variability in shape and appearance of the chairlifts in the ski resorts;

e robustness against weather conditions variations such as rain, snow, fog, etc. (see Figure
for some examples);

e robustness against lighting conditions variations during the day (see Figure for some
examples);

e robustness against the variability of users’ outfits and accessories like hats, helmets, ski
glasses, etc.;

e automate the system configuration phase to minimize installation costs;

e master real-time constraints, despite the use of robust algorithms.

Challenges and motivations. Although there is a substantial base of knowledge in the image
field in the scientific community and the industrial world, the application of image analysis
techniques for the specific problem of “monitoring chairlifts to improve safety” presents major
technological challenges. Below we show the most important of them:

e Studying the behavior of passengers to detect risky situations raises critical technical dif-
ficulties. Conventionally, to interpret a person’s behavior, it is necessary to perform a
preliminary phase of a silhouette or face detection, which is very difficult in a project
like M1vAaO, where passengers are hidden by ski equipment in winter or mountain bike
equipment in summer, and often have their faces entirely or partially concealed. Likewise,
accurately detecting the position of a safety element (e.g. the safety bar on a chairlift
carrier, that should be closed when the carrier is occupied) can be very difficult in some
cases (the bar can be hidden by the arms of the passengers or by the sports equipment
they carry on the vehicle).

e The chairlifts move at 5m/s, and spaced at distances of 5 to 40 meters. This implies the
need for fast and efficient treatment in real-time.

e Installation and configuration of the system for a new chairlift should be quick and easy;
that is to say, the intervention of highly qualified staff should be limited.

2In Mrvao, only data from partner stations are accessible, i.e. 25 chairlifts in 2020.
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Figure 1.2 — Examples of variations in weather conditions in two different chairlifts, namely C12
(first row) and Cyg (second row).

Traditional computer vision techniques have shown their limitations during intensive test
campaigns carried out by BLUECIME during winter 2015-2016 to achieve MIVAO objectives.
Given the expertise of each of the project partners and the amount of available data (which has
increased over the project), machine learning methods and, in particular, those based on deep
learning, would make it possible to more precisely determine the risk linked to a given situation
on a chairlift and would be able to respond satisfactorily to the challenges of the project.

The use of machine learning methods involves first creating a model that describes the prob-
lem to be solved. Learning such a model will be done in offline mode, without the computation
time posing a concern. Therefore, the real-time aspect will only be approached when using
the model on new (so-called test) data to detect abnormal situations. In this context, existing
deep learning architectures, which use GPU cards, can ensure detecting dangerous situations in
real-time.

Furthermore, the system must “learn" to configure itself automatically, taking into account
new situations or types of chairlifts not previously recognized. In order to achieve this objective,
M1vAO includes a phase of studying domain adaptation mechanisms in order to adapt a model
that has been previously learned on a given set of chairlifts to a new unseen chairlift.

1.2 Chairlifts datasets

The project dataset is continuously increasing. During this thesis, we used subsets of two
versions: 2018 and 2019, further details about the versions will be provided in the following
sections. Noteworthy that the 2018 version is composed of images from 21 different chairlifts
across different ski resorts, while, in the 2019 version, three new chairlifts were added, making
the total number of chairlifts 24. For reasons of confidentiality, we do not give the real names of
the chairlifts, we call them hereafter Cy, Cy, Cs, (s, ..., Cas.

1.2.1 Images

Across the ski resorts, there is a wide diversity between the chairlifts: the viewpoint, the back-
ground, the carrier 3D geometry, the number of seats, and the camera may be different (see
Figure . A pre-processing is performed on images to have the chairlift carrier roughly in the
center. The final images are obtained using the following process:
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Figure 1.3 — Examples of variations in lighting conditions during the day in two different chairlifts,
namely C; (first row) and Co (second row).

e For a given chairlift, several video recordings are first made in the ski resort in real condi-
tions, in a ‘detection zone’ (see Figure [1.1]).

e Then, each video is processed to extract a set of ‘tracks’, each track contains one passage
of a single chairlift in front of the camera. Three frames per track are further extracted,
respectively, in the beginning, in the middle, and in the end of the passage.

e In addition, each frame is cropped and centered so that the chairlift carrier coarsely at
the same 2D position, scale, and orientation. We call the images resulting from this step
unitary images (while we refer to the original ones as camera images). Figure shows
an image before and after transforming it into a unitary image.

Figure 1.4 — Transformation from camera image (left) to unitary image (right), chairlift Cig.
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1.2.2 Annotations

Annotations provided by BLUECIME

The unitary images are manually labeled ‘open’, ‘closed’ or ‘between’ El according to the position
of the safety bar of the chairlift carrier in the center of the image, ‘between’ refers to the cases
where the safety bar is not fully open nor closed. The images are also labeled ‘empty’ or
‘occupied’ according to the presence of people in the carrier or not. Also, each chairlift comes
with information about the geometry of the safety bar. This information is given by two binary
masks representing the shape of the safety bar when it is open or closed. Figure [L.8 shows
two images from each chairlift and the two corresponding binary masks. We may refer these
annotations later as ground truth.

Annotations we created

As will be explained later, instance-level bounding box annotations are required to solve the
object detection problem. To avoid manual labelling, we have created these annotations based
on (i) BLUECIME estimations of the position of the safety bar using SIVAO non-learning-based
methods, (ii) the template masks of the safety bar of each chairlift. Since we do not have masks
representing the case ‘between’ we cannot create bounding box annotations for it, that is why
we ignore all the images of this class. Then for each unitary image, we compare the ground truth
label to SIVAO prediction, if they match, we consider this prediction correct, and we take the
coordinates of the estimated position. We ignore all the images where SIVAO prediction does not
match the ground truth label. Using the template masks of the chairlift in question, we know
the bounding box size, so we set a bounding box based on this position (see Figure . This
is not equivalent to a ground truth bounding box that would have been annotated by a human,
but it gives an approximate position even if it is not 100% accurate.

Figure 1.5 — Generate instance-level bounding box annotations for safety bar. (Top left) BLUEC-
IME estimation of the position of the safety bar (x,y) on image from chairlift C1;. (Bottom left)
the corresponding template mask of the safety bar of chairlift C1;. (Right) Instance-level bound-
ing box annotations.

Figure shows examples of the instance-level bounding box annotations we have auto-
matically created according to the method explained above. These annotations determine the
position of the safety bar with a bounding box (open/closed safety bar).

3Open(resp. closed) refers to an open (resp. closed) safety bar, and this is the designation adopted hereafter.
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Figure 1.6 — Safety bar instance-level bounding box annotations, examples from chairlift C1;.

Annotations provided by an external company

While the project is being developed, instance-level bounding box annotations for person de-
tection have been created by crowdsourcing mediated by an external company independent of
the project. These annotations are available for a subset of the 2019 version of the dataset. In
this set each image is associated with bounding box annotations for each person with the cor-
responding label ‘adult’ or ‘child’. Figure shows examples of people instance-level bounding
box annotations.
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Figure 1.7 — People instance-level bounding box annotations, examples from chairlifts Cg, C12
and 020.

1.2.3 Datasets versions
MIVAO 2018 version

Consisting of 21 chairlifts, this version of the dataset has instance-level bounding box annotations
for two object categories: ‘open’ and ‘closed’. In addition to image-level ground truth annotation
(‘occupied’ or ‘empty’, and ‘open’ or ‘closed’). We ignore all the class ‘between’ images because
we do not have their instance-level bounding box annotations, as explained before. Table [I]]
shows the number of images and ob jectsElin each class. Tablepresents object distributions for
each domain (chairlift). It is clear that the dataset is imbalanced both in the domain distribution
and the class distribution. Unsafe situations (i.e. occupied carrier with open safety bar) represent
a small portion of the total number of objects, only 3%.

In this thesis, experiments will be performed for various difficulty settings, depending on the
method we are going to test and the point we attempt to prove or disprove. Therefore, we have
created the following datasets with different amounts of training data:

e Large chairlifts dataset. Which corresponds to the dataset containing all available
annotated images. We divided the images of each chairlift into a training set (two-thirds
of the images) and a test set (one-third of the images).

4The number of images equal to the number of objects because the image contains only one chairlift, and its
safety bar is either open or closed and never both.
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Table 1.1 — M1vao 2018 dataset, the number of images for each class.

. - . open closed
7+ images = 77 objects occupied empty occupied empty
66254 1667 (3%) | 36849(55%) | 26401(40%) | 1337(2%)
38516 27738

Table 1.2 — M1vao 2018 dataset, the number of images for each class, detailed for each chairlift.
Last two lines represent the average and standard deviation.

- . open closed
Chairlift | images occupied empty occupied empty
Co 2003 5 (0.3%) 47 (02.4%) 631 (31.5%) | 1320(66%)
Ch 4245 146 (3.4%) | 1889 (44.5%) | 2210 (52.1%) 0(0.0%)
Cs 3163 65 (2.1%) | 1746 (55.2%) | 1352 (42.7%) 0(0.0%)
Cs 2406 17 (0.7%) | 2127 (88.4%) 262 (10.9%) 0(0.0%)
Cy 1468 30 (2.0%) 730 (49.7%) 708 (48.2%) 0(0.0%)
Cs 2689 43 (1.6%) | 1724 (64.1%) 920 (34.2%) 2(0.1%)
Cs 2614 110 (4.2%) | 1197 (45.8%) | 1307 (50.0%) 0(0.0%)
Cr 3823 54 (1.4%) | 3413 (89.3%) 356 (09.3%) 0(0.0%)
Cs 4305 119 (2.8%) | 2833 (65.8%) | 1353 (31.4%) 0(0.0%)
Cy 3425 183 (5.4%) | 1762 (51.5%) | 1480 (43.2%) 0(0.0%)
Cio 5913 197 (3.3%) | 4024 (68.1%) | 1692 (28.6%) 0(0.0%)
C11 1222 5 (1.2%) 383 (31.3%) 824 (67.4%) 0(0.0%)
Ci2 912 0 (0.0%) 546 (59.9%) 366 (40.1%) 0(0.0%)
Chs 1843 1 (0.6%) | 1041 (56.5%) 782 (42.4%) 9(0.5%)
Cl4 3562 205 (5.8%) | 2249 (63.1%) | 1108 (31.1%) 0(0.0%)
Cis 6393 47 (0.7%) | 3424 (53.6%) | 2916 (45.6%) 6(0.1%)
Cie 3269 192 (5.9%) | 1477 (45.2%) | 1600 (48.9%) 0(0.0%)
Ci7 1313 66 (5.0%) | 1013 (77.2%) 234 (17.8%) 0(0.0%)
Cis 2494 1 (0.4%) | 1374 (55.1%) | 1109 (44.5%) 0(0.0%)
Cho 2296 (0 %) 276 (12.0%) | 2003 (87.2%) 0(0.0%)
Cao 6896 134 (1.9%) | 3574 (51.8%) | 3188 (46.2%) 0(0.0%)
Avg. 3154.95 79.38 1754.71 1257.19 63.67
s.d. 1667.26 71.39 1154.31 813.31 287.87

e Medium chairlifts dataset. For each chairlift, we have randomly chosen 500 images from
the training sets of the large dataset; the test set remained the same for a fair comparison.

e Small chairlifts dataset. We have randomly chosen 100 training images from the train-
ing sets of the large dataset, the test set is kept the same.

o Tiny chairlifts dataset. We have chosen a smaller number of training images, only 20
images per chairlift. Because the size of the dataset is too small, and there is an imbalance
in the original dataset classes, we ensured that there are 10 images per class for each
chairlift. The test set remained the same.

Table shows the distribution of images between the two classes in the training and test
sets of the four datasets.

MIVAO 2019 version

Consisting of 23 chairlifts, this version of the dataset has instance-level bounding box annotations
for two object categories: ‘adult’ and ‘child’. In addition to image-level ground truth annotation
(‘occupied’ or ‘empty’, and ‘open ’, ‘closed’ or ‘between’). Tableshows statistical information
about the annotated images and objects. We have a great imbalance between ‘adult’ and ‘child’
classes, as well as ‘open ’; ‘closed’, and ‘between’ classes. However, the domains are perfectly

balanced in terms of the number of images see Table
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Table 1.3 — M1vao 2019 dataset, the number of images and objects from each class.

# images # objects
adult child
22792 43288 (89%) | 5386 (11%)

Table 1.4 — M1vAO 2019 dataset, the number of images and objects from each class, detailed for
each chairlift. Last two lines represent the average and standard deviation.

chairlift | images adult child closed open between
Co 992 2442 (85.96%) 399 (14.0%) | 952 (95.97%) 21 (2.12%) 9 (1.92%)
Cy 995 2396 (90.86%) 241 (9.14%) | 869 (87.34%) 44 (4.42%) (8 24%)
Cy 998 2155 (93.41%) 152 (6.59%) | 925 (92.69%) 52 (5.21%) 21 (2.10%)
Cs 991 2038 (84.56%) 372 (15.4%) | 670 (67.61%) 39 (3.94%) 282(28.5%)
Cy 994 2324 (95.21%) 117 (4.79%) | 957 (96.28%) 28 (2.82%) 9 (0.91%)
Cs 992 2705 (87.17%) 398 (12.8%) | 786 (79.23%) 59 (5.95%) 147(14.8%)
Cs 995 2735 (93.15%) 201 (6.85%) | 825 (82.91%) 51 (5.13%) 119(12.0%)
Cy 996 1542 (94.02%) 98 (5.98%) | 658 (66.06%) 109(10.9%) 229(23.0%)
Cs 995 1980 (92.31%) 165 (7.69%) | 617 (62.01%) 26(12 %) 252(25.3%)
Co 999 2905 (95.43%) 139 (4.57%) | 819 (81.98%) 94 (9.41%) 86 (8.61%)
Cho 999 2459 (91.28%) 235 (8.72%) | 666 (66.67%) 101(10.1%) 232(23.2%)
Cn 999 2742 (96.82%) 90 (3.18%) | 955 (95.60%) 1(0.10%) 43 (4.30%)
Cia 989 2903 (89.24%) 350 (10.8%) | 898 (90.80%) 30 (3.03%) 61 (6.17%)
Ci3 989 | 3018 (88.04%) 410 (12.0%) | 852 (86.15%) 7 (0.71%) 130(13.1%)
Cia 992 3168 (93.98%) 203 (6.02%) | 915 (92.24%) 32 (3.23%) 45 (4.54%)
Cis 980 2657 (87.06%) 395 (12.9%) | 905 (92.35%) 20 (2.04%) 55 (5.61%)
Ci7 991 2368 (95.68%) 107 (4.32%) | 816 (82.34%) 61 (6.16%) 114(11.5%)
Cis 993 2333 (88.91%) 291 (11.1%) | 819 (82.48%) 36 (3.63%) 138(13.9%)
Cio 991 4038 (92.23%) 340 (7.77%) | 964 (97.28%) 1(0.10%) 26 (2.62%)
Cao 969 2238 (91.68%) 203 (8.32%) | 846 (87.31%) 36 (3.72%) 87 (8.98%)
Co1 979 2788 (92.20%) 236 (7.80%) | 777 (79.37%) 79 (8.07%) 123(12.6%)
Ca2 977 2704 (95.21%) 136 (4.79%) | 903 (92.43%) 20 (2.05%) 54 (5.53%)
Cas 999 2453 (95.78%) 108 (4.22%) | 725 (72.57%) 73 (7.31%) 201(20.1%)
Avg. 991.04 2569.17 234.17 831.26 48.70 111.09
s.d. 7.82 490.13 112.03 104.95 34.63 80.48

1.3 Objectives

In this thesis, we aim at identifying unsafe situations which refer to images where:
e the chairlift carries passengers, and the safety bar is not completely closed.
On the contrary, safe situations are images where:
e the chairlift carries passengers and the safety bar is completely closed;

e the chairlift does not carry any passengers, the safety bar is by default open in these cases
(except for a few exceptions).

Children could be considered unsafe if they are not accompanied by adults. Therefore, we are
keen on detecting people in the images and classifying them into adults and children, in addition
to localize the safety bar to determine if it is open or closed. Chapter [3]is dedicated to showing
the results of a state of the art object detector for this problem.
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Table 1.5 — Distribution of the images between the two classes (open and closed) in training and
test sets of the large, medium, small and tiny chairlifts datasets. Note that the same test set is
used for all the experiments.

Training Test
Chairlift large medium small tiny
open | closed | open | closed | open | closed | open | closed | open | closed
Co 40 1566 15 485 1 99 10 10 12 385

Ch 1597 | 1748 243 257 61 39 10 10 438 462
Cy 1403 | 1075 295 205 63 37 10 10 408 277
Cs 1700 202 445 95 91 9 10 10 444 60
Cy 609 560 255 245 54 46 10 10 151 148
Cs 1405 714 334 166 65 35 10 10 362 208
Cs 1024 | 1005 261 239 o1 49 10 10 283 302
Cy 2745 267 447 93 82 18 10 10 722 89
Cs 2322 | 1060 333 167 63 37 10 10 630 293
Co 1556 | 1151 265 235 54 46 10 10 389 329
Cho 3362 | 1348 365 135 74 26 10 10 859 344
Cn 305 658 165 335 29 71 10 10 93 166
Ci2 421 305 288 212 93 47 10 10 125 62
Ci3 851 607 289 211 95 45 10 10 201 184
Ca 1902 850 327 173 63 37 10 10 551 258
Cis 2708 | 2294 295 205 64 36 10 10 763 628
Cis 1364 | 1217 265 235 99 41 10 10 305 383
Cir 858 186 410 90 84 16 10 10 221 48
Cis 1087 887 282 218 64 36 10 10 298 222
Cho 226 1581 70 430 12 88 10 10 67 422
Cao 2837 | 2172 302 198 61 39 10 10 813 847
Total 01774 10500 2100 420 14252
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Figure 1.8 — Example images from 21 different chairlifts with the corresponding masks. On the
left images and masks with ‘closed’ safety bar, on the right images and masks with ‘open’ safety
bar which represent a dangerous situation must be reported (M1vao 2018 dataset).
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CHAPTER 2

STATE OF THE ART

In this thesis, our objective is to propose methods based on deep learning to identify dangerous
situations in chairlifts. These methods are intended to improve the performance of the existing
system SIVAO by enhancing the accuracy and reducing the time needed to configure the system
for a new chairlift. This chapter presents an overview of the available literature on the principal
aspects related to our objectives. To begin with, we review the solutions that already exist in the
field of chairlift safety. Second, we study image classification methods based on deep learning
and highlight their potential limitations in our context. Third, we present object detection and
try to explain its main advantages for the chairlift safety problem. The fourth important aspect
to consider is domain adaptation, i.e. the ability to transfer a previously learned model from
a source domain to a target domain, which in our case may be a new chairlift. Finally, in the
chairlift safety problem, we have at our disposal a knowledge of both the particular geometry of
each chairlift and the common information shared by all chairlifts. Therefore, it is worth going
over what has already been proposed to exploit this information in deep learning models.

2.1 Background of the chairlift safety problem

Safety can be defined in different terms depending on the context e.g. keeping the seat belt
fastened during take-off and landing in a flight, protecting against robbery in a crowded place,
preventing the risk of explosion in a factory, physical distancing between people in the time of the
COVID-19 epidemic, etc. In the chairlift area of the ski resorts, users’ safety is a matter of great
importance, and the term safety covers mitigating any abnormal situation i.e. an open safety bar
after leaving the boarding station, a person slipping from his carrier, an unaccompanied child, an
overloaded carrier, collapses which injures the person who falls and creates an obstacle for others,
etc. The anomalous or abnormal activity analysis in chairlifts is complicated due to several real-
world constraints including but not limited to: variability in weather conditions, variability in
lighting conditions during the day, variability in shape and appearance of the chairlifts.

A number of studies have been conducted to analyze the causes and patterns of skiing injuries
and their relation to many factors e.g. fatigue [5], skier experience [6], skiing errors or speed [7],
infrastructure and quality of equipment [§], environmental conditions [9], etc. The ultimate goal
of such studies is to improve skiers’ safety by reducing the chances of injury. Based on the region,
these studies collect data in different ways, such as interviews with skiers, questionnaire surveys,
analysis of ski lift usage, reviewing patient records in mountainside clinics, etc. Some studies
like [10] and [11] applied machine-learning techniques over skiing-related data to predict the risk
of injuries. None of these studies focused on the same task as this thesis, and the problems they
address and the approaches they use are not relevant to our work.

In this thesis, we tackle the problem of monitoring chairlifts as a transport means for ski or
other mountain sports like hiking or cycling. We focus on the boarding station since this is a
potentially high-risk area, given the density of skiers and the mechanical nature of chairlifts. We
study methods to improve the safety of the chairlift user by monitoring the station, identifying
developing problem situations, and triggering an alarm to allow the operator to undertake ap-
propriate corrective actions. The majority of the chairlifts have one or more human operators
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monitoring the boarding station, and generally these operators will react to abnormal situa-
tions, by slowing down or stopping the chairlift. However, the operators are not always alert or
aware of emergencies and may be out of position to act immediately when necessary. Besides,
continuous manual monitoring for long duration is difficult for humans because it is laborious
and time-consuming. However, maximum accuracy and minimum response time are expected
in such a real-world application. Automatic video surveillance analysis is a solution to tedious
human tasks, must be highly valid, accurate, and reliable while reducing maintenance costs and
decreasing system response time.

2.1.1 Video surveillance systems

Over the last years, video surveillance systems have developed from simple video record-and-
display systems to automatic intelligent systems. Thanks to the development of sensing devices,
storage units, wireless broadband technologies, high-definition cameras, as well as data processing
and analysis [I2]. The survey by Joshi and Thakore [I3], shows that there are three types of
video surveillance systems, based on their degree of dependence on the human operator: (i)
manual, (ii) semi-autonomous, and (iii) fully autonomous. In (i), a human operator is in charge
of the monitoring and analyzing the video content, and making the decision. This type of system
is considered passive, and it is the oldest type, but it is still in use today. In (ii) , automatic
video processing algorithms substitute for the operator in certain tasks, while the rest of the
work is performed by the human. In (iii), the system is responsible for detecting, analyzing and
anticipating events or behaviors of objects, without human intervention.

To develop an understanding of the visual events in the scene, the intelligent visual surveil-
lance (semi or fully automated) involves the analysis and interpretation of object behaviours,
as well as object detection and tracking [I4]. This process involves many different disciplines,
such as image processing and enhancement techniques, distributed computing infrastructures,
pattern recognition, decision-making, and other machine learning algorithms [I5]. Research de-
velopments in these technologies have raised expectations for automatic surveillance systems,
which are now intended to improve accuracy and reduce system response time.

Video surveillance systems have gained great attention as application-oriented research [16],
due to their wide range of application areas such as security management [17], elderly care [I8],
accident detection [I9], crowd monitoring [20], factory automation [21], highway visibility de-
tection [22], airport monitoring [23], etc. Chairlift safety based on intelligent video systems is a
specific area that has been so far little explored in the literature. However the analysis of surveil-
lance videos entails different algorithms from research areas that are relevant to our context e.g.
classification [24], object detection [2B] [26], object tracking [27] 28], action recognition [29],
person detection [30], anomaly detection [31} 2], etc.

2.1.2 Systems and methods to improve chairlift safety

Concerning the safety problem of chairlifts, there has been little work proposed in the literature
to address the problem of monitoring chairlifts as a means of transport compared to autonomous
vehicles. For example. EVEREST project E| aims to estimate the capacity of systems based on
image processing and analysis, to provide technical support and surveillance functions for guided
transport in the mountains, allowing industries and academics to propose algorithms for the
detection of risk situations. To achieve this objective, a 96-hour video database filmed in three
French ski resorts, and Ra et al. developed a semi-automatic tool to annotate this database
and anonymize passengers using face tracking approach [33]. The annotated dataset is acquired
from different points of view on the boarding/disembarking stations of the ski lifts, and presents
three dangerous situations caused by inappropriate user behavior: (i) presence of passenger
beyond the ski lift arrival area, (ii) incorrect position of the passenger with respect to the ski
lift departure area, (iii) the safety bar is not fully closed beyond a given area with the presence
of the passenger on the seat. Because these situations are rare, some of the samples are played
by actors. EVEREST project involves a challenge to solve the problem of detecting potentially
dangerous situations. The algorithms proposed by the candidates will be evaluated during a
workshop specially dedicated to the study, which will take place in 2021.

Thttps://everest.ifsttar.fr/
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U.S. Patent No. 10,628,679 (2020) [I] extensively describes systems and methods to improve
the operation of chairlifts to enhance safety for users at the boarding and disembarking stations.
The workflow of such a system is illustrated in Figure Boarding and disembarking stations
are monitored using video cameras (102) that transmits live video to a video processing module
(224) results in image sequences. Then an artificial intelligence (AI) engine (226) identifies
developing problem situations, and the inference processing module (228) takes appropriate
corrective action by sending an alert (110) or by interacting with the lift motor controller (106)
to slow down or stop the lift.

106

102 224
500

Figure 2.1 — A block diagram demonstrating the workflow of an example system to improve
lift operations (Figure from [I]). Numbers indications from left to right 500: lift rider, 102:
video camera, 224: video processing module, 226: artificial intelligence engine, 228: inference
processing module, 110: ski lift alert system, 106: ski lift motor controller.

According to this patent, the AI engine of the ski lift problem detection system must be
trained to classify situations into normal, a developing problem, a minor problem, or a major
problem. Many realization modes have been shown in the patent, for example, by adding long
short-term memory (LSTM) to help the Al engine to have contextual awareness, or by using a
convolutional neural network and training it by back-propagation and using techniques such as
data augmentation, fine-tuning, etc.

S1vAO (described in Chapter [1)) is a kind of these systems with some differences. SIvAO has
a camera only in the boarding station. The analysis part mainly includes analysis of frames
extracted from videos using image processing techniques to make a decision about potential
problems. The system does not initiate any action to control the chairlift except to trigger the
alarm. SIVAO serves as a backup monitoring system alongside human monitoring. The objective
of M1vAO project (also described in Chapter 1)) is to replace the deployed hand-tuned image
processing techniques by deep learning. As part of MIVAO project, Bascol et al. [34] proposed
to use RESNET with some domain adaptation components, resulting in an end-to-end model
improving the performance of SIVAO in classifying safe and unsafe situations. In [35], Bascol et
al. propose a multisource domain adaptation method that selects and weights the sources based
on inter-domain distances. They applied their method on chairlift safety problem considering
each chairlift as domain. Also within the context of MIvAO, Muzeau et al. [36] proposed a
classification tool to classify empty chairlifts from those with passengers on board, using linear
discriminant analysis, which is a dimensionality reduction alongside classification technique.

In this thesis, at first, we decided to approach the problem as an object detection task. We
performed preliminary tests using an advanced object detector to detect the safety bar position
and the people. The results of the object detection will then be beneficial and easy to use in
decision making in different scenarios i.e. a situation will be considered dangerous if people are
detected in the chairlift when the safety bar is not closed correctly, or a child is detected in the
chairlift without being accompanied by an adult, etc. Then we investigated the problem from
a domain adaptive perspective to assess the ability of object detector trained on a chairlift to
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perform well on new unseen chairlift [37]. While in [38] we opted to exploit the geometrical
constraint by guiding shallow and deep classifiers using binary masks representing the safety
bar, then we proposed a solution to boost the generalizability of the deeper classifier. In the
later sections of this chapter, we present an overview of the available literature on each of these
aspects.

2.2 Image classification

One of the most critical factors in the chairlift safety problem is the position of the safety bar.
A natural approach to solve this problem is to use image classification, where we classify the
images into the categories: open safety bar, closed safety bar. This section reviews the image
classification problem and how methods based on Convolutional Neural Networks (CNN) can
be applied in our context and what their potential limitations are. First, as we focus on CNN-
based methods, we will briefly introduce CNN. Next, we present an image classification pipeline,
survey the main CNN architectures conventionally employed for image classification, and finally,
underline the limitations of CNN-based image classification in the chairlift safety problem.

Image classification refers to the task of taking a single image, identifying the features it
contains in terms of objects, thereafter classifying the image according to the dominant object
into one of a finite number of classes [39]. Image classification is a major problem in computer
vision which, despite its straightforward nature, has a wide variety of practical applications [40].
In addition, many other supposedly distinct computer vision tasks (such as object detection, or
image segmentation) can be reduced to image classification [4I]. A good image classification
model should be invariant to the combination of all extra-class variations, while at the same
time conserving sensitivity to inter-class variations [42].

Deep learning (DL) provides high performance and flexibility in many fields e.g. computer
vision, speech recognition, natural language processing, etc. In the following, we present CNN,
the DL technique that recently achieved favorable results in recognition and detection tasks.

2.2.1 A brief introduction to Convolutional Neural Networks

Before introducing any type of neural networks (NNs), it is essential to introduce Perceptron [43],
the linear binary classifier inspired by the biological neurons. Perceptron is a mathematical
function [44] (illustrated in Figure , that takes inputs X, weights them by a set of weights
W, sums them up, and passes this weighted sum plus a bias b through an activation function
©(.) as follows:

7 =oWTX +b) (2.1)

The perceptron learns the value of the parameters 6 i.e. weights W and biases b, that lead
to the best approximation of the function that maps each input x € X to its category y € Y,
i.e. y = @*(x). Stacking perceptrons in layers results in multilayer perceptrons (MLPs) or
feedforward neural networks [43]. Mathematically, each layer takes as input the output of the
layer before it [44]:

FX) = oW oW,_) .. o(W{X +by) + buo1) +by) (2.2)

Where, W1i.,,, b1.,, are the weights and bias of layers 1...n, and the activation function ¢(.) is
a non-linear function like sigmoid, tanh or rectified linear unit (ReLU). MLPs take an input and
map it to an output through a series of hidden layers connected to each other in a fully-connected
manner. Each hidden layer consists of a set of neurons completely independent and does not
share any parameters. This complete connectivity between adjacent layers, and the absence of
connections within a single layer leads to a large number of parameters, that could lead then to
over-fitting. Figure 2.2 illustrates an MLP with one hidden layer. When a neural network has
multiple hidden layers, it is generally considered to be a ‘deep’ neural network [44].

Convolutional Neural Networks [45] (CNNs) are a kind of NNs that use convolution instead
of general matrix multiplication in one or more of their layers. CNNs are dedicated for grid-like
data such as sentences which can be regarded as a 1-D grid of words, or images which can be
regarded as a 2-D grid of pixels [46]. CNNs achieved outstanding performance in a wide range
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Figure 2.2 — Perceptron and multilayer perceptrons.

of problems, based on an end-to-end pipeline in which all stages can be trained altogether by
optimizing a single objective function. The key innovation of CNNs is that the layers are not
fully connected, reducing the number of parameters to learn. Instead, the neurons in a layer are
only connected to a small region of the previous layer. CNNs generally consist of three types of
layers: convolutional, pooling, and fully connected.

1. Convolutional layers: the principal objective of the convolutional layer is to extract features
from the input and produce feature maps. The convolutional layers consist of a set of
learnable filters. A filter convolves the entire input (network input or intermediate feature
map) to produce a feature map, each member of this filter is used at every position of
the input by connecting locally to a small region at a time [47], this local connectivity
maintains rich spatial information [48]. Formally, the non-linear activation function ¢(.) is
used to compute the feature value at location (i, j) of the k** feature map ys,, by computing
the dot product between wy, the weights of the k'" filter, and z; ; a small region of the
input data, and then adding a bias term by [49]:

Yijh = p(wy” * xij + b) (2.3)

CNNs have sparse connectivity due to the fact that the filter is smaller than the input [46].
That is to say, each neuron in a layer receives inputs from a set of neurons located in a
restricted area in the preceding layer (see Figure . The region of the input that affects
the activation of a feature is called the receptive field (field of view of a neuron). When the
number of connections of each layer is limited, then fewer parameters are needed, leading
to a reduction of the computational load during training [50].

2. Pooling layers: the aim of pooling is to reduce the number of parameters to be learned in
the following layers, it is an effective way to increase the size of the receptive field quickly,
and it helps to decrease the overfitting [6I]. Reducing the dimensionality of each feature
map also reduces the sensitivity of the output to shift transformations, and retains only
the most important information. Spatial pooling can be of different types: max, average,
sum, etc. Boureau et al. [52] demonstrated the theoretical details about the performances
of average and max pooling.

3. Fully-connected (FC) layers: in FC-layers, neurons are fully pairwise connected to the
neurons in adjacent layers. Whereas, neurons within a single layer share no connections.
Spatial information is lost because the FC layer transforms the feature maps into a feature
vector representing the entire image [53]. 90% of CNN parameters are in its FC layers,
thus, recent models trend towards removing the last FC layers and sometimes replacing
them with a global average pooling layer [50} 2], in order to have fewer parameters and more
accurate classification. However, Zhang et al. proposed a study [54] that emphasizes the
importance of FC layers in the transfer of CNN visual representations, as they significantly
influence achieving high accuracy in the target domains by fine-tuning the pre-trained
model.
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Figure 2.3 — Sparse connectivity and weight sharing. Convolution (top): the green, blue and red
arrows indicate uses of the first, second and third (respectively) element of a 3-element kernel,
each element is used at all inputs i.e. weight sharing. Because the kernel size is 3, each output
unit is affected by only 3 input units. For example, the highlighted input units i, i35 and i4 affect
the highlighted output unit o3, and this is the receptive filed of o3 i.e. sparse connectivity. Fully
connected (bottom): each black arrow indicates an element of the weight matrix, note that each
arrow is used only once i.e. no weights sharing. Each output unit is affected by all the inputs.
For example, o3 is affected by 41,19, i3,74 and i5 i.e. no sparse connectivity.

CNNs use learning algorithms to find the best fitting set of parameters (i.e. weights and
biases) to achieve the expected network output [47]. The most commonly used algorithm for this
purpose is back-propagation [45]. Back-propagation computes the gradient of an objective (loss)
function with respect to the network parameters, to find out how to adjust those parameters to
minimize the errors that reduce performance.

2.2.2 CNN-based image classification

Compared with other methods, CNNs achieved better classification accuracy on large scale
datasets because of their ability to jointly learn the features and the classifier [55]. Since the
success of ALEXNET, the winner of ILSVRC 2012, major advances were made in classification
accuracy by either reducing filter size or expanding the network depth.

The complete pipeline of a CNN-based image classifier can be formalized as follows. A set of
N images, each image x,, labeled with one of K different classes y,, this data is referred to as
the training set. The training set is used to learn an approximate function mapping the input
image to the output label y,, = f*(x,,), this step is referred to as training a classifier, or learning
a model. Training CNN is done by minimizing a loss function [53]:

N
1
L= N;E(a;ymon) (2-4)
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Where, 0 the parameter of the CNN, o, is the output of the CNN giving the input x,:
on = f(0,z,) (2.5)

Training CNN-based image classification network by back-propagation can be divided into
two stages [49]:

e Forward stage: first depending on the weights and bias for each layer a label o, is predicted
for the input image x,, i.e. Equation[2.5] The loss cost is calculated by using the predicted
output o, and the real output y, i.e. Equation

e Backward stage: depending on the loss cost, the gradients are computed for each parameter.
Once calculated, these gradients are propagated through all the layers, from the output at
the top (where the network produces its prediction o,) to the bottom (where the external
input x,, is fed). Using the gradients, the parameters are updated for the next iteration.

After a sufficient number of iterations, the quality of the model is assessed by having it predict
the labels of a new set of images that it has never seen before. Then, the actual labels ( called
ground truth) of these images will be compared to those predicted by the classifier. Intuitively,
many of the predictions are expected to match the true answers. Training the classifier could be
done in several ways:

e Training the CNN from scratch i.e. all the network parameters 6 are randomly initialized.
This way requires a large amount of training data; otherwise, over-fitting may occur and
the model will not generalize to new data.

e Using the features of a pre-trained network and train an independent classifier that can be
based on a neural network or not (i.e. SVM). Such a network would have already learned
features that are useful for most computer vision problems, and leveraging such features
would allow to reach a better accuracy than any method that would only rely on the
available data. However, in some application context those features could be so general or
irrelevant, e.g. a classifier trained to classify dogs and cats is not expected to perform well
in classifying safe and unsafe situations in a chairlift.

e Fine-tuning a pre-trained network by training only the top layers of the network (usually
the fully connected layers), more details about fine-tuning will be covered in Section

2.2.3 Popular CNN architectures

The most popular CNN architectures are the winners of ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) [56], we present them below.

e ALEXNET [57]: ILSVRC 2012 winner of both the classification and localization was the
SuperVision team, their network ALEXNET achieved a top-5 test error rate of 15.3%,
compared to 26.2% achieved by the second-best entry. Based on LENET [58|, combined
with data augmentation, Rectified Linear Units (ReLUs) as an alternative to the traditional
sigmoid activation function, dropout for reducing over-fitting, and GPU implementation. It
proved the effectiveness of its distinguished resurgence and opened a new area for computer
vision. The network is composed of 5 convolution layers followed by 3 fully connected layers.

e ZFNET [59]: ILSVRC 2013 winner for image classification was Clarifai, with 14.7% as
top-5 validation error rate. Their network ZFNET is essentially a refined ALEXNET with
a small adjustment: use 7 x 7 filters instead of 11 x 11 filters in the first convolution layer
to maintain more data. The intuition behind this is that larger filters lead to losing a lot
of pixel information, which could be retained by having smaller filter sizes in the earlier
convolution layers. Another important difference is that the sparse connections used in
ALEXNET’s layers 3,4,5 are replaced with dense connections. ZFNET is composed of 8
layers in total.

e VGGNET [60]: ILSVRC 2014 runner-up, with 7.3% error rate, although it was not the
winner, VGG is up to this time one of the most popular CNN architectures due to its
clarity and effectiveness. The main idea was to replace large-kernel convolution filters by
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stacking several small-kernel filters. It precisely uses 3 x 3 kernel-sized filters with stride
and padding of 1, along with 2 x 2 max-pooling layers with stride 2, based on the idea:
multiple stacked smaller size kernel is better than the one with a larger size kernel because
multiple non-linear layers increase the depth of the network which enables it to learn more
complex features at a lower cost. The network is composed of 16 convolutional layers and
3 fully connected layers and known as VGG16; another version with 3 more convolutional
layers was proposed and named VGG19.

e INCEPTIONNET [50]: ILSVRC 2014 winner was GOOGLENET team with a top 5 error
rate of 6.7%. Instead of the classical stacking up of convolution and max-pooling layer
consecutively, it stacks up Inception modules, consisting of multiple parallel convolutions
and max-pooling layers with different kernel sizes, to capture details at varied scales. It
uses 1 X 1 convolutional layer (network in network idea) to reduce the depth of feature
volume output. There are currently 4 INCEPTIONNET versions. INCEPTIONNET v1 has 9
inception modules stacked linearly, each of them consists of 3 parallel convolutional layers,
consequently the network is 27 layers deep.

e RESNET [2]: ILSVRC 2015 winner with 3.57% error rate. Although the deeper the network,
the better the performance, if more layers are added, the accuracy will begin to saturate at
some point and eventually degrade. Hence, instead of transforming the input representation
to output representation, RESNET sequentially stacks residual blocks (Figure 7 each
of them computes the change (residual) between its output H(x) and its input = i.e.
F(z) = H(z) — z, and adds that to its input to produce its output representation i.e.
H(z) = F(x) + «. Residual mapping is easier to learn and inputs can propagate faster
through the residual connections between layers. On ILSVRC RESNET had a depth of 152
layers, 8 times deeper than VGGNET. However many versions exist today with a different
depth such as RESNET50, RESNET101, etc.
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Figure 2.4 — Residual block (Figure from [2]).

2.2.4 Limitations in the chairlift safety problem

Deep learning methods for image classification have a great advantage: models learn only from
examples, eliminating the need for feature engineering. With sufficient annotated examples
available, these methods have proven to be very accurate. In our context, each chairlift has
its own unique elements that need to be identified by the system e.g. chairlift design, safety
bar shape, etc., therefore a sufficient number of annotated examples is required per chairlift
to train the system. By learning a general model on various chairlifts, we may lose chairlift-
specific features when these features are not well represented in the training data. Furthermore,
there is no guarantee that the model will generalize well to a previously unseen chairlift with a
particular geometry. In most applications, including ours, deep learning can be seen as a black
box, where internal network information is usually not very clear. We do not exactly know which
element of the scene is behind the decision made by the system. This makes it harder to analyze
the performance of the network, and to detect a potential problem in the system architecture.
In the chairlift safety problem, the object of interest i.e. safety bar, is a relatively small part
of a complex scene, making its signature embedded in the background noise such as clutter,
environmental conditions, geometric variations. Under these adverse conditions, a CNN-based
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image classification system is far from ideal for performance and reliability. Therefore, in the
next section, we will consider object detention as a potential solution to this problem.

2.3 Object detection

Unlike image classification, in object detection we explicitly train a model to detect specific
elements of the scene. This is particularly useful in chairlift safety because it enables the accurate
detection of visual information related to safety i.e. safety bar, people, skis, etc. This section
analyzes the different deep learning-based methods for object detection and studies how they
can be applied to our problem.

To develop a comprehensive understanding of visual data and draw high-level information
from images, we must bridge the gap between the raw pixel intensities and the semantic infor-
mation contained in images. This requires an approach that goes beyond image classification.
Object detection -as a natural extension of image classification- is a stepping stone on the path
to solve this paradigm.

Object detection consists of precisely locating all the instances of predefined object cat-
egories in the image and classifying them correctly. The location is usually in the form of a
bounding box containing the object. Images might contain object instances of the same classes,
different classes, or no instances at all. And the detector must ensure that false detection is never
made when no instance is present. The instances may vary in terms of size, lighting, rotation,
appearance, etc.

The widespread deep learning based frameworks for object detection can be divided into two
main categories:

1. Two-stage detectors (region proposal based approaches), basically include R-CNN [61],
SPP-Net [62], Fast R-CNN [63], Faster R-CNN [3|, R-FCN [64], FPN [65] and Mask R-
CNN [66]. These methods follow traditional object detection pipeline, by decomposing the
object detection problem into two main stages: (i) generate region proposals; (ii) classify
each proposed region, and regress its bounding box coordinates.

2. One-stage detectors, basically include YOLO [67], SSD [68], YOLOv2 [69], DSSD [70],
DSOD [71] and Libra R-CNN [72]. In these detectors the tasks of object localization
and classification are done in a single forward pass of the network. This group of object
detectors resorts to unified frameworks to generate final object detection results directly
from image pixels. These methods do not rely on region proposals. Instead, a set of default
boxes over different aspect ratios and scales is used and applied to the feature maps, which
can shrink time cost.

Figure illustrates pioneer object detection frameworks, which will be reviewed in next sec-
tions. In the following, we list the most important region proposal approaches and object
detection frameworks.

2.3.1 Region proposal

Region proposal methods were first implemented as external modules separated from the detec-
tors to generate candidate regions or bounding boxes. The main approaches are divided into
three categories:

e Sliding window approach is the most straightforward way. In this approach, many possible
windows in the image are successively considered and classified to decide if the window
contains an object or not. This type of approach is successful but extremely costly. Ob-
jectness [73), [74] is one of the first sliding window methods for generating object proposals,
it is considered as a low-level pre-processing stage, to propose a small number of windows
likely to cover all objects in the image. The idea is to sample and rank a considerable
number of windows per image according to their likelihood of containing an object based
on different factors such as the saliency, edges, superpixels, color and location.

e Grouping super-pixels is the second type of approaches to generate candidate regions.
This type of methods typically depends on an initial over-segmentation. Then different
merging strategies are appointed to group similar segments into object proposals. Selective
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Figure 2.5 — Timeline of leading object detection frameworks into their two categories: (1)
two-stage and (2) one-stage.

Search [75] is one of the most popular grouping super-pixels methods, developed as an
alternative to comprehensive search in an image to localize objects. It is a clustering-based
approach, which attempts to group pixels in regions based on engineered low-level features.
The output is a few region proposals which may contain an object.

e Learning-based approaches, where the features are obtained using complex learning meth-
ods like deep learning models. MultiBoxz [76] is a CNN-based region proposal solution for
detection, which predicts a set of boundary boxes and confidence scores for each of them.
It can effectively match the performance of hand-engineered methods while allowing an
efficient trade-off between runtime and quality. Region Proposal Networks (RPN) [3] in-
spired by MultiBox, predicts rectangular object proposals. Each proposal is tied up with
an objectness score, based on a set of pre-defined reference boxes (anchors), each anchor is
associated with a scale and aspect ratio. To recover the final bounding box, the regressed
offsets must be added to the anchor. RPN shares convolutional layers with the object
detection network, leading to a small marginal cost for computing the proposals.

2.3.2 Two-stage detectors

e Region-Convolutional Neural Networks (R-CNN) [61] By adopting selective search [75]
R-CNN generates about 2000 region proposals for each image. Then each of these region
proposals is scaled to a fixed size and fed into a CNN to extract its features. Finally, the
output features of each CNN is classified with linear SVMs. Even though R-CNN signifi-
cantly improved object detection performance, it was considerably time-consuming given
the dispensable feature extraction for overlapped regions. Thereafter SPP-Net solved this
problem.

e Spatial Pyramid Pooling Network (SPP-Net) [62] Unlike convolution layers, fully
connected layers take as input a fixed-length vector. Derived from this idea, SPP-Net gen-
erates a fixed dimensional mid-level representation, which helps to use multi-scale images
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efficiently. In SSP-Net a spatial pyramid pooling is performed on the last convolution layer
on regions of arbitrary sizes, to generate feature vectors of constant size, irrespective of the
input image size. These vectors are then fed to the fully connected layer for training the
detectors. This method avoids computing the convolutional feature maps several times,
and reuses them for efficient region-based object detection. This results in SPP-Net achiev-
ing the same performance as R-CNN 20 times faster. Although its speed, its drawback is:
feature extraction network was not trainable.

e Fast R-CNN [63] Fast R-CNN replaced SPP layer by Region of Interest (Rol) pooling
layer, and upgraded R-CNN detection speed by (i) replacing the different classifiers with
a softmax layer; (ii) performing feature extraction over the image, then generating region
proposals based on the last feature map of the network, not from the original image itself.
Thus, training only one CNN over the entire image. Features of multiple bounding boxes
within the same image are warped from the same feature map efficiently via Rol pooling
operations. Even though Fast R-CNN effectively enhanced both R-CNN and SPP-Net, its
detection speed is still restricted by generating the proposals.

e Faster R-CNN [3] It is the first end-to-end CNN-based object detection framework. The
principle is to use Fast R-CNN feature maps in the Region Proposal Network (RPN),
making it possible to propose regions using CNNs at no cost, eliminating the need for
the slow region proposal algorithms. This is done by sharing convolutional layers in both
region proposal and classification.

e Region-Fully Convolutional Network (R-FCN) [64] To adapt to the fully convolu-
tional state of the art architectures, it’s natural to construct a fully convolutional object
detection network without a Rol-wise subnetwork. In R-FCN, the last convolutional layer
produces position-sensitive score maps. Then a position-sensitive Rol pooling layer com-
bines the responses from these score maps. Finally, in each Rol, the position-sensitive
scores are averaged to produce a vector, and softmax responses across categories are com-
puted.

e Feature Pyramid Network (FPN) [65] It is composed of a top-down pathway, a
bottom-up pathway, and several lateral connections. The bottom-up pathway is the usual
forward backbone CNN for feature extraction; it produces a feature hierarchy by down-
sampling the corresponding feature maps. As we go up, the spatial resolution decreases.
With more high-level structures detected, the semantic value for each layer increases. The
top-down pathway constructs higher resolution layers from a semantic rich layer. While
the reconstructed layers are semantic strong, the locations of objects are not precise after
all the downsampling and upsampling. The lateral connections between reconstructed lay-
ers and the corresponding feature maps to combine low-resolution and semantically strong
features with high-resolution and semantically weak features.

e Mask R-CNN [66] A framework for object instance segmentation. It detects objects in an
image while simultaneously generating a high-quality segmentation mask for each instance.
It extends Faster R-CNN by adding a branch for predicting an object segmentation masks
in a pixel-to-pixel manner, in parallel with existing branches for classification and bounding
box recognition. Mask R-CNN is simple to train and adds only small expenses to Faster
R-CNN. However, it requires pixel-wise annotations.

e Libra R-CNN [72] This framework integrates three novel components to balance the
training process: (1) IoU-balanced sampling, that extracts hard samples based on their
Intersection over Union (IoU) with assigned ground-truth. (2) Balanced feature pyramid,
which enhances the multi-level features using the same deeply integrated balanced semantic
features. (3) Balanced L1 loss, which promotes crucial gradients, rebalances the involved
classification, global and precise localization.

Many other methods have been proposed over the last three years. They have made sig-
nificant progress in addressing different aspects. For example, Cascaded R-CNN [77] extended
Faster R-CNN to a multi-stage detector through cascade architecture. Cascade Region Proposal
Network (Cascade RPN) [78] is aimed at improving the region-proposal quality and the detection
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performance by leveraging a single anchor per location and refining it in several steps. Rela-
tion networks for object detection [79] is focused on exploiting the relationships between object
instances during learning, rather than recognizing each of them independently. Representative
points (RepPoints) [80] proposed non-rectangular representations for anchor-free object detec-
tion, which produce fine-grained localization. Trident Network (TridentNet) [8I] addresses scale
variation by generating scale-specific feature maps. Using several branches share parameters and
have the same network structure, but have different receptive fields.

2.3.3 One-stage detectors

e You Only Look Once (YOLO) [67, 69] As a direct development of MultiBox, YOLO
was the first CNN-based one stage object detector. In this approach, object detection is
framed as a regression problem to spatially separate bounding boxes from image pixels,
and associate class probabilities to each of them. A single CNN simultaneously predicts
bounding boxes and class probabilities directly from full images in one evaluation. Since
the whole detection pipeline is a single network, it can be optimized end-to-end directly
on detection performance. YOLO quickly learns general representations of objects, but
it makes more localization errors than two-stage detectors. However, the latest version
YOLOvV4 [82] has proven to be more efficient, offering the best accuracy and speed; it has
confirmed the viability of one-stage anchor-based detectors.

e Single Shot MultiBox Detector (SSD) [68] Unlike MultiBox, every feature map lo-
cation in SSD is associated with a set of default bounding boxes of different aspect ratios
and scales. These priors are accurately chosen by hand, whereas in MultiBox, they were
chosen because their ToU with respect to the ground truth was over 0.5. At prediction
time, the network generates scores for the presence of each object category in each default
box and produces adjustments to the box to better match the object shape. Additionally,
the network combines predictions from multiple feature maps with different resolutions to
naturally handle objects of various sizes.

e Deconvolutional SSD (DSSD) [70] By adding additional deconvolutional layers to SSD,
DSSD provides a way to build feature pyramids to achieve multi-scale representation,
includes high-level context, and improves accuracy, particularly for small objects. As an
alternative of the element-wise sum, DSSD adds each layer, through element-wise products
to its previous layer.

e RetinaNet [83] According to Lin et al. the great imbalance between foreground and
background regions is why two-stage detectors always give better performance than the
one-stage detectors. This makes them replace the cross-entropy loss by focal loss which
emphasis on the hard misclassified examples during training.

e Deeply Supervised Object Detectors (DSOD) [71] This approach succeeded in learn-
ing object detectors from scratch, which draws attention to the importance of network de-
sign to get rid of the requirements for perfect off-the-shelf pre-trained classifiers on relevant
tasks. The key discovery in DSOD is that deep supervision, enabled by dense layer-wise
connections, plays a key role in learning a good detector. DSOD provides an encouraging
direction to train from scratch to crossover the gap between classification and detection
tasks.

Recently, new approaches have been proposed to improve one-stage detectors. For exam-
ple, [84] designed two novel loss functions for balancing the gradient flow for anchor classifi-
cation and bounding box refinement. Hierarchical shot detector [85] proposed to improve the
accuracy by performing regression and classification hierarchically instead of simultaneously. [86]
proposed a feature enrichment scheme to produce multi-scale contextual features to address the
class imbalance problem and improve classification and regression. [87] showed that the mis-
alignment of the optimization between training and inference is the bottleneck to achieve better
results. Therefore, they proposed a consistent optimization to increase performance. There are
many other methods and approaches such as RefineDet [88], cascade retinanet [89], and fully
convolutional one-stage (fcos) object detector [90].
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Anchor-free approaches. Anchor boxes and bounding boxes regression need a large number
of anchors to ensure a sufficiently high Intersection over Union (IoU) rate with the ground-
truth objects, The hyperparameters, such as scales and aspect ratios, are usually heuristically
tuned and have a large impact on the final accuracy). To avoid these disadvantages, anchor-
free approaches are proposed. For example, keypoint-based object detection approaches like
CenterNet [91] inspired by CornerNet [92], detects each object as a triplet of keypoints i.e.
center, top-left and bottom-right corners, which improves both precision and recall. [93] com-
pare anchor-based and anchor-free methods, and provide a new method to automatically select
positive and negative samples according to the object characteristics.

2.3.4 Application in the chairlift safety problem

The chairlift safety problem could be formulated as an object detection problem by detecting
safety-relevant objects, in particular objects that are invariant to a change of chairlift. Instance-
level bounding box annotations are required with sufficient variability to ensure that the trained
model is robust to changing conditions and chairlift variations. Since these annotations are
expensive, we anticipate training a cross-domain model, when trained on some chairlifts, could
perform well in new unseen ones. That brings us to domain adaptation that will be discussed in
the following section.

2.4 Domain adaptation

In the chairlift safety problem, models trained on some chairlifts may need to be adjusted to
perform well in new unseen ones. In machine learning, generally, the test data is drawn from the
same distribution as the training data, and have identical feature representation i.e. training and
test sets belong to the same domain. A standard machine learning model trained on a source
domain will perform poorly on a target domain, if the two domains are different. In this case, we
refer to domain adaptation (DA), a particular case of transductive transfer learning (TL), where
the task is the same (output space) in the source and target domains; however, the feature space
or the data distributions are different but related to some extent [94]. Such differences referred
to as domain shift, are known to occur in real-world applications because of many factors i.e.
in visual applications: variation in background or location, viewpoint, lighting condition, image
quality, etc. According to different domain shifts i.e. data distributions or feature space, DA
can be divided into two main types i.e. homogeneous and heterogeneous (respectively) [95]. The
key challenge is to bridge the gap between the domains, to the extent that a system trained on
the source domain will generalize well to the target domain. Typically, in the source domain
the data is labeled, where in the target domain there is either a small set of labeled examples
(insufficient to train a model in the target domain) and here we refer to semi-supervised DA, or
no labeled data is available at all and in this case, we refer to unsupervised DA [96].

In the chairlift safety problem, each chairlift is considered a domain, and models trained on
one domain need to be adapted to handle a new unseen one successfully. This requires either
annotating the data in the target domain i.e. the new chairlift, or adapting the pre-trained models
to achieve suitable performance in the new chairlift. Labeling data is costly, time-consuming,
and involves a significant human effort. However, adapting pre-trained models is a potentially
smarter solution, which could be realized by exploiting previously acquired labeled source data
and new unlabeled target data together. In this case, the domain divergence relates only to
the distribution of the data, where the feature spaces are identical, thus, the required DA is
homogeneous DA. Therefore, in the next section we will introduce homogeneous DA approaches,
but first, it is pertinent to introduce Generative Adversarial Networks, as it is embedded in many
of the deep domain adaptation methods that we will review later.

Generative Adversarial Networks

Generative adversarial networks (GANSs) [97] proposed by Goodfellow et al. set two well-matched
networks against each other i.e. a generator and a discriminator, from which comes the term
‘adversarial’ (See Figure . GANSs were originally used to generate synthetic images, but other
innovative uses have recently been investigated such as domain adaptation.
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The generator G is trained to generate a vector that cannot be distinguished from the actual
training data in a manner that confuses the discriminator D. In his turn, D is trained to provide
a binary label that discriminates between the samples from G and the samples from the training
data. The problem is formalized as mini-max optimization problem i.e. training G' to minimize
the loss (attempting to fool D) while also training D to maximize the loss (D tries not to be
fooled). In DA the principle is to align distributions in the source and target domains, to have
the network unable to distinguish between domains.

real

sample
enerated S real or
Generator > 9 »  Discriminator
sample generated
A A

Update the models

Figure 2.6 — Generative adversarial networks principle.

2.4.1 Homogeneous domain adaptation approaches

In this thesis, we focus our attention on deep learning; therefore, we will consider in this section
deep DA approaches i.e. that employs a deep network to boost DA performance. The integration
of the robust hierarchical representations of deep learning with domain adaptation allows the
model to learn more transferable representations mapping both domains to mitigate the adverse
effects of the domain shift. According to the survey conducted by Wang and Deng [95] about deep
domain adaptation methods for computer vision applications, homogeneous domain adaptation
approaches could be divided into the following three main categories:

1. Discrepancy-based models involve techniques for reducing the difference between do-
mains, using statistical techniques on the corresponding activation layers of source and tar-
get networks (e.g. maximum mean discrepancy (MMD), correlation alignment (CORAL),
batch normalization, etc.).

Fine-tuning can be viewed as a discrepancy-based deep DA approach. It consists essen-
tially of training a network on the source domain, then cutting off the ‘head’ of the network
(usually the final set of fully connected layers) and replacing them with randomly initial-
ized layers, the resulted network is then trained on the target domain. During training, the
pre-trained layers (usually the convolutional part) of the network could be either frozen
(their weights cannot be updated), or fine-tuned according to the target dataset size and
its similarity to the source dataset. The flexibility and generality of deep learning-based
models are commendable, as a result, fine-tuning has become a popular strategy for train-
ing deep learning-based models. Nevertheless, it is still difficult and expensive to obtain
sufficient labeled data in the target domain to successfully fine-tune the deep networks
(even when the convolutional part is frozen, the fully connected layers have a large number
of parameters).

2. Adversarial-based models involve techniques for reducing the difference between the
source and target domains, using an adversarial objective with respect to a domain dis-
criminator. Two major categories of adversarial-based models can be identified:
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e Generative models that generate annotated synthetic target images from the source
images and train the network on these synthetic target data.

Liu and Tuzel proposed coupled generative adversarial network (CoGAN) [98]. As the
name suggests, COGAN consists of two GANs: GAN; for source data and GAN, for
target data. Source and target feature representations are jointly learned via weight
sharing in the first few layers of the generative models and the last few layers of
the discriminative models. By generating synthetic target data and synthetic source
data, that share the labels, CoGAN achieves a domain-invariant feature space without
supervision in the target domain.

Long et al. proposed conditional adversarial domain adaptation (CGAN) [99]. Also
based on GAN, CGAN extends to a conditional model, where the discriminative
model is conditioned on the cross-covariance of domain-specific data representations
and class labels.

e Non-generative models that try to match the feature distributions in the source and
target domains either by finding a transformation between the domains or by directly
adapting the features without generators.

Ganin and Lempitsky introduced a domain-adversarial neural network (DANN) [100]
with Gradient Reversal Layer (GRL) that attempts to match source and target fea-
ture distributions by jointly optimize the class predictor and the source-target domain
disparity by back-propagation. GRL treats domain invariance as a binary classifica-
tion problem, and directly maximizes the loss of the domain classifier by reversing its
gradients.

Tzeng et al. proposed adversarial discriminative domain adaptation (ADDA) [10T]
framework. First, the target model parameters are initialized by the pre-trained
source model weights. Then a discriminative mapping of target domain images to
the source domain feature space is learned by a domain adversarial loss. This enables
learning more domain-specific feature extraction.

3. Reconstruction-based models involve techniques for reducing the difference between
the source and target domains by creating a shared representation between the two domains
while keeping the individual characteristics of each domain. (e.g. encoder-decoder models,
dictionary and sparse coding models, and graph-based models).

Zhu et al. introduced Cycle GAN [102] based on GANs, mapping inputs data from the
source domain to target using cycle-consistency constraint to learn the relations between
the domains in the absence of any paired training input-output instances. Cycle GAN
employs two generators to learn mapping and inverse mapping. And two discriminators
determine the quality of the realism of the image generated by an adversarial loss, and the
quality of the reconstruction of the original input after a sequence of two generations by a
cycle consistency loss.

2.4.2 Domain adaptation for object detection

Domain adaptation methods in the literature are traditionally applied to image classification
tasks, and relatively few works address domain adaptation related to other computer vision
tasks such as semantic segmentation, object detection, pose estimation, etc., especially in the
unsupervised setting. Probably a major reason for this is that these problems are more complex
and often entail additional requirements (e.g. localization accuracy required for detection, pixel-
level accuracy in case of image segmentation, etc.).

In the context of object detection, CNN-based models are typically initialized by deep pre-
trained models with image-level annotations (often on ILSVRC datasets). When instance-
level labels are available, the model can be further fine-tuned using the bounding boxes labels
to improve both object identification and localization. This is known as supervised domain
adaptive object detection, and it is the most straightforward case. Below we review the advanced
approaches in the literature addressing the more challenging problem when little or no labelled
target data is available.
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Weakly supervised domain adaptation for object detection El In this case, the source
domain is well annotated with bounding box annotations, while the target domain is either
partially annotated with bounding box annotations (semi-supervised) or annotated with image-
level annotations.

One of the earliest works on domain adaptation for object detection is large-scale detection
through adaptation (LSDA) [I03] proposed by Hoffman et al. LSDA presented how to trans-
form an image classifier trained on large-scale image datasets into an object detector requiring
bounding boxes annotations for only a subset of categories in training. This is achieved by
transforming the task into a domain adaptation problem, considering the data used to train the
classifiers (images with category labels) as the source domain and the data used to train the
detectors (images with bounding boxes and category labels) as the target domain. Using a CNN
pre-trained on image classification, they replace the classification output layer with K linear
classifiers, one for each category of the detection task. Then they fine-tune the first layers for
the target domain using the available labeled detection data for B categories (B < K). Finally,
they learn a category-specific transformation by finding for A categories the nearest neighbor
category among B (A = K — B). The advantage of this model is that it generalizes well even
for the classes for which there were no bounding box annotations during the training phase.

Raj et al. employs subspace alignment using Principal Component Analysis (PCA), to adapt
R-CNN to adjust class-specific representations of the bounding boxes between the source and
target domain [I04]. The source bounding boxes are extracted from the well-annotated training
set, while the target bounding boxes are obtained with the R-CNN detector trained on the source
set. The detector is then re-trained with the target aligned source features and used to classify
the target data projected into the target subspace.

Inoue et al. tackle the problem of cross-domain weakly supervised object detection using
a progressive technique [I05]. At first step, a detector is pre-trained in the source domain
using instance-level annotations. At the second step, the detector is fine-tuned with artificial
samples generated by domain transfer (transferring images with instance-level annotations from
the source domain to the target domain), and the prediction probability of this step is used as a
measure of confidence, only high-confidence detections are used for the next step. At the third
step, the detector is fine-tuned with pseudo-labeling samples (pseudo-labeling the images with
image-level annotations in the target domain).

Unsupervised domain adaptation for object detection. In this case, annotations are
available only in the source domain, where only unlabeled images are available in the target
domain.

The use of synthetic data which is available (almost) for free, to enrich the real data has
become popular since the massive adoption of deep CNNs to address computer vision problems
that require large amounts of annotated data. DA methods align a model trained with the
synthetic (source) data to the real (target) data, especially when no or few labeled samples are
available in the real domain. For example, Chen et al. proposed Domain Adaptive Faster R-
CNN (DA Faster R-CNN) [106], which uses adversarial training to adjust features between real
and synthesis domains at two different levels of Faster R-CNN architecture. The adaptation at
the image level intends to eliminate the domain distribution discrepancy at the output of the
backbone network, while the instance level adaptation concerns the features which are pooled
from the Rol layer, before the final category classifiers.

Yu et al. proposed DALocNet [I07] to improve the localization accuracy of DA Faster R-
CNN. Using the highest confidence score pseudo labels produced by Faster R-CNN in the target
domain and a weighted loss function to train the network on the target domain and learn it to
better localize the objects. Also, inserting residual blocks into the shallow layers of a CNN is
used to extract features in the target domain to enhance discriminative feature extraction, which
helps for object localization.

Saito et al. argue that a global matching may adversely affect the performance for large
domain shifts because domains can have different scene layouts and different combinations of
objects, while local matching does not change category level semantics [I08]. They proposed to
combine a strong alignment of local features and a weak alignment of global ones, following the
same adversarial training approach.

2Weak supervision i.e. incomplete, inexact, inaccurate or noisy supervision
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Shan et al. proposed an unsupervised domain adaptation method to minimize domain shift
at both the pixel and feature level [109]. Adaptation in image pixel space is achieved by using
GAN objectives. The other adaptation component is added to Faster R-CNN for adversarial
domain training at the last layer in the shared convolutional block; therefore, the features could
be invariant in the domain, but the proposals are not adapted, resulting in limited localization
capability.

Zhu et al. proposed a domain adaption model for object detection focusing on region mining
i.e. clustering strategy to identify the most critical local regions for the source and target do-
mains, in order to improve efficiency [I10]. And then they apply the alignment between the two
domains at the regional level in an adversarial manner.

Hsu et al. proposed to narrow the significant domain gap between source and target by using
an intermediate domain instead of direct mapping, .e. break down the adaptation into two steps
that both solve a more manageable problem with a smaller domain gap, to give more attention
to individual discrepancies in each step [ITI]. First, the source images are transformed to match
the appearance of the target using the CycleGAN image-to-image translation network. Next,
adversarial learning is employed to align the resulting synthetic images with the target domain
at the feature level.

We note that all the works mentioned in this section used Faster R-CNN detector as a baseline,
and they tried to add their adaptation components in different manners at different levels, mainly
using adversarial training. But none of them tried to adapt the Region Proposal Network (RPN),
leading to a residual domain shift; we propose to solve it in Chapter [4]

2.4.3 Beyond domain adaptation

Several methods closely related to domain adaptation address several domains or transfer the
acquired knowledge to tasks for which few or no examples are given. Some of these methods are
discussed below.

Domain generalization

Domain generalization is a transfer learning problem, referring to learning representations that
integrate knowledge from several related source domains into a model for a new previously unseen
target domain [94]. Unlike DA where unlabeled examples from the target domain are available,
in domain generalization, no examples from the target domain are provided to adapt the model.
The representations learned in domain generalization are efficient, but they do not consider any
additional information that domain features may imply about the labels.

Muandet et al. proposed domain-invariant component analysis (DICA) [112], a kernel-based
optimization algorithm that learns a mapping that minimizes domain dissimilarity, thus enhanc-
ing the expected generalization ability of classifiers on new domains.

Zhou et al. proposed to solve the problem of domain generalization by mapping source learn-
ing data to synthesized data from unseen domains [I13]. This is accomplished with a learning
objective formulated to minimize label classification loss while maximizing domain classification
loss.

Shankar et al. proposed to learn a domain invariant classifier [I14] using multi-domain train-
ing data, to generalize to unseen domains. Their original solution consists in artificially transfer-
ring data between domains to learn invariant features and they show that this augmented data
helps to better generalize to unseen domains.

Few-shot learning

Few-shot learning is a particular case of transfer learning that occurs when only a few labeled
examples of the target (domain or task) are available. The ultimate form is zero-shot learning
(or zero-data learning) [I15] when absolutely no labeled examples are given at all. In the same
boat, only one labeled example is given for one-shot learning [I16]. Few-shot learning is possible
because additional information is involved during training; this additional information is usually
semantic information about the unseen target domain or task.

Yang and Hospedales proposed associating each domain (source and target) with a vector of
discrete parameters called a semantic descriptor [I17]. Then, they use a two-branches network
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whose inputs are the sample features and the domain descriptor from this sample. The output of
the network (the predicted sample class) is a fusion of the outputs of the two branches. This is
a way to adapt the classifier to the domain provided as input. For a new unseen target domain,
given its semantic descriptor, the network is able to accurately predict the class of its samples.
This approach requires that the user can describe all the domains with a vector of discrete
parameters.

Kumagai and Iwata used a similar architecture, but instead of using an attribute vector
for each domain, they proposed to extract a latent domain vector from the set of features of
each domain [I18]. This approach requires the knowledge of the whole target features to start
predicting the classes of the target data.

Elhoseiny et al. proposed a model that can link textual information of visual categories to
images with part based-regularization [I19]. Using dimensionality reduction transformation from
pure text description to part classifier, the classifiers are then applied to the visual part learning
representation.

Multi task learning

Multi-task learning [120] tries to improve generalization by learning multiple tasks simultaneously
with some shared internal representation, where source tasks are supervised, and target tasks are
unsupervised. Yang and Hospedales method [I17] mentioned before to solve a zero-shot learning
problem could also be considered a multi-task problem.

Liu et al. proposed a multi-task deep neural network (MT-DNN) [I21] to enhance the learning
of text representations to improve the performance of several natural language understanding
tasks. They state that combining a pre-trained language model with multi-task learning has a
regularizing effect that leads to more general representations that improve adaptation to new
tasks and domains.

Lee et al. attempted to predict some other information, in addition to the main classical
detection task (prediction of the location and class of the objects), such as the area portions
occupied by each ground truth box within a window, the distances from the center of the box
to those of other boxes or a binary mask between foreground and background [122]. All these
data were available from the ground truth labels but trying to predict them helped to solve the
main detection task.

Likewise, Channupati et al. improved the results of their semantic segmentation network by
adding a branch that estimates the depth of the pixels as an auxiliary task [I23]. Since the
depth was available in their used dataset, they proposed to exploit it at training time and create
a multi-task network. At test time, they just removed the depth estimation branch and noticed
that the main task (semantic segmentation) was improved. These last solutions are specific
to the considered tasks and available data at training time. They can not be applied to our
problem.

2.5 Guided problems under constraints

In the chairlift safety problem, we have at our disposal a knowledge of both the particular
geometry of each chairlift, and the common information shared by all chairlifts. One direction
for developing better deep learning-based systems is to make better use of the data itself, and
there are many ways to leverage data and learn good representations. For example, using prior
knowledge about the problem in terms of additional data or constraints will lead to better
generalization, assuming that the use of this prior knowledge is justified. It is often argued
that the recently demonstrated success of CNN-based approaches results from enhanced visual
representation and large-scale use of data for learning. Therefore, in this section, we will review
the approaches that try to explore how to better use the data to improve performance.

2.5.1 Visual attention

Attention is the intellectual process of selectively focusing on one or more things while ignoring
others. One of the most remarkable aspects of human visual perception is the attention. Rather
than processing a whole image in its entirety at once, attention allows to locate regions of interest
and analyze the scene by selectively processing subsets of the image. This is particularly essential
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when there is a lot of clutter in the image, to narrow down the search and speed up the process.
Likewise, in neural networks the attention mechanism equips a neural network with the ability
to focus on a subset of its inputs or features. Attention can be applied to any kind of inputs,
regardless of their shape. In the case of matrix-valued inputs, such as images, we can talk about
visual attention.

Attention has been applied in Deep Learning (especially, recurrent neural networks that
include an encoder-decoder), to a wide variety of tasks e.g. machine translation [124] [125],
speech recognition [126], image captioning [127], visual question answering [128], etc. RPN
component in Faster R-CNN object detection framework is inspired by attention mechanism i.e.
RPN tells the network where are the regions of interest to focus on. Below we review some work
in the computer vision field, where visual attention mechanism has achieved great success, using
mask-guided approaches.

Object detection

Zhao et al. introduced a model to enhance object detection with weakly-supervised object seg-
mentation by sharing the same underlying convolutional features between the two tasks [129].
Their objective is to leverage object segmentation to improve object detection without relying on
expensive pixel-wise ground truth segmentation masks. The segmentation information used is
instance-level and only supervised by bounding box annotation. The segmentation ground truth
binary object masks are unknown. First they are initialized from the object bounding boxes,
and then recursively refined. The estimated object masks are called pseudo ground truth masks.
The segmentation sub-network generates object masks, which are used together with the ground
truth bounding box annotations to refine pseudo masks with a graph-cut refinement. In this
approach, the generated object masks enhance the object detector with segmentation feedback.

Object segmentation

Dai et al. proposed to leverage shape information at a late stage in the network, by masking the
last convolutional feature maps with a fine, irregularly shaped segment, instead of masking the
raw image [130]. These segments given by the region proposal methods are considered as masks,
and the resulted masked-feature maps are used then for training the classifier. The quality of
convolutional features dramatically impacts the performance, therefore, computing them from
the unmasked image help to preserve information that could be useful, which might be lost when
masking the raw image.

Person re-identification and pedestrian detection

Song et al. introduced a binary mask guided contrastive attention model for the problem of
person re-identification [I3I]. They use a binary body mask to eliminate background clutter at
the pixel level. This can significantly improve the robustness of re-identification models under
a range of background conditions. The mask contains body shape information and has been
shown to be resistant to light, tissue colors and is therefore useful in identifying a person. The
binary masks are used in addition to the input image; therefore, the model can learn the shape
information from the masks and the other features directly from the image.

Pang et al. proposed a mask-guided attention network that concentrates on visible pedestrian
regions while eliminating the occluded ones by modifying full body features [I32]. The network
comprises two parts: (i) standard pedestrian detection part providing features using full body
annotations; (ii) mask-guided attention part generating a pixel-wise attention map using visible-
region information, thus emphasizing the visible body region while eliminating the occluded part
of the full body.

Co-saliency Detection

Zhang et al. introduced a mask-guided fully convolutional network (FCN) structure to initially
generate co-saliency EI detection result, which is further refined by a multi-scale label smoothing
model [I34]. The masks are added at different convolutional layers for background removal. For
each image the mask is learned from the high-level feature maps in an unsupervised manner.

3“Co-saliency indicates the common and salient visual stimulus residing in a given image group.” [133]
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The learning objective maximizes the mask variance as well as promotes sparse mask inputs.
Then, the learned masks are used to mask the convolutional feature maps of the FCN for the
extraction of salient objects. Each feature map is masked with the learned mask by element-
wise multiplication. Finally, the masked feature map is refined by optimizing a multi-scale label
smoothing model. In this work, the experiments proved that the masks encode valuable semantic
and spatial information and, therefore, the learned convolutional features are more discriminative
with such guidance.

2.5.2 Conditional networks

Neural networks can be conditioned by additional information that expresses prior knowledge
about the domain or the task. This additional information is combined in a hidden represen-
tation together with the input to define conditional distributions on functions. Incorporating
generic constraints is an effective method for exploiting available data and regularizing learning,
particularly in the presence of insufficient training data.

For example, Zhou et al. developed a network to estimate the 3D human pose from non-
calibrated 2D images [I35], and proposed to introduce geometric constraints to train their net-
work. The constraints are based on the relative size of the human bones such as: upper and
lower arms have a fixed length ratio, left and right shoulder bones share the same length, etc.

Zhao and Snoek proposed to modulate the RGB features of a video with optical flow fea-
tures in order to improve the action detection accuracy [I36]. The proposed motion condition
and motion modulation layers incorporate motion and modulate the contribution of the RGB
features. Such conditional networks require the different features (optical flow and RGB) to be
well spatially registered.

2.5.3 Siamese networks

Siamese networks are a type of artificial neural network designed as two identical twin networks
joined at their final layer by a distance layer. As the name suggests, the two networks have the
same architecture, and all weights and biases are tied together. Each of these twin networks
takes an input vector, and based on it an output vector is produced. The distance layer is
trained to predict whether two inputs are of the same category or not, by computing how similar
or dissimilar the corresponding outputs of the twin networks are. Siamese networks learn by
training on pairs of images and force the distance to be zero for images of the same category and
more than a threshold for images of different categories. This architecture is used to perform
binary classification by computing the Euclidean distances between a test sample and the train
samples of the two classes. The class with the highest similarity is decided as the predicted class.
Siamese networks are an effective way to extend the knowledge and learning capacity of neural
networks to small datasets. These networks have found their ways in a broad set of problems
such as facial identification, signature verification, etc.

Bertinetto et al. proposed a fully convolutional Siamese network [I37] to model visual tracking
of objects as a similarity learning problem. By comparing the target image patch with candidate
patches in a search region, it is possible to track the object to the location with the highest
similarity score. A notable advantage of this method is that it learns solid embedding in an offline
phase when little or no online training is required. Thus, real-time tracking can be performed
easily. Siamese networks are widely used in the context of object tracking [138] [139] [T40].

En et al. propose three-stream network (TS-net) [I41I] to exploit the advantages of the Siamese
architecture to extract features which are shared by two modalities, and the pseudo-Siamese
architecture (where only the architecture is identical, but no weight is shared) to compare patches
from different modalities.

In our context, Siamese networks can be used to compare image features with features ex-
tracted from binary masks representing shape priors of the important objects in the scene.
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2.6 Conclusion

In this thesis, we tackle the problem of monitoring chairlifts as a transport means, aiming at
accurate and reliable scene analysis, while reducing maintenance costs and decreasing system
response time. The intelligent visual surveillance involves many different disciplines, such as
image classification, object detection, pattern recognition, etc. Developments in these research
areas have raised expectations, especially in the age of deep learning which has been improving
significantly in the last few years.

However, very few works have attempted to use a deep learning-based system in chairlift
security by computer vision. Moreover, the main limitations of standard deep learning methods
in our context are: (i) they require massive sets of annotated image for training, which is not
always available in our case, (ii) it is not easy to determine which elements of the scene are used
for the prediction, and (iii) they can have low generalization properties if there is a shift between
the distributions of source and target domains.

To address these issues, we will first approach the chairlift safety problem as an object
detection task to localize the safety bar in images and classify them into open or closed. Moreover,
we will consider Faster R-CNN object detection framework because it has proved its efficiency
where many advanced works take it as groundwork and have built on it many context-dependent
improvements, especially in domain adaptation.

Due to the variations between the different chairlifts, each one could be considered indepen-
dent domain, but close to other domains. So, when we have a new chairlift, we could use models
trained on other chairlifts; however, we need domain adaptation components. Therefore, we will
study the problem from a domain adaptive point of view, in order to evaluate the ability of the
object detector trained on some chairlifts to perform well on a new unseen chairlift.

In the chairlift safety problem, we have at our disposal a knowledge of both the particular
geometry of each chairlift, and the common information shared by all chairlifts. One direction
for developing a better system is to better use the geometrical constraints at our disposal by
guiding a classifier using binary masks representing the safety bar.

In the later chapters, we investigate each of these aspects, present our empirical experiments
and proposed methods to address the problem of chairlift safety, and our contributions in the
research areas being studied.
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CHAPTER 3

PERFORMANCE AND LIMITS OF OBJECT DETECTION

IN THE CHAIRLIFT SAFETY PROBLEM

Unlike most existing solutions that address the chairlift safety problem as a global image clas-
sification task, we propose instead to focus on specific local features in the scene, such as the
features of the safety bar and the people. A straightforward approach is to apply a classical
object detector such as Faster R-CNN [3] to detect those essential elements in the scene. The
object detector is a solution to guide the network to the crucial regions of the image. Then, at
test time, we can use it as a classification model by ignoring the location of the bounding boxes.
In this chapter, we present the results provided by such a detector on our chairlifts dataset for
the detection of the safety bar (open/closed), and the detection of people (adult/child).

3.1 Introduction

In the context of MIVAO project, a low-level analysis should be performed for the videos moni-
toring the boarding station. This analysis aims to detect important elements of the scene, such
as the people and the safety bar. Different image and video analysis algorithms could be relevant
and useful when performing this kind of analysis. Since our dataset is composed of a sequence
of images, we are more concerned about image analysis. In this chapter, we have decided to
approach the problem as an object detection problem. Because when the object is small with
respect to the entire image (like the safety bar), that will result in a weak signature in the global
image representation. In that case, we think that better performance would be achieved with
object detection (even if the exact location of the object is not important) because the features
are aggregated in a more regional level of the image.

One of the most important state of the art object detection models is Faster R-CNN [3] (as
explained in Section . Although it is not the fastest or the most efficient approach today,
it remains an essential foundation for deep object detection models. Furthermore, the early
researches in domain adaptation for object detection area were based on Faster R-CNN (e.g.
[106] and [105]).

The first experiments carried out in this thesis, consist in applying Faster R-CNN on our
chairlifts dataset to evaluate object detection in the chairlift safety problem, determine if it is a
valid solution, and identify the weaknesses of this approach. The chapter is organized as follows.
In Section [3.2] we overview Faster R-CNN approach, the experimental settings and the evaluation
metrics. In Section [3.3] we present the implementation details of safety bar detection, results,
and examples. Following the same scheme in Section [3.4] we present people detection results.
We conclude and draw future directions in Section 3.5
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3.2 Faster R-CNN in the chairlift safety problem

Given that we want to detect dangerous situations concerning people boarding a chairlift, we can
formulate the problem as object detection of the important elements of the scene i.e. the people
and the safety bar. First, we will consider the safety bar detection (classes: open, closed), then
people detection (classes: adult, child). Thus, as an output of the model, we intend to have a set
of labeled bounding boxes representing each instance in the image, as illustrated in Figure
In all our experiments, we use the original python implementation of Faster R-CNN El

-
adult: L0
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Figure 3.1 — Examples of the desired output. The dotted line represents the ground truth and
the solid line represents the detection. Top: safety bar detection, Bottom: people detection.

3.2.1 Faster R-CNN model

Faster R-CNN [3] is a foundation model for deep learning-based object detection. As its name
suggests, it is faster than its ancestors R-CNN [61] and Fast R-CNN [63]. Faster R-CNN is a
unified network for object detection composed of two modules: Region proposal network (RPN)
and Fast R-CNN detector (see Figure . RPN indicates to Faster R-CNN where it should
focus its attention to detect objects. The main advantage of Faster R-CNN is that (RPN)
and Fast R-CNN detector share the first block of convolutional layers, which makes the region
proposal step at no additional cost. Below we will discuss in details the two modules, and the
shared features.

Thttps://github.com/rbgirshick/py-faster-rcnn
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Figure 3.2 — Faster R-CNN model (Figures from [3]).

Fast R-CNN

Fast R-CNN model is made up of the following steps:

1. Processes the whole image with several convolutional and max pooling layers to produce
a convolutional feature map.

2. For each object proposal (also called region of interest Rol), a Rol-pooling layer extracts a
fixed-length feature vector from the feature map. We denote u the true class label for Rol,
u € [0, K], u = 0 for background by convention, and v the true bounding box for class u .

3. Each Rol is fed into a sequence of fully connected (FC) layers that finally branch into two
sibling output layers. One produces softmax probability over K object classes in addition
to the ‘background’ class i.e. p = (po,...,px). And another layer outputs 4 real-valued
numbers for each of the K object classes t = (%, ...,t%), encode refined bounding-box
positions.

The final Fast R-CNN loss function for a Rol is a multi-task loss £, defined as:

L=Las(p,u) + Au > 1)Loe (4, v) (3.1)
Where, L, is log loss:
Ecls(pa U) = —IOg Pu (32>
and L, is Ly loss:
Lioc(t*, v) = smoothy, (t*,v) (3.3)

A is a hyper-parameter to balance the two losses (set to 1 in all experiments), the term [u > 1]
is to ignore L;,. for background Rols, because they do not have ground truth bounding box
notion.

By neglecting the time of generating region proposals, Fast R-CNN achieved near real-time
rates using very deep networks. Therefore, region proposals were the computational bottleneck
at test time. The solution came through Faster R-CNN, which employs the same convolutional
feature maps used by Fast R-CNN, for generating region proposals. According to that, the slow
Selective Search algorithm was replaced by the fast deep fully convolutional RPN module, which
takes the role of proposing regions. Then Fast R-CNN module uses the proposed regions to
detect objects, and no more need for an external method for candidate region proposals.
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Region proposal network (RPN)

RPN is a fully convolutional network predicts: (i) the position of the object ¢ by ranking region
boxes and proposing the ones most likely contain objects; and (ii) the “Objectness” score o at
each position. Taking an image of any size as input RPN outputs a bunch of rectangular box
proposals, with an objectness score for each image region as follows: a mini-network (illustrated
in Figure moves across the last feature map of the shared convolutional network in a
sliding window manner based on a set of pre-defined k reference boxes (anchors). Each anchor
is assigned a scale and aspect ratio for efficiently detecting objects with a wide range of scales
and aspect ratios. The mini-network maps each n x n spatial window of the feature map to a
lower dimension vector and fed it into two siblings 1 x 1 fully-connected layers shared across all
spatial locations, those two layers are:

e a box-regression layer (reg) recover the final bounding box coordinates of k anchors by
adding the regressed offsets to the k anchor centered at the sliding window in question;

e a box-classification layer (cls) outputs 2k scores represent the softmax probability that
estimates whether each of the k proposals contains an object.

For training RPNs, a binary class label (of being an object or not) is assigned to each
anchor. The basic idea to label the anchors using the ground truth boxes, is to label the anchors
having the highest Intersection-over-Union (IoU) overlap with ground truth boxes as foreground
(positive label), and the ones with the lowest overlaps as background (negative label). Finally,
the anchors that are neither positive nor negative do not take part in the training. The final
RPN loss function for an image is a multi-task loss, defined as:

1 1
= cls\Oiy ;,k re i»tf 4
L Ndszi:,cl,(o o)+ANregZi:£ oty th) (3.4)

Where, i is the index of an anchor in a mini-batch, o; the predicted probability of anchor 7
being an object, o} ground truth binary label of whether anchor ¢ is an object or not, ¢; predicted
four coordinates; ¢} ground truth coordinates, N5 normalization term, set to the mini-batch
size (256), Ny, normalization term, set to the number of anchor locations (2400).

Anchor conception presents a new scheme to handle multiple scales and aspect ratios. It
relies only on single scale images and feature maps. It uses sliding windows of a single size on
the feature map, avoiding adding images or filters of different scales or aspect ratios, which is
more cost-effective.

Sharing Features and architectures

Faster R-CNN employs a fully convolutional network for feature extraction. The resulting feature
maps are then used to generate region proposals. The same feature maps together with the
proposed regions are used by the object detection network.

The convolutional layers of RPN and Fast R-CNN could be trained independently or jointly.
In approximate joint training, the RPN and Fast R-CNN are considered as a unified network.
During training, RPN generates region proposals, and the Fast R-CNN detector considers them
as fixed and pre-calculated proposals (the derivative with respect to the bounding box coordinates
is discarded). Then, Fast R-CNN loss and RPN loss are backpropagated throw the shared layers:

L= ‘CFaster + )\‘CRPN (35)

Deep CNNs are an ideal choice to extract deep and expressive features for both RPN and the
object detection network in Faster R-CNN. In our experiments, we investigate two architectures:

e Zeiler and Fergus model [59] (ZF) which has 5 convolutional layers and 3 fully-connected
layers, its convolutional part has a total of 4.4 million parameters. ZF is a simple network
and fast to train.

e Simonyan and Zisserman model [60] (VGG16) which has 13 convolutional layers and 3
fully-connected layers, its convolutional part has a total of 17.1 million parameters. By
increasing the number of convolutional layers and using smaller filters, VGG was able to
achieve better performance than its ancestors.
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We only use the convolutional layers, initialized by pretraining the model on IMAGENET [142]
classification task as a standard practice. All remaining layers in Faster R-CNN are randomly
initialized.

3.2.2 Experimental settings

To study the behavior of the different architectures and compare them with the performance of
our partners in the project, we considered four different experimental settings, of which Bascol
et al. [34] proposed the first three (see Figure [3.3):

1. OOC (“Only One Chairlift”). The training and test sets are composed of images from a
single chairlift. In this setting, we consider a dedicated model for each chairlift; the dataset
is small with few variations.

2. All. The training and test sets are composed of images from all the chairlifts. Here,
we have a common model for all chairlifts. Thus, the dataset is immense, with so many
variations.

3. LOCO (“Leave One Chairlift Out”). The training set is composed of images from all the
chairlifts but one, and the test set is composed of the images of the remaining chairlift. In
this setting, we simulate the installation of a new chairlift to evaluate the performance of
a model trained with all the previous chairlifts.

4. FS (“Fifteen-Six”). The training set is composed of images from 15 chairlifts training sets,
and the test set is composed of the images of the remaining 6 chairlifts test sets. In this
setting, we study the ability of the model to generalize to new unseen chairlifts (target
domain) when it is trained on different chairlifts (source domain). This is basically the
same objective as LOCO configuration, except that we have several chairlifts in the target
domain where we can study the model’s generalizability to a variety of chairlifts at the
same time. We omitted the source domain test sets at training time so that we could also
evaluate the model on the source chairlifts using these test sets. And at the same time, we
kept a separate training subset for each target domain so that we could use these images
later in domain adaptation.
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Figure 3.3 — Experimental settings. Each small rectangle represents one chairlift, the training
set in green and the test set in red.

3.2.3 Evaluation metrics.

To validate the detection and assess the overall performance of a detection system, several metrics
are used, which we indicate below.

e Intersection over Union (IoU) is a measure to evaluate the overlap between two bounding
boxes, i.e. ground truth bounding box By and predicted bounding box B,, (see Figure|3.4)).

area(Bgi U By)

IoU =
? area(Bg: N By)

(3.6)
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In the context of object detection, to consider the predicted bounding box as correct
detection, the IoU between it and the ground truth bounding box should be higher than a
threshold Pl see Table [3.11

Table 3.1 — TP, FP, FN and TN in the context of object detection

TP(c) True Correct detection | a proposal was made for class c,
Positive | IoU > threshold | and there actually was an object of class c
FP() False Wrong detection. | a proposal was made for class c,
Positive | IoU <threshold when in fact there was no object of class ¢
FN(e) False A ground truth no proposal was made for class c,
Negative | not detected when in fact there was an object of class ¢
True no proposal was made for class c,
TN(e) Negative Does not apply and there actually was no object of class c

e The precision is the ability of a model to identify only the relevant objects. It is the
percentage of correct positive predictions among all the predictions. The precision for
class c is given by:

TP(c) TP(c)

B TP(c)+ FP(c) ~ all detections (37)

Precision(c)

TP and FP are explained in Table

e The recall is the ability of a model to find all the relevant cases (all ground truth bounding
boxes). It is the percentage of correct positive predictions among all relevant ground truths.
The recall for class c is given by:

TP(c) TP(c)

Recalllc) — _ 3.8
ecall(c) TP(c) + FN(c) all ground truths (3:8)

TP and FN are explained in Table

e F-measure (F-score) is a harmonic mean of the precision and recall. F-measure, allows
for different weights for precision and recall, but generally they are given equal weight,
resulting in F}. For class ¢, F} is given by:

Precision(c) x Recall(c)
Fi(c) =2 3.9
ic) % Precision(c) + Recall(c) (39)

e Average Precision (AP) is the mean of the precision values at each confidence threshold n,
weighted by the difference between the actual recall value and the previous one. AP for
class c is given by:

AP(c) = Z (Recall, (c) — Recall,,—1(c)) x Precision,(c) (3.10)

n

AP is the area under the curve (AUC) of the Precision x Recall curve. In some cases,
the precision is interpolated at a certain number of points e.g. 11, in this case 11-points
interpolated precision is an approximation of AUC.

Mean Average Precision (mAP) is the AP averaged across all classes. mAP is given by:
1
mAP=——— > AP(c) (3.11)

|classes|
c€classes

2Usually set to 50% or 70%.
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Figure 3.4 — The overlap and union for the ground truth bounding box (dotted) and different
predicted bounding boxes (solid) leading to different IoU values.

Non-maximum Suppression

A standard object detection pipeline generates hundreds of proposals and assigns foreground-
background scores to them. Overlapping candidate regions have similar scores because they
share most of their features. In order to have a high recall, the proposal generation method
keeps all these proposals. However, passing all these proposals through the classification sub-
network is time-consuming and increases false positives. That is why a post-processing technique
to reduce the number of proposals is needed, which brought us to the Non-maximum Suppression
(NMS) [143]. The algorithm simply sorts the proposals by their confidence scores. Then add the
proposal with the highest score to the output list. Then check its IoU with the neighborhood
proposals and remove those having an IoU higher than a threshold, because these less-confident
proposals are likely to cover the same object. This process is repeated on the remaining proposals
until all of them are processed. When we set the NMS threshold to a value close to 1, we get a
lot of overlapping detections and in most cases this increases false positives. While when we set
the NMS threshold to a value close to 0, we lose any detection overlap with another one with a
higher confidence score, which results in many false negatives.

3.3 Safety bar detection

3.3.1 Implementation details

We consider three objects for the safety bar detection task: open safety bar, closed safety bar,
and background. In Faster R-CNN detection system, ZF and VGG16 pre-trained on IMAGENET
are used as a backbone to extract features, each in a dissociated experiment. The system is
trained using back-propagation and the stochastic gradient descent algorithm in an end-to-end
manner. The maximum number of epochs is set to 10000. The learning rate is set to 0.001, the
learning rate decay to 10~°, and the momentum to 0.9. At test time, only the object of highest
confidence (softmax) score is considered (because it is impossible to have open and closed safety
bar in the same image). NMS is applied with a threshold equal to 0.9. The dataset considered in
the following experiments is the 2018 version of the chairlifts dataset represented in Section
we use the large chairlifts dataset unless otherwise specified.
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3.3.2 Results

Table[3.2]summarizes safety bar detection results in the three settings OOC, All, and LOCO with
ZF and VGG16 feature extractors. Figure [3.5] shows example detections on the test sets, with
the corresponding ground truth boxes. All the examples in this figure are correct detections i.e.
ToU >0.5, however, we notice that the softmax scores of the class ‘open’ are very low in multiple
cases, indicating that the model is not confident about the existence of these objects even if the
predicted class is correct. If we set a confidence threshold (e.g. 0.5), we will undoubtedly have
many false negatives in this class. Figure [3.6] shows examples of false detections i.e. IoU <0.5;
here, we notice that the sizes of the boxes are arbitrary, indicating a box regression problem.
We also notice the problem of the softmax score being low for ‘open’ objects, even if the class is
correct.

Table 3.2 — Open/closed safety bar detection results in the three settings OOC, All, and LOCO
using Faster R-CNN model trained on the large chairlifts dataset, with ZF and VGG16 backbones
pretrained on IMAGENET. All the presented results are averaged over five folds.

setting | Backbone | class | precision recall F1 AP | mAP
closed 0.96 0.97 0.97 0.96
000 ZE I open [ 007 006 006 004 *P
VGG16 closed 0.99 0.99 0.99 0.99 0.99
open 1.00 1.00 1.00 1.00 '
closed 0.99 0.98 0.99 0.98
All a open 1.00 0.99 1.00 0.99 0.98
closed 0.99 0.99 0.99 0.99
VGGG open 1.00 1.00 1.00 1.00 0-99
closed 0.71 0.77 0.72 0.68
LOCO a open 0.63 0.62 0.62 0.50 0.59
VGG16 closed 0.91 0.86 0.87 0.85 0.84
open 0.89 0.87 0.88 0.84 '

Tables - in Annex [A] show detailed results for each chairlift independently in the
three settings.

OOC. In this setting, the dataset is small and with too few variations. Faster R-CNN produces
0.95 mAP in OOC setting using the ZF feature extractor, which implies that when trained on
images belong to a chairlift the detector is able to detect with high precision and recall most of
the objects in images from the same chairlift. The mAP achieved by Faster R-CNN when the
very deep VGG16 model is used as a feature extractor increased to 0.99 (0.04 better than ZF
feature extractor).

All. As expected the best results have been achieved in this setting, because of the huge size
of the dataset on one hand, and all the domains are well-represented on the other hand with
considerable variations. The mAP achieved by Faster R-CNN when VGG16 is used as a feature
extractor slightly increased to 0.99 (0.01 better than ZF feature extractor).

LOCO. In LOCO experiment with ZF backbone, the performance of both classes decreased
for all the measures, mAP for the different chairlifts has a wide range between 0.15 and 0.9,
which is expected because in this setting, the images used in the test belongs to a chairlift
completely unseen before. If the safety bar of this chairlift is similar to other safety bars well
represented in the dataset, there is a good chance to have good results. Where if it is completely
different, or similar to a safety bar which is not well represented in the dataset, that will harm
the performance. These results underline the need to have training examples for all the chairlifts
to achieve good results. Using VGG16 backbone in LOCO experiments reduce the harm in
performance, with mAP equal to 0.84 (0.25 better than ZF backbone). The detector easily
profited from the deeper and more expressive features of VGG16.
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FS. The objective of this experiment is to train the model on 15 chairlifts and then study
its ability to generalize on 6 randomly-selected chairlifts unseen before (Cy, Cy, Cso, Cg, Cg and
C12). In this experiment, we use the tiny chairlifts dataset presented in Section with only
300 training images, because the objective is to test the model generalizability when only a few
training data is available.

Table 3.3 — Accuracy of Faster R-CNN and the baseline classifier with VGG16 backbone averaged
over all target chairlifts in the tiny chairlifts dataset using the configuration FS.

Approach classification accuracy
Image classification 85.71
Object detection 87.12

From this empirical study, we have found that object location information can improve
image classification performance. The baseline classifier (trained using image-level annotations)
gave an accuracy of 85.71%, while the object detector (trained and tested using instance-level
annotations) achieved an accuracy of 87.12% Which means that the features extracted only from
the regions that are most likely to contain the object, are better than features extracted from
the entire image. Also, it is worth mentioning that the training bounding box annotations have
been automatically obtained, as described in Chapter |1} Section [1.2.2

3.4 People detection

3.4.1 Implementation details

For the task of people detection, we consider three objects in total : adult, child, and background.
ZF and VGG16 pre-trained on IMAGENET are used as backbones to extract features, each in a
different experiment. The network is trained using back-propagation and the stochastic gradient
descent algorithm in an end-to-end manner. The maximum number of epochs is set to 10000.
The learning rate is set to 0.001, the learning rate decay to 10~° and the momentum to 0.9.
At test time, all objects with confidence (softmax) score higher than 0.5 are considered. NMS
is applied with a threshold equal to 0.3. All the presented results are averaged over five folds.
The dataset considered in the following experiments is 2019 version of the chairlifts dataset
represented in Section [1.2.3

3.4.2 Results

Table [3.4] summarizes people detection results in the three settings OOC, All, and LOCO with
ZF and VGGI16 feature extractors. Figure [3.7 shows example detections on test sets, with the
corresponding ground truth boxes. Figure show examples of false positives where an objecte
is detected where there was no object, or the object is misclassified.

Tables [A7] - in Annex [A] show detailed results for each chairlift independently in the
three settings.

As a consequence of the fact that children represent a small part of the totality of objects in
the dataset (there are 12 times as many adults as children), it is difficult to interpret the global
mAP value. To verify how the system performs if we ignore the distinction between adults and
children, we conducted a simple experiment on the models trained on adult-child detection task
in the three settings: at test time, we consider any object detected as ‘adult’ or ‘child’ belongs to
a unified class and we call it ‘person’, and we consider true positive any detection with IoU > 0.5
whatever the predicted class (‘adult’ or ‘child’), and in the same manner a wrong detection is any
proposal has IoU <0.5 with all the ground-truth boxes, also without taking into consideration
the class name. Results represented in Table 3.5]

OOC. Faster R-CNN produces 0.76 mAP in OOC setting using both feature extractors ZF
and VGG16, 0.54 for ‘child’ class, and 0.98 for ‘adult’ class. This means that the detector is able
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Table 3.4 — Adult/child detection results in the three settings OOC, All and LOCO, using Faster
R-CNN model with ZF and VGG16 backbones pretrained on IMAGENET.

setting | Backbone | class | precision recall F1 AP | mAP
child 0.87 0.57 0.66 0.54
00C a adult 0.95 098 096 0.98 0.76
VGG16 child 0.91 0.55 0.67 0.54 0.76
adult 0.95 0.98 0.97 097 '
child 0.90 0.36 0.50 0.34
All 2 adult 0.90 098 094 097 0-66
child 0.91 0.56 0.69 0.54
VGGIG adult 0.93 0.99 096 0.98 076
child 0.83 0.31 042 0.29
LOCO 2 adult 0.90 0.95 091 0.93 0-61
VGC16 child 0.91 0.45 0.58 043 0.70
adult 0.92 0.98 0.95 0.97 '

Table 3.5 — Person detection results in the three settings OOC, All and LOCO, using Faster
R-CNN model with ZF and VGG16 backbones pretrained on IMAGENET.

setting | Backbone | precision recall F1 AP
7F 0.95 0.99 0.96 0.99

00C VGG16 0.96 0.99 0.98 0.99
All 7F 0.93 0.98 095 0.97
VGG16 0.95 0.99 097 0.99

7F 0.92 0.94 093 0.94

LOCO VGG16 0.94 0.98 0.96 0.98

to detect with high precision and recall the ‘adult’ objects even if the dataset is small. However,
many ‘child’ objects are left behind without being detected or detected as ‘adult’, which led to
a low recall, which in turn led to poor AP. However, the precision for ‘child’ class is better than
the recall because most of the objects detected as ‘child’ actually belong to the ‘child’ category
while few of them actually belong to the ‘adult’ category, that is why ‘adult’ precision is slightly
lower than its recall. The mAP was not noticeably increased when the very deep VGG16 model
used as a feature extractor. Looking at the performance of the detector in ‘person’ detection, we
notice that it is very good in terms of AP using ZF or VGG16 backbone. This implies that the
proposals are good but not the classification. However, the detection of children is important to
ensure their safety, so this is a weakness that needs to be addressed.

All. Contrary to safety bar detection, no better result was obtained in this setting, because
people objects are not chairlift-dependent, so the enormous size of the dataset did not add
extra variation or make the objects more well-represented. Instead Faster R-CNN with ZF
backbone has lower performance than OOC setting. The mAP achieved by Faster R-CNN when
VGG16 used as feature extractor increased to 0.76 (0.1 better than ZF feature extractor). In
this experiment in general it is worthy to use deeper network as backbone, but it is not better
than using any backbone in OOC setting. But given the results of detecting ‘person’, VGG16
is better than ZF (40.2 of AP), and both are significantly better in this task than the task of
‘adult’/‘child’ detection.

LOCO. In LOCO experiment with ZF backbone, the performance of ‘child’ classes decreased
for all the measures, mAP for the different chairlifts has a range between 0 and 0.51. Using
VGG16 backbone in LOCO experiments reduces harm in performance, with mAP equal to 0.7
(0.09 better than ZF backbone). The detector profited from the deeper and more expressive
features of VGG16. For ‘adult’ class the performance is equivalent to the other settings where
test images belong to a chairlift used for training too, because as mentioned before people objects
are not dependent on the chairlift. Considering the detection results of ‘person’, VGG16 is better
than ZF (4+0.4 of AP), and both are significantly better than ‘adult’/‘child’ detection.
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3.5 Conclusion

From the experiments conducted in this chapter, we conclude the following: there is a strong
need for a solution to improve the generalization across chairlifts, we will address this problem
by domain adaptation in Chapter [3] and by a generalization boosting method in Chapter [6]

Learning how to correctly locate the object in the image is very promising to improve the
accuracy of classification. However, this requires costly instance-level bounding box annotations,
S0 it is necessary to find a way to help in the training of the network when few labeled data
is available, as we will see later in Chapter [5| we propose to solve this issue by inserting shape
priors.

Person detection results indicate that a chairlift-dependent model is preferable for distin-
guishing children from adults. This is probably due to the fact that the use of a chairlift-specific
model allows that model to learn specific features indicating the presence of children. One can
think of vehicle elements that are only visible when the passenger is a child. These elements
are not the same if the geometry of the chairlift is changed, and therefore they are not correctly
learned in the setting All. LOCO results support this interpretation: children are identified
according to the geometry of the chairlift and an unknown geometry leads to lower performance.

One perspective is to evaluate the detection of people and safety bars in a unified framework
(which was not possible because we did not have annotated version of the dataset with all
classes).
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Figure 3.5 — Selected examples of open/closed safety bar object detection results using Faster
R-CNN on the 2018 chairlifts dataset. The dotted line represents the ground truth and the
solid line represents the detection. Under each image, we provide IoU between the ground truth
bounding box and the predicted one, and the softmax score € [0,1]. All examples in this figure
are correct detections. Chairlifts by line are, respectively, C, Cs, C19 and Cay.
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ToU = 0.48, score= 0.20 ToU = 0.48, score=0.99

IoU = 0.49, score=0.01

ToU = 0.47, score=0.02 ToU = 0.48, score= 0.02

e

ToU = 0.46, score=0.01 ToU = 0.45, score= 0.81 ToU - 0.21, score:VI.OO

Figure 3.6 — Selected examples of open/closed safety bar object detection results using Faster
R-CNN on 2018 chairlifts dataset. The dotted line represents the ground truth and the solid line
represents the detection. Under each image we provide IoU between the ground truth bounding
box and the predicted one, and the softmax score € [0,1]. All examples in this figure are false
detections. Chairlifts by line are, respectively, C, Cs, C19 and Coy.
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| e e i |
adult (1), child (1) adult (1), adult (1), adult (1)

adult (0.99),adult (1)

adult (1), adult (1) adult (0.99), adult (1) adult (0.98), child (0.98),
adult (1) adult (1)

adult (1), adult (1),
adult (1) adult (1), adult (1)

adult (1), adult (1) adult (1), adult (1), adult (1),
adult (0.99), adult (1)

Figure 3.7 — Selected examples of adult/child object detection results using Faster R-CNN on
2019 chairlifts dataset. The dotted line represents the ground truth and the solid line represents
the detection, the number in the top left corner of each box (also in parenthesis under each
image) represents the softmax score € [0,1], next to the detected class name.

54



CHAPTER 3. PERFORMANCE AND LIMITS OF OBJECT DETECTION IN THE
CHAIRLIFT SAFETY PROBLEM

ground truth object: ‘adult’ ground truth object: ‘child’
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misclassified misclassified misclassified
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IoU=0.37, score=1.0 ToU=0.90, score= 0.98 ToU=0.83, score= 1.0
ToU <0.5 misclassified misclassified
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IoU <0.5 misclassified misclassified

IoU=0.82, score=1.0 1oU=0.90, score= 1.0 ToU=0.80, score= 1.0
misclassified misclassified misclassified

Figure 3.8 — Selected examples of adult/child object detection results using Faster R-CNN on
2019 chairlifts dataset. The dotted line represents the ground truth and the solid line represents
the detection. All examples in this figure are false detections. Under each image we provide
the softmax score € [0,1], and the highest IoU between a ground truth bounding box and the
predicted one.
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CHAPTER 4

DOMAIN ADAPTIVE OBJECT DETECTION

The experiments in Chapter [3| have demonstrated a vulnerability of Faster R-CNN when there
is a domain shift between the training and test data. The models learned on some chairlifts
tend not to generalize well to new unseen chairlifts. In this chapter, we present a new viewpoint
about the domain shift problem in object detection. Furthermore, we propose to adapt the
Region Proposal Network (RPN) and integrate this new adaptation module in Faster R-CNN.
Appropriately, we run experiments in two different application contexts: autonomous driving and
chairlift safety problem. This work is presented in a paper [37] in the International Conference
on Advanced Concepts for Intelligent Vision Systems, 2020.

4.1 Introduction

As previously stated in Chaper [I] Section [I.I}, MIVAO project aims to develop a computer vision
system that acquires images from the boarding station of chairlifts, analyzes the important el-
ements e.g. people, chairlift carrier, safety bar, etc. and triggers an alarm in case of dangerous
situations. In Chapter [3] we proposed to identify dangerous situations in chairlifts by detecting
the important elements in the scene i.e. people and safety bar, using an object detection frame-
work based on deep learning. We have experimentally shown that this approach can provide
better generalization on new unseen chairlifts than classical classification methods at the cost of
having instance-level box annotations. To go a step further, in this chapter, we investigate the
use of domain adaptation components to provide even better results in new unseen chairlifts.

As discussed in Chapter [2] the research field of domain adaptation is very active in the com-
puter vision community because standard deep learning methods require large training datasets
with instance-level annotations. However, few annotations are available for most real-world ap-
plications due to the lack of image sources, copyright issues, or annotation costs. For example
in our chairlift safety problem, we have a large dataset provided by BLUECIME we managed
to annotate it automatically with safety bar bounding boxes, and through crowdsourcing with
people bounding boxes. However, it is so expensive to annotate new images every time a new
chairlift enters the system.

To overcome this problem, a current trend consists in training the network on a large anno-
tated dataset (source domain) i.e. the chairlifts annotated dataset in our case; while adapting
the network features to the tested dataset (target domain) i.e. non-annotated images from new
chairlifts. This approach is called domain adaptation [99] [I0I]. Domain adaptation is needed
when there is a distribution discrepancy between the source domain on which the model has
been trained and the target domain for which few or no annotations are provided. In this chap-
ter, we address this domain adaptation problem in the context of object detection in the case
where no annotations are available in the target domain, which is called unsupervised domain
adaptation (see Chapter [2| for more details). In this context, the case of autonomous driving
has been extensively addressed, and a variety of datasets exists covering different urban scenes
situations, illumination, and weather conditions [144] [145]. Therefore, we consider this scenario
since our contribution is not limited to the chairlift safety problem.
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Figure 4.1 — Ilustration of global, local and RPN adaptation (see text for details).

Traditionally, domain adaptation methods in the literature have been applied to image clas-
sification tasks, and there is relatively little work dealing with domain adaptation related to
object detection, most notably in the unsupervised setting. Existing approaches added adver-
sarial training components in the classical Faster R-CNN detector, at both global and instance
levels but without adapting the Region Proposal Network (RPN), leading to a residual domain
shift. A global adaptation is illustrated in (bottom left of Figure , which may not match
source and target object features. Since the RPN is trained on the source domain, the proposals
from the target images may be wrongly detected, and the local features used for the adaptation
may be outside the target object features set (bottom center in Figure . In this chapter, we
propose to adapt the RPN in order to ensure that the features extracted from the target images
to overlap with the source object features. A local adaptation through adversarial learning will

thus better align source and domain features (bottom right in Figure [4.1)).

4.2 Related work

Object detection. The first approaches proposed in the context of object detection using
CNN were based on the region pooling principle [146, 6I]. In R-CNN [61I], candidate regions
detected by the selective search were represented by a subset of pooled features and evaluated
by an instance classifier. This two-stage principle was further refined in Faster R-CNN [3] with a
common CNN backbone to extract the whole image features and two different sub-pipelines: the
first one called Region Proposal Network (RPN) to generate proposals of regions which are likely
to contain objects, and the second one which is basically a classification and regression network
aimed at refining the location and size of the object and finding its class. Besides these two-
stage approaches, one-stage approaches directly predict box location, size and class in a single
pipeline either by using anchor boxes with different aspect ratios [68] or by solving a regression
problem on the feature grid [67]. Interested readers may refer to Section for more details.
Since Faster R-CNN [3] provides very accurate results and has been largely studied, especially
for domain adaptive object detection [I07, 108, 109, 11T, we propose to consider this network

as a baseline in our approach.
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Domain adaptation. Unsupervised domain adaptation is needed when we want to learn a
predictor in a target domain without any annotated training samples in this domain [99] [TOT].
Obviously, annotations are available in a source domain, which is supposed to be close to the
target one. For example, in the chairlift safety problem, we train models using the annotated
images from chairlifts, which we call the source domain. On the other hand, when we acquire
non-annotated images from a new chairlift, referred to as the target domain, we cannot use
the previously trained models directly on the target domain, because although it is close to the
source domain, there is a domain shift in the shape of the vehicle, the number of seats, the
viewpoint, etc.

Two main types of methods have been proposed in this context. The first one is to try to
match the feature distribution in the source and target domains either by finding a transformation
between the domains [I47] or by directly adapting the features [I48]. One noticeable example
is the Gradient Reversal Layer (GRL) approach proposed by Ganin et al. [I00] that attempts
to match source and target feature distributions. They propose to jointly optimize the class
predictor and the source-target domain disparity by back-propagation. The second type of
methods relies on Generative Adversarial Networks (GANs) [97]. The principle is to generate
annotated synthetic target images from the source images and to learn (or fine-tune) the network
on these synthetic target data [105]. For more information, refer to Section

Domain adaptation for object detection. Few works consider domain adaptation for
object detection, particularly in the unsupervised setting. [104] proposes class-specific subspace
alignment to adapt R-CNN [61], and [106] uses adversarial training inspired by [I00] to adjust
features at two different levels of Faster R-CNN architecture. The adaptation at image-level
intends to eliminate the domain distribution discrepancy at the output of the backbone net-
work, while the instance-level adaptation concerns the features which are pooled from a Region
of Interest (Rol) before the final category classifiers. Following the same adversarial training
approach, Saito et al. [I08] argue that a global matching may adversely affect the performance
for large domain shifts. They thus propose to combine a strong alignment of local features and
a weak alignment of global ones. Shan et al. [I09] propose to minimize domain shift at both the
pixel and feature level. In this approach, the features could be invariant in the domain, but the
proposals are not adapted, resulting in limited localization capability. Hsu et al. [I11] propose
to break down the adaptation into two steps that both solve an easier problem with a smaller
domain gap. First, the source images are transformed to match the appearance of the target
using CycleGAN image-to-image translation network. Next, adversarial learning is employed to
align the resulting synthetic images with the target domain at the feature level.

To the best of our knowledge, none of the previous works considers the adaptation of the
region proposal sub-network of Faster R-CNN. They are then sensitive to any shift in the distri-
bution of object bounding boxes between source and target domains. More details can be found
in Section 2.4.2]

In this work, we propose to incorporate two adversarial domain adaptation modules in Faster
R-CNN: the first one at RPN-level to address the source-target domain shift of features of the
region proposal module, and the second one at instance-level to adapt the Rol-pooled features
used in the final classification module.

4.3 Region Proposal Oriented approach

In order to explain our adaptation scheme, we have to review in detail the workflow of Faster
R-CNN [63], depicted in Figure Then, we present our approach to adapt this detector
between different domains.

4.3.1 Faster R-CNN

Faster R-CNN is basically composed of two convolutional blocks called C; and Cs, providing
two feature maps F; and Fy, respectively (see Figure . Based on Fj, the RPN predicts a set
of box positions used to crop the feature map F; using the Rol pooling layer (called RP layer,
hereafter). It is worth mentioning that the gradient can not be back-propagated through the
RP layer towards the RPN because this step is not differentiable. The authors of Faster R-CNN
resort to an alternating training to cope with this problem [63]. It is crucial to understand this
point when one wants to apply domain adaptation to Faster R-CNN. It means that we can not
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Figure 4.2 — Faster R-CNN Workflow.

just plug a domain adaptation module after the last layers of Faster R-CNN (namely Fj;) and
adapt in one shot the classification layers and the convolution blocks C; and Cs.

Back to the workflow of Faster R-CNN, the outputs Fi;, ¢ = 1,..., N}, of the RP layer are
cropped and resized parts of the feature map F; . IV, is the number of proposals returned by
the RPN. The feature maps Fj; are then sent to the shared fully connected layers F'C3 whose
outputs F3; are used to make the final decision of class and location.

From this workflow, we note that the classification and regression layers take as inputs either
F5 or F3;, which are the key feature maps of the detector. In the next section, we present how
these feature maps can be adapted between the two domains.

4.3.2 Adapting Faster R-CNN

Let us consider a source domain S with Ng images {If}, t = 1,..., Ns, each containing nf
objects, located at the positions lfj and associated with the classes cf}, j=1, ,nf Likewise,
we denote T a target domain constituted of N7 target images {I] },i = 1, ..., N7, each containing
nZT objects, located at the positions lg and associated with the classes cz;-, ji=1,.., nZT

If the two domains are different (cameras, viewpoints, weather conditions,...), there is a
domain shift between the joint distributions P(1%,1°,¢5) and P(I7,17,c7). In this case, we
can not train the detector on the source data and obtain good results on the target data,
without adaptation. The aim of domain adaptation is to decrease this distribution discrepancy
so that P(I°,15,¢5) =~ P(I”,17,cT). In the context of unsupervised domain adaptation, the
labels (locations and classes) of the target data are not available and this is not an easy task to
decrease the joint distribution discrepancy. By applying the Bayes’ rule on the joint distribution,

we obtain, for the source domain:
P(I°,1°,¢%) = P(I°,c°|IS)P(I°) (4.1)

Most of domain adaptation approaches assume a covariate shift, which means that the shift
between the source and target joint distributions is caused by the marginal distributions P([),
while the conditional distributions P(I,¢|I) are constant across domains, i.e. P(I5,c5|IS) =
P(I7,cT|IT). Under this assumption, in order to decrease the joint distribution discrepancy,
we have just to decrease the marginal distribution shift, so that P(IS) ~ P(I”). In order to
change the marginal distributions of the images, the classical approaches apply a transform T
on the image features, so that P(T(IS)) ~ P(T(I”)). Usually, the transform T is a part of a
convolution neural network.

In this approach, we propose to consider and adapt different feature maps extracted from
the images. By looking at Figure [£.2] we note that two feature maps are used as input for
classification and regression layers, namely the feature map F5 and the feature vectors Fj3;. So,
in order to adapt the detector to the source domain, we have to adapt the marginal distributions
of Fy and Fj;, so that P(Fy) ~ P(Fy ) and P(Fs) ~ P(Fj,).

In order to enforce these distributions to be closer, we propose to resort to an adversarial
domain adaptation approach [I00] called gradient reversal layer (GRL). Note that any other
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Figure 4.3 — Our domain adaptation for Faster R-CNN. See text for details.

adversarial domain adaptation algorithms could have been used, we just use this one for a fair
comparison with [I06]. When plugged on a feature map Fj, the idea of GRL is to minimize the
discrepancy between the feature distributions over the source and target domains P(F,f ) and
P(F]) [100]. If the GRL is able to perfectly overlap these two distributions, we can conclude
that the features extracted at this point of the network (F}) are domain invariant and so can be
used either on the source or target domain with equivalent accuracies.

From the previous analysis, it is obvious that two GRL modules should be inserted in the de-
tector: one after the feature map F5 and one after the feature vector F3;. It is worth mentioning
that, when we plug a GRL module to a feature map, we back-propagate the (reverse-)gradient
until the first layer of the convolutional block C;. Thus, the main advantage of our approach is
that the reversal gradients are back-propagated through all the layers of the detector. Conse-
quently, the backbone, the RPN and the local features are all adapted (see Figure .

Formally, at training time, the total loss corresponding to a given training image I, € ISUI”T
from domain dj, € {S, T} is given by:

NP
L=Lpgy— AZLH (Fcza(ng’j(fk)), dk) - AZLH (FCs4(F3i(I)), di) (4.2)

where L, denotes the original Faster R-CNN loss activated only if I, € T S Ly denotes the
cross-entropy loss, A denotes the trade-off parameter to balance Faster R-CNN loss and domain
adaptation losses, F'Cy, and F'C3, denote the fully connected predictors for domain adaptation,
Fy7 (Ii,) denotes the feature vector at location (7,j) of feature map F for image I, and F3;(Iy)
denotes the feature vector corresponding to the proposal region i of image Ij.

We note that the recent domain adaptive detection approaches [I06], [T08] have not tried to
adapt the RPN layer, and we think that this is a strong weakness of these approaches. Indeed,
as mentioned in [106] (called DA-Faster hereafter), the image-level adaptation is enforcing the
target and source feature distributions F} to be closer but it is very hard to perfectly align them.
This is one of the reasons why DA-Faster approach also applies instance-level adaptation. But,
it is clear in Figure [£.2] that if the features F are not well adapted between the domains, the
output of the RPN will also be different between the domains and consequently, the locations
where the boxes F}; are cropped from F will be domain-dependent. Therefore, the instance-level
adaptation on F3; features will not help to adapt the object detector between domains, since it
will work on local features which are not equivalent between the domains (see Figure .

4.4 Experiments

The purpose of our domain adaption solution was to improve the detection accuracy of the
safety bar in a new chairlift with a model trained on another one. So we propose to test our
algorithm on the chairlift safety problem. However, in order to be able to compare with existing
approaches on referenced benchmarks, we also propose to first apply our solution to another
interesting problem: autonomous driving.
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4.4.1 Experimental setup

In these experiments, we train on a source dataset and test on a target dataset from a different
domain. During training, likewise the other domain adaptive approaches, we also use images
from the target domain, but without any label, while the source dataset images are provided
with their bounding boxes instance annotations.

The baseline is Faster R-CNN model trained only on the source dataset. As mentioned earlier,
our solution is inspired by DA-Faster [106] but our contribution is in the analysis of the domain
shift in Faster R-CNN, conducting to the solution that the domain adaptation module (GRL)
should be plugged at RPN-level. Consequently, the aim of these experiments is to compare
DA-Faster with our approach in order to check the validity of our contribution in practice.
Thus, for all the experiments, we compare our approach with DA-Faster [I06]. As mentioned
in [108], the results provided by the authors of DA-Faster are unstable and Saito et al. proposed
to re-implement their own code for DA-Faster, conducting to lower results than the original
paper [106]. So like [I08], we report the results of DA-Faster with the implementation provided
by [149] with the same hyper-parameters as our solution (results denoted DA-Faster hereafter),
as well as the results provided by the original paper [106] (denoted DA-Faster*), when available
on the considered dataset.

To evaluate object detection, we report the mean Average Precision (mAP) with intersection
over union (IoU) threshold at 0.5 (denoted AP50), the mAP with IoU threshold of 0.75 (AP75)
and the mAP averaged over multiple IoU from 0.5 to 0.95 with a step size of 0.05 (APcoco). The
network is trained in an end-to-end manner using back-propagation and the stochastic gradient
descent (SGD) algorithm. As a standard practice, Faster R-CNN backbone is initialized with pre-
trained weights on IMAGENET classification. We use a learning rate of 0.001 for 50k iterations,
and 0.0001 for the next 20k iterations. Each iteration has two mini-batches, one from the source
domain and the other from the target domain. The trade-off parameter \ to balance Faster
R-CNN loss and domain adaptation loss is set to 0.1 as in [I06]. We use momentum of 0.9 and
a weight decay of 0.0005.

4.4.2 Autonomous driving

In this context, we evaluate the domain adaptive detectors for two domain shifts: weather con-
ditions (foggy and not foggy) and acquisition conditions (different cameras, different viewpoints,
and different scenes).

Figure 4.4 — One image from each dataset: the Cityscapes dataset (top left), its foggy version
(top right) and KITTI dataset (bottom).

Cityscapes — Foggy Cityscapes. In the first experiment, we use Cityscapes dataset
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[144] as a source domain. It is an urban scene dataset with 2975 training images and 500
validation images. The 1525 unlabeled test images are not considered. For training the network,
we are using the 2975 training images and do not consider the validation images. There are
8 categories with instance annotations in this dataset, namely person, rider, car, truck, bus,
train, motorcycle and bicycle. The target domain is Foggy Cityscapes [I50] dataset generated
by applying fog synthesis on Cityscapes dataset to simulate fog on real scenes (see Figure [4.4).
Thus, the number of images and labels are exactly the same as for Cityscapes dataset. For
testing the detection, we are using the 500 validation images from Foggy Cityscapes. The results
are summarized in Table [{.1] First, we can note that, without domain adaptation, the results
of Faster R-CNN are very bad, underlying the strong need for adapting the network in case of
weather condition variations. Thus, DA-Faster improves the results over Faster R-CNN, but
we note that our approach clearly outperforms DA-Faster on this dataset, showing that RPN
adaptation helps in adapting the detector in case of weather condition variations.

Table 4.1 — Detection results on Foggy Cityscapes (trained on Cityscapes dataset). The AP50
is reported for each class as well as the average APcoco, AP50 and AP75 over all classes.

Q@ (%]
Method S § & F s F £ & |arcoco| AP0 | aPT5
Qq,) 5 kY < N &5
Faster RCNN | 188905 242 170 080 062 072 050 | 0620 | 13.35 | 05.02
DA Faster R-CNN 27.3 357 441 203 352 8.9 16.2 23.6 12.28 26.41 10.02
DA Faster RCNN¥ | 5.0 310 405 921 353 202 200 271 | - | 2760 | -
Ours 27.8 35.8 45.1 23.5 42.1 26.1 18.0 27.6 13.70 | 30.47 | 11.04

Cityscapes — KITTI. In this experiment Cityscapes is the source domain, and KITTI
[145] is the target domain (see Figure [£.4). KITTI is a benchmark for autonomous driving,
which consists of 7481 training images. Since the test set is not annotated, we use all the
training images at test time to evaluate the performance. Only one category (car) is annotated
in KITTI, so we consider this single class for evaluation. The results are summarized in Table
[42] Once again, we note that the domain adaptation helps improving Faster R-CNN results.
We see also that our approach outperforms DA-Faster for all the criteria when using the same
hyperparameters. The results provided in [I06] are better than ours for AP50, but note that the
implementation and hyper parameters are different from our tests. The comparison is therefore
not fair.

Table 4.2 — Detection results on KITTTI training set (trained in Cityscapes dataset) for one class
(Car) detection.

Method APcoco | AP50 | AP75
Faster R-CNN 26.73 58.60 21.54
DA Faster R-CNN 27.51 60.38 22.67

DA Faster R-CNN* - 64.10 -
Ours 28.39 61.32 | 23.59

4.4.3 Chairlift safety problem

In this experiment, we tackle the chairlift safety problem as an object detection task trying
to detect the safety bar in the image, considering that it has to be closed when the chairlift
leaves the boarding station. Across the ski resorts, the viewpoint, the background, the carrier
geometry, and the camera may be different; and domain adaptive detectors are required to install
the system for new chairlifts without a fastidious and time-consuming step of manual annotation.
To simulate that we conducted the experiments in the following two settings.

Chairlift vs. chairlift

Chairlifts dataset. For this experiment, we consider one chairlift as the source domain and
another one as the target domain (see Figures 4.5b)). As it is too cumbersome to make all
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the combinations between all the chairlifts, we have randomly selected two different chairlifts (Cy
and Cg), called hereafter chairliftl and chairlift2, and we took the corresponding training and
test images from the large chairlifts dataset. Example images are provided in Figure[£.6] We can
note that the main differences between the two chairlifts are in the viewpoints which are slightly
different and in the presence of a cluttered background in the chairlift2. The images are centered
on the chairlift and manually labeled with image-level annotations. Instance annotations has
been created automatically as described in Section [1.2.2] with two categories: open safety bar
and closed safety bar.

(a) chairliftl — chairlift2 (b) chairlift2 — chairlift1 (c) FS

Figure 4.5 — Chairlift vs. chairlift, and FS settings. Green: source labeled training data, blue:
target unlabeled training data, and red: target test data.

Figure 4.6 — Example images from chairliftl (top) and chairlift2 (bottom). The box annotations
(open:red or blue, and closed:green) are provided for illustration.

Evaluation. The results are provided in Table By training the baseline Faster R-
CNN using images from one chairlift and test it on images from another chairlift, the results
were surprisingly very good in terms of AP50. This can be explained by the important size
of the ground truth bounding boxes that have a high chance to well overlap random bounding
boxes with similar dimensions. Obviously, when looking at the more demanding criteria such as
APcoco or APT5, the need for domain adaptation is evident for precise object detection. The
results show that the two domain adaptive detectors (DA-Faster and ours) are equivalent for the
adaptation from chairlift1 to chairlift2, but they also show that our adaptation is much better
than DA-Faster for the adaptation from chairlift2 to chairliftl. It is difficult to explain why
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DA-Faster is less accurate in one direction (chairlift2 — chairlift1) than in the other direction
(chairlift] — chairlift2). One assumption could be that in DA-Faster, the RPN is better trained
on chairlift]l since in this case the background is less cluttered. Thus, when applying it on
chairlift2, the adaptation process tends to promote features from the foreground and both the
proposal and the classification are good. On the contrary, if the RPN is trained on chairlift2,
it will rely on cluttered features that are removed with the global adaptation and thus, for DA-
Faster, the proposals will be bad on chairlift1, leading to an important residual domain shift in
the results. On the contrary, in our method, since the RPN is directly adapted, the residual
shift is lower (see Figure [£.1)).

Table 4.3 — Detection results on the chairlifts dataset. First, adaptation from chairliftl to
chairlift2, and second adaptation from chairlift2 to chairlift1.

Method chairliftl — chairlift2 chairlift2 — chairlift1
APcoco | AP50 | AP75 | APcoco | AP50 | AP75
Faster R-CNN 30.34 99.49 0.30 36.56 98.98 9.86
DA Faster R-CNN 50.51 99.50 | 33.4 42.56 98.99 11.1
Ours 50.93 | 99.99 | 30.7 48.83 | 99.00 | 45.6

Fifteen-Six (FS)

This setting is intended to evaluate the ability of our method to detect dangerous situations
in the practical context of the MIVAO project. We use the tiny chairlifts dataset presented in
Section in the FS configuration presented in Section and we evaluate the results in
term of accuracy to be able to compare the score with a baseline classifier.

The training set is composed of images from 15 chairlifts training sets (source domain), and
the test set is composed of the images of the remaining 6 chairlifts test sets (target domain).
Note that there is only 300 labeled training images in the source domain and 180 unlabeled
training images in the target domain (see Figure .

In Chapter [3] we trained Faster R-CNN on the source training images and compared its
performance to an image classifier with the same backbone when they are tested on the target
test set. Here, we compare with the domain adaptation approaches trained with unlabeled images
from the target domain in addition to labeled images from the source domain. In Table [£.4] we
recall the classification accuracy of Faster R-CNN and baseline classifier, and we compare them
to the adaptation methods. Our adaptation method enhanced Faster R-CNN accuracy from
87.12% to 90.20%. While DA-Faster accuracy dropped to 83.39%. Which confirmes that the
RPN adaptation is crucial to adapt the detector in case of a domain shift between chairlifts.

Table 4.4 — Classification accuracy of Faster R-CNN, the baseline classifier, DA Faster and our
adaptation method, with VGG16 backbone averaged over all the target chairlifts in the tiny
chairlifts dataset using the configuration FS.

Approach classification accuracy
Image classification 85.71
Faster R-CNN 87.12
DA Faster 83.39
Ours 90.20

4.5 Conclusion

In this chapter, we have presented our approach to solve the problem of domain adaptation
for object detection. After an analysis of the complete workflow of the classical Faster R-CNN
detector, we have proposed to adapt the features pulled from this network at two different
levels: one adaptation at a global level in the Region Proposal Network and one adaptation
at the local level for each bounding box returned by the RPN. We have shown that these two
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Figure 4.7 — Example images from target chairlifts, first and second rows from left to right Cy, Cy
and Cs, third and fourth rows from left to right Cg, Cg and C12. The box annotations (open:red
and closed:green) are provided for illustration.

adaptations are complementary and provide very good detection results. We have tested our
solution on two different applications, namely the autonomous driving and chairlift safety. For
the latter, the results are particularly promising, where the generalization capacity has been
significantly improved. Domain adaptation from one chairlift to another chairlift is not the
best choice because it depends strongly on the similarity between the two chairlifts. However,
adapting a model trained on a different set of chairlifts is likely to perform very well on the
new target chairlifts. Only a few unlabeled images of the target domain are needed. As future
works, we could test more accurate adaptation procedures such as the approaches presented
in [99, [I0T]. These methods could help in the learning step to reach stable solutions, which is a
strong weakness of the domain adaptive Faster R-CNN. Furthermore, it could be interesting to
adapt the features at different depths of the network as recommended by [108].
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CHAPTER 5

MASK-GUIDED IMAGE CLASSIFICATION WITH

SIAMESE NETWORKS

In previous chapters, we have seen that a straightforward solution to the chairlift safety problem
would be approaching it as an object detection problem. In this case, it is necessary to provide
bounding box annotations that inform the network about the regions in the image containing
the crucial elements. In this chapter, we propose an original solution that does not require any
bounding box annotation. Our solution could be applied to CNN-based image classification
tasks where the class of each image depends on small details it contains. The main idea is to
inform the classifier of the elements in the image to focus on to make its decision. For this
purpose, we resort to a Siamese architecture and feed the network with an image and a binary
mask representing the important elements. We also study the performance of the models with a
different number of annotated examples and different model depths. This work is presented in a
paper [38] in the International Conference on Computer Vision Theory and Applications, 2020.

5.1 Introduction

In the context of MIVAO project to ensure safe chairlifts boarding, considering that the safety
bar has to be closed when the chairlift leaves the boarding station, our goal is to classify the
images into images with open safety bar (called hereafter open images) and images with closed
one (closed images). Thus, the class of an image is related to the position of a small number of
pixels (the safety bar) that can be very hard to see in typical images and whose shape depends
on the chairlift.

Since the safety bar is a non-deformable object which is always observed with the same
viewpoint for a given chairlift, we can create two binary masks that represent its shape when it
is open (open mask) and when it is closed (closed mask). Each time a new chairlift is installed,
the operator can easily create these two mask images by acquiring one image of each class (open
and closed) and by drawing two binary masks representing the shape of the safety bar (see
Figure . These masks are already created to detect the safety bar in SIVAO system provided
by BLUECIME. Figure shows that the open (resp. closed) mask of a chairlift is not perfectly
superimposed with all the open (resp. closed) images of this chairlift. But it gives a coarse idea
about the shape of the safety bar and its relative location in the image.

The main point of our work is to find the best way to introduce this knowledge in the network.
For this purpose, we propose to use Siamese networks and provide pairs of images as inputs;
each pair consists of the colored image to be classified as well as a binary mask where important
details of the image appeared in white over a black background. The Siamese architecture used
allows controlling the features extracted from the colored image by forcing them to be similar to
the features extracted from the binary mask. We found that this approach forces the network
to concentrate on the pixels around the safety bar in the image to classify it. This is a way to
decrease the difficulty of the classification task so that a small network with few parameters can
solve the problem without requiring a lot of labeled data. To the best of our knowledge, this is
the first approach to guide the network with a binary mask for a classification task.
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Figure 5.1 — Two images of the same chairlift C¢ and the corresponding masks. Left: the safety
bar is open, right: the safety bar is closed.

A second advantage of using a specific binary mask for each chairlift is that the Siamese
network is not trying to learn general features that should work on all the chairlifts, but instead
it learns specific features adapted to each chairlift (each mask). A good way to get more accurate
results for each chairlift is to focus on the specificity of each chairlift and not on the invariance
of features across chairlifts.

Closed masks superposition with closed images from chairlifts Cg, C16 and Chg.

Figure 5.2 — Superposition of masks and the corresponding images.
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5.2 Related work

The most similar approach to ours deals with a person re-identification task [I31], where the
idea is to help the network extract features only from the body of the person in the image and
not from the cluttered background. In this aim, the authors propose to use a binary mask of
the person to create three images: the full image, the body image, and the background image.
Then a triplet loss is used to bring the features of the full image closer to those of the body
alone and to move away the features of full images from those of the background image. Thus,
the network is trained to automatically extract the most important features (i.e. from the body
only) from the full image. This approach requires designing a triplet loss to extract features
from the body and a Siamese network to bring closer images from the same person and move
images of different people apart. This complex architecture is not adapted to our problem with
few labeled images.

Conditional networks could be an inspiring solution to exploit the available data [I51], [135]
136]. For example, Zhou et al. propose to introduce geometric constraints in the output of their
network designed to estimate the 3D human pose from non-calibrated 2D images [I35]. Since the
problem is tough to solve, the authors add constraints on the relative size of the human bones
such as upper and lower arms have a fixed length ratio, left and right shoulder bones share the
same length, etc. Zhao and Snoek propose to modulate the RGB features of a video with optical
flow features to improve the action detection accuracy [I36]. The proposed motion condition
and motion modulation layers incorporate motion and modulate the contribution of the RGB
features. Such conditional networks require the different features (optical flow and RGB) to be
well spatially registered, which is not the case for our images and binary masks.

Another way to provide additional information to a network is to add branches that attempt
to solve certain auxiliary tasks while the main branch concentrates on the main task. If the
auxiliary tasks are well-chosen, they will help to solve the main task in such a multi-task network.
For example, Lee et al. try to predict some other information, in addition to the main classical
detection task (prediction of the location and class of the objects), such as the area portions
occupied by each ground truth box within a window, the distances from the center of the box to
those of other boxes or a binary mask between foreground and background [122]. All these data
are available from the ground truth labels but trying to predict them helps in solving the main
detection task. Likewise, Channupati et al. improve the results of their semantic segmentation
network by adding a branch that estimates the depth of the pixels as an auxiliary task [123].
Since the depth was available in their used dataset, they propose to exploit it at training time
and create a multi-task network. They just remove the depth estimation branch at test time
and notice that the main task (semantic segmentation) is improved. These last solutions are
specific to the considered tasks and available data at training time. They can not be applied to
our problem.

Part of related work concerns the use of Siamese networks for comparing multimodal images.
Indeed, by providing pairs of images as input and designing specific losses, the Siamese networks
are a smart solution to compare patches from different modalities (color, infra-red, thermal,
sketch, etc.). When the two sub-networks share their weights, the idea is to extract features
that are common to the two modalities, while when the two sub-networks are different (Pseudo-
Siamese network) the aim is to discover the features specific to each modality. En et al. propose
to exploit the benefits of these two approaches in a single three-stream network [141].

Siamese networks are also widely used in the context of object tracking [I38]. The idea there
is to learn invariance of object representation (as in [152] [153]) across time. By providing pairs
of images representing the same object with different viewpoints, scales, orientations, or light
source conditions, the network is trained to extract features that remain stable across all these
transformations. Our goal is slightly different since we are using Siamese networks to help the
model to concentrate on some parts of the images while extracting features.

5.3 Mask-guided image classification approach
The principle of our approach is to use a Siamese network structure [I54] to learn a function
F(X) mapping an input image X to a low dimensional feature space well suited to compare this

image with two binary masks corresponding to the specific classes to be tested. Once trained, the
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Euclidean distance in the feature space can be used to decide whether the input image belongs
to the first or the second class (see Figure [5.3).

Training Step Testing Step

Figure 5.3 — Principle of our Mask-Guided image classification approach using Siamese networks.

More precisely, in our problem, we denote the colored image I, and the binary mask M which
could be either open o or closed ¢. The Siamese structure comprises two sisters CNNs of the
same architecture sharing their weights. Each of the two inputs X is transformed into a low
dimensional feature vector F'(X) through the CNN.

At training time, the first input is a colored image I belonging to one of the two classes, and
the second one is a binary mask M. The two outputs y; = F(I) and yp; = F(M) are compared
through a contrastive loss function £ defined by [I55]:

L(yr,ym) = allynm — y1||2 + (1 — ) max(1 — [lyar — y1, 0)2 (5.1)

where ||.|| denotes the Lo norm, o = 1 if the class of the image is the same as the class of the
mask and o = 0 otherwise.

At test time, only one branch of the network is used to compare the distance of a test image
I from both open and closed masks o and ¢, respectively, in the feature space. The inferred
image class Y is then this of the nearest mask. Formally:

Y =arg minME{o,c} lyar — yIH2 (5.2)

where, y;y = F(I) and ypy = F(M) are the output vectors of the image and the mask, respectively.

In our application context, we address a more general situation where images and masks
belong to different domains. Specifically, in the chairlift safety scenario, we want to process
with the same model, images coming form N different chairlifts of the ski resort (or even from
different ski resorts). Thus, each set of images extracted from a specific chairlift C;,i =1,... N
concerns vehicles of a different shape, different number of seats and was taken from a different
viewpoint (see Figure . We suppose that for each chairlift C;, the two binary masks o; and
¢; respectively associated with the open and closed safety bar are available.

Then, the training and testing approaches proposed above can be generalized to the multi-
domain situation. At training time, image-mask pairs from all the domains are given to the
Siamese network, ensuring that the image and the mask belong to the same chairlift. Like in
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the single domain situation, a pair is positive if the image and mask labels are of the same
class and negative otherwise. The learned CNN function F(X) allows projecting images and
masks of all chairlifts in the same embedding space. Given the " chairlift, the training pairs
are denoted {I;, M;} where I; is an image and M; is a mask, and the two outputs y;, = F(I;)
and yy;, = F(M;) are compared through the contrastive loss:

,0)? (5-3)

24+ (1 —a)max(1 — ||yar, — v,

ﬁ(wayMi) = O‘HyJ\L' — Y,

At test time, each image I; of chairlift C; is compared to the two masks of its corresponding
chairlift in the feature space, to infer its class:

Y = argmingg, e o, oy llyar — yr [ (5.4)

where, y;, = F(I;) and yy, = F(M;) are the output vectors of the image and the mask,
respectively.

5.4 Experiments

To evaluate the performance of our approach, we have explored a range of simple to challenging
configuration options in terms of network depth and the amount of labeled data, in the context
of MIVAO project.

5.4.1 Experimental setup

Chairlifts datasets. The dataset used in the following experiments is M1vAO 2018 described
in Section [I.2:3] composed of 21 different chairlifts with different shapes, sizes, points of view,
backgrounds, and weather conditions. The images of each chairlift are separated into training
and test sets. The model parameters are learned by using the training images along with
the corresponding masks from all chairlifts together (this is equivalent to the configuration All
explained in Section . Similarly, we use the test images to check the accuracy of the model
after training.

Experiments were performed for a variety of difficulty settings, and this is why we need
different versions of the dataset to test each setting. Therefore, we use the following datasets
with different amounts of labeled data, all these datasets are already presented in Chapter [T}
see Section for more details. Table shows the distribution of images between the two
classes in each dataset.

e Large chairlifts dataset. The two classes are not perfectly balanced in the dataset in
general, and the difference between the number of images in each class is more important
in some chairlifts like C'5, C7 and Cig9. The total number of training images is 51774, and
the total number of test images is 14252.

e Medium chairlifts dataset. For each chairlift, we have randomly chosen 500 images
from the training sets of the large dataset, the total number of training images is 10500.
The test set remained the same for a fair comparison. Since the smaller sets of 500 images
are randomly selected from the previous training sets, the imbalance in the dataset still
exists.

e Small chairlifts dataset. We have randomly chosen 100 training images from the train-
ing sets of the large dataset, the total number of training images is 2100. The test set is
kept the same.

e Tiny chairlifts dataset. In this dataset, there are only 20 training images per chairlift,
the total number of training images is 420. The test set is kept the same. Because the size
of the dataset is too small, and there is an imbalance in the classes in the original dataset
we ensured that there are 10 images per class for each chairlift. The test set remained the
same.

Baseline network. The Siamese model has two identical networks that share weights.
We propose to use the following two architectures:

71



CHAPTER 5. MASK-GUIDED IMAGE CLASSIFICATION WITH SIAMESE NETWORKS

1. A shallow architecture composed of:

e A convolutional layer with 32 filters of size 3 x 3 and ReLU activation,
e A convolutional layer with 64 filters of size 3 x 3 and ReLU activation,
e A MaxPooling layer with a window of size 2 x 2,

e A fully connected layer with 2 outputs.

Since the embedding space has only two dimensions, this exact same architecture is used
as a baseline classifier by adding a Softmax activation. Considering the weights are shared
between the two sister networks in our Siamese model, the number of parameters to learn
in both models (baseline classifier and our Siamese model) are the same and equal to 1.2
million. All layers are randomly initialized.

2. A deep architecture composed of:

e VGGI16 convolutional part (13 layers),
e A fully connected layer with 4096 outputs,
e A fully connected layer with 1024 outputs.

The baseline classifier has the same architecture, augmented with a two neurons classifica-
tion layer with a Softmax activation. The convolutional part of VGG16 [153] pre-trained
on IMAGENET [I42] and the additional fully connected layers are randomly initialized. The
number of parameters of the Siamese model is nearly the same as the one of the baseline
classifier (the latter having 2048 more weights).

All models are trained using back-propagation and the stochastic gradient descent algorithm.
The number of epochs is set to 1000, the learning rate to 1075, the learning rate decay to 1078,
and the momentum to 0.9. While the inputs of the baseline classifier are colored images, our
Siamese model takes as input pairs of: (i) colored image of one chairlift and (ii) one of the two
corresponding masks from the same chairlift. During training, we make sure that the positive
and negative pairs are well balanced, so that we consider:

e 50% positive pairs: (open image - open mask) and (closed image - closed mask);
e 50% negative pairs: (open image - closed mask) and (closed image - open mask).

Since the Siamese model is perfectly symmetric with shared weights between the two sisters
networks, the images and masks must have the same size. Consequently, we have transformed
the masks to have their depth equal to 3 (as RGB images) by concatenating it three times along
the channel dimension.

5.4.2 Shallow architectures experimental results

The purpose of these experiments is to prove the validity of our approach using a shallow
randomly-initialized network. Moreover, to show that at test time, it can automatically adapt
itself to the concerned chairlift. Furthermore, we investigate the effect of the number of the
training images on the results using the different datasets explained in the previous section to
train the models. Table shows the obtained accuracy. Figure [5.4] illustrates the average
accuracy of the shallow models achieved with different datasets.

We notice that our Siamese model outperforms the corresponding baseline classifier for almost
all the chairlifts and provides an average accuracy of 99.48% over the whole dataset, compared
to 98.32% obtained by the corresponding baseline classifier, when they are trained on the large
chairlifts dataset. Since these two models have the same architecture and number of parameters,
these results clearly show that inserting the location of the safety bar with a binary mask into the
model helps to extract more accurate features. However, training the Siamese model is longer
as we input each image twice (with the two masks); this can be overcome by randomly selecting
a subset of the pairs instead of taking all of them.

When the Siamese model is trained on the medium chairlifts dataset, which is five times
smaller than the large chairlifts dataset, the accuracy decreased only by 1.31 percentage points.
In comparison, the accuracy of the baseline classifier decreased by 3.32 percentage points using
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the smaller dataset, indicating that the Siamese model is less sensitive to changes in dataset size
at this scale.

Our Siamese model outperforms the corresponding baseline classifier when the models are
trained on the small chairlifts dataset. Compared to the Siamese model trained on the large
chairlifts dataset and the one trained on the medium chairlifts dataset, the accuracy decreased
by 6.14 and 4.83 percentage points, respectively, while the accuracy of the baseline classifier
decreased by 7.63 and 4.31 percentage points respectively. Here, the Siamese model and the
baseline classifier seem to be equally sensitive to changes in the size of the dataset at this scale.

The most challenging case is when the models are trained on the 420 training images of the
21 chairlifts of the tiny chairlifts dataset. Compared to the Siamese model trained on the larger
datsets, the accuracy decreased to 81.05, while the accuracy of the baseline classifier decreased
to 80.45, and therefore the Siamese model becomes more sensitive as the dataset gets smaller,
but it still outperforms the baseline classifier by a small margin.

--Siamese model Baseline classifier
100
98
96
94
2 92
'N
= 90
9
= 88
86
84
82
80
large medium small tiny
dataset

Figure 5.4 — The accuracy (per training dataset) of the Siamese model and the corresponding
baseline classifier with shallow architectures.

Observing the embedding space

Since we have chosen a small embedding space with two dimensions, we can project each image
and mask in this space and observe the distributions. Figure [5.5] shows the distributions of
test images using the 4 shallow models (i.e. based on the dataset size it is trained on) for 5
different chairlifts with the corresponding masks. In this figure, we can see the impact of the
contrastive loss on the distributions. Indeed, this loss brings closer the open (resp. closed)
images around the corresponding open (resp. closed) mask and move them away from the closed
(resp. open) images and closed (resp. open) mask. This is worth mentioning that there is a
single 2D embedding space for each model, and that all these points could have been drawn in a
single plot per model, but for the sake of clarity, we have preferred to display one plot per model
for each chairlift. We remark that the larger the dataset the model is trained on, the better the
separation between the two classes and the higher the accuracy.

The distributions of the masks of the 21 chairlifts are shown in Figure This mask
distributions shows two important things. First, the two masks of each chairlift are far away
from each other. This is due to the contrastive loss that keeps open images and masks away
from closed images and masks. Second, although there is no constraint in the loss forcing the
open masks (resp. closed masks) to be near each together, we notice that this is almost the case
and we can see two clouds, one with the open masks and one with the closed masks.

The results of the previous experiments clearly show that it is very interesting to guide the
network with a binary mask to highlight the most important part of the images. In the next
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Table 5.1 — Accuracy of the Siamese model and the corresponding baseline classifier with shallow
architectures, trained on the 21 chairlifts from the large, medium, small and tiny chairlifts dataset
and then test on each chairlift independently.

large medium small tiny
Chairlift | baseline | Siamese | baseline | Siamese | baseline | Siamese | baseline | Siamese
classifier | model | classifier | model | classifier | model | classifier | model
Cy 98.24 98.99 95.72 97.98 93.95 95.59 88.92 93.20
Ch 99.44 99.67 97.00 98.00 93.22 95.06 89.22 90.11
Cy 96.79 98.61 93.43 97.45 90.36 91.17 81.31 85.04
Cy 98.02 99.40 96.03 98.41 88.29 91.07 64.88 77.38
Cy 96.32 99.33 94.56 96.82 91.30 91.47 87.96 81.44
Cs 98.77 99.47 96.32 98.68 91.75 94.04 77.02 75.61
Cs 98.80 99.49 97.09 98.72 95.04 96.24 91.45 91.97
Cy 97.66 99.51 93.46 97.16 94.94 93.65 84.83 52.77
Cy 96.64 99.51 86.89 96.26 80.50 86.46 68.26 76.92
Cy 98.89 99.79 95.96 97.35 92.62 95.26 94.01 95.26
Cho 98.92 99.58 96.59 98.63 91.69 94.35 76.97 75.56
Ci1 97.68 99.23 97.30 99.03 96.14 95.75 96.91 92.08
Cia 100.0 100.0 100.0 100.0 100.0 100.0 100.0 99.20
Ci3 98.70 100.0 97.66 98.70 95.84 96.23 81.82 92.34
Cia 99.75 100.0 95.18 99.20 91.72 96.63 86.16 81.83
Cis 99.57 99.96 93.53 99.20 77.14 87.42 52.55 63.77
Cis 96.95 98.91 89.39 96.58 79.80 90.92 72.82 73.26
Cir 97.77 99.26 96.28 96.28 94.80 95.91 91.08 92.38
Cis 98.85 99.42 97.69 99.13 90.96 96.63 62.12 71.35
Cig 99.80 99.69 98.36 99.49 96.93 93.46 78.53 72.70
Cao 97.11 99.19 87.53 98.88 77.47 82.92 62.71 67.80
Avg. 98.32 99.48 95.00 98.17 90.69 93.34 80.45 81.05

experiment, we will test deep models on the tiny chairlifts dataset to check if the pre-trained
deep networks can provide better results than those provided by the randomly-initialized shallow
networks when few labeled data are available.

5.4.3 Deep architectures experimental results

In this experiment, we attempt to improve the results on the tiny chairlifts dataset by using a
deep network instead of the shallow randomly-initialized one, and compare both models (shallow
and deep). Testing the deep network on our Siamese model is a good way to check if the shallow
randomly-initialized network can provide good results as a deeper and pre-trained network de-
spite its architecture that is not at all optimized. We also compare the Siamese model with its
corresponding baseline classifier which has the same architecture. The results of the two deep
models are presented in Table We notice the accuracy of our Siamese model is improved
from 81.05% to 98.31% using the deep network, which is expected due to the fact that the shallow
architecture has only 2D embedding space. However, our deep Siamese model is equivalent to
the corresponding baseline classifier which is also improved from 80.45% to 98.14%. The baseline
classifier has improved more, probably because VGG16 architecture was initially designed and
pre-trained for classification.

5.5 Conclusion

In this chapter, we have presented an original solution to introduce additional data in a network.
Considering a classification problem where the class of each image depends on the location of
a thin bar, we have proposed to represent the knowledge of the shape and coarse position of
this bar with a binary mask. This mask and the colored image are the two inputs of a Siamese
network that extracts and projects their features in an embedding space. We have applied this
solution to the chairlift safety problem, where the images have to be classified whether they have
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Figure 5.5 — Projections in the 2D embedding space of the masks and test images of 5 different
chairlifts C5,Cg,Cs,C12 and Cy5, after training a Siamese model on the large, medium, small and
tiny chairlifts datasets. We provide the accuracy under each sub-figure.

a safety bar open or closed. The training step consists in extracting features from closed images
that are similar to features of the closed mask, but different from the features of the open mask
(and the reverse for the features extracted from open images). During the test step, we just
extract features from each image and check if they are nearer to the features of the open or of
the closed masks. Experimental results showed that this architecture is able to extract specific
features from each chairlift. Indeed, a single Siamese network trained on 21 different chairlifts
provided very good results on each of these chairlifts.

Furthermore, when the training set is large enough, our shallow Siamese network provided
as good results as much deeper networks such as VGG16 trained on a tiny dataset. In M1vao,
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Figure 5.6 — Distribution of all the masks of the 21 chairlifts in the embedding space, after training
a Siamese network on the large, medium, small and tiny chairlifts datasets. Up triangles are for
open masks while down triangles are for closed masks. The legend numbers are referred to the
number of each chairlift.

if a large dataset is available and labeled with image-level annotations, a Siamese model with
shallow architecture will give satisfactory results and a deep network that requires a lot of time
to be trained is not necessary. However, when the labeled dataset is small, a drop in accuracy
will occur if a shallow architecture is used and a deep model is then a necessity. In the next
chapter, we will assess the generalization ability of our approach by testing our Siamese network

on new unseen chairlifts with different 3D geometries.
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Table 5.2 — Accuracy of the Siamese model and the corresponding baseline classifier with deep
architectures, trained on the 21 chairlifts from the tiny chairlifts dataset and then tested on each
chairlift independently.

chairlift | baseline | our Siamese

classifier model

Co 98.11 96.47
C, 99.56 99.67
Cy 98.69 97.96
Cs 89.38 88.89
Cy 98.66 99.67
Cs 99.04 99.82
Cs 99.66 100.0
Cy 98.89 99.14
Cy 96.05 96.21
Cy 99.79 100.0
Cho 99.71 99.17
Ch1 99.61 100.0
Cha 100.0 100.0
Ci3 100.0 100.0
Cy 98.21 98.39
Cis 91.19 98.20
Clg 98.62 97.82
Chy 99.44 97.77
Cis 99.23 99.62
Chg 98.36 97.34
Cyo 98.73 98.37
Avg. 98.14 98.31
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CHAPTER 6

DOMAIN GENERALIZATION WITH GEOMETRIC

CONSTRAINTS

In this chapter, we propose a solution to improve the learning process of a classification network
when less labeled images are required. In Chapter[5 we have shown that a Siamese architecture is
a good solution to exploit the geometrical constraints provided by binary masks. In this chapter,
we show that this original learning process provides the model a significant generalization power.
This approach allows to challenge our model by training and testing it on different domains
(source and target) and showing promising results. Furthermore, we propose a fine-tuning step
using only two binary masks from the target domain.

6.1 Introduction

The application context of our work is MIVAO project to secure the boarding on chairlifts in
ski resorts, the project is presented previously in Section In this scenario, we have differ-
ent chairlifts spread over different ski resorts, each chairlift corresponds to a specific domain.
The chairlifts for which images have been annotated are the source domains and the chairlifts
for which no images have been annotated are the target domains. In addition to images and
annotations, each chairlift comes with information about the geometry of the safety bar. This
information is given by two binary masks representing the shape of the safety bar when it is
open or closed (see Figure [6.1]).

Giving image-mask pairs, a Siamese model learns a specific embedding space where the
features of images with open safety bar are similar to those of open mask, and features of images
with closed safety bar are similar to those of closed mask. As shown in Chapter 5} feeding the
model with binary masks is a smart way to inform the network of the important elements it
should focus on to make the final decision, thus helping the learning process. In this chapter,
we assess and improve the generalization property of such a Siamese model. First, we show that
a deep network can be used as a backbone in our Siamese architecture and boosts the results
on the source data by using a small training set of only 300 images and 30 masks. Indeed,
providing pairs of image-mask allows the model to learn one discriminator for each chairlift
while projecting all the output features in the same embedding space allowing the different
discriminators to collaborate. Second, we challenge the Siamese model by testing it on new,
unseen chairlifts (target data) in two different settings, depending on whether the binary masks
of the new chairlifts are available or not. If the binary masks of the new target chairlifts are
not available, we propose to use virtual masks around which the source images concentrate,
one virtual mask per class. Then use these masks to classify the target images. If the binary
masks of the new target chairlifts are available, we propose to fully exploit the information they
contain to classify the new images. Furthermore, we propose a fine-tuning solution to boost the
generalization power of the model using only binary masks from the target domain. It is worth
mentioning that, unlike the domain adaptation approaches, none of these solutions are using the
target feature distributions to improve the results. The primary goal of this work is to show that
geometric constraints can boost the generalization property when they are adequately exploited.

79



CHAPTER 6. DOMAIN GENERALIZATION WITH GEOMETRIC CONSTRAINTS

Some source images and Some target images and
their corresponding masks their corresponding masks

Figure 6.1 — Some source and target images and their corresponding masks. Each column
contains images and masks from the same chairlift (top:open and bottom:closed).

6.2 Related work

The goal of domain adaptation is to decrease the discrepancy between the source and target dis-
tributions to optimize the performance of the model on target data. Usually, domain adversarial
training is used to move closer the distributions [99] [10T].

Nevertheless, when the target data is not available while learning the model, people resort to
zero-shot domain adaptation [156] (117, [T18, 114]. Yang and Hospedales propose associating each
domain (source and target) with a vector of discrete parameters called a semantic descriptor [117].
Then, they use a two-branche network whose inputs are the features of the sample and the domain
descriptor from this sample. The output of the network (the predicted sample class) is a fusion
of the outputs of the two branches. This is a way to adapt the classifier to the domain provided
as input. For a new unseen target domain, given its semantic descriptor, the network is able to
predict the class of its samples accurately. This approach requires that the user can describe all
the domains with a vector of discrete parameters. Kumagai and Iwata use a similar architecture
but instead of using an attribute vector for each domain they propose to extract a latent domain
vector from the set of features of each domain [II8]. This approach requires the knowledge of
the whole target features to start predicting the classes of the target data. Unlike the previous
solutions that use domain features to predict labels, Shankar et al. propose to learn a domain
invariant classifier [I14]. Their original solution consists in artificially transferring data between
domains to learn invariant features and they show that this augmented data helps to better
generalize to unseen domains. In our case, the problem is slightly different from all the previous
approaches since we have additional geometric features that are domain-dependent and that can
be inserted in the model.
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6.3 Domain generalization with geometric constraints

In Chapter[5] to insert geometrical constraints in our model, we proposed to resort to a Siamese
model that learns a mapping that projects the images and masks into an embedding feature
space, each mask corresponding to the specific classes to be tested (open or closed) [I54]. At
test time, Euclidean distances are evaluated in the feature space to decide whether the input
image belongs to the first or the second class.

As illustrated in Figure [6.2] in our binary classification problem, we have a set of training
images and two binary masks for each chairlift. For clarity, we illustrate the process in this figure
with two different chairlifts but our model is actually trained with a set of different chairlifts.
We denote o055, the jth open image from the i*" chairlift and ¢;;,, the k** closed image from the
i*" chairlift. The two masks of the i*" chairlift are denoted o; and ¢;.

6.3.1 Recall our Siamese model principal

Training the model

At training time, a Siamese model, composed of two sister CNNs sharing their weights is used. As
explained in Chapter [5] given the *" chairlift, training pairs {I;, M;} feed the Siamese model,
each pair being composed of an image I; and a mask M; of the given chairlift. Each sister
CNN is trained so that the two inputs are transformed into two vectors that will be similar
if they are from the same class and different if they are from two different classes. Denoting
F the function mapping the input image (or mask) to the corresponding output vector, the
two outputs y;, = F(I;) and yp;, = F(M;) are compared through a contrastive loss function £
defined by [I55]:

[‘(wayMi) = aHy]\/[i - yIiH2 + (1 - Oé) ma‘X(l - ||yML — Y1 ||7O)2 (61)

where ||.|| denotes the Lo norm, o = 1 if the class of the image is the same as the class of the
mask and o = 0 otherwise.

By learning this model on multiple chairlifts and projecting all the source images and masks
in the same embedding space, the model learns to automatically extract discriminant features
specific to the safety bar in the images.

Testing on source domain

In this section, we consider the test data from the source domain, for which the binary masks
representing the safety bar shapes are available, this is the case described in Chapter 5] Con-
sidering one test image of the i*" chairlift, we can use one branch of the learned Siamese model
and feed it with the two masks of this chairlift o; and ¢; as well as the test image I;, giving
the respective outputs y,, = F(0;), ye, = F(c;) and y;, = F(I;) (see Figure[6.3). The inferred
image class Y is deduced by considering the nearest mask, in terms of Euclidean distance, in the
embedding space:

Y = argmingy, ¢ o, oy luas, — vr, |1? (6.2)

6.3.2 Generalizations scenarios
For inference on the target domain, we consider two different cases:
e the corresponding target masks are not available;
e the corresponding target masks are available.
It is worth mentioning that in both cases the distribution of the target data is not available, and

can not be used unlike classical domain adaptation. We could refer to these cases as a zero-shot
adaptation process since no target images are used.
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Figure 6.3 — Test on source or target domain, when masks are available.

Testing on target domain without target masks

In this section, we consider the most challenging case, where we would like to infer the class of
images from a target domain chairlift, i.e. a chairlift that has not been used to train the model.
Furthermore, we assume that we do not have any information about this chairlift, i.e. neither
the image distribution in the embedding space nor the two binary masks informing about the
safety bar shape and location.

By looking at the feature vectors of the source open and closed masks in the embedding
space (see Figure , we notice that they are distributed in two well-separated clouds. Even if
this was not a constraint of our training process, the network automatically discovered that the
open (resp. closed) masks share geometric properties that help to discriminate them from the
closed (resp. open) masks. This property is interesting since we can get a coarse idea about the
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location of the feature vectors of any new unseen masks. To exploit this knowledge, we propose
to use the average location of the source masks as an approximate location of the masks of a
target chairlift. After reaching the convergence, we evaluate the average location of the open
masks o, = %va F(o0;), where N is the number of source chairlifts, and the average location

of the closed masks ¢, = %Zi\[ F(¢;) in the embedding space. Thus, given an image Ij from

the k' target chairlift, without having its masks, we evaluate the distance between its feature

vector and the two average feature vectors of the open and closed source masks. The nearest

average mask provides us the class of this test image (see Figure :

Y = arg Inil'lMae{oa,ca} ||yMa — Y1, ”2 (63)
Where, yr, = F(I}) and yp;, = F(M,) are the output vectors of the image and the mask,

respectively.
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Figure 6.4 — Test on the target domain with average source masks as reference.

Testing on target data with target masks

In this section, we assume that the masks are available for each target chairlift. In this case,
the solution is straightforward. We feed the network with the open and closed masks o, cg
corresponding to the k*" target domain chairlift as well as the test images I of this chairlift.
Then, the Euclidean distances between the image feature vectors and the two mask feature
vectors allow us to infer the class of the test image (see Figure :

Y = arg miane{ok,ck} ||yMk — Y1, ”2 (64)

Where, yr, = F(I}) and yp;, = F(Mjy) are the output vectors of the image and the mask,
respectively.

This solution fully exploits the advantages of our learning process that allows to learn chairlift-
dependent discriminators by comparing each image only with its corresponding masks while
projecting all the feature vectors in the same embedding space, so that the features of different
chairlifts can help to improve each other.

By looking at the feature vectors of the target open and closed images in the embedding space
(see Figure , we notice that they are relatively far from the center of their corresponding
cloud. This is expected because the model has never been trained on these images. Indeed, given
the diversity of chairlift geometries, camera viewpoints, weather conditions and backgrounds, the
target open (resp. closed) images can be far away from the average open (resp. closed) mask,
even if they are near their real open (resp. closed) mask.

Consequently, after having the network trained on the source training images with the set of
corresponding binary masks from N source chairlifts, as described in the previous section, we
resort to a fine-tuning step by considering only the two target masks (see Figure .
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Figure 6.5 — Fine-tuning step with target masks.

More precisely, considering the training source images I; and target masks My, and y;, =
F(I;) and ypr, = F(My,) their output vectors in the feature space, we train the Siamese model
by minimizing the following contrastive loss:

,0)? (6.5)

24 (1 — @) max(1 — |lyar,, — v,

i

E(yli?yMk) = allyMk — Y1

where My, € {ok, ¢k}, ||| denotes the Lo norm, o = 1 if the class of the image is the same as the
class of the mask and a = 0 otherwise.

After these two successive learning steps, the source open (resp. closed) images should
concentrate around the target open (resp. closed) mask and far away the target closed (resp.
open) mask. This is a property that improves the generalization power of the model. Indeed, the
open (resp. closed) images from different chairlifts fall in the same area of the embedding space,
even if they present noticeable differences in safety bar geometry, camera viewpoint, weather
conditions and background. Thus, given an image I, from the k" target chairlift, its open
mask o and closed mask c¢; , we evaluate the distance between its feature vector and the two
feature vectors of its masks. The nearest mask provides us the class of this test image using
Equation

A similar behavior (grouping all the open or closed images together) can be obtained by
learning a simple binary classifier (open/closed) over the images of all the chairlifts, but we are
showing in the experimental results that it does not provide as good results as our solution.
Indeed, since a classical binary classifier is not designed to integrate geometry constraints such
as the binary masks, it requires much more labeled training data to avoid over-fitting and
provide accurate results on unseen domains. With our fine-tuning step, we take advantage of
the strengths of both approaches: we are able to inform the classifier where it should focus by
feeding the network with pairs of images and binary masks, making the learning step easier
with few data; and we boost the generalization property of the model by introducing the target
masks.
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6.4 Experiments

To evaluate the efficiency of our approach, we conduct experiments in the context of MIVAO
project, on the tiny chairlifts dataset explained in Section This dataset has very few
labeled data. Indeed, only 20 images per chairlift.

6.4.1 Experimental setup

Chairlifts datasets. We use the tiny chairlifts dataset which is composed of 21 different
chairlifts. As we want to test our model ability to generalize, we consider the experimental
settings FS (“Fifteen Six”) explained in Section In this setting, we randomly selected
15 chairlifts as source data and the 6 remaining chairlifts as target data (see Table . The
training set is composed of images from the training sets of the 15 source chairlifts, and the test
set is composed of the images of test sets of target chairlifts.

Table 6.1 — Distribution of the chairlifts between source and target domain in the tiny dataset.

Domain data chairlifts
Source | 300 imgs + 30 masks | Cs, Cy4,C5,07,C5,C10,C11,013,C14,C15,C16,C17,C18,C19,C20
Target 12 masks Cy, C1,05,C4,C9,C12

Baseline network. The Siamese model has two identical networks that share weights. We
propose to use the deep architecture composed of the convolutional part of VGG16 [I53] pre-
trained on IMAGENET [I42] and two fully connected (FC) layers randomly initialized. The first
FC layer has 4096 neurons and the second one has 1024 neurons. The baseline to this network
is a classical binary classifier that uses the same architecture augmented with a two neurons
classification layer. The number of parameters of this architecture is nearly the same as the one
of the binary classifier, 94,411,584 and 94,413,634, respectively. All the networks are trained
using back-propagation and the stochastic gradient descent algorithm. The maximum number
of epochs is set to 1000. The learning rate is set to 107°, the learning rate decay to 10~® and
the momentum to 0.9. The inputs of our Siamese model are pairs of images constituted by one
colored image of one chairlift and one of the two corresponding masks. During training, we make
sure that the positive and negative pairs are well balanced so that we consider:

e 50% positive pairs: (open image - open mask) and (closed image - closed mask)

e 50% negative pairs: (open image - closed mask) and (closed image - open mask)

6.4.2 Results

Once the network has been trained on the 15 source chairlifts, we propose to test it on the 6
target chairlifts, which present very different geometries and acquisition conditions, as illustrated
in Figure Different settings are tested in this context and the results are shown in Table

Table 6.2 — Accuracy of the the Siamese and the baseline classifier with deep architectures for
all target chairlifts in the tiny chairlifts dataset using the configuration FS.

Target | Baseline Our Siamese model
chairlift | classifier | Avg. source masks | Target masks | Target masks
~+fine-tuning
Co 33.10 69.04 59.90 74.21
Ch 97.44 98.32 97.30 95.90
Cs 96.41 91.93 95.68 88.39
Cs 96.65 98.77 98.67 98.51
Cy 96.35 98.64 98.26 98.72
Ch2 94.33 97.54 95.35 98.82
Avg. 85.71 92.37 90.86 92.43

85



CHAPTER 6. DOMAIN GENERALIZATION WITH GEOMETRIC CONSTRAINTS

First, we just evaluate the average masks of the source chairlifts and use them as references
to test the target data. We note that this approach already outperforms the results from the
baseline classifier (92.37% of accuracy on the target data, compared to 85.71%).

Second, we show the results provided when we use the binary target masks to classify the
target images. This test confirms that inserting geometric constraints in a classification task is
a good idea to provide the network a good generalization ability (90.86% of accuracy on the
target data, compared to 85.71%).

Finally, we apply our fine-tuning step, which consists in bringing the target masks nearer
to the corresponding source images cloud, as described above. We can see that this solution
actually boosts the accuracy from 90.86% to 92.43% without using the target distribution. This
shows that the proposed solution is accurate to remove the variations that occur between the
different chairlifts.

It is worth mentioning here that Cj is a special chairlift because it has a glass bubble for
extra protection (see Figure , and it is the only chairlift that could be closed without being
occupied, the data belongs to this chairlift is imbalanced, there is less than 3% of images in open
class. And that explains the lower accuracy of the model archive on this particular chairlift.

Figure 6.6 — Examples of images of chairlift Cy. In the images of the first row, the chairlift
carrier is empty, while in the second row, it is occupied. The safety bar is in different positions
and so on the protection class (open or closed).

Comparing all methods

As this experiment has been performed previousely in the same setting to evaluate object de-
tection in Chapter [3] and domain adaptation in Chapter ] we can compare those methods to the
Siamese model and the classical classifier. Table sums up the results.

The baseline classifier (trained using image-level annotations) gave an accuracy of 85.71, while
the object detector (trained and tested using instance-level annotations) achieved an accuracy
of 87.12. Clearly, object location information improved image classification performance, but
required bounding box annotations. Domain adaptation from the 15 source chairlifts to the 6
target chairlifts, enhanced the accuracy from 87.12 to 90.20. In this case, in addition to the 300
labeled training images from the source domain we needed 120 unlabeled images from the target
domain. Our Siamese model achieved an outstanding accuracy of 92.34 without using the any
information from the target domain in training, nor bounding box annotation. It only required
300 training images and 30 masks from the source domain. These results clearly show that the
proposed Siamese model is a very good solution to insert shape prior in the classification model
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without increasing its complexity. This allows the network to be trained with few labelled data
and to well generalize on a new unseen data

Table 6.3 — Accuracy of different approaches with VGG16 backbone for all target chairlifts in
the tiny chairlifts dataset using the configuration F'S.

Approach Accuracy
Image classification 85.71
Faster R-CNN 87.12
Faster R-CNN with domain adaptation 90.20
Siamese model 92.43

Observing the embedding space

To observe the distribution of the data in the embedding space, we propose to apply the tSNE
tool (t-distributed Stochastic Neighbor Embedding) [I57] on our data. The interesting part is
that we can also project the feature vectors of the last layer of the baseline classifier to compare
it with the Siamese distribution.

Figure [6.7] shows the embedding space of both the baseline classifier and the Siamese model.
We can see on the two plots both samples from the source data that have been used to learn
the network depicted with dot markers and samples from the target data depicted with crosses.
The colors indicate the class of each point. In these plots, we can clearly see that the baseline
classifier is well separating the two classes when considering the source data, but we can also see
that the target data is sometimes not on the correct side of the classifier. On the other side, we
can see that the Siamese architecture moves the points of different classes away from each other
thanks to the contrastive loss and that the target points are also mainly following the source
distribution. We also notice that the open (resp. closed) masks are near each other and far from
the closed (resp. open) masks. We do not use any constraint to enforce this behavior, but since
we are learning on a set of different chairlifts and project them in the same embedding space,
the model is automatically learning the features that help to discriminate the open masks from
the closed masks.

6.5 Conclusion

This chapter has addressed a challenging case of image classification, where few labeled images
are available, and generalization over unseen target domains is needed. Our proposition relies on
very intuitive ideas implemented in the framework of a specific embedding space with Euclidean
properties. Supposing each class comes with a binary mask focusing on relevant elements to
detect, the embedding space is first learned over a set of known source domains with a Siamese
model with image-mask pairs as input. A contrastive loss is used to provide Euclidean properties
to the space. To provide good generalization properties to the model to classify images of an
unseen domain, we use two virtual masks computed in the embedding space as the centroid
of the source masks. In the context of the chairlift safety problem, we have shown that this
approach performs much better than a generic image classifier in the target domain. Finally, if
target masks are available, we have proposed a simple fine-tuning step that helps to improve the
generalization property of the model, by concentrating images from different chairlifts around
the same binary masks. At test time, the classification can be achieved using a simple Euclidean
distance in the original embedding space.
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Figure 6.7 — Source and target images and masks visualised using TSNE. (a) Embedding space
of the baseline classifier, (b) Embedding space of the Siamese model with the corresponding
open and closed masks. See text for explanation.
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CONCLUSION

This thesis presents our work on the chairlift safety problem using deep learning techniques. As
part of MIVAO project, we aim to ensure safety in chairlifts by monitoring the boarding station
and detecting risky situations to take corrective actions before an accident occurs. Given an
image showing people boarding a chairlift, we have proposed a set of solutions to categorize the
situation as safe or unsafe. Since there is no public dataset containing such specific images, we
had to propose models that can be trained with few annotated data. Furthermore, two main
issues had to be addressed for this project. First, since the safety property is highly related
to the position of the safety bar, the proposed deep models should concentrate on small but
crucial areas in the images. Second, due to the difficulty of labeling new images when a system
is installed on a new unseen chairlift, the models trained on a set of chairlifts should provide
good results on a new chairlift without labeled images.

The latest advances in the academic community have the potential to be applied to our
problem despite their limitations. In Chapter 2 we described some related state of the art
methods that could be applied in our context, mainly in the fields of image classification, object
detection, domain adaptation, and guided problems under constraints. Research developments
in these research areas have raised expectations, especially in the age of deep learning, which
has improved significantly in the last few years. However, very few works have attempted to
use a deep learning-based system in chairlift security by computer vision. Moreover, the main
limitations of standard deep learning methods in our context are (i) they require massive sets
of annotated images for training, which is not always available in our case, (ii) it is not easy
to determine which elements of the scene are used for the prediction, and (iii) they can have
low generalization properties if there is a shift between the distributions of source and target
domains. Object detection is a promising approach to chairlift safety, which allows to focus on
specific local features in the scene. Furthermore, there are some good solutions for unsupervised
domain adaptation, to enhance the ability of the object detector trained on a source domain
to perform well on a new unseen domain. On the other hand, all the current adaptive object
detectors are not adapted at the proposals-level. Finally, the Siamese network is a convenient
and efficient method of exploiting prior knowledge in the training phase.

Our first contribution is to show that an object detection approach can outper-
form a classification one. Chapter [3|was dedicated to study the performance and limits of an
object detector to solve the chairlift safety problem. We found that object detection helps the
network to concentrate on crucial details in the images. Object location information can be ben-
eficial for further pushing image classification, particularly in generalization. Furthermore, when
a sufficient amount of data is available, Faster R-CNN provides high performance. However, the
performance is affected when the test set is a new domain with a divergence from the training
domain, indicating the need for a domain adaptation step. Another strength of object detection
is its ability to detect some essential elements in the scene, such as adults and children. This
additional information can help to develop a better understanding of the scene to ultimately
categorize it into safe or unsafe.

Our second contribution is to propose a domain adaptation component at the
region proposal level of a two-stage detector. Chapter [] focused on improving the gen-
eralization ability of an object detector on a new target domain. State of the art domain
adaptation solutions for two-stage object detection mainly concentrate on the global and local
levels, neglecting the region proposal branch. We have shown that adaptation is required at the
region proposal level to provide better detection results in the target domain where no labels
are available, and this original solution outperformed the classical solutions.
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Our third contribution is to propose a Siamese model to insert some geometric
priors in an image classification network. Chapter [5] was oriented towards a new approach,
forcing an image classification network to look at regions likely to contain the target object using
binary masks without the need for instance-level bounding box annotations. We have shown that
by using a Siamese architecture, the network could attend to the most crucial elements of the
scene. Our Siamese network took as input a pair of images: one colored image of the scene, and
one binary image representing the mask of the safety bar. Only two masks were required for
each chairlift. This approach proved its efficiency even with few labeled data and outperformed
a classical image classifier.

Our final contribution is a set of methods to asses and boost the generalization
property of the Siamese model. Chapter [6] continued on the same thread of Chapter
and aimed to evaluate the generalizability of our mask-guided approach by testing our Siamese
architecture on new unseen chairlifts with different 3D geometries. This chapter showed that our
Siamese network had high generalization properties, indicating that as the domains of interest
expand, the focus on the most crucial visual regions in the scene became more important. A
single model trained on a set of chairlifts provided outstanding results on a new unseen chairlift,
without requiring any adaptation step. It is worth noting that this last model outperformed the
adaptive object detector.

The chairlift safety problem and some of its possible solutions from a computer vision per-
spective have been presented and discussed in this thesis. However, we believe that this work
deserves to be further developed in the future in order to overcome its limitations or use it in
new applications. There are many potential directions to improve our various contributions that
have yet to be explored. Following, some possible future works are discussed. First of all, Faster
R-CNN results could be enhanced using advanced deep architectures to extract features like
RESNET. There are many robust architectures available today, and they are potentially much
better or faster than the ones we have tested, but we could not test them all because of time
constraints, and also because new deep learning models are continually being developed, which
makes it challenging to keep track of the state of the art.

Faster R-CNN is proven to be weak in classifying the detected objects of certain types, as
shown in Chapter [3} ‘child’ objects tend to be particularly challenging. We need to continue
exploring effective object detection algorithms, analyzing the latest frameworks (especially one-
stage detectors), and studying the possibility to use domain adaptation in these frameworks.
One perspective is to evaluate the detection of people and safety bars in a unified framework,
which was not possible because we did not have annotated version of the dataset with all classes.
Then, we can compare these results with those obtained by our partners in the project, since we
will be able to classify safe and unsafe situations instead of only detecting the essential elements
of the scene.

Chapter [] showed that using domain adaptation for object detection improved the results,
but adapting the models of a source domain to a target domain is not the ideal solution because
the success of this adaptation strongly depends on the similarity between these two particular
domains. It is therefore more efficient to rather focus on domain generalization from a set
of source domains to a target domain. Also, more accurate adaptation procedures could also
improve the results. These methods could help in the learning step to reach stable solutions
which is a substantial weakness of the current methods.

In attempting to use masks with few annotated data in Chapter [5, despite its efficiency,
Siamese architecture is slower than its corresponding baseline because the data is double, so a
strategy for selecting a few pairs to speed up the training while maintaining the same accuracy
would be necessary. Moreover, the same point about comparing different backbones to improve
results could be applied here as well. The shallow architecture was promising, so it is worth
optimizing it by changing number of layers, neurons in each layer and filters sizes.

Finally, in the Chapter[6]Siamese model provided an exceptional generalization power without
using any information from the target domain. We think that a new boosting process using only
the virtual masks would further improve generalization. Another perspective to validate the
performance of this approach would be to test it in another application different from chairlift
safety.

We tackled the problem of chairlift safety in both object detection and image classification.
One natural next question is: would it be worth to analyze video rather than image data? Would
it be advantageous to employ temporal information and tackle the problem as object tracking?
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APPENDIX A

ADDITIONAL RESULTS

The first experiments carried out in this thesis, consist in applying Faster R-CNN on our chairlifts
dataset to evaluate object detection in the chairlift safety problem. We formulated the problem
as object detection of the important elements of the scene i.e. the safety bar and the people. In
Chapter [3] we demonstrated general results, and in this appendix we show more detailed ones.

A.1 Safety bar detection

In section [3.3] we provided the implementation details of this experiment and average results
over all the chairlifts. In this section, we show detailed results for each chairlift independently
in the four settings i.e. OOC, LOCO, All and FS.

A.1.1 OO0C

ZF Backbone

Faster R-CNN produces 0.95 mAP in OOC setting using ZF feature extractor, which implies
that when trained on images belongs to a chairlift the detector is able to detect with height
precision and recall most of the objects in images from the same chairlift. Note that in this
setting the dataset is small and with too few variations. Table [A-1] shows the results for each
chairlift independently, the detector produces relatively bad results only on one chairlift C7 with
mAP equals to 0.62 that is because of the great imbalance in the data between the two classes
in this chairlift see Table C7 has less than 10% of images in closed class.

The detector produces fairly good results on two chairlifts with mAP equals to 0.85 or 0.86
(Co, Cy respectively), it is worth mentioning here that Cj is a special chairlift because it has a
glass bubble for extra protection and it is the only chairlift that could be closed without being
occupied, the data belongs to this chairlift is imbalanced, there is less than 3% of images in open
class.

Perfect results were achieved on eight chairlifts with mAP equals to 0.99 or 1 (Cs, Cs, Cs,
Cy, C13, C14, C15, C16) most of these chairlifts images are well balanced between the two classes.

While the detector achieved very good results with mAP between 0.95 and 0.98 on the rest
of the chairlifts (Cy, Cy, Cs, C1o, C11, C12, C17, C1s, C19, Ca0) most of these chairlifts images
are not very good balanced between the two classes. The unbalanced distribution of classes is
detrimental, when only a few examples of a certain class used during the training then the results
of this class will be affected.

VGG16 Backbone

The mAP achieved by Faster R-CNN when VGG16 used as feature extractor increased to 0.99
(0.04 better than ZF feature extractor). Table shows the results for each chairlift indepen-
dently, the mAP is higher than 0.97 for all chairlifts. The class imbalance is not a problem using
this backbone. Even the special chairlift Cy has better results.
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A.1.2 Al
ZF Backbone

As expected the best results has been achieved in this setting, because of the huge size of the
dataset in one hand, and all the domain are well-represented with considerable variations in
the other hand. Table shows Faster R-CNN with ZF backbone results for each chairlift
independently, note that the results of C7, Cy are significantly improved than they were in OOC
setting using the same backbone. While the special case Cj has reduced mAP and that is because
it is not well represented.

VGG16 Backbone

The mAP achieved by Faster R-CNN when VGG16 used as feature extractor slightly increased
to 0.99 (0.01 better than ZF feature extractor). Table shows the results for each chairlift
independently. The mAP of the special case Cy has considerably improved, but is still not better
than the mAP obtained using the same backbone in the OOC setting.

A.1.3 LOCO

ZF Backbone

In LOCO experiment with ZF backbone, the performance of both classes decreased for all the
measures, mAP for the different chairlifts has a wide range between 0.15 and 0.9 (see Table .
Which is expected because in this setting, the images used in test belongs to a chairlift that is
completely unseen before. If the safety bar of this chairlift is similar to other safety bars well
represented in the dataset there is a good chance to have good results. Where if it is completely
different, or similar to a safety bar which is not well represented in the dataset, that well harm
the performance.

VGG16 Backbone

Using VGG16 backbone in LOCO experiments reduce the harm in performance, with mAP equal
to 0.84 (0.25 better than ZF backbone). The detector easily profited from the deeper and more
expressive features of the VGG16.
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Table A.1 — Safety bar detection (by chairlift) results in OOC' setting,
model with ZF backbone pretrained on IMAGENET.

using Faster R-CNN

chairlift | class | prec rec F1 AP | mAP
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Table A.2 — Safety bar detection (by chairlift) results in OOC setting, using Faster R-CNN
model with VGG16 backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

closed | 1.00 1.00 1.00 0.99
Co open | 1.000 0.97 098 0.97 0.98

closed | 0.98 0.98 0098 0.97
Gy open | 1.00 1.00 1.00 1.00 0.98

closed | 0.99 0.99 099 0.99
s open | 1.00 1.00 1.00 1.00 0-99

closed | 1.00 1.00 1.00 1.00
Cs open | 1.00 1.00 1.00 1.00 1.00

closed | 0.96 0.96 096 0.94
Ca open | 1.00 1.00 1.00 1.00 0.97

closed | 1.00 1.00 1.00 1.00
Cs open | 1.00 1.00 1.00 1.00 1.00

closed | 1.00 1.00 1.00 1.00
Ce open | 1.00 1.00 1.00 1.00 1.00

closed | 0.99 0.99 0.99 0.99
Cr open | 1.00 1.00 1.00 1.00 0-99

closed | 1.00 1.00 1.00 1.00
Cs open | 1.00 1.00 1.00 1.00 1.00

closed | 1.00 1.00 1.00 1.00
Co I open 100 Too Loo zoo] -~

closed | 1.00 1.00 1.00 1.00
Cro open | 1.00 1.00 1.00 1.00 1.00

closed | 0.99 0.99 099 0.98
Cu open | 1.00 0.99 0.99 0.99 0.98

closed | 1.00 1.00 1.00 1.00
Cr open | 1.00 1.00 1.00 1.00 1.00

closed | 1.00 1.00 1.00 1.00
Cis open | 1.00 1.00 1.00 1.00 1.00

closed | 0.99 0.99 0.99 0.98
Cra open | 1.00 1.00 1.00 1.00 0-99

closed | 1.00 1.00 1.00 0.99
Cis open | 1.00 1.00 1.00 1.00 0.9

closed | 1.00 1.00 1.00 1.00
Ci6  open [T.00 To0 100 1oo| 190

closed | 0.98 0.98 0.98 0.97
Ciz open | 1.00 1.00 1.00 1.00 0.98

closed | 0.99 0.99 099 0.99
Cis open | 1.00 1.00 1.00 1.00 0-99

closed | 099 0.99 0.99 0.98
Cio open | 1.00 0.97 099 0.97 0.97

closed | 1.00 1.00 1.00 1.00
Ca0 open | 1.00 1.00 1.00 1.00 1.00

closed | 0.99 0.99 0.99 0.99
Ave e 1100 100 1.00 Loo| °%
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Table A.3 — Safety bar detection (by chairlift) results in the setting All,
model with ZF backbone pretrained on IMAGENET.

using Faster R-CNN

chairlift | class | prec rec F1 AP | mAP
o [ b
o [mliom om o,
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O |open TT00 099 To0 599] %
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S o O
O |“open | To0 096 098 0957 %
o [mim 10 1wt
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APPENDIX A. ADDITIONAL RESULTS

Table A.4 — Safety bar detection (by chairlift) results in the setting All,
model with VGG16 backbone pretrained on IMAGENET.

using Faster R-CNN

chairlift | class | prec rec F1 AP | mAP
o [t vm s i,
o [t om um on T,
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oy [mrloe Tw o we
oy [l tn om ua T,
o [ on o,
o [ o
v [l [tn 00 0n wn
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Table A.5 — Safety bar detection (by chairlift) results in LOCO setting,
model with ZF backbone pretrained on IMAGENET.

using Faster R-CNN

chairlift | class | prec rec F1 AP | mAP
Co o oo a2 00r 001 %8
Ol e T s 0se0s| OT0
Cr e 075 or6 058 | 0%
Co 03800016 | 040
Ci e o050 00081 %
Cs e o050 00081 %
Co Fo 005006092 | %
Cr e o000 og | 9
Co e 0005503 O
B e
Clo | 0075070 —odg | O
Cii e 006010 O
Cra ot 0gg | 0
Cia e o005 0se 0ot 0!
Cuu iy 00| 00
Cis e 0055 | 0
O Fopen To37 02 025 007]
Cir | 009003087 | 058
Cis o oor— o5 0or 081 O
Cro e 60— 032
On open To0 065 061 015] O
Avg 0050
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Table A.6 — Safety bar detection (by chairlift) results in LOCO setting,
model with VGG16 backbone pretrained on IMAGENET.

using Faster R-CNN

chairlift | class | prec rec F1 AP | mAP
o [
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A.2 People detection

In section we provided the implementation details of this experiment and average results
over all the chairlifts. In this section, we show detailed results for each chairlift independently
in the three settings i.e. OOC, LOCO, and All.

A.2.1 0O0C

ZF Backbone

Faster R-CNN produce 0.76 mAP in OOC setting using both feature extractor ZF and VGG16,
0.54 for ‘child’ class and between 0.97 and 0.98 for ‘adult’ class. Which implies that the detector
is able to detect with height precision and recall the ‘adult’ objects even if the dataset is small
and with too few variations. However many ‘child’ objects are left behind without being detected
which led to low recall which in its turn led to poor AP precision, even though the precision is
not too bad. Table [A7] shows the results for each chairlift independently when ZF backbone is
used.

VGG16 Backbone

Table shows the results for each chairlift independently when VGG16 backbone is used. The
mAP achieved by Faster R-CNN when the very deep VGG16 model used as feature extractor
wasn’t noticeably increased.

A.2.2 Al
ZF Backbone

In the contrary to safety bar detection, no better result was obtained in this setting, because
people objects are not chairlift-dependent, so the enormous size of the dataset did not add
extra variation or make the objects more well-represented. Instead Faster R-CNN with ZF
backbone has lower performance than OOC setting. Table[A 9] shows the results for each chairlift
independently.

VGG16 Backbone

The mAP achieved by Faster R-CNN when VGG16 used as feature extractor increased to 0.76
(0.1 better than ZF feature extractor). Table shows the results for each chairlift indepen-
dently. In this experiment in general it is worthy to use deeper network as backbone, but it is
not better than using any backbone in OOC' setting.

A.2.3 LOCO
ZF Backbone

In LOCO experiment with ZF backbone, the performance of ‘child’ classes decreased for all the
measures, mAP for the different chairlifts has a range between 0 and 0.51 (see Table [A.11)).

VGG16 Backbone

Using VGG16 backbone in LOCO experiments reduce the harm in performance, with mAP
equal to 0.7 (0.09 better than ZF backbone). The detector profited from the deeper and more
expressive features of the VGG16. For ‘adult’ class the performance is equivalent to the other
settings where test images belong to a chairlift used for training too, because as mentioned before
people objects are not dependent on the chairlift. Table shows the results for each chairlift
independently.
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Table A.7 — People detection (by chairlift) results in OOC setting, using Faster R-CNN model
with ZF backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

C child [ 091 0.67 077 0.66 |
0 adult | 0.90 098 094 097 |

child [ 0.85 0.73 0.79 0.69
€1 adult [ 094 099 096 093 08

child | 0.93 058 0.69 0.57
s adult [ 0.95 098 097 098] 77

child | 0.92 0.78 0.84 0.77
Cs adult [ 093 099 096 093 058

child | 0.92 057 0.69 0.56
Ca adult [ 097 099 098 099 *7®

child [ 0.83 0.70 0.75 0.66
Cs adult [ 092 097 095 096 °8!

child | 0.87 0.55 0.67 0.53
Co adult | 0.97 099 098 0.98 0-76

child | 0.83 0.36 0.48 0.32
Cr adult [ 093 1.00 096 099 | 206

child | 0.87 0.51 0.63 0.48
Cs adult [ 093 099 096 099 *73

child | 0.87 0.40 054 0.37
Co adult [ 0.7 098 097 098 008

child | 0.82 0.64 0.70 0.61
C1o adult [ 0.95 098 096 098] *7

child | 0.94 054 065 0.52
Cu adult [ 097 099 098 099 | *70

o child [ 0.86 068 0.75 0.66 [
12 adult | 0.94 0.98 0.96 0.97 '

N child [ 0.88 070 0.78 0.69 [ o
13 adult | 0.95 0.93 094 0.93 '

child | 0.90 0.70 0.78 0.68
Cua adult [ 098 099 093 099 | 08

child | 0.89 0.69 0.77 0.67
Cis adult [ 090 099 094 097 *%

child [ 0.92 053 0.66 0.50
Cr adult [ 0.7 098 098 098 *74

child | 0.84 067 0.74 0.63
Cis adult [ 094 099 096 093] *80

child | 0.87 0.68 0.76 0.66
Co adult [ 096 098 097 093] 082

child | 0.88 0.53 0.65 0.50
Cao adult [ 0.93 099 096 098] O74

child | 0.67 0.19 028 0.14
Ca1 adult [ 094 094 094 003 024

child | 0.78 0.12 0.19 0.11
Ca2 adult [ 0.97 097 097 096 °%

child | 0.97 055 0.69 0.54
Cas adult [ 096 099 098 099 77

child | 0.87 0.57 0.66 054
Avg. It [ 0.95 098 096 098] %70
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Table A.8 — People detection (by chairlift) results in OOC setting, using Faster R-CNN model
with VGG16 backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

child | 0.92 069 0.79 0.68
Co adult [ 092 098 095 097 0%

child | 0.87 0.68 0.76 0.66
€1 adult [ 095 098 096 098 082

child | 0.96 0.42 057 0.42
s adult [ 0.94 099 097 099 *70

child | 0.94 0.79 0.86 0.78
Cs adult [ 094 099 096 093 058

child | 0.94 052 0.66 0.51
Ca adult [ 097 099 098 099 O™

child | 0.87 0.69 0.77 0.67
Cs adult [ 0.94 097 095 096 °8!

child | 0.89 0.54 0.67 0.52
Co adult | 0.97 099 098 0.98 0-75

child | 0.96 0.39 0.54 0.38
Cr adult [ 095 099 097 099 209

child [ 0.94 055 0.69 0.53
Cs adult [ 095 099 097 099 *70

child | 0.81 0.45 056 0.42
Co adult [ 0.97 098 097 098] *70

child | 0.90 063 0.73 0.60
C1o adult [ 0.95 098 097 098] °7

child | 0.94 0.37 052 0.37
Cu adult [ 097 099 098 099 | V08

o child [ 0.91 068 078 0.66 [
12 adult | 0.95 0.98 0.96 0.97 '

child [ 0.91 0.75 0.82 0.75
Cus adult [ 0.96 094 095 093 08

child | 0.92 069 0.79 0.68
Cua adult [ 098 1.00 099 099 *8

child [ 0.91 0.66 0.76 0.65
Cis adult [ 093 098 095 097 O8!

child | 0.98 050 0.64 0.49
Cr adult [ 0.97 098 097 097 *73

child [ 088 064 074 0.62
Cis [ qult 1004 099 097 098] 80

child | 0.92 0.63 0.75 0.62
Co adult [ 096 098 097 097 7

child [ 0.91 056 0.68 0.55
Cao adult [ 0.95 099 097 098] 77

o child [ 0.74 032 044 030 [ o
21 adult | 0.95 0.94 094 0.93 '

child | 0.98 0.14 0.23 0.13
Ca2 adult [ 0.7 097 097 096 °%*

child | 0.98 0.43 059 0.42
Cas adult [ 096 099 098 099 *70

child | 0.91 055 0.67 054
Avg. It [ 0.95 098 097 097 %70
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Table A.9 — People detection (by chairlift) results in the setting All, using Faster R-CNN model
with ZF backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

child | 0.88 042 0.55 0.39
Co adult [ 083 098 090 096 208

child | 0.91 0.42 055 0.40
€1 adult [ 090 1.00 094 099 *70

child | 0.98 0.40 054 0.40
s adult [ 0.93 099 096 099 ] *70

child | 0.91 0.32 0.46 0.31
Cs adult [ 0.81 099 089 097 064

child | 0.96 0.31 0.41 0.29
Ca adult [ 0.00 1.00 094 099 264

child | 0.91 0.39 054 0.37
Cs adult | 085 097 091 096 297

child | 0.98 0.34 049 0.34
Co adult | 0.95 0.99 097 0.99 0-67

child | 0.77 0.14 0.23 0.14
Cr adult [ 085 1.00 092 099 220

child | 0.89 0.39 0.52 0.37
Cs adult | 0.86 099 092 093 V08

child | 0.86 0.22 0.34 0.21
Co adult [ 0.96 098 097 097 °%

child | 0.86 0.46 0.58 0.44
C1o adult [ 090 096 093 095 20

child | .00 025 0.37 0.25
Cu adult [ 096 099 098 099 202

child | 0.95 0.37 053 0.36
Crz adult [ 0.9 099 095 098] 267

child | 0.88 0.48 0.61 0.46
Cus adult [ 090 093 091 002 009

child | 0.96 045 0.61 0.44
Cua adult [ 0.95 1.00 097 099 *71

child | 0.86 0.51 0.63 0.48
Cis adult [ 083 097 089 094 Ot

child | 0.92 0.16 026 0.15
Cr adult [ 0.93 099 096 098] °°0

child | 0.85 0.47 0.59 0.45
Cis adult [ 088 099 093 097 *71

child | 0.91 0.36 051 0.35
Co adult [ 091 099 095 098 207

child | 0.93 0.17 028 0.17
Cao adult [ 080 1.00 094 098 o7

child | 0.88 0.12 020 0.11
Ca1 adult [ 086 092 089 089 °°0

child | 0.69 0.15 0.23 0.14
Ca2 adult [ 0.93 096 094 095 °%

child | .00 0.22 0.35 0.22
Cas adult [ 095 1.00 097 099 200

child | 0.90 0.36 050 0.34
Avg. It 0.00 098 094 097 260
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Table A.10 — People detection (by chairlift) results in the setting All, using Faster R-CNN model
with VGG16 backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

child | 0.87 0.77 0.82 0.73
Co adult [ 090 098 094 097 O

child | 0.90 0.62 0.72 0.60
€1 adult [ 092 099 096 099 7

child [ 0.99 058 0.73 0.58
s adult [ 0.95 099 097 098] *78

child | 0.91 059 0.71 0.57
Cs adult [ 0.87 1.00 093 099 °78

child | 0.95 055 0.69 0.55
Ca adult [ 095 099 097 099 77

child | 0.90 0.62 0.73 0.61
Cs adult [ 0.0 099 094 098] *7

child [ 0.99 0.49 0.64 0.49
Co adult [ 0.96 1.00 098 099 *74

child | 1.00 049 0.65 0.49
Cr adult [ 0.93 1.00 096 099 ] °74

child | 0.97 0.65 0.77 0.64
Cs adult [ 093 099 096 099 08!

child | 0.90 0.33 0.45 0.31
Co adult [ 0.7 099 098 098 26°

child | 0.86 0.65 0.72 0.62
C1o adult [0.94 098 096 097 °7

child | 1.00 0.38 0.53 0.38
Cu adult [ 097 1.00 098 1oo| 29

child | 0.92 0.62 0.74 0.60
Crz adult [ 0.93 099 096 098] *7

child | 0.89 065 0.74 0.62
Cus adult [ 092 094 093 004 O78

child | 0.97 058 0.72 0.57
Cua adult [ 0.96 1.00 098 099 °78

child | 0.88 0.65 0.74 0.63
Cis adult [ 090 098 094 096 7

child | 0.94 0.38 0.53 0.38
Cr adult [ 0.95 099 097 098 008

child | 0.93 059 0.70 0.57
Cis adult [ 0.93 1.00 096 099 °78

child | 0.96 053 0.68 0.52
Co adult [ 093 099 096 098] 7

child | 0.97 0.43 059 0.42
Cao adult [ 092 1.00 095 099 *70

child | 0.88 0.28 0.41 0.27
Con adult [ 093 096 094 004 000

child | 0.88 020 0.32 0.18
Ca2 adult [ 0.7 097 097 096 °7

child | .00 0.40 0.56 0.40
Cas adult [ 096 099 097 099 *70

child | 0.91  0.56 0.69 0.54
Avg. It 1 0.93 099 096 098] %70
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Table A.11 — People detection (by chairlift) results in LOCO setting, using Faster R-CNN model
with ZF backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

child | 0.86 0.13 0.22 0.12
Co adult [ 0.82 099 089 096 °%*

child [ 0.69 0.36 0.45 0.33
€1 adult | 0.86 099 092 093 006

child | 0.98 051 0.66 0.51
s adult [ 0.4 098 096 097 *74

child | 0.89 021 0.33 0.20
Cs adult [ 081 099 089 097 *°8

child | 0.91 0.35 050 0.34
Ca adult [ 090 099 094 093 006

child | 0.93 0.24 0.37 0.23
Cs adult [ 088 098 093 096 °°°

child | 0.96 0.24 0.38 0.24
Co adult | 0.95 0.99 097 0.99 061

child | 0.74 037 0.49 0.31
Cr adult [ 078 099 087 098] 00

child | 0.88° 0.41 053 0.38
Cs adult | 0.81 098 089 096 07

child | 0.86 0.23 0.36 0.22
Co adult [ 0.96 097 097 097 °%

child [ 0.77 053 0.63 048
Co [ qult T001 095 093 092 70

child | 0.97 0.32 047 0.31
Cu adult [ 097 099 098 099 20

child | 0.91 0.19 0.31 0.18
Crz adult [ 0.93 097 095 096 27

child [ 0.90 025 0.38 0.23
Cus adult [ 001 092 091 090 *°7

child | 0.98 029 0.44 0.29
Cua adult [ 0.95 1.00 097 099 064

child | 0.76 0.55 0.62 0.48
Cis adult | 085 093 083 090 20

child | 0.86 0.13 023 0.12
Cr adult [ 0.93 099 096 098] 2°°

child | 0.81 052 0.62 049
Cis adult [ 0.9 097 094 095 72

child | 0.84 0.33 047 0.30
Co adult [ 0.00 099 094 098] 264

child | 0.93 0.15 025 0.14
Cao adult [ 0.0 099 094 098] °°0

child | 0.71 026 0.36 0.22
Con adult [ 0.86 083 087 084 0%

child | 0.00 0.00 0.00 0.00
Ca2 adult [ 098 040 056 039 220

child | 0.93 0.45 061 0.45
Cas adult [ 0.96 099 097 098] *71

Av child | 0.83 0.31 0.42 0.29 0.61
& adult | 0.90 0.95 091 0.93 ’
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Table A.12 — People detection (by chairlift) results in LOCO setting, using Faster R-CNN model
with VGG16 backbone pretrained on IMAGENET.

chairlift | class | prec rec F1 AP | mAP

child | 0.91 034 0.47 0.32
Co adult [ 083 099 090 098] 20

child [ 0.91 055 0.67 0.53
€1 adult [ 091 099 095 093 *70

child | 0.98 0.61 0.74 0.60
s adult [ 0.94 098 096 098] *7

child | 0.94 050 0.65 0.48
Cs adult [ 0.85 1.00 092 099 °73

child | 0.97 0.46 0.62 0.45
Ca adult [ 093 099 096 099 *72

child [ 0.95 0.36 050 0.36
Cs adult [ 0.89 099 094 098] 267

child | 0.96 0.37 0.52 0.36
Co adult | 0.96 0.99 097 0.99 068

child | 0.77 049 0.59 0.43
Cr adult [ 0.80 099 088 098] *70

child | 0.93 0.43 056 0.42
Cs adult | 080 099 094 099 *70

child [ 0.90 0.38 0.53 0.36
Co adult [ 0.97 098 097 098] 267

child | 0.81 0.66 0.72 0.61
C1o adult [ 0.95 097 096 096 °7°

child | 1.00 0.42 058 0.41
Cu adult [ 097 1.00 098 10| 70

child | 0.95 0.35 050 0.34
Crz adult [ 0.92 099 095 0098 296

child | 0.93 042 056 0.40
Cus adult [ 001 094 092 093] %07

child | 0.96 046 0.62 0.45
Cua adult [ 0.6 099 098 099 272

child | 0.77 0.75 0.75 0.70
Cis adult [ 091 094 092 092 *8!

child | 0.90 0.40 054 0.37
Cr adult [ 0.95 1.00 097 099 008

child | 0.89 062 0.72 0.60
Cis adult [ 0.93 099 096 098] *7

child | 0.93 055 0.69 0.53
Co adult [ 093 099 096 093 *70

child | 0.98 0.28 0.44 0.28
Cao adult [ 0.9 099 095 098 003

child [ 0.79 0.34 0.43 0.29
Ca1 adult [ 092 089 091 o087 08

child | 0.92 0.17 0.28 0.16
Ca2 adult [ 095 097 096 096 220

child | 0.97 054 0.69 0.53
Cas adult [ 096 099 098 099 *70

child | 0.91 0.45 0.58 0.43
Ave. adult | 0.92 0.98 095 0.97 0-70
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APPENDIX B. FRENCH TRANSLATIONS

B.1 Introduction

Les stations de ski sont une des destinations touristiques préférées en hiver dans presque tous
les pays qui ont des régions de montagne et un hiver enneigé. La France est la destination de
ski la plus populaire en Europe; elle posséde le plus grand nombre de télésiéges au monde (plus
de 3000). Chaque année, parmi les millions de voyages en télésiége, seuls quelques accidents
surviennent (28 accidents sur les 403 millions de voyages en télésiége en France pour la saison
2018/2019, selon le rapport sur les accidents des remontées mécaniques en France et concernant
les usagers transportés pendant la saison 2018/2019 en [4] ), mais ils sont potentiellement graves
et parfois mortels. De nombreux facteurs influencent le risque d’accident, notamment les condi-
tions météorologiques, la circulation sur les pistes, 'expérience et les compétences des passagers,
etc. Néanmoins, la plupart des accidents sont causés par ’erreur humaine et les comportements
a risque. Les télésiéges sont équipés d’une barre de sécurité (ou garde-corps) pour maintenir les
passagers dans leurs siéges de’une maniére siire. C’est aux passagers de soulever et d’abaisser la
barre de sécurité lorsqu’ils montent ou descendent du véhicule (voir Fig ). Toutefois, les stations
disposent d’un systéme de controle qui surveille les télésiéges & I’embarquement pour assurer que
les passagers ont correctement fermé la barre de sécurité, et au cas ou ils ne 'auraient pas fait,
ils sont avertis par le systéme. Ce systéme de controle est généralement composé d’opérateurs
humains qui surveillent et détectent toute situation dangereuse a 'embarquement et a ’arrivée.

Pour renforcer la sécurité sur les télésiéges, la start-up frangaise BLUECIME a développé
un systéme qui s’appelle “Systéme Intelligent de Vision Artificielle par Ordinateur” (S1va0). Le
systéme proposé est un systéme de vision par ordinateur dont ’objectif est d’aider les opérateurs
de remontées mécaniques & détecter les anomalies lors de I’embarquement sur les télésiéges, et
d’avertir les utilisateurs en cas de situations dangereuses et prévenir les accidents éventuels. Le
systéme se compose d’une caméra, d’un ordinateur et d’une alarme. La caméra enregistre la scéne
d’embarquement. Ensuite, certaines images des vidéos sont traitées en temps réel a 'aide de
techniques de traitement d’images non basées sur apprentissage, pour détecter: (i) I'occupation
du télésiege, et (ii) la position de la barre de sécurité. Lorsqu’une situation dangereuse est
détectée i.e. le télésiége est occupé, et la barre de sécurité n’est pas complétement fermée,
I’alarme se déclenche.

Bien que les décisions prises par SIVAO soient trés précises, installation pour un nouveau
télésiége nécessite des configurations manuelles longues et cotiteuses. Etant donné qu’un nombre
croissant de télésiéges sont équipés de ce systéme, la configuration de I'installation nécessite un
temps et des efforts considérables. De ce fait, dans le cadre du projet “Montagne Innovante,
Vision et Apprentissage par Ordinateur” (M1vAO), I'idée est d’utiliser 'apprentissage profond
pour améliorer les performances de SIVAO et pour réduire les ajustements manuels cotiteux dans
des différents environnements et circonstances.

Les derniéres avancées en matiére de modeéles basés sur I'apprentissage profond ont apporté
des solutions originales qui attirent I’attention de 'industrie. Notamment, les approches basées
sur les réseaux neuronaux convolutifs profonds (CNN), qui ont montré des améliorations sub-
stantielles dans la généralisation d’un large ensemble de problémes, allant de simples taches de re-
connaissance d’images, telles que la reconnaissance de chiffres manuscrits (début des CNN), a des
taches plus complexes telles que la prédiction de I'impact de la modification de séquences d’ADN
non codantes sur 'expression des génes. L’avantage principal des méthodes d’apprentissage pro-
fond est qu’elles permettent d’apprendre automatiquement et progressivement des caractéris-
tiques de haut niveau a partir des données, en utilisant une procédure d’apprentissage général.
Les méthodes d’apprentissage profond sont alimentées par une énorme quantité de données,
alors qu’elles ne nécessitent qu’un pré-traitement manuel nominal et une ingénierie de carac-
téristiques négligeable, ce qui annule la nécessité d’une expertise dans le domaine, contrairement
aux techniques d’apprentissage automatique traditionnelles.

Cette thése fait partie du projet MIVAO visant & sécuriser I’embarquement sur les télésieges.
Nous abordons ce probléme en proposant des techniques d’apprentissage profond pour améliorer
SIVAO, et exploiter les données disponibles.

Axes de recherche

MIVAO vise & créer un systéme intelligent pour effectuer une analyse intensive de la scéne
d’embarquement et identifier les situations rares mais potentiellement dangereuses dans les
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télésidges. Ayant les fonctionnalités de SIvAO (c’est-a-dire la détection en temps réel de
Poccupation du télésiége et de la position de la barre de sécurité), MIvAO devrait étre plus
fiable et moins sensible aux conditions changeantes, compte tenu de la réduction de la charge de
travail de configuration lors de l'installation du systéme dans de nouveaux sites. Presque tous
les télésiéges sont surveillés par des opérateurs humains au poste d’embarquement; le travail
de ces opérateurs consiste a surveiller les situations d’anomalie et & y réagir. Cependant, la
surveillance manuelle continue est laborieuse pour les humains, ’analyse automatique des vidéos
de surveillance est donc une solution a ce type de taches fastidieuses. L’analyse des vidéos de
surveillance se fait principalement & deux niveaux: (i) le premier niveau, ou les éléments essen-
tiels sont détectés, et (ii) le second niveau, ou les résultats du premier niveau sont utilisés pour
la prise de décision. L’analyse de premier niveau implique des différents algorithmes d’analyse
d’images et de vidéos provenant de domaines de recherche tels que la classification, la détection
d’objets, le suivi d’objets, la reconnaissance d’actions, etc. Dans le probléme de la sécurité
des télésieges, les éléments essentiels sont les personnes (il est indispensable de différencier les
adultes des enfants) et la barre de sécurité (il est impératif de déterminer sa position: compléte-
ment ouverte, complétement fermeée, ou entre les deux). C’est pour cela que -dans cette thése-
nous nous concentrons sur la détection et la classification adulte/enfant et barre de sécurité
ouverte/fermée. Pour répondre aux besoins de MIVAO, nous tentons de résoudre le probléme par
Pexploitation des données disponibles pour former des modéles d’apprentissage profond robustes
avec le minimum d’annotations possible, et cela en tenant compte des contraintes géométriques
afin d’améliorer la détection. En conséquence, nous choisissons d’étudier la détection adaptative
d’objets dans le domaine non supervisé et la classification d’images.

Tout d’abord, il est pertinent de clarifier la confusion occasionnelle entre la tache de classifi-
cation d’images et celle de détection d’objets: la classification d’images fait référence a la tache
de nommer l'objet dominant dans une image, par contre, la détection d’objets consiste & nommer
et & localiser tous les objets dans I'image. L’apprentissage supervisé consiste a former le systéme
en le récompensant s’il donne le résultat attendu pour une entrée donnée et en le pénalisant
8’1l ne le fait pas. Les classificateurs d’images sont destinés & produire la classe de I'image; par
conséquent, ils sont formés en utilisant des annotations au niveau de 'image. D’autre part,
les détecteurs d’objets nécessitent des annotations de type boite englobante autour de chaque
objet dans les images de formation. Ces annotations sont essentielles pour I’apprentissage su-
pervisé, mais en méme temps, elles sont cotiteuses et prennent beaucoup de temps car elles sont
généralement générées manuellement.

La prédiction de la sortie pour les nouvelles entrées sur lesquelles le systéme n’a pas été formé
est appelée généralisation. Si les données de formation sont représentatives de la distribution
correspondante, alors le systéme se généralise bien. Cependant, si les entrées au moment du test
sont significativement incohérentes avec les données de formation, le modéle peut ne pas bien se
généraliser. Pour cette raison, la généralisation vers des distributions plus larges semble aller trop
loin, alors que le ciblage d’une distribution particuliére est plus réalisable. Cet problématique
est appelé ['adaptation de domaine. Les données de formation sont utilisées comme source
d’informations supplémentaires pour le domaine cible. Si aucune étiquette n’est disponible dans
le domaine cible, on parle de l’adaptation de domaine non supervisée. Le défi consiste & surmonter
la différence entre les domaines, dans la mesure ot un systéme formé dans le domaine source se
généralisera bien au domaine cible.

Le coeur de cette thése se concentre sur le défi de la généralisation a des nouveaux domaines
avec un minimum d’annotations en exploitant les contraintes géométriques. Dans ce probléme,
chaque télésiége est considéré comme un nouveau domaine, en raison des variations importantes
entre les télésiéges en termes de forme, de taille, de nombre de siéges, d’orientation, etc. (voir la
Fig [4| pour des exemples).

Motivation et contributions

Dans le cadre du projet MIVAO, une grande base d’images était disponible sans annota-
tions. Notre objectif était de trouver un moyen efficace d’utiliser ces données avec le moins
d’annotations possible. Dans cette thése, nous concentrons sur l’adaptation de domaine non
supervisée pour la détection d’objets et la classification d’images. Nous proposons des solutions
pour améliorer le processus d’apprentissage et donc la précision, pour généraliser et atteindre
des performances compétitives 1a ot peu ou pas de données annotées sont disponibles.
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Une premiére contribution de cette thése a été d’appliquer une méthode de détection d’objets
basée sur CNN a I’ensemble des données des télésiéges afin d’évaluer sa capacité a détecter la
barre de sécurité et les personnes dans l'image, afin d’identifier éventuellement les situations
a risque. Comme prévu, cette approche donne de meilleurs résultats qu'un classificateur clas-
sique formé sans utiliser des annotations de boites englobantes. Cependant, la formation de ces
modéles nécessite un grand nombre d’annotations, mais 'un des objectifs les plus importants
de ce projet est de trouver une solution qui s’adapte automatiquement lorsqu’elle est appliquée
aux nouvelles données non annotées. Par conséquent, ’adaptation de domaine pour la
détection d’objets est le premier axe étudié dans cette thése. Nous nous concentrons sur la
question suivante: quelles caractéristiques doivent étre adaptées dans un détecteur d’objets pour
sa généralisation & partir d’un domaine source vers un domaine cible? Peu de travaux abordent
explicitement le probléme de I'adaptation de domaine non supervisée pour la détection d’objets.
Les approches existantes ont ajouté des éléments de formation contradictoires dans le détecteur
classique Faster R-CNN, tant au niveau global qu’au niveau des instances sans adapter le réseau
de proposition de région (RPN), ce qui a entrainé un déplacement de domaine résiduel. Nous
avons proposé d’ adapter le RPN pour garantir que les caractéristiques extraites des images
cibles chevauchent les caractéristiques de ’objet source.

Cependant, méme le fait de n’annoter que le domaine source est trés cotiteux lorsqu’il s’agit
de délimiter des boites au niveau de l'instance. En outre, I’adaptation de domaine n’est pas
toujours satisfaisante & 1’échelle de dizaines de domaines cibles différents; le facteur de réussite
le plus critique de ’adaptation de domaine est le niveau de similitude entre le domaine source et
le domaine cible. Pour la deuxiéme contribution concernant les cotts liés aux annotations des
boites englobantes, nous avons opté pour 1’utilisation de masques binaires pour guider
un classificateur. Nous nous concentrons sur la question suivante: comment exploiter les con-
traintes géométriques comme information a priori pour concevoir un classificateur d’images et
pour le former sur seulement quelques images annotées? L’idée principale est d’informer le clas-
sificateur de I’élément sur lequel il doit se concentrer dans I'image pour prendre sa décision, en
utilisant un masque binaire, ce qui élimine le besoin d’annotations de boite englobante qui sont
beaucoup plus cotiteuses. En utilisant une architecture siamoise, nous alimentons un classifica-
teur d’images basé sur CNN avec I'image et le masque binaire, et nous forcons le classificateur
a n’extraire que les caractéristiques souhaitées en fonction du masque binaire.

Lorsque la tentative a été couronnée de succes, la question était: ce classificateur est-il capable
de se généraliser? De plus, comment améliorer sa généralisabilité? Nous proposons une étape
de mise au point qui n’utilise que deux masques du domaine cible et qui donne des résultats
exceptionnels sans nécessiter de composante d’adaptation de domaine spécifique. En outre, nous
montrons que des masques virtuels spécifiques renforcent la propriété de généralisation du réseau
pour les nouveaux télésiéges jamais vus sans nécessiter d’images ni de masques de ces télésiéges
cibles. Cette derniére approche est également plus performante que la détection d’objets, et elle
n’a pas besoin d’annotations au niveau de la boite englobante par exemple.

Comme mentionné ci-dessus, le cas d’utilisation principal considéré dans cette thése est le
probléme de la sécurité des télésiéges. Bien que la motivation de notre travail soit d’aborder
les problémes de MIVAO, les contributions apportées ne se limitent pas & ce contexte, mais
pourraient étre utilisées dans toute application nécessitant une analyse de la scéne, et pourraient
étre utiles dans plusieurs scénarios tels que la conduite autonome, comme nous le montrerons
dans nos résultats expérimentaux.

B.1.1 Plan

Cette thése vise a proposer des méthodes basées sur 'apprentissage profond pour identifier les
situations dangereuses dans les télésiéges. Ces méthodes sont destinées & améliorer les perfor-
mances du systéme SIVAO existant en améliorant la précision et en réduisant le temps nécessaire
a la configuration du systéme pour un nouveau télésiége. Les chapitres de ce manuscrit sont
organisés comme suit:

e Chapitre [l présente le projet MIVAO, ses objectifs, ses défis et ses perspectives, et fournit
une description détaillée de son ensemble de données. De plus, il présente nos objectifs liés
4 Mivao dans le cadre de cette thése, faisant partie du projet.

e Chapitre [2] présente un survol de I'état de Part des aspects méthodologiques liés a nos
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objectifs. Dans ce chapitre, nous passons en revue les solutions qui existent déja dans le
domaine de la sécurité des télésiéges. Nous étudions également les méthodes de classifi-
cation d’images basées sur I'apprentissage profond. Ensuite, nous présentons la détection
d’objets et discutons de ses principaux avantages pour le probléme de la sécurité des
télésiéges. L’aspect suivant & considérer est ’adaptation au domaine. Enfin, nous passons
en revue ce qui a déja été proposé pour exploiter une connaissance a priori particuliére
dans des modéles d’apprentissage profond.

e Chapitre [3| comprend une contribution préliminaire: ’application de la détection d’objets
au probléme de la sécurité des télésiéges. Ce chapitre évalue la performance de ’approche
Faster R-CNN sur cette tache et en souligne les principales limites.

e Chapitre [4] présente un nouveau point de vue sur le probléme du décalage de domaine
dans la détection d’objets. Nous proposons d’adapter le réseau de proposition de région
(RPN) et d’intégrer ce nouveau module d’adaptation dans Faster R-CNN. En plus du
probléme de la sécurité des télésiéges, nous menons des expériences dans le contexte de la
conduite autonome pour comparer I’approche que nous proposons avec une autre méthode
d’adaptation de domaine non supervisée appliquée a Faster R-CNN.

e Chapitre 5] présente une solution pour la tache de classification des images basée sur CNN
ot la classe de chaque image dépend d’un petit détail de celle-ci. Nous proposons d’utiliser
les réseaux siamois pour résoudre le probléme de classification des images en utilisant des
contraintes géométriques comme information a priori.

e Chapitre [6] a pour objectif de présenter une solution pour améliorer le processus
d’apprentissage d’un réseau de classification lorsque moins d’images étiquetées sont néces-
saires. Nous étudions le pouvoir de généralisation d’une telle approche, et nous proposons
une solution pour I'améliorer.

e Finalement, en conclusion, nous synthétisons les travaux présentés dans les chapitres précé-
dents. Ensuite, nous discutons de certaines perspectives de travail et des orientations de
recherche possibles dans ’avenir.

B.2 Reésumés des chapitres

B.2.1 Chapitre 1

Le projet MI1vAO a été lancé pour répondre aux besoins des opérateurs de stations de ski en
matiére de sécurisation des télésiéges. Son objectif principal est de développer un systéme
d’apprentissage et de vision par ordinateur pour faire une analyse de la scéne d’embarquement,
en temps réel. MIVAO vise & développer un systéme permettant une analyse approfondie de la
scéne d’embarquement et de détecter non seulement les utilisateurs qui n’ont pas correctement
fermé la barre de sécurité, mais aussi des situations plus sophistiquées comme un utilisateur qui
a glissé de son véhicule, ou la présence d’enfants non accompagnés, etc. Les objectifs & atteindre
pour la fiabilité de la détection des situations dangereuses sont les suivants:

e la fiabilité par rapport a la variabilité de la forme des télésiéges;

e la fiabilité par rapport aux variations des conditions météorologiques telles que la pluie, la
neige, le brouillard, etc. (voir la Fig pour quelques exemples);

e la fiabilité par rapport aux variations des conditions d’éclairage pendant la journée (voir
la Fig pour quelques exemples);

e la fiabilité par rapport a la variabilité des tenues et des accessoires des utilisateurs, tels
que les casques, les bonnets, les lunettes de ski, etc.;

e l'automatisation de la phase de configuration du systéme pour minimiser les cotits
d’installation;

e la maitrise des contraintes en temps réel, méme si des algorithmes robustes sont utilisés.
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Les méthodes d’apprentissage automatique et, en particulier, celles basées sur ’apprentissage
profond, permettraient de déterminer plus précisément le risque lié & une situation donnée sur
un télésiége et seraient en mesure de répondre de maniére satisfaisante aux défis du projet.

L’ensemble des données du projet ne cesse d’augmenter. Au cours de cette thése, nous avons
utilisé des sous-ensembles de deux versions: 2018 et 2019. Il est & noter que la version 2018 est
composée d’images provenant de 21 télésiéges installés dans des stations de ski différentes. Pour
des raisons de confidentialité, nous ne donnons pas les noms réels des télésiéges, nous les appelons
ci-aprés Cy, C1, Ca, Cs, ..., Cyg. Différentes classes globales sont fournies par BLUECIME (e.g.
fermé, ouvert, intermédiaire), ainsi que deux masques de segmentation binaire concernant la
position (ouverte/fermée) de la barre de sécurité pour chaque télésiége. Nous avons proposé
d’enrichir les annotations existantes et produire automatiquement des boites englobantes de la
barre de sécurité. La localisation des différentes personnes (enfant/adulte) a été produite par
des méthodes de “crowd sourcing”. Nous précisons les taches de reconnaissance principalement
étudiées, i.e. la reconnaissance de la position de la barre de sécurité, et la détection des personnes.

B.2.2 Chapitre 2

Ce chapitre présente un survol de l'état de l'art des principaux aspects liés & nos objectifs.
Tout d’abord, nous discutons des solutions qui existent déja dans le domaine de la sécurité des
télésiéges. Nous présentons les approches générales de vidéo surveillance, et détaillons les initia-
tives récentes pour déployer des solutions d’intelligence artificielle pour I’analyse de situations
anormales.

Deuxiémement, nous étudions les méthodes de classification d’images basées sur
Papprentissage profond. Nous décrivons les blocs élémentaires de ces modéles. Nous détaillons
ensuite les réseaux de neurones convolutifs ainsi que leur entrainement par rétro-propagation du
gradient de ’erreur, et la possibilité d’utiliser des réseaux pré-entrainé sur des données massive-
ment annotées (transfer learning). Nous décrivons également les architectures convolutives mod-
ernes standardes, e.g. ResNet. Nous justifions la limitation des approches de classification dans
notre contexte, notamment liée au manque d’information locale et & la difficulté d’interpréter
les décisions.

Troisiémement, nous présentons la détection d’objets et essayons d’expliquer ses principaux
avantages pour le probléme de la sécurité des télésiéges. Nous distinguons les approches effec-
tuant la localisation en une seule étape (e.g. YOLO), et les méthodes basées sur deux étapes
utilisant une étape de pré-sélection de régions (e.g. R-CNN). Ensuite, nous détaillons les évolu-
tions des méthodes au cours des cinq derniéres années.

Le quatriéme aspect important a considérer est ’adaptation de domaine, c’est-a-dire la ca-
pacité de transférer un modéle précédemment appris d’un domaine source & un domaine cible, qui
dans notre cas peut étre un nouveau télésiége. Nous abordons les travaux autour de cette prob-
lématique, comme la généralisation de domaine, apprentissage avec peu (ou pas) d’exemples,
et apprentissage multitaches.

Enfin, nous conclutons ce chapitre en présentant des méthodes qui peuvent étre utilisées
pour incorporer de I'information a priori et our améliorer les performances des modéles utilisant
uniquement des données. Nous discutons de différentes possibilités pour cela, en particulier les
modéles attentionnels, les modéles conditionnels, et les réseaux siamois.

B.2.3 Chapitre 3

Ce chapitre présente une étude expérimentale consistant & évaluer la faisabilité de détection
automatique d’objets dans le probléme du sécurité des télésiéges. Nous utilisons un détecteur
d’objets classique Faster R-CNN [3] pour détecter les éléments essentiels dans la scéne i.e. la
barre de sécurité (ouverte/fermée), et les personnes (adulte/enfant). Le détecteur d’objets est
une solution pour guider le réseau vers les zones cruciales de 'image. Ensuite, au moment du
test, nous pouvons 'utiliser comme modéle de classification en ignorant 'emplacement des boites
englobantes.

Nos résultats montrent globalement la bonne performance de la méthode lorsque 1’évaluation
est effectuée sans décalage de domaine, et une dégradation forte des résultats sinon. D’un autre
coté, apprendre a localiser correctement 1'objet dans 'image est trés prometteur pour améliorer
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la précision de la classification. Cependant, cela nécessite des annotations cotliteuses au niveau
des instances.

B.2.4 Chapitre 4

Dans ce chapitre, nous présentons notre contribution concernant ’adaptation de domaine pour
la détection d’objets. Nous nous appuyons sur le détecteur Faster R-CNN [3], et la méthode
DA-Faster [I06]. Nous menons des expériences approfondies dans deux contextes d’application
différents: la conduite autonome et le probléme de la sécurité des télésiéges. Ce travail a été
présenté dans un article [37] dans le cadre de International Conference on Advanced Concepts
for Intelligent Vision Systems, 2020.

Aprés une analyse du flux de travail complet du détecteur Faster R-CNN classique, nous
proposons d’adapter les caractéristiques tirées de ce réseau a deux niveaux différents: au niveau
global dans le RPN et au niveau local pour chaque boite englobante renvoyée par le RPN. Nous
montrons que ces deux adaptations sont complémentaires et donnent de trés bons résultats de
détection. Pour 'adaptation de domaine, nous nous basons sur une fonction de cott adversaire
classique.

B.2.5 Chapitre 5

Dans ce chapitre, nous proposons une solution originale pour exploiter la structure géométrique
des images de télésiége, sans la nécessité d’annotation en forme de boite englobante. Notre
solution pourrait étre appliquée aux taches de classification d’images basées sur CNN, ou la classe
de chaque image dépend des petits détails qu’elle contient. L’idée principale est d’informer le
classificateur des éléments de I'image sur lesquels il doit se concentrer pour prendre sa décision.
Pour cela, nous utilisons une architecture siamoise et alimenté le réseau avec une image et un
masque binaire représentant les éléments importants. Nous étudions également les performances
des modéles avec un nombre différent d’exemples annotés et avec des différentes profondeurs de
modele. Ce travail a été présenté dans un article [38] dans le cadre de International Conference
on Computer Vision Theory and Applications, 2020.

L’étape de formation consiste a extraire des caractéristiques des images avec barre de sécurité
fermée, qui sont similaires aux caractéristiques du masque avec barre de sécurité fermée, mais
différentes des caractéristiques du masque avec barre de sécurité ouverte (et I'inverse pour les
caractéristiques extraites des images avec barre de sécurité ouverte). Lors de I'étape de test,
nous extrayons simplement les caractéristiques de chaque image et vérifions si elles sont plus
proches des caractéristiques du masque avec barre de sécurité ouverte ou du masque avec barre
de sécurité fermée. Les résultats expérimentaux montrent que cette architecture est capable
d’extraire des caractéristiques spécifiques de chaque télésiége. En effet, un seul réseau siamois
formé sur 21 télésieges différents donne de trés bons résultats sur chacun de ces télésiéges.

B.2.6 Chapitre 6

Dans ce chapitre, nous proposons une solution pour améliorer le processus d’apprentissage d’un
réseau de classification lorsque des images moins étiquetées sont nécessaires. Nous montrons que
ce processus d’apprentissage original d’une architecture siamoise donne au modéle un pouvoir
de généralisation important. Cette approche permet de remettre en question notre modéle en
le formant et en le testant sur différents domaines (source et cible) et en montrant des résultats
prometteurs. De plus, nous proposons une étape de raffinement en utilisant seulement deux
masques binaires du domaine cible.

Une fonction de perte contrastive est utilisée pour fournir des propriétés euclidiennes &
P'espace. Afin d’obtenir de bonnes propriétés de généralisation du modéle de classification des
images d’un domaine inconnu, nous utilisons deux masques virtuels calculés dans ’espace de
représentation (embedding), comme le centroide des masques sources. Nous montrons que cette
approche est plus performante dans le domaine cible qu’'un classificateur d’images générique. En-
fin, si des masques cibles sont disponibles, nous avons proposé une étape simple de raffinement
qui contribue & améliorer la propriété de généralisation du modéle, en concentrant les images de
différents télésiéges autour des mémes masques binaires. Au moment du test, la classification
peut étre réalisée en utilisant une simple distance euclidienne dans I’espace de représentation.
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B.3 Conclusion et perspectives

Cette thése présente notre travail sur le probléme de la sécurité des télésiéges en utilisant des
techniques d’apprentissage profond. Dans le cadre du projet MIVAO, nous visons & assurer la
sécurité des télésiéges en surveillant la station d’embarquement et en détectant les situations &
risque pour prendre des mesures correctives avant quun accident ne se produise. A partir d’une
image montrant des personnes montant dans un télésiége, nous avons proposé un ensemble de
solutions pour classer la situation comme siire ou non siire. Comme il n’existe pas d’ensemble de
données publiques contenant des images aussi spécifiques, nous avons di proposer des modéles
qui peuvent étre formés avec peu de données annotées. En outre, deux problémes principaux
ont di étre abordés dans ce projet. Premiérement, puisque la propriété de sécurité est fortement
liée & la position de la barre de sécurité, les modéles proposés doivent se concentrer sur des zones
petites mais cruciales dans les images. Deuxiémement, en raison de la difficulté d’étiqueter les
nouvelles images lorsqu’un systéme est installé sur un nouveau télésiége jamais vu, les modéles
formés sur un ensemble de télésieges devraient donner de bons résultats sur un nouveau télésiege
sans avoir besoin d’images étiquetées.

Notre premiére contribution est de montrer qu’une approche de détection
d’objets peut étre plus performante qu’une approche de classification d’images. Nous
avons constaté que la détection d’objets aide le réseau a se concentrer sur les détails cruciaux
dans les images. Les informations sur la localisation des objets peuvent étre utiles pour pousser
plus loin la classification d’images, en particulier dans la généralisation de ces approches.

Notre deuxiéme contribution consiste 4 proposer une composante d’adaptation
du domaine au niveau de la proposition de région d’un détecteur a deux étages. Nous
avons montré que ’adaptation est nécessaire au niveau de la proposition de région pour fournir
de meilleurs résultats de détection dans le domaine cible ol aucune étiquette n’est disponible,
et cette solution originale a surpassé les solutions classiques.

Notre troisiéme contribution est de proposer un modéle siamois pour insérer
quelques antécédents géométriques dans un réseau de classification d’images. Nous
avons montré qu’en utilisant une architecture siamoise, le réseau pouvait s’occuper des éléments
les plus cruciaux de la scéne. Notre réseau siamois a pris comme entrée une paire d’images: une
image colorée de la scéne et une image binaire représentant le masque de la barre de sécurité.
Seuls deux masques étaient nécessaires pour chaque télésiége. Cette approche a prouvé son
efficacité méme avec peu de données étiquetées et a surpassé un classificateur d’images classique.

Notre contribution finale est un ensemble de méthodes pour évaluer et renforcer
la propriété de généralisation du modéle siamois. Nous avons montré que notre réseau
siamois avait des propriétés de généralisation importantes, indiquant qu’a mesure que les do-
maines d’intérét s’étendaient, l'accent sur les régions visuelles les plus cruciales de la scéne
devenait plus important. Un modéle unique formé sur un ensemble de télésiéges a donné des
résultats exceptionnels sur un nouveau télésiége jamais vu, sans avoir la nécessité d’aucune étape
d’adaptation. Il est a noter que ce dernier modéle a surpassé le détecteur d’objets adaptatif.

Il existe de nombreuses directions potentielles qui doivent encore étre explorées pour améliorer
nos différentes contributions. Quelques travaux futurs possibles sont présentés ci-dessous. Les
résultats de Faster R-CNN pourraient étre améliorés en utilisant des architectures profondes
avancées pour extraire des caractéristiques comme ResNet. Une perspective est d’évaluer la
détection des personnes et des barres de sécurité dans un systéme unifié.

En outre, des procédures d’adaptation plus rigoureuses pourraient également améliorer les
résultats de 'adaptation du domaine pour la détection d’objets. Ces méthodes pourraient con-
tribuer a l'étape d’apprentissage pour parvenir & des solutions stables, ce qui constitue une
faiblesse importante des méthodes actuelles. Enfin, nous pensons qu’un nouveau processus de
renforcement du modéle siamois utilisant uniquement les masques virtuels, améliorerait encore
la généralisation. Une autre perspective pour valider la performance de cette approche serait de
la tester dans une autre application différente de la sécurité des télésiéges.

Nous nous sommes attaqués au probléme de la sécurité des télésiéges, tant en ce qui con-
cerne la détection des objets que la classification d’images. La question suivante se pose tout
naturellement: serait-il utile d’analyser des données vidéo plutdot que des données d’images?
Serait-il avantageux d’utiliser des informations temporelles et d’aborder le probléme comme un
suivi d’objet plutot que comme une détection d’objet?
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