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Towards Vygotskian Autotelic Agents: Learning Skills with Goals, Language and
Intrinsically Motivated Deep Reinforcement Learning

Abstract: Building autonomous machines that can explore large environments, discover interesting
interactions and learn open-ended repertoires of skills is a long-standing goal in artificial intelligence.
Inspired by the remarkable lifelong learning of humans, the field of developmental machine learning aims
at studying the mechanisms enabling autonomous machines to self-organize their own developmental
trajectories and grow their own repertoires of skills. This research makes steps towards that goal.
Reinforcement learning methods (RL) train learning agents to control their environment by maximizing
future rewards and, thus, seem adapted to our purpose. Although it achieved impressive results in the
last decade—beating humans at video games, chess, go or controlling robotic agents—it falls short of
solving our goal. Indeed, RL agents demonstrate low autonomy and open-endedness because they usually
target a (small) set of pre-defined tasks characterized by hand-defined reward functions. In this research,
we transfer, adapt and extend ideas from a developmental framework called intrinsically motivated goal
exploration process (IMGEP) to the RL setting. The resulting framework builds on goal-conditioned RL
techniques to design autotelic RL agents: agents that are intrinsically motivated to represent, generate,
pursue and master their own goals as a way to grow repertoires of skills. The efficient acquisition of
open-ended repertoires of skills further requires agents to creatively generate novel goals out of the domain
of known effects (creative exploration), to readily generalize their understanding of known skills to similar
ones (systematic generalization), and to compose known skills to form new ones (composition). Inspired
by developmental psychology, we propose to use language as a cognitive tool to support such properties.

We organize the manuscript around these two notions: goals and language. The first part focuses on
goals. It covers foundational concepts and related work on intrinsic motivations, reinforcement learning and
developmental robotics before introducing our framework, rl-based intrinsically motivated goal exploration
process (RL-IMGEP), the intersection of RL and IMGEPs. Building on this framework, we present three
computational studies of the properties of autotelic agents. We first show that we can use autotelic
exploration to solve external hard-exploration tasks (study 1: GeEP-pG and 2: ME-ES). We then move on
to reward-free environments and propose CURIOUS, an autotelic agent that targets a diversity of goals,
transfers knowledge across skills and organizes its own learning trajectory by pursuing goals associated with
high learning progress (study 3). The second part focuses on language. Inspired by the pioneering work of
Vygotsky and others, we first discuss existing communicative and cognitive uses of language for goal-directed
artificial agents. Language facilitates human-agent communications, abstraction, systematic generalization,
long-horizon control, but also creativity and mental simulations. In two subsequent computational studies,
we propose to implement these two last cognitive uses of language. IMAGINE uses language both to learn
goal representations from social interactions (communicative use) and to imagine out-of-distribution goals
used to drive its creative exploration and enhance systematic generalization (cognitive use). In our last
study, LGB trains a language-conditioned world model to generate a diversity of possible futures conditioned
on linguistic descriptions. This leads to behavioral diversity and strategy-switching behaviors.

Keywords: intrinsic motivations, goals, language, autotelic agents, open-ended learning, exploration, skill
acquisition, creative exploration, reinforcement learning, deep learning

Equipe Flowers, Inria, 33000 Bordeaux, France.
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Agents Autotéliques Vygostkiens: Buts, Langage et Apprentissage Intrinséquement Motivé

Résumé : Concevoir des machines autonomes qui explorent des environnements larges, découvrent des
interactions pertinentes et développent des répertoires de comportements non-bornés est un des défis
majeurs en intelligence artificielle. Inspiré par le remarquable apprentissage de ’humain, ’apprentissage
machine développemental étudie les mécanismes permettant aux machines d’auto-organiser leurs trajectoires
développementales et de développer des répertoires de comportements. Notre recherche progresse vers ce
but. L’apprentissage par renforcement (RL) entraine des agents a controler leur environnement de sorte a
maximiser des récompenses et apparait donc adapté a notre objectif. Malgré ses récent succés—battre
I’humains & certains jeux vidéos, aux échecs, au go ou controler des robots—Ile RL ne saurait étre suffisant

les agents RL sont peu autonomes et montrent des comportements bornés car ils s’attaquent a de
(petits) sets de taches pré-définies, caractérisées par des fonctions de récompenses pré-codées. Dans cette
recherche, nous proposons de transférer, d’adapter et d’étendre des idées issues d’une approche de robotique
développementale appelée processus d’exploration de buts intrinséquement motivés (IMGEP) aux méthodes
de RL. Notre nouveau cadre algorithmique étend les techniques de RL conditionné par des buts pour
développer des agents RL autotéliques: des agents intrinséquement motivés a représenter, générer, poursuivre
et maitriser leurs propres buts en vue de développer des répertoires de comportements. L’acquisition
efficace de répertoires de comportements non-bornés nécessite une génération créative de buts en dehors
de la distribution des effets connus (exploration créative), la généralisation de comportements connus a
des comportements nouveaux (généralisation systématique) et la capacité & composer des comportements
connus pour en former de nouveaux (composition). Inspiré par la psychologie développementale, nous
proposons d’utiliser le langage comme un outil cognitif de sorte & soutenir ces propriétés.

Ce manuscrit est construit autour de deux notions: les buts et le langage. La premiére partie se concentre
sur les buts. Elle couvre les concepts fondamentaux et la littérature associée traitant des motivations
intrinséques, de 'apprentissage par renforcement et de la robotique développementale avant d’introduire
notre framework: les processus d’exploration de buts intrinséquement motivés basées sur l’apprentissage
par renforcement (RL-IMGEP). A partir de ce cadre, nous présentons trois études computationnelles des
propriétés des agents autotéliques. Nous montrons d’abord que ’exploration autotélique peut étre utilisée
pour résoudre des taches nécessitant une importante exploration (étude 1: GEP-PG et 2: ME-ES). Nous
proposons ensuite CURIOUS dans un environnement sans récompense: un agent autotélique qui vise une
diversité de buts, transfére de I'information entre compétences et organise sa trajectoire d’apprentissage en
poursuivant les buts liés & de forts progrés (étude 3). La seconde partie se concentre sur le langage. Inspirés
par les travaux de Vygostky et d’autres, nous discutons des utilisations des capacités communicatives
et cognitives du langage dans le cadre d’agents dirigés par des buts. Le langage facilite les interactions
humain-agent, 'abstraction, la généralisation systématique, le controle & long horizon temporel, mais
aussi la créativité et la simulation mentale. Dans les deux études computationnelles qui suivent, nous
implémentons ces deux derniéres capacités. IMAGINE utilise le langage pour apprendre des représentations
de buts (usage communicatif) et pour imaginer de nouveaux buts de sorte a diriger une exploration
créative (usage cognitif). Dans notre derniére étude, LGB entraine un modéle du monde & générer une
diversité de futurs possibles & partir de descriptions linguistiques. Cela méne a une plus grande diversité
comportementale et & des comportements de changement de stratégie.

Mots-clés : motivations intrinséques, buts, langage, agents autotéliques, apprentissage non-borné, explo-
ration, acquisition de comportements, exploration créative, apprentissage par renforcement, apprentissage
profond

Equipe Flowers, Inria, 33000 Bordeaux, France.



Résumé Long

Agents Autotéliques Vygostkiens: Buts, Langage et Appren-
tissage Intrinséquement Motivé

Concevoir des machines autonomes qui explorent des environnements larges,
découvrent des interactions pertinentes et développent des répertoires de comporte-
ments non-bornés est un des défis majeurs en intelligence artificielle. Inspiré par le
remarquable apprentissage de I'humain, I’apprentissage machine développemental
étudie les mécanismes permettant aux machines d’auto-organiser leurs trajectoires
développementales et de développer des répertoires de comportements. Notre
recherche progresse vers ce but.

L’apprentissage par renforcement (RL) entraine des agents a contrdler leur envi-
ronnement de sorte & maximiser des récompenses et apparait donc adapté a notre
objectif. Malgré ses récent succés—battre 'humains a certains jeux vidéo, aux
échecs, au go ou controler des robots—I1’apprentissage par renforcement ne saurait
étre suffisant : les agents RL sont peu autonomes et montrent des comportements
bornés, car ils s’attaquent & des sets de taches pré-définies restreints, caractérisés
par des fonctions de récompenses pré-codées. Dans cette recherche, nous proposons
de transférer, d’adapter et d’étendre des idées issues d'une approche de robotique
développementale appelée processus d’exploration de buts intrinséquement motivés
(IMGEP) aux méthodes de RL. Notre nouveau cadre algorithmique étend les tech-
niques de RL conditionné par des buts pour développer des agents RL autotéliques:
des agents intrinséquement motivés a représenter, générer, poursuivre et maitriser
leurs propres buts en vue de développer des répertoires de comportements.

L’acquisition efficace de répertoires de comportements non-bornés nécessite
une génération créative de buts en dehors de la distribution des effets connus
(exploration créative), la généralisation de comportements connus a des com-
portements nouveaux (généralisation systématique) et la capacité a composer des
comportements connus pour en former de nouveaux (composition). Inspiré par
la psychologie développementale, nous proposons d’utiliser le langage comme un
outil cognitif de sorte a soutenir ces propriétés.
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Ce manuscrit est construit autour de deux notions : les buts et le langage.
La premiére partie se concentre sur les buts. Elle couvre d’abord les concepts
fondamentaux et la littérature associée traitant de I’apprentissage par renforcement
uni-tache (Section 1.1) et multi-buts (Section 1.2), des motivations intrinséques
(Section 1.3) et de la robotique développementale (Section 1.4). Cette derniére
section inclut notamment la présentation d’'un framework computationnel appelé
processus d’exploration de buts intrinséquement motivés (IMGEP). Cette famille
d’algorithmes définis des agents autotéliques basés sur des méthodes d’optimisation
dites population-based (POP-IMGEP). Ces derniéres sections servent de base a
I'introduction d’un nouveau framework computationel basé sur 'apprentissage par
renforcement et visant a définir des agents autotéliques (Section 1.5): les processus
d’exploration de buts intrinsequement motivés basés sur 'apprentissage par ren-
forcement (RL-IMGEP). Aprés ce premier chapitre posant les bases conceptuelles
et computationnelles de 'approche autotélique, la premiére partie inclut deux
chapitres présentant trois études expérimentales.

Le chapitre 2 présente deux algorithmes : GEP-PG et ME-ES. Ces deux al-
gorithmes reposent sur une idée commune : ’exploration d’un environnement
inconnu peut étre conduite efficacement par la poursuite de buts, c’est-a-dire par
I’acquisition de répertoires de comportements. Dans GEP-PG, l'algorithme est
séparé en deux phases découplées I'une de ’autre: une premiére phase d’exploration
et une phase d’exploitation. L’agent cherche d’abord & acquérir un répertoire
de comportements par la poursuite de buts uniformément échantillonés dans un
espace prédéfini. Cette phase est conduite par un algorithme POP-IMGEP. Dans la
deuxiéme phase, I'expérience collectée dans la premiére est utilisée pour amorcer
I’apprentissage d’un algorithme d’apprentissage par renforcement plus classique,
visant & optimiser une fonction de récompense externe définissant la tache. Ce dé-
couplage exploration-exploitation permet d’améliorer ’exploration de I'algorithme
global.

Le chapitre 3 introduit CURIOUS, le premier agent autotélique purement basé
sur des méthodes d’apprentissage par renforcement (RL-IMGEP). Cet algorithme
introduit deux nouveautés. Premiérement, il est capable de se fixer des buts
impliquant des affordances multiples, c¢’est-a-dire générés a partir de plusieurs
espaces de buts distincts. En particulier, 'agent robotique simulé peut décider
d’atteindre une position donnée avec sa main mécanique, de pousser un bloc
a une position données, d’attraper et placer un bloc & une position donnée en
I’air, ou d’empiler un bloc sur un autre. CURIOUS apprend & atteindre tout ces
buts au sein d’'un unique controleur, ce qui permet 'optimisation du transfert
de connaissance entre les différents buts. La deuxiéme contribution consiste a
adapter des méthodes de choix de buts maximisant la valeur absolue du progrés
d’apprentissage. L’agent utilise un algorithme de bandit manchot et sélectionne
en priorité les buts associés a de forts progrés d’apprentissage. Cette motivation
intrinséque conduit a I’émergence d’un curriculum automatique dans lequel 1’agent



se concentre sur des buts de plus en plus compliqués au fur et & mesure qu’il
apprend a les atteindre.

La deuxiéme partie du manuscrit traite de 'utilisation du langage. L’objectif
est de définir des mécanismes permettant aux agents autotéliques de se représenter
leurs propres buts. En effet, les agents précédemment définis utilisent des représen-
tations de buts et des fonctions de récompenses pré-définies par I'expérimentateur.
Ici, le langage est utilisé comme une moyen naturel pour 'agent d’inférer les
représentations de buts de partenaires sociaux simulés.

Le chapitre 4 présente une revue de la littérature et introduit les concepts
nécessaires pour comprendre I'importance de 'utilisation du langage chez I’homme
et chez la machine. Elle définit en particulier le point de vue du langage comme
outil cognitif introduit par Lev Vygotsky dans les années 1920 et reprise par la suite
par de nombreux chercheurs en psychologie, philosophie, linguistique et robotique
développementale. Inspirés par les travaux de Vygostky et d’autres, nous discutons
des utilisations des capacités communicatives et cognitives du langage dans le cadre
d’agents dirigés par des buts. Le langage facilite les interactions humain-agent,
I’abstraction, la généralisation systématique, le controle a long horizon temporel,
mais aussi la créativité et la simulation mentale.

Le chapitre 5 introduit IMAGINE, le premier agent autotélique Vygotskien.
IMAGINE interagit avec un partenaire social simulé et internalise un langage
social pour apprendre des représentations de buts et pour imaginer de nouveaux
buts de maniére créative. En pratique, IMAGINE poursuit ses propres buts et
regoit des descriptions de ses trajectoires données par le partenaire social lorsqu’il
effectue une interaction intéressante. Grace a ce feedback, 'agent collecte une
liste de descriptions agissant comme un modéle non-paramétrique de I'espace de
buts possiblement atteignables par ’agent. En parallele, ’agent entraine une
fonction de récompense, un systéme de classification apprenant a reconnaitre
la compatibilité entre une scéne (un état) et une description de cet état. Une
fois le générateur de buts et la fonction de récompense internalisés, ’agent est
capable d’utiliser le langage comme un outil cognitif pour imaginer de nouveaux
buts. En pratique, il génére de nouveaux buts en recombinant les buts connus
de maniére systématique. En faisant cela, il apprend a générer de nouveaux buts
de maniére créative, décrivant des interactions au-dela des effets précédemment
rencontrés. Dans une étude systématique des propriétés de ce systéme, nous
évaluons la capacité de 'agent a généraliser a de nouveaux buts non-rencontrés
durant ’apprentissage et mesurons la qualité de ’exploration de I'agent. Ceci nous
meéne & confirmer que 'imagination de buts impacte positivement ces deux critéres
: I'agent généralise mieux et explore davantage lorsque 1’on lui donne la possibilité
d’imaginer de nouveaux buts de maniére créative.

Le chapitre 6 introduit DECSTR, un nouvel agent autotélique Vygotskien. Avec
DECSTR, nous faisons '’hypothése que 'agent a accés a des représentations innées
des objets et de leurs relations spatiales. Cette hypothése est ancrée dans les

ix
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travaux de psychologie développementale menés par Spelke sur les core knowledge
representations. En pratique, ces représentations sont basées sur deux prédicats
binaires spatiaux: la relation proche et la relation au-dessus. Appliqués a ’ensemble
des trois blocs positionnés devant I'agent robotique, cette représentation consiste en
9 bits: 3 bits pour la relation proche appliquée a toutes les paires d’objets (relation
symétrique) et 6 bits pour la relation au-dessus appliquée a toutes les paires
d’objets (relation asymétrique). Parmi les 29 configurations possibles, seulement
35 sont atteignable. Lors de cette phase comportementale, ’agent découvre et
apprend a controler chacune des 35 configurations par un apprentissage autonome
intrinséquement motivé basé sur un algorithme d’apprentissage par renforcement
profond multi-buts. Dans une deuxiéme phase comportementale, DECSTR interagit
avec un partenaire social simulé lui proposant des descriptions de ses trajectoires
dans un langage simple. Ici, DECSTR utilise ces signaux pour apprendre un
générateur de buts conditionné par le langage: un modéle génératif produisant
plusieurs configurations possibles (représentations de buts) pour n’importe quelle
description utilisée en entrée. Ce générateur est nouveau, et permet a I’agent de se
représenter mentalement 1’ensemble des futurs états possibles s’il devait poursuivre
une instruction utilisée en entrée du générateur. Comparé & des algorithmes
d’apprentissage par renforcement conditionnés par des instructions directement,
DECSTR posséde une diversité comportementale: pour chaque instruction, il peut
se représenter une variété de stratégies différentes et en choisir une, tandis qu'un
algorithme traditionnel ne peut générer qu'une faible diversité de comportement.
Dans une troisiéme phase, DECSTR peut suivre des instructions: pour chaque
instruction il génére un ensemble de configurations compatible, en choisit une et
la poursuit.

Trois chapitres de discussion viennent clore le manuscrit. Le premier (Chapitre 7)
reprend les principales contributions de la thése et les contextualisent & la lumiére
des travaux les plus récents. Le second (Chapitre 8) discutent de pistes possi-
bles pour étendre les algorithmes présentés a des problémes plus complexes. Le
troisieme (Chapitre 9) ouvre des perspectives pour le futur. Ils traitent notamment
de la vision autotelique Vygotskienne et discute de moyens pour augmenter la
diversité des buts ciblés par les agents autotéliques et du renforcement des aspects
sociaux dans le design d’architectures autotéliques.



Introduction

Building autonomous machines that can explore large environments, discover interesting
interactions and learn open-ended repertoires of skills is a long-standing goal in artificial
intelligence (A1). We, humans, are remarkable examples of this lifelong, open-ended
learning. We learn to recognize objects and crawl as infants, learn to ask questions and
interact with peers as toddlers, and some even go on to revolutionize arts, science or sports
as adults. Across our lives, we build large repertoires of diverse skills from a virtually
infinite set of possibilities. Perhaps, what is most striking is our ability to invent and
solve our own problems, using internal feedback to assess progress. For each new problem
we invent, we can develop a new skill in interaction with our current repertoire and
our physico-socio-cultural environment. Thus, although our developmental trajectories
share similarities (e.g. most people learn how to walk), our specific experience makes
each developmental trajectory unique. We want to build artificial agents developing
open-ended repertoires of skills autonomously with such lifelong abilities. The present
research aims to make progress towards that goal.

What would be the properties of such agents? First, they need to be embodied and
situated learners, i.e., they must learn skills from experience collected through the
interactions between their physical body and environment, ideally learning a lot from
little experience. Second, they need to be autonomous, i.e., literally, they need to make
their own laws. By autonomous, we mean that agents do not receive task-specific learning
signals from engineers but learn them from data. Indeed, humans, for each new problem
they invent, also generate their own problem-specific learning signals. Third, our agents
must continually learn new skills in an open-ended fashion.

For these properties to emerge—autonomous, embodied, and situated learning of
open-ended repertoires of skills—we need others to support them. Removing external
task-specific reward functions makes agents autonomous but also passive and reactive.
To demonstrate the curious, playful, exploratory behavior of children, artificial agents
must be intrinsically motivated just like them. Intrinsic motivations can indeed drive
agents to explore the world for their own sake, without any task-related objective. With
these intrinsic learning signals, artificial agents can become good explorers; they can learn
to gather the experience that is relevant for future learning and skill development. But
this is not all. To learn skills, agents need to represent them cognitively and select which
ones to practice here and now. We call this the autotelic principle—i.e., literally, the
ability to generate one’s own goals (Steels, 2004). Autotelic agents generate and pursue



Introduction

their own goals, thereby selecting the skills they want to develop and master. Finally,
the learning of open-ended sets of skills requires agents to be creative, generalize
and compose. Agents can learn new skills if they can represent novel, creative goals
out of the distribution of known ones and pursue them. Skill learning is itself more
efficient when agents can transfer knowledge from one skill to another (generalization)
and can compose known skills to form new ones (composition). In conclusion, to tackle
the problem of the autonomous acquisition of open-ended repertoires of skills, we need
to design embodied, situated, intrinsically motivated, and autotelic agents that generate
creative goals, generalize and compose skills.

The present research builds on two existing frameworks: 1) reinforcement learning (RL),
a set of methods training agents to maximize future rewards, and 2) intrinsically motivated
goal exploration processes (IMGEP), a set of methods training intrinsically motivated,
autotelic agents to pursue their own goals. We introduce a new family of architectures
called rl-based IMGEP (RL-IMGEP) at their intersection—a set of methods training goal-
conditioned policies to represent, generate, pursue and master their own goals with RL.
These new algorithms overcome the limitations of existing implementations of IMGEP and
RL to get us closer to the autonomous acquisition of repertoires of skills. The present
research focuses on two aspects of the self-organization of learning trajectories. First, RL
agents must represent, generate, pursue and master their own goals to grow repertoires of
skills. Second, RL agents can use language as a cognitive tool to imagine creative goals
and foster behavioral diversity. The remaining of this introduction unpacks these different
concepts to motivate the present research and closes on a summary of its contributions.
Let us first take a quick detour through the history of Al and discuss how past approaches
fall short of addressing our problem.

Symbolic and Connectionist Machines

In Thinking Fast and Slow, the psychologist Kahneman pictures two types of human
reasoning: the fast, distributed, and intuitive thinking of System 1 and the slow, sequential,
and symbolic reasoning of System 2 (Kahneman, 2011). We can roughly map this
decomposition to the two main currents in the history of AI: symbolic AI implements
System 2 and connectionist AT implements System 1.

Following his intuition that “intellectual activity consists mainly of various kinds
of search,” Turing saw machine intelligence as the use of computing machines to solve
problems by the generate-and-test method: first, generate candidate solutions, then test
them (Turing, 1948). In line with these intuitions, the symbolic approach to Al builds on
the physical symbol system hypothesis:

“A physical symbol system has the necessary and sufficient means
for general intelligent action.” (Newell & Simon, 1976)

According to this hypothesis, human intelligence is based on a symbolic system (since
it is mecessary) and implementing it in machines would make them intelligent (since
it is sufficient). Researchers thus proceeded to hand-code models of the world with
rule-based symbolic systems. This approach led to numerous early successes in checker



programs (Copeland & Proudfoot, 2007), theorem proving (Newell & Simon, 1956),
puzzles resolution (Newell et al., 1959), simulated communication (Weizenbaum, 1966),
and instruction-following (Winograd, 1972), among others.

Connectionist approaches to AI, on the other hand, aim to learn as much as possible
from data while staying away from expert knowledge. Instead of searching for solutions
in a symbolic solution space, connectionist approaches adapt the parameters of a sub-
symbolic model from experience to improve on a set of target tasks. They aim to
model perception and cognition by borrowing mechanisms thought to occur in natural
agents’ brains. Inspired by the works of psychologists such as Thorndike and Hebbs
(Thorndike, 1933; Hebb, 1949), connectionist pioneers such as McCulloch, Pitts, or
Rosenblatt built the first artificial neural networks: webs of interconnected computing
units called neurons (McCulloch & Pitts, 1943; Rosenblatt, 1957). Connectionism,
however, stayed in the shadow of symbolic AT until Rumelhart and colleagues extended
the now-famous backpropagation algorithm (Rosenblatt, 1961) to train multi-layer neural
networks on continuous data (Rumelhart et al., 1986). This seminal paper presented a
connectionist method to solve what everyone thought to be a symbolic problem: learning
the past tenses of English verbs. Connectionism, however, had to wait for the recent
hardware developments to unveil its potential. Larger computational resources and the
invention of convolutional neural networks (LeCun et al., 1995, 1998) laid the ground for
the new connectionist wave called deep learning. In the last two decades, deep learning
was scaled to effectively train highly expressive functions composed of up to billions
of parameters and became the method of choice in most machine learning applications
(Salakhutdinov, 2014; Schmidhuber, 2015).

Connectionist and symbolic approaches, like System 1 and System 2, are complemen-
tary. Let us start by symbolic Al. Like System 2, symbolic Al implements explicit and
abstract reasoning but lacks the intuitive, non-symbolic properties of System 1. Learning
in spaces of explicit symbols and rules offers interpretability, systematic generalization,
and systematicity but fails to represent the implicit knowledge required for perception,
continuous control or common sense. Identifying and implementing these rules is time-
consuming, requires extensive expert knowledge, and is mostly task-specific. Once rules
are hard-coded, the machine cannot unlearn them, thus cannot adapt in the light of new
information nor easily transfer to new tasks. Finally, large models lead to a combinatorial
explosion of the solution space and require the definition of search heuristics.

Connectionist approaches demonstrate complementary properties. They lack inter-
pretability, systematic generalization, systematicity and abstract reasoning because they
do not rely on symbolic, rule-based models. However, they can represent implicit knowl-
edge within the networks’ activations and, for this reason, can easily handle low-level
sensorimotor tasks involving continuous perception and control. Although deep learning
methods often require large quantities of data, they do not require extensive domain
knowledge and can quickly be adapted to new problems. Recent research attempts to
bridge the gap between symbolic and connectionist Al by using a combination of contin-
uous symbolic representations and soft operations to retain the differentiability of the
models. These neuro-symbolic approaches have proven successful in a variety of domains
such as theorem proving (Minervini et al., 2018), visual question answering (Andreas
et al., 2016; Mao et al., 2019), program synthesis (Parisotto et al., 2017) or control (Leon
et al., 2020).
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Connectionist approaches are better suited to our objective. Indeed, symbolic Al
requires experts to define a set of symbols and symbolic rules for each new task. In
situated, embodied settings, they need to hand-code modules to translate raw perceptions
to symbols and symbols to actions. These hand-coded modules drastically limit the
autonomy and the open-endedness of the agents. On the other hand, recent deep learning
methods better handle the low-level sensorimotor aspects of situated, embodied settings
and require less expert knowledge. They can handle high-dimensional continuous inputs
and, when trained on diverse data, demonstrate reasonable generalization capacities.
However, although deep learning can be compatible with our requirements, it does not
guarantee any of them.

Embodied, Situated Machines

Building on the early developments of cybernetics from the 1940s' (Wiener, 1948),
nouvelle AI emerged as a new approach to design embodied, situated agents that react
and adapt quickly in unknown environments (Brooks, 1991b; Rosch et al., 1991; Steels,
1993; Meyer, 1996; Chiel & Beer, 1997; Arkin et al., 1998; Pfeifer & Bongard, 2006).
Cybernetics and nouvelle Al take the bottom-up approach and build adaptive systems
from simple interconnected modules without resorting to internal world models, symbolic
representations or planning.

Nouvelle AT emphasizes two concepts: embodiment and situatedness (Brooks, 1991b;
Rosch et al., 1991; Steels, 1993). Natural agents are embodied; they perceive the world
from their own sensory apparatus and act on it—thus on their perception of it—through
their own motor system. They are also situated and must react and adapt to their
environment in real-time by interacting with it directly—in the words of Brooks, “the
world is its own best model” (Brooks, 1990). Following these principles, Brooks and
colleagues built a series of robots interacting with the physical world in real-time via
simple mechanisms, non-symbolic distributed representations and control similar to those
found in animals (Brooks, 1990, 1991a,b). These approaches were however criticized for
their lack of cognition. Indeed, Brooks’ machines are primarily reactive and can only
adapt to situations immediately accessible to their sensors. Because they cannot build
cognitive representations of what is not there—mno world models—and have limited or
nonexistent memory, they cannot solve long-term tasks (Clark & Grush, 1999). It seems
that nouvelle AT might be lacking the cognitive reasoning of System 1, just like symbolic
Al lacked the intuitive reasoning of System 2.

Reinforcement learning (RL) is another set of methods that emphasizes embodiment
and situatedness. Inspired by research on animal learning (e.g. Thorndike, 1898), RL
trains embodied agents to perform sequences of actions in an environment to maximize
some measure of rewards (Sutton & Barto, 1998). When engineers want to train an
artificial agent on a particular task, they design a corresponding reward function that
generates positive (respectively negative) rewards when the agent demonstrates behaviors

1 Cybernetics takes its roots in the first study of embodied machines: the life-like behavior of the
light-seeking electric dog of Hammond and Miessner (Miessner, 1916; Cordeschi, 2002) further rediscovered
and extended with the turtles of Bristol (Walter, 1950) and the autonomous vehicles of Braitenberg
(Braitenberg, 1986).



compatible (respectively incompatible) with the task. Learning agents interact with their
environment and, by trial and error, leverage their experience to improve on the task.
Although standard RL problems often involve a single agent learning to solve a unique
task, RL researchers recently extended RL problems to multi-goal RL problems. We can
now train agents to tackle entire goal distributions (Kaelbling, 1993; Sutton et al., 2011;
Schaul et al., 2015). As the field progresses, new goal representations emerge: from the
specific goal states (e.g. Schaul et al., 2015) to the high-dimensional visual goals (e.g.
Nair et al., 2018b) or the abstract linguistic goals (Luketina et al., 2019).

Building on deep learning methods, deep reinforcement learning (DRL) has recently
emerged as a set of RL algorithms able to train embodied agents to solve ever-harder
tasks. Like any deep learning algorithm, DRL benefits from large computational clusters.
With a combination of algorithmic advances and extensive computing resources, DRL
now achieves impressive results. One can mention, for example, beating the best humans
at video games (Mnih et al., 2015; Bellemare et al., 2016; Vinyals et al., 2019; Berner
et al., 2019; Badia et al., 2020a), chess and go (Silver et al., 2017), controlling complex
robotics systems (OpenAl et al., 2019), or piloting stratospheric balloons in the real world
(Bellemare et al., 2020). These successes seem to designate DRL as a good candidate to
train artificial embodied agents to learn skills.

Existing DRL approaches, however, fall short of satisfying our requirements. Indeed,
standard approaches train agents to solve a restricted set of pre-defined tasks using
hand-defined learning signals. Externally-rewarded agents are not autonomous. The
pre-definition of the task set also hinders the ability to acquire ever-growing repertoires
of skills. Although DRL approaches are more flexible than symbolic Al approaches, they
require many interactions to learn and still have trouble generalizing to new goals and
transferring knowledge across tasks.

Intrinsically Motivated Machines

In 1950, Turing already reflected on the importance of development in the design of
intelligent machines:

“Instead of trying to produce a programme to simulate the adult
mind, why not rather try to produce one which simulates the
child’s? If this were then subjected to an appropriate course of
education, one would obtain the adult brain.” (Turing, 1950)

Children, however, do not become adults by a simple conditioning process. Although
caretakers sometimes use treats and punishments, children mostly learn in autonomy.
Indeed, if we look at children—or humans in general—we find that most of the time,
they are not motivated by external rewards but spontaneously explore their environment
to discover and learn about what is around them. Children play, explore, ask questions
about the world, make up pretend scenarios, etc. This behavior seems to be driven by
intrinsic motivations (IMs), a set of brain processes that motivate humans to explore for
the mere purpose of experiencing novelty, surprise or learning progress (Berlyne, 1966;
Gopnik et al., 1999; Kidd & Hayden, 2015; Oudeyer & Smith, 2016; Gottlieb & Oudeyer,
2018).
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Developmental robotics takes inspiration from artificial intelligence, developmental
psychology and neuroscience to model cognitive processes in natural and artificial systems
(Asada et al., 2009; Cangelosi & Schlesinger, 2015). While the field of RL is organized
around an algorithmic framework, developmental robotics gathers around specific scientific
questions dealing with sensorimotor, cognitive and social development (e.g. how can we
model language acquisition?). Because modeling child learning requires modeling their
exploratory and play behaviors, researchers quickly saw the necessity to integrate IMs
in the design of artificial agents (Schmidhuber, 1991b; Kaplan & Oudeyer, 2007). In
computational models of intrinsic motivations, agents rely on an internal reward function
to generate their own intrinsic rewards. Oudeyer and Kaplan organize these different
models of IMs in two prominent families (Oudeyer & Kaplan, 2009):

¢ Knowledge-based 1Ms (KB-IMs) compare the situations experienced by the agent
to its current knowledge and expectations and reward it for experiencing dissonance
or resonance. This family includes IMs rewarding prediction errors, novelty, surprise,
negative surprise, progress in forward predictions or information gains.

e Competence-based IMs (CB-IMs), on the other hand, reward agents to solve
self-generated problems; to achieve self-generated goals. CB-IMs agents learn to
represent, select and master their own goals. They can bias goal selection towards
intrinsic proxies such as novelty or progress in goal-reaching. See a review of intrinsic
motivations in Section 1.3.

Intrinsic motivations can organize the behavior and learning of artificial agents, thus
provide them with autonomy. In the pursuit of the autonomous acquisition of repertoires
of skills, agents must represent goals. Only agents that represent, generate and pursue
their own goals can take control of their learning trajectories and decide which goal to
target—i.e. which skill to practice—at any time. As we just saw, competence-based IMs
can power such systems.

Autotelic Machines

Autonomous agents act independently and do not rely on engineers to hand-code
task-specific reward functions in their design. Intrinsically motivated agents are active
autonomous agents; they learn to generate their own learning signals to orient learning and
behavior. Autotelic agents—from the Greek auto (self) and telos (end, goal)—generate
their own goals and learning signals. Thus, one can see autotelic as a special case of
intrinsically motivated, itself a special case of autonomous. As such, autotelic stands for
goal-directed and intrinsically motivated. Note that these characteristics do not prevent
agents from leveraging the help of social partners, as long as it occurs through natural
interactions, not through the explicit hand-coding of representations or reward functions.

Autotelic agents leverage competence-based intrinsic motivations to organize explo-
ration around self-generated goals. Emerging from the field of developmental robotics,
intrinsically motivated goal exploration processes (IMGEP) is the family of autotelic algo-
rithms that bake competence-based 1Ms into learning agents (Rolf et al., 2010; Baranes &
Oudeyer, 2010, 2013; Forestier et al., 2017). IMGEP agents generate and pursue their own



goals to explore their environment, discover possible interactions and build repertoires
of skills. Existing implementations rely on population-based optimization algorithms
(POP-IMGEP), non-parametric models trained on datasets of (policy, outcome) pairs see
a review in Section 1.4). As we will argue later, this limits the practicality of existing
implementations. Indeed, population-based algorithms do not benefit from the higher
sample efficiency of DRL methods, have difficulties handling high-dimensional inputs
(e.g.images, language) and often require hand-defined representations. Moreover, exist-
ing implementations rely on pre-defined and bounded goal spaces, which prevents the
emergence of open-endedness.

Linguistic Machines

Humans, and children in particular, learn a lot from social interactions, descriptions,
instructions, most of which take the form of spoken or written language. Most of the
time, language learning is seen as a disembodied task. This is the case of chatbots, visual
question answering systems (e.g. Antol et al., 2015; Andreas et al., 2016) or language
models trained from text corpora (e.g. Devlin et al., 2019; Brown et al., 2020). Some
researchers, however, have argued that human-level linguistic abilities and common sense
can only be acquired via multi-modal interactions—language needs to be grounded in the
physical world (Cangelosi et al., 2010; McClelland et al., 2019; Bisk et al., 2020; Lake &
Murphy, 2020). Symbolic and connectionist Al can both train such embodied linguistic
machines. Symbolic approaches require modules to parse instructions into actions or
ground them in symbolic world models (e.g. Winograd, 1972; MacMahon et al., 2006;
Kollar et al., 2010), whereas recent DRL approaches can teach artificial agents to follow
instructions end-to-end (Luketina et al., 2019). Existing embodied linguistic machines,
however, always receive external instructions and rewards.

We believe our autotelic agents must also be linguistic. To this end, they must
learn to represent and ground language in experience autonomously, from natural social
interactions. Going further, autotelic agents could leverage the cognitive functions of
language. The view of language as a cognitive tool was pioneered by the developmental
psychologist Vygotsky (Vygotsky, 1934) and further developed by many others (e.g.
Berk, 1994; Clark, 1998a; Clark et al., 1998; Dautenhahn & Billard, 1999; Lindblom &
Ziemke, 2003; Mirolli & Parisi, 2011; Gentner & Hoyos, 2017). Language, more than
a communication tool, is a cognitive tool that co-develops with the higher cognitive
functions of humans: abstract representations, generalization, planning and creativity.
It thus seems natural to model these supra-communicative functions of language into
linguistic autotelic machines.

Objectives and Contributions

The previous paragraphs described different approaches to Al and discussed how
our artificial agents could benefit from them to solve the autonomous acquisition of
repertoires of skills. Agents must be situated, embodied and learn efficiently (like DRL
agents), be autotelic (like IMGEPS) and learn from social interactions. However, neither
RL nor POP-IMGEP solves the problem alone. Reinforcement learning algorithms lack
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autonomy and open-endedness because they often require engineers to pre-define the set
of tasks and their associated learning signals. POP-IMGEP implementations, on the other
hand, generate their own goals but lack generalization abilities and are not robust to
perturbations. Existing linguistic machines bring the communicative functions of language
to machines, but so far lack autonomy and could be further developed to leverage its
supra-communicative functions.

The general objective of the present research is to make progress towards the au-
tonomous acquisition of repertoires of skills. To this end, we formalize a new set of
methods that transpose, adapt and extend concepts from the IMGEP family into the
technical framework of goal-conditioned deep reinforcement learning. We call this new
family RL-IMGEP for RL-based IMGEP.

Our first contribution is to formalize the RL-IMGEP framework as the intersection of
developmental robotics and reinforcement learning. We propose a general definition of
the terms goals and skills for RL and review the existing literature under this lens. We
observe that many of the components introduced for goal-conditioned RL can be directly
transposed to build autotelic agents. We develop this contribution in Chapter 1.

This first conceptual contribution leads to two algorithmic ones. The second contribu-
tion, presented in Chapter 2, investigates the use of autotelic exploration to facilitate the
resolution of external, pre-defined tasks characterized by sparse and/or deceptive rewards.
Our autotelic agents generate their own goals and pursue them as a way to explore an
outcome space—a space of abstract representations. This exploration is decoupled from
the exploitation phase where agents leverage the experience acquired during exploration
to maximize an external reward function, i.e. to solve an external task. In our two first
studies, we demonstrate that pursuing one’s own goals is an efficient way to self-organize
exploration.

Our third contribution moves away from external tasks and defines autotelic RL agents
targeting diverse sets of self-generated goals (Chapter 3). We introduce mechanisms to
support two essential functions of autotelic agents. First, we propose a general policy
architecture enabling agents to target a diversity of goals involving different affordances
while maintaining efficient transfer across skills. Second, we let agents organize their own
learning trajectories by focusing on goals where they progress the most, avoiding easy
and impossible ones.

Our fourth contribution is conceptual and advocates for the use of language as a
cognitive tool to structure learning trajectories and skill acquisition. In Chapter 4, we
discuss various uses of language as a communicative and cognitive tool in humans and
machines and identify potential gains from the use of language in RL-IMGEP approaches.
Inspired by the pioneering work of the developmental psychologist Vygotsky (Vygotsky,
1934), we advocate for the design of Vygotskian autotelic agents: a developmental
approach to RL that follows our RL-IMGEP framework and integrates the use of language
as a cognitive tool.

This conceptual contribution leads to two additional algorithmic ones. Our fifth
contribution overcomes two limitations of previous approaches: hard-coded goal repre-
sentations and bounded repertoires of skills. IMAGINE learns goal representations from
experience and generates out-of-distribution goals as a way to drive exploration and skill
acquisition (Chapter 5). It does so by using language both as a communicative and



cognitive tool. It first learns goal representations by interacting with a social partner
that provides descriptions of interesting interactions (communication tool). After having
grounded language, the agent can use it as a cognitive tool to imagine new goals by
composing known ones. This creative use of language powers a creative exploration,
enhances systematic generalization and offers a path towards open-endedness in artificial
agents.

We develop our last contribution in Chapter 6. We propose to use descriptive language
as a cognitive tool to prompt the simulation of concrete, possible futures resulting from
behaving according to the description. When the agent considers the description “put the
red block on top of the green one,” it can generate a set of concrete goals matching the
description. Here, goals are expressed as a set of binary spatial relations that objects in
the scene should verify (e.g. blue block close to the green one; red block above the green
one). We use semantic representations as a pivot between sensorimotor learning—learning
to achieve goal configurations—and language grounding—Ilearning to map language to
configurations. This decoupling better models the goal-directed behavior of pre-verbal
infants and fosters behavioral diversity such that agents can perform several behaviors
for any given instruction.

As a whole, this research uses state-of-the-art techniques from deep reinforcement
learning to tackle questions from developmental robotics—how do children grow repertoires
of skills autonomously? Across several experiments, we move on from task-oriented RL to
fully autonomous RL by introducing goals and language as cognitive tools to self-organize
exploration and sculpt open-ended repertoires of skills.

Document Structure

We organize this manuscript into three parts. In Autotelic Reinforcement Learning
Agents, we cover inspirations, concepts, and related works before introducing our compu-
tational framework: goal-conditioned intrinsically motivated goal exploration processes
(contribution 1). We train autotelic agents to represent, generate, pursue and master
their own goals with deep reinforcement learning methods. Following the presentation of
these foundational concepts, we cover contributions 2 and 3 in two empirical studies. In
Vygotskian Autotelic Reinforcement Learning Agents, we propose to endow our agents
with linguistic abilities. After a first chapter introducing the Vygotskian idea of language
as a cognitive tool in humans and machines (contribution 4), we present two empirical
studies evaluating linguistic RL-IMGEPs (contributions 5 and 6). Finally, Discussions
takes a step back. We integrate this research into the ecosystem of related Al approaches,
highlight its limits and discuss perspectives for the future.

Collaborations

This research is also the result of several collaborations and discussions with other
researchers. During an internship at UberAl Labs, I have worked with Vashisht Madhavan
(Element Inc.), Joost Huizinga (OpenAl), Jeff Clune (OpenAl) and Kenneth Stanley
(OpenAl) on the second study presented in Chapter 2. There, I learned about evolution
strategies and quality-diversity algorithms, among many other subjects. I developed my
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understanding of automatic curriculum approaches in collaboration with Rémy Portelas
(INRIA), Lilian Weng (OpenAl) and Katja Hofmann (Microsoft) while working on a
survey of these methods. During the study presented in Chapter 5, I have worked with
Tristan Karch (INRIA), Nicolas Lair (INSERM, Cloud Temple), Clément Moulin-Frier
(INRIA), Jean-Michel Dussoux (Cloud Temple) and Peter Ford Dominey (INSERM).
Their expertise in linguistic agents helped me refine the idea of seeing language as a
cognitive tool to structure learning and exploration in artificial agents. I have developed
intrinsically motivated goal-conditioned agents that use learning progress to structure
their learning trajectories with Pierre Fournier, Ahmed Akakzia and Mohamed Chetouani
(ISIR) while working on the projects presented in Chapters 3 and 6. I had the chance of
co-supervising Timothée Anne and Tianwei Lan, two master students working on model-
based curiosity algorithms and captioning systems for RL, respectively. Although not
presented in this research, I have also applied reinforcement learning methods—including
goal-conditioned RL—to the automatic design of intervention strategies in the context of
epidemics. I have learned a lot about epidemiology from my co-authors: Boris Hejblum,
Mélanie Prague and Rodolphe Thiebaut (INRIA, INSERM). In all of these projects, I
have been excellently advised by Olivier Sigaud (ISIR) and Pierre-Yves Oudeyer (INRIA).
They could always find the time to discuss ideas, good or bad, and helped me improve
both the technical and communication aspects of these projects. Finally, most of this
research has been supported by the French Ministére des Armées—Direction Générale de
I’Armement.

Publications

Part of the material of this research has been presented elsewhere in conference papers,
journal articles, pre-prints or blog posts:

e GEP-PG: Decoupling Exploration and Exploitation in Deep Reinforcement Learning
Algorithms (ICML 2018), Chapter 2 (Colas et al., 2018a).

e CURIOUS: Intrinsically Motivated Modular Multi-Goal Reinforcement Learning (ICML
2019), Chapter 3 (Colas et al., 2019a).

e How Many Random Seeds? Statistical Power Analysis in Deep Reinforcement Learning
Experiments (pre-print), Appendix A (Colas et al., 2018b).

e A Hitchhiker’s Guide to Statistical Comparisons of Reinforcement Learning Algorithms
(pre-print), Appendix A (Colas et al., 2019b).

e Language as a Cognitive Tool to Imagine Goals in Curiosity-Driven Exploration (NeurIPS
2020), Chapter 5 (Colas et al., 2020b).

e Automatic Curriculum Learning For Deep RL: A Short Survey (IJCAI 2020), Chapter 1
(Portelas et al., 2020b).

e Deep Sets for Generalization in RL (BeTRL Workshop, NeurIPS 2020), Chapter 5 (Karch
et al., 2020).
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The first part of this manuscript introduces a computational framework called rl-based
intrinsically motivated goal exploration processes (RL-IMGEP) to tackle the autonomous
acquisition of open-ended repertoires of skills in unknown environments. Autotelicity is
the central concept developed in this part. Formed from the Greek autos (self) and telos
(end, goal), it characterizes intrinsically motivated agents that represent, generate, pursue
and master their own goals (Csikszentmihalyi, 1997; Steels, 2004). We develop these ideas
in three chapters:

e Chapter 1 presents the foundations of the RL-IMGEP framework. It covers the
inspirations and fundamental concepts, introduces the computational frameworks
on which ARL builds and surveys related work. We first discuss autotelic behaviors
in humans and their source in intrinsic motivations: processes that drive humans
to be curious and playful, experience interesting situations and explore the world
(Berlyne, 1966; Ryan & Deci, 2000a; Oudeyer & Kaplan, 2009). We pursue by
covering the basics of two algorithmic frameworks implementing such autonomous
and exploratory behaviors in artificial agents: intrinsically motivated goal exploration
processes (IMGEP) and reinforcement learning (RL). After discussing their strengths

and limitations, we propose a novel framework at their intersection: RL-IMGEPS.

RL-IMGEP agents are autotelic; they represent, generate, pursue and target their
own goals in an intrinsically motivated goal-directed exploration. They are also
goal-conditioned RL agents; they target multiple goals and leverage state-of-the-art
RL optimization methods. Finally, we review existing RL algorithms targeting
similar problems and discuss their relations to the RL-IMGEP framework.

e Chapter 2 draws the first connections between the IMGEP and RL frameworks. In
two empirical studies, we combine an autotelic exploration—agents target their
own goals—and a standard RL setting—agents try to maximize an externally
defined reward function. In both cases, we use autotelic exploration as an auxiliary
task to facilitate the resolution of external tasks that require strong exploration
capabilities. As agents grow their repertoires of skills autonomously, they organize
their exploration of the environment and transfer knowledge between skills. The
collected experience and skills can then be used to solve external tasks.

e Chapter 3 directly targets the problem of the autonomous acquisition of repertoires
of skills. Here, agents generate their own goals and learning signals. We mainly
focus on two properties of efficient autotelic RL agents. First, we propose a new
architecture to enable agents to target a larger diversity of goals involving different
types of affordances. The agent shares representations and experiences across

different types of goals, which results in a positive transfer that speeds up learning.

Second, we propose to use learning progress as an intrinsic motivation to shape
the learning trajectories of agents evolving in rich environments. At any point
during learning, agents focus on goals where they progress the most. This simple
mechanism leads to the emergence of developmental trajectories: agents switch
their focus on different parts of the goal space as they learn new skills.

13



Chapter 1

Foundations: Computational Models of
Goals, Intrinsic Motivations and
Autotelic Exploration

Artificial autotelic agents aim to autonomously acquire repertoires of skills from experience.
In this chapter, we decompose this problem into simpler ones and, in doing so, introduce
the building blocks of our proposed autotelic reinforcement learning framework. First, we
introduce the reinforcement learning framework (RL) and explain how artificial agents can
learn a single (Section 1.1) and multiple (Section 1.2) pre-defined skills from experience.
Such agents lack autonomy because skills are pre-defined and learned from signals
generated by hard-coded reward functions. Autonomous learning agents need to craft
their own skills by generating their own learning signals. To this end, we introduce
the concept of intrinsic motivations and present a typology of computational models
(Section 1.3). Among these models, competence-based intrinsic motivations specifically
endow agents with the drive the represent, generate, pursue and master their own goals;
to shape their own learning trajectories. Within the field of developmental robotics,
intrinsically motivated goal exploration processes (IMGEP) emerged as a computational
framework integrating competence-based intrinsic motivations to define autotelic agents
(Section 1.4). After discussing the limitations of current implementations based on
population-based optimization methods (POP-IMGEP), we go on to introduce our novel
computational framework: RL-IMGEP (Section 1.5). The RL-IMGEP framework builds on
the concepts introduced in the previous sections and lies at the intersection of IMGEP
and RL. It transposes, adapts and extends insights from IMGEPs to train goal-conditioned
policies to craft their own repertoires of skills via state-of-the-art RL methods. In the last
section, we discuss how the frameworks above handle challenging ezploration settings
(Section 1.6).

1.1 Learning One Pre-Defined Skill with Reinforcement
Learning

How can an artificial agent learn a pre-defined skill? As argued in the introduction,
artificial agents need to be embodied and situated, i.e. they need to learn from interactions
with their environment. Inspired by the operant and drive reduction theories from
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psychology, reinforcement learning offers a computational framework to train agents to
acquire skills. This section formalizes the standard RL problem, presents the basics of RL
optimization methods and briefly discusses other methods to solve RL problems.

Inspirations from Psychology

At the end of the ninetieth century, the psychologist Thorndike plotted the first
learning curve: cats find the exit of a maze quicker with the number of attempts
(Thorndike, 1898). From these experiments, he hypothesized the law of effect—also called
operant conditioning—behaviors followed by positive consequences tend to repeat, the ones
followed by negative consequences tend not to. In the behaviorist drive reduction theory
of motivations, natural agents experience drives resulting from physical or psychological
needs—hunger, thirst, reproduction, etc. (Hull, 1943). The appearance of a need leads
to discomfort (costs) that drive the agent to retrieve the stable and rewarding state
of homeostasis. Building on these ideas, Skinner further developed the operant theory
(Skinner, 1953). In analogy with Darwinian evolution, he posited that new behaviors
appear as variations of existing ones and can then be either reinforced or extinguished
depending on the rewards or punishments they lead to. In line with behaviorist accounts
of psychology, all these theories picture learning agents as passive entities modeled by
rewards and punishments.

Reinforcement learning (RL) offers a mathematical and computational framework to
implement these ideas. Following the operant theory, it trains embodied agents to perform
sequences of actions to maximize future rewards. RL agents learn by trial-and-error: they
interact with their environment, observe and learn from the consequences of their actions
in terms of costs and rewards. We distinguish RL problems—a kind of optimization
problem—from RL algorithms—a set of solutions to tackle RL problems.

Reinforcement Learning Problems

In an RL problem, the agent learns to perform sequences of actions in an environment
to maximize some measure of cumulative reward (Sutton & Barto, 1998). Let us consider a

learning agent evolving in an environment for a given amount of time stepst =1, 2, .., T.

The interaction can be episodic with fixed or variable length T" or can consist in a single
(potentially infinite) lifetime where T represents the agent’s death. The initial state
of the world sp—agent and environment—is sampled from an initial state distribution
so ~ po(S) where s; is the state of the world at time step ¢, S is the state space and
po the initial state distribution. The agent then repetitively performs actions in the
environment a; € A and observes consequences: a novel state of the world s;,; and a
reward 7,1 = R(ay, $¢11)—see Figure 1.1.

We often frame RL problems as Markov decision processes (MDPs): M = {S, A, T, po,
R} (Sutton & Barto, 1998), where T is the transition function dictating the distribution
of the following state s’ from the current state and action 7% = p(s’| s, a). The MDP
framework makes the Markov assumption: given the present, the future does not depend
on the past. This means that knowing s;, previous states s;, Vi € [0, ¢t — 1] does not
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bring new information to help predict the following state s;,1:
p(ser1 | se, ar) = p(Set | S0, - -, s, ar).

The objective of the agent is to maximize a cumulative measure of reward called return.
This return is often modulated by the discounting function I' so that the discounted return
G, from time step t onward is:

T

Gt = Z F(Si7 a;, l) X R(CLZ‘, Si)~

i=t

I is usually an exponentially-decreasing function of time: I'(t) = ~' with a constant
discount factor v € [0, 1]. Each instance of an MDP is called a task. An RL problem is a
collection of tasks, also called a task set. In the episodic setting, the agent faces a new
task sampled from the task set in each new episode.

Environment

action reward state

Agent

Figure 1.1: Agent-environment interaction loop in reinforcement learning.

Reinforcement Learning Algorithms

RL methods use transitions (s;, a;, Si41, re41) collected via interactions between the
agent and its environment to train a policy m: a function that generates the next action
as11 based on the current state s, to maximize the expected return. Most algorithms rely
on the definition of value and/or action-value functions. The value function V,(s) of a
policy 7 is the expected return from state s when following policy w. The action-value
function @ (s, a) of a policy 7 is the expected return from state s when the agent executes
action a and follows 7 after that. Value (and action-value) functions thus evaluate the
quality of being in a given state (and performing a given action) conditioned on a policy.
The optimal value function V*(s) and optimal action-value function Q*(s, a) are the value
and action-value functions of an optimal policy, a policy that maximizes the expected
return.

We can decompose values into two components: the reward we expect for the next
transition r(s’, a) and the discounted expected value of the next state. This decomposition
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unveils a recursive definition: values are functions of other values. Precisely, value and
action-value functions obey the Bellman equations (Sutton & Barto, 1998):

Vi(s) = /G/S/(r(s', a) +vVe(s')) T ds' w(a | s) da, (1.1)
Qx(s, a) = /S, <r(s', a) +’y/al Qn(s',a')m(d | ) da’) 9, ds’, (1.2)

V*(s) :mgx/ (r(s', @) £y V(') T ds, (1.3)

s/

Q*(s, a) = / (r(s', a) + H}IZ}XQ*(S/, a/)) TS, ds'. (1.4)

The two first equations (Equations 1.1 and 1.2) compute expected values and action-
values over the distribution of actions generated by the policy 7. In an RL problem, the
objective is to find the policy corresponding to the optimal value function V*, the one
that yields maximum value:

V*(s) = max Ve (s),
Q*(s, a) = max Q~ (s, a).

If we were to know the optimal action-value function, then the optimal policy 7* is
simply the one that always takes actions maximizing Q*(s, a) in each state s: 7*(s) =
argmax, Q*(s, a). When the dynamics 7 are known or learned from data, one can obtain
@* with dynamic programming methods. When they are not, we can approximate it with
RL algorithms.

This research builds on model-free, off-policy deep RL methods. Let us unpack these
three concepts. Model-free algorithms—opposed to model-based—learn directly from
experience without constructing any explicit dynamics model. Off-policy algorithms—
opposed to on-policy—Ilearn to approximate the action-value Q* of a greedy optimal
policy; not the one of the behavioral policy used for data collection. This is important
as, in principle, it allows agents to leverage data collected by any policy (e.g.old policies,
exploration policies, expert demonstrations, etc.) to improve the current behavioral policy.
Finally, deep RL (DRL) refers to RL approaches that leverage deep neural networks as
function approximators.! Now that we defined the characteristics of our algorithms, let
us present the algorithm we use most often in this research and its origins in non-deep RL.

Model-free, off-policy algorithms are trained to approximate the optimal action-value
function @* by minimizing the temporal difference error L;:

Li = E(s,a)~p() [(yi —Q(s, a))z} :

where y; = Egeny[r + ymax, Q(s', @) | s, a] is the target at optimization iteration 4
bootstrapped from the current @Q-network @ and p(-) is the distribution of states and

! These networks contain up to several millions of parameters when they handle visual inputs but are
still relatively shallow compared to the architectures used in vision or language tasks (up to hundreds of
billions of parameters).
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actions in the dataset used to train the @-network. The Q-learning algorithm is the
original off-policy RL algorithm (Watkins, 1989). It stores )-values in a table for each
(s, a) pair and approximate expectations by a single sample from the current behavioral
policy. Each step in the environment is followed by an update of the Q-table.

DRL extensions of model-free, off-policy learning represent value and action-value
functions by deep neural networks V*(s) = V(s; V) and Q*(s, a) = Q(s, a; 09), where
0" and 09 are sets of network parameters. The loss function can then be differentiated
with respect to the weights ; while freezing the weights used to compute the target y;.
In the case of deterministic policies, the resulting gradient is:

Vo, Li(0:) = E(s,aymp(); '~ (Y — Q(s, a5 6:)) Vo, Q(s, a; 0;)].

Deep Q-Networks (DQN) is the first DRL extension of the original Q-learning algorithm.
It integrates two additional ideas: experience replay and target networks. Experience
replay stores past transitions into a replay buffer and samples transitions from it uniformly
to compute updates (Lin, 1992). This allows to reuse experience (replay) and to minimize
correlations between samples (shuffled replay). Targets y; are computed by target networks.
These are updated less frequently than the networks used to generate behavior, to stabilize
their updates. These two mechanisms are simple but efficient techniques to stabilize the
training of deep neural networks. They kick-started the field of DRL (Mnih et al., 2015).

In this research, we mainly use the deep deterministic policy gradient algorithm
(DDPG), one of the first DRL algorithms to handle continuous action spaces (Lillicrap
et al., 2016). In addition to the @-network, DDPG trains a policy to generate actions
maximizing the @-network’s output. It is done by following the gradient of the loss
through the @-network to the policy using the chain rule (Silver et al., 2014):

VOWL ~ Eswp(A) [VHWQ($7 a; HQ) ‘s,a:ﬂ(s;ew)]
= Eswp(A) [Va Q(S7 a; QQ) ‘s,a:w(s;&”) VerT('(S; 07‘-) |s]

DDPG transposed the techniques that made the success of DQN to the continuous case
and achieved efficient non-linear continuous control for the first time (Lillicrap et al., 2016).
The field of DRL encompasses many more algorithms: on-policy variants such as TRPO
(Schulman et al., 2015) and PPO (Schulman et al., 2017), or more sophisticated off-policy
algorithms such as TD3 (Fujimoto et al., 2018) and sac (Haarnoja et al., 2018b)—see
Figure 1.2. Note that our research is mostly orthogonal to the choice of underlying
optimization algorithm.

Other Solutions to the RL Problem

Other sets of methods can be used to tackle RL problems. Evolutionary computing
(EC) is a group of population-based approaches where populations of policies are trained
to maximize episodic measures of rewards called fitness (see reviews in Stulp & Sigaud,
2013; Eiben & Smith, 2015; Qian & Yu, 2021). Genetic algorithms (GA)—a sub-family
of EC—evolve a population of individuals (policies) characterized by their genotype
(parameters) (Holland, 1992; Eiben & Smith, 2015). At each generation (optimization
step), they mutate a selection of parent individuals to form offspring individuals. They
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Figure 1.2: A recent history of algorithms tackling the RL problem with deep
neural networks, from Justesen et al. (2020a).

evaluate the mutated controllers in the environment and rank them according to their
fitness. Finally, the new set of parent individuals is selected among the offspring according
to their rank and sometimes diversity metrics (e.g. proportional sampling, tournament
selection). Ewvolution strategies (ES)—another sub-family of EC—also mutate and evaluate
individuals, but do so from a reduced set of parent individuals. Mutated individuals and
their fitness measures are used to update the parents (Rechenberg, 1973; Back et al.,
1991; Wierstra et al., 2008; Salimans et al., 2017).

Closer to the field of RL, imitation learning (Bain & Sammut, 1995; Schaal & others,
1997; Ho & Ermon, 2016; Vecerik et al., 2017; Hester et al., 2018; Nair et al., 2018a;
Torabi et al., 2018) and inverse reinforcement learning (Abbeel & Ng, 2004; Ziebart et al.,
2008; Fu et al., 2018) techniques can be used to learn behaviors from demonstrations.
Model-based RL algorithms learn a model of the transition function 7 and perform
planning or standard RL within that model to improve sample efficiency (e.g. Chua et al.,
2018; Schrittwieser et al., 2020; Charlesworth & Montana, 2020), see recent reviews in
Moerland et al. (2020); Hamrick et al. (2020). Although this research builds on model-free
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RL and EC algorithms, most of our proposed mechanisms can directly be transposed to
imitation learning, inverse reinforcement learning or model-based approaches.

Summary

Reinforcement learning, inspired by operant theory, defines a mathematical and
computational framework to train agents to solve a external task characterized by a
hard-coded reward function. Beside model-free RL algorithms, others optimization
algorithms can solve RL problems (evolutionary computations, imitation learning, inverse
reinforcement learning and model-based RL). However, these approaches fall short of
solving our problem because they only learn one skill at a time.

1.2 Learning Multiple Pre-Defined Skills with Goal-
Conditioned Reinforcement Learning

Humans learn multiple skills because they can target multiple goals. Autotelic agents
should demonstrate the same behavior. In this section, we turn to goal-conditioned
reinforcement learning (GC-RL), the set of RL methods that train agents to learn multiple
skills. Our general definitions of goals and skills allow us to organize the existing literature
into a typology of goal representations.

Goal-Directed Behaviors in Humans

The goal construct is a central concept in most theories of motivation (Elliot & Fryer,
2008; Shah & Gardner, 2008). Most accounts even use the term explicitly, e.g. “those
psychological processes that cause the arousal, direction, and persistence of voluntary
actions that are goal directed” (Mitchell, 1982). Discussing the origin of the goal construct
and its use in past psychological research, Elliot and Fryer propose a general definition:

“A goal is a cognitive representation of a future object that the

organism is committed to approach or avoid.” (Elliot & Fryer,
2008)

Because goals are cognitive representations, only animate organisms that represent goals
qualify as goal-conditioned. Because this representation relates to a future object, goals
are cognitive imaginations of future possibilities: goal-conditioned behavior is proactive,
not reactive. Finally, organisms commit to their goal. Their behavior is thus directly
influenced by this cognitive representation.

Goals structure human behaviors into chunks. This structure is deeply hierarchical.
The most simple goals involve sensorimotor actions, something like “move your hand a
bit to the right,” and benefit from direct proprioceptive feedback loops for us to assess
progress. At a higher level, we can combine these short-term sensorimotor goals to achieve
conscious sensorimotor goals like “hand her the book.” This can go all the way up to very
abstract life-goals such as “be a good friend” (Chulef et al., 2001). Goals can call upon
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physical changes in the world or changes in our state of knowledge (Ram et al., 1995).
They can take various forms of cognitive representations from unconscious sensorimotor
goals to highly conceptual goals (e.g. be a good friend), through visual (e.g. reproducing a
painting) or auditory goals (e.g. playing an A chord).

Skills can be defined as the association of a goal and the behavior to achieve it. Setting
goals to oneself is thus a formidable way to practice skills or develop new ones. Setting
known goals is a way to organize a consistent behavior—e.g. brushing my teeth, going to
work, taking care of grandma. Setting unknown goals allows us to consistently explore
the world and explore ways to achieve new objectives—e.g. learning to work with wood,
going on a trip to Japan.

Goals and Skills for RL Agents

As argued above, goal-directed organisms need to condition their behavior on cognitive
representations of their goals. Goal-directed behavior is active and aims at turning the
present into the future encoded in the goal representation. Reinforcement learning satisfies
part of these requirements: it trains learning agents (organisms) to maximize (approach)
a cumulative reward (future object). Reward functions indeed characterize the agent’s
objective, the future object the agent tries to approach. To target goals, RL agents need
to be explicitly conditioned (to commit) on cognitive goal representations.

Goals define learning problems with their objectives and constraints. When an agent
pursues a goal expressed as a target image s,, these constraints can be expressed by
a goal-region S,, such that the goal is reached when the current state s belongs to
Sy = {s; ||s — syl < €} where € is a tolerance margin (e.g. Nair et al., 2018b; Pong
et al., 2020). Linguistic goals often express more abstract constraints. The goal-region of
“find a red object or a wooden one,” for instance, might contain several non-contiguous
regions of the state space where the linguistic predicate is satisfied (e.g. Hermann et al.,
2017; Chevalier-Boisvert et al., 2019). Goal-directed agents are conditioned on a compact
cognitive representation of the goal (e.g.the image or the description) and update their
behavior to make progress towards these goals (e.g. reaching the goal-region faster). This
leads to the following formalization of RL goals:

Each goal is a ¢ = (z,, R,) pair where z, is a compact goal
parameterization or goal embedding and R, is a goal-achievement
function measuring progress towards the goal.

In most cases, the goal-achievement function R, is shared across goals, resulting in a
goal-parameterized or goal-conditioned reward function Rg such that R,(-) = Rg(- | z4).

A skill v, is the association of a goal g and a policy m, to reach that goal. A policy
trained via standard RL characterizes a specific behavior oriented towards an implicit
objective—the reward function it was trained to maximize. Only the combination of a
goal and a goal-conditioned policy can form a skill: a specific behavior oriented towards
an explicit objective that the agent can represent and select. Several of these make
a repertoire of skills Tg; a collection of goal-oriented behaviors the agent can choose
from to interact with its environment. Goal embedding, goal-achievement function and
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goal-conditioned policy respectively encode a cognitive representation of the skill, how
to recognize when it is performed and how to perform it. The semantics of the skill are
grounded in the environment through these three representations: the policy uses the
space of goal embeddings as a map, the goal embedding as target coordinates and the
goal-achievement function as a compass.

Multi-Goal Reinforcement Learning Problems

A significant part of machine learning research is concerned with the multi-task
problem—training a function to perform multiple tasks using shared representations to
leverage cross-task learning (Caruana, 1997). Multi-task RL, in particular, trains RL
agents to solve sets of MDPs. In this research, we focus on tasks that differ by their
reward functions but keep their dynamics, action and state spaces constant. Tasks that
differ by their reward functions are called goals, and the problem of training agents to
solve multiple goals is known as the multi-goal RL problem (Schaul et al., 2015). The
multi-goal RL problem can be formalized by extending the standard MDP formulation and
replacing the unique reward function R with a space of reward functions Rg and a space
of goal embeddings Z5: M = {S, A, T, po, Rg, Zg}. In this problem, the environment
presents a goal at each new episode and generates goal-specific rewards—see Figure 1.3.

Environment

action reward goal state

l

Agent

Figure 1.3: Agent-environment interactions in multi-goal RL. Note that the
goal is generated once per episode.

Goal-Conditioned Reinforcement Learning
Algorithms

Goal-conditioned agents see their behavior affected by the goal they pursue. This
is formalized via goal-conditioned policies; policies that produce actions based on the
environment state and the agent’s current goal: Il : § x Z5 — A. Here, Z; denotes
the space of goal embeddings corresponding to the goal space G (Schaul et al., 2015).
Note that ensembles of policies can also be formalized this way as a high-level policy
IT that retrieves the low-level policy from an index z, (e.g. Kaelbling, 1993; Sutton
et al., 2011). The idea of using a unique RL agent to target multiple goals dates back
to Kaelbling (1993). In this approach and the following HORDE (Sutton et al., 2011),
the experience collected while aiming at a particular goal is used to update knowledge
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about all goals. Building on these results, universal value function approzimators (UVFA)
proposes to train a single goal-conditioned policy and value function to learn about all
goals simultaneously (Schaul et al., 2015). As they show, uni-goal DRL algorithms can
directly be used to train goal-conditioned policies and value functions. Using neural
networks as function approximators, they show that UVFAs enable efficient transfer
between goals and demonstrate strong generalization to new goals. This is made possible
both by the exploitation of the structure encoded in the goal representations (similar
goals are encoded similarly) and the transfer of representations across goals resulting
from weight sharing within the unique policy and value function.

The idea of hindsight learning further improves knowledge transfer between goals
(Kaelbling, 1993; Andrychowicz et al., 2017). Learning by hindsight, agents can reinterpret
a past trajectory collected while pursuing a given goal in the light of a new goal. By
asking themselves, what are goals for which this trajectory is a good one?, they can use the
initially-failed trajectory as an informative trajectory to learn about another goal, thus
making the most out of every trajectory (Eysenbach et al., 2020). This ability dramatically
increases the sample efficiency of goal-conditioned algorithms and is arguably an important
driver of the recent interest in goal-conditioned RL approaches (e.g. Mankowitz et al.,
2018; Plappert et al., 2018a; Chan et al., 2019; Jiang et al., 2019; Lanier et al., 2019).

A Typology of Goal Representations

The generalized definition of goals presented above encompasses a wide diversity of
goal representations. This section presents a typology of goal representations used in
GC-RL and is a contribution of this work, see Figure 1.4. It is based on our recent review
(Colas et al., 2020c) and includes works published in parallel or even after the studies
presented in this manuscript. This is important to form a clear picture of this very recent
field and understand the positioning of our studies.

Goals as choices between multiple objectives. Goals can be expressed as a list of
different objectives the agent can choose from.

Goal embedding. In that case, goal embeddings z, are one-hot encodings of the current
objective being pursued among N available objectives. z; is the i*® one-hot vector:
2! = (L;2)jep, vy (Oh et al., 2017; Mankowitz et al., 2018; Chan et al., 2019; Codevilla

ei al., 2018).
Reward function. The goal-conditioned reward function Rg is a collection of N distinct
reward functions Rg(-) = Ri() if 2, = 2}, i € [1, N]. Each reward function can,
for example, generate a positive reward whenever the agent reaches a specific object:
e.g. reaching guitars and keys (Mankowitz et al., 2018) or monsters and torches (Chan
et al., 2019).

Goals as target features of states. Goals can be expressed as target features of the
state the agent desires to achieve.

Goal embedding. In this scenario, a state representation function ¢ maps the state space
to an embedding space Z = ¢(S). Goal embeddings z, are target points in Z that the
agent should reach. In the simple case, the representation function only selects a few
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features of the original state. In manipulation tasks, for instance, z, can be target block
coordinates (Andrychowicz et al., 2017; Nair et al., 2018a; Plappert et al., 2018a; Fournier
et al., 2019; Blaes et al., 2019; Li et al., 2020; Lanier et al., 2019; Ding et al., 2019).
In navigation tasks, z, can be target agent positions (e.g.in mazes Schaul et al., 2015;
Florensa et al., 2018). Sometimes, the representation function needs to be learned. This
is the case for visual goals, where the representation function ¢ is usually implemented by
a generative model trained on visual states encountered by the agent during its lifetime.
Goal embeddings can be sampled from the generative model or encoded from previously
visited states (Zhu et al., 2017; Pong et al., 2020; Nair et al., 2018b; Warde-Farley et al.,
2019; Codevilla et al., 2018; Florensa et al., 2019; Venkattaramanujam et al., 2019; Lynch
et al., 2020; Lynch & Sermanet, 2020; Nair et al., 2020; Kova¢ et al., 2020).

Reward function. For this type of goals, the reward function Rg is based on a distance
metric D. One can define a dense reward as inversely proportional to the distance between
features of the current state and the target goal embedding: R, = Rg(s|z,) = —a X
D(p(s), z4) (e.g. Nair et al., 2018b). The reward can also be sparse: positive whenever
that distance falls below a pre-defined threshold: Rg(s|z,) = 1if D(¢(s), z,) < €, 0
otherwise.

Goals as abstract binary problems. Some goals cannot be expressed as target state
features but can be represented as binary problems: each goal expresses a set of constraints
on the state (or trajectory) such that these constraints are either verified or not (binary
goal achievement).
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Goal embeddings. In binary problems, goal embeddings can be any representation of the
set of constraints that the state should respect. The Go-Explore approaches proposes a
pre-defined discrete state representation by downsampling images (Ecoffet et al., 2021).
These representations lie in a finite embedding space so that goal completion can be
asserted when the current embedding ¢(s) matches the goal embedding z,. Another
way to express sets of constraints is via linguistic predicates. A sentence describes the
constraints expressed by the goal and the state or trajectory either verifies them or
does not (Hermann et al., 2017; Chan et al., 2019; Jiang et al., 2019; Bahdanau et al.,
2019a; Chevalier-Boisvert et al., 2019; Hill et al., 2019; Cideron et al., 2020b; Lynch &
Sermanet, 2020). When goals can be expressed by sentences, goal embeddings z, are
usually language embeddings learned jointly with either the policy (e.g. Hermann et al.,
2017; Chevalier-Boisvert et al., 2019; Jiang et al., 2019) or the reward function (Fu et al.,
2019; Bahdanau et al., 2019a).

Reward function. The reward function of a binary problem can be viewed as a binary
classifier that evaluates whether state s (or trajectory 7) verifies the constraints expressed
by the goal semantics (positive reward) or not (null reward). This binary classification
setting has directly been implemented to learn language-based goal-conditioned reward
functions R, (s | z,) in Bahdanau et al. (2019a) and in our study in Chapter 5.

Goals as a multi-objective balance. Some goals can be expressed not as desired
regions of the state or trajectory space but as more general objectives that the agent
should maximize. In that case, goals can parameterize a particular mixture of multiple
objectives that the agent should maximize.

Goal embeddings. Here, goal embeddings are simply sets of weights that balance the
different objectives z, = (5;)icp, )y Where §; is the weight applied to objective i and N
is the number of objectives. Note that, when 3; = 1 and 3, = 0, Vi # j, the agent can
decide to pursue any of the objective alone. For example, Never Give Up and Agent57
agents are trained to maximize a mixture of extrinsic and intrinsic rewards (Badia et al.,
2020b,a). Agent can select the mixing parameter /5 that can be viewed as a goal.

Reward function. When goals are represented as a balance between multiple objectives, the
associated reward function can be represented neither as a distance metric nor as a binary
classifier. Instead, the agent needs to maximize a convex combination of the objectives:
R,(s) = N, Bi R'(s) where R’ is the i*" of N objectives and z, = f7 |iep1, vy is the
set of weights.

Summary

Inspired by the goal-directed behavior of humans, this section defined the concepts
of goals and skills in the context of RL. We presented the extension of the standard RL
framework to the multi-goal setting and proposed a structured review of the different types
of goals found in the literature. Interestingly, our goal formulation allowed us to integrate

approaches that did not consider themselves as goal-conditioned (Badia et al., 2020b,a).

Although they target multiple goals, GC-RL approaches are not autotelic. Indeed, they
learn pre-defined skills characterized by rewards provided by the environment and are,
thus, not autonomous.
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1.3 Autonomous Learning with Intrinsic Motivations

Standard reinforcement learning, consistent with operant theory, represents agents as
passive entities modeled by rewards and punishments. Although this can explain some
of the behaviors of natural agents, it dramatically fails to characterize their exploratory
behaviors; all the behaviors that are not caused by external reinforcement and punishments
and do not satiate immediate needs (Berlyne, 1950; White, 1959). Indeed, most animals
spend a significant portion of their time exploring their environment, interacting with
objects or playing with others. Humans, especially, are curious, playful and self-motivated.
They set and pursue their own goals, strive for learning and developing new skills (Ryan
& Deci, 2000b; Csikszentmihalyi, 1997). To explain these behaviors, psychologists and
cognitive scientists have posited and discovered the existence of intrinsic motivations (IM),
a set of brain processes motivating animals to explore for the mere purpose of experiencing
interesting situations (Berlyne, 1950; White, 1959; Berlyne, 1966; Loewenstein, 1994;
Gopnik et al., 1999; Kidd & Hayden, 2015; Baldassarre, 2011; Baldassarre & Mirolli, 2013;
Oudeyer & Smith, 2016; Gottlieb & Oudeyer, 2018). If intrinsic motivations can drive the
autonomous behavior of humans, can they be used to power similar behaviors in artificial
agents?

After taking inspiration from the definitions of intrinsic motivations developed in
psychology and cognitive science, we review a typology of computational models of
IMs and discuss their use to support autonomy in artificial agents. Finally, we take
an evolutionary perspective and argue for the adaptiveness of intrinsically motivated
exploratory behaviors in natural and artificial agents.

Intrinsic Motivations in Humans

Intrinsic motivations drive agents to experience interesting situations. But, how should
we understand “interesting” here? Many theorists have attempted to answer this question.
Although answers differ in their specifics, most mention the following principle: one
way for situations to be interesting is to be novel, but not too much. Suggested answers
include optimal incongruity (Hunt, 1965), intermediate novelty (Berlyne, 1950, 1966),
intermediate complezity (Kidd et al., 2012) and optimal challenge (Czikszentmihalyi,
1990). In his theory of flow, the psychologist Csikszentmihalyi uses the term autotelic to
describe intrinsically motivated agents or the activities they perform in that psychological
state—see Figure 1.5 (Csikszentmihalyi, 1997). Some have even argued that intrinsically
motivated experiences were strongly linked to positive attitudes towards failure, subjective
well-being, improved performance at work and creativity (Csikszentmihalyi, 1997; Ryan
& Deci, 2000b), or that they might be at the origins of some of the greatest humans’ feats
such as creativity in science, art, music and humor (Schmidhuber, 2010).

Computational Accounts of Intrinsic Motivations

These investigations led to a similar interest in the use of IMs to motivate artificial
learning agents, both in developmental robotics (Oudeyer & Kaplan, 2009; Oudeyer
et al., 2007; Gottlieb et al., 2013; Baldassarre & Mirolli, 2013; Baldassarre, 2014) and
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Figure 1.5: Quality of experience as a function of challenge, skills and their
relation. The optimal experience, or flow, only occurs when challenges and
skills are both high (optimal challenge). Adapted from Csikszentmihalyi
(1997).

reinforcement learning (RL) (Schmidhuber, 1991a, 2010; Barto & Simsek, 2005; Singh
et al., 2010; Barto, 2013). The following paragraphs sketch a high-level typology of
intrinsic motivations based on Ryan & Deci (2000a) and Oudeyer & Kaplan (2009).

Intrinsic motivations are often defined in contrast to extrinsic motivations. Extrinsic
motivations are the drives that push agents to reach separable outcomes—e.g. the child
draws a tree for a class assignment (Ryan & Deci, 2000a; Oudeyer & Kaplan, 2009). On
the other hand, intrinsic motivations drive agents to engage for the sake of experiencing
the activity itself, with no notion of outcome—e.g. the child draws a tree because she
likes drawing. Another way to put it is to define extrinsic motivations as task-related and
intrinsic motivations as task-independent—enjoying drawing neither depends on what is
being drawn nor on the recipient of the drawing (Barto & Simsek, 2005).

Extrinsic and intrinsic motivations are to be differentiated from external and internal
motivations. External and internal simply refer to the source of the reward, whether it is
generated within the agent (internal) or outside of it (external). All intrinsic rewards can be
considered internal, but extrinsic rewards can either be internal—the child spontaneously
draws a tree to please his dad—or external—the child draws a tree because his teacher
asked him (Oudeyer & Kaplan, 2009). In fact, extrinsic motivations can be considered
more or less internal depending on their degree of internalization by the agent (Ryan &
Deci, 2000a). Although we could argue that all rewards are internal in definitive—because
motivations are only influxes of neuro-transmitters—we take a computational point of
view and understand internal and external as describing the location of the reward
generator, either in or out of the learning agent. Figure 1.6 represents the internalization
of the reward function in the design of intrinsically motivated reinforcement learning
agents.

Intrinsic motivations are essential to the design of autonomous agents. As said before,
autonomy is about setting our own rules, piloting our behaviors ourselves. Thanks to

27



28  Foundations: Computational Models of Goals, Intrinsic Motivations and Autotelic Exploration

Environment / Environment
| \ action sensations

action reward sensations Internal
Reward
internal reward
Agent

Figure 1.6: Agent-environment interaction in standard (left) vs intrinsically
motivated reinforcement learning agents (right). Adapted from Barto et al.
(2004) and Oudeyer & Kaplan (2009).

intrinsic motivations, artificial agents can be driven to spontaneously explore and learn
about their environment, to discover new affordances and learn to master new skills. They
can be asked to solve external tasks but do not require these task definitions to act in the
world. In their typology, Oudeyer and Kaplan further distinguish two families of intrinsic
motivations: knowledge-based and competence-based (Oudeyer & Kaplan, 2009).

Knowledge-based 1Ms (KB-1IMs) compare the situations experienced by the agent to
its current knowledge and expectations and reward it for experiencing either dissonance or
resonance (Oudeyer & Kaplan, 2009). This family is then sub-divided into two categories:
information/distribution-based 1Ms and prediction-based 1Ms (Oudeyer & Kaplan, 2009;
Baldassarre & Mirolli, 2013; Barto et al., 2013).

Information/distribution-based approaches represent distributions of their past experi-
ences such as the distribution of experienced states or experienced transitions. One can
keep track of the distribution of experienced states via normalized counts of state visits
(Thrun, 1992) or continuous approximations via density models (Bellemare et al., 2016;
Tang et al., 2017). Intrinsic rewards can then be generated from these distributional
models: when the agent experiences rare or novel states (Thrun, 1992; Bellemare et al.,
2016), when the agent maximizes the entropy of visited states (Zhang et al., 2019),
maximizes empowerment (Mohamed & Rezende, 2015; Zhang et al., 2019), distributional
surprise—i.e. experiencing events that are improbable under the current distributional
model—or distributional familiarity—experiencing familiar events.

Predictive-based approaches involve explicit predictions about the world (Barto et al.,
2013). The agent trains predictive models from experience and can be rewarded when
it experiences high-prediction errors (Pathak et al., 2017; Haber et al., 2018; Raileanu
& Rocktischel, 2020; Bougie & Ichise, 2021), learning progress in these predictions
(Schmidhuber, 1991a, 2010; Lopes et al., 2012; Kim et al., 2020), information gains
(Houthooft et al., 2016b), maximum surprise (Achiam & Sastry, 2017), minimum surprise
(Berseth et al., 2019) or maximum uncertainty (Pathak et al., 2019; Sekar et al., 2020). A
detailed review of knowledge-based IMs can be found in Linke et al. (2019).

Competence-based 1Ms (CB-IMs) motivate agents to generate and solve their own
problems. In this category, agents need to represent, select and master self-generated
goals. As a result, CB-IMs were often used to organize the acquisition of repertoires of
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skills in task-agnostic environments (Baranes & Oudeyer, 2010; Rolf et al., 2010; Baranes
& Oudeyer, 2013; Santucci et al., 2016, 2020; Forestier & Oudeyer, 2016b; Chitnis et al.,
2020; Nair et al., 2018b; Warde-Farley et al., 2019; Colas et al., 2019a; Pong et al., 2020;
Colas et al., 2020b). Goal selection can be uniform (Rolf et al., 2010; Baranes & Oudeyer,
2013; Forestier & Oudeyer, 2016b) or can be biased towards some intrinsic objective such
as a drive for intermediate competence (Florensa et al., 2018; Racaniére et al., 2020),
diversity (Eysenbach et al., 2019; Pong et al., 2020) or high-learning progress (Baranes &
Oudeyer, 2013; Forestier & Oudeyer, 2016b).

In developmental robotics, this approach enabled sample efficient learning of high-
dimensional motor skills in complex robotic systems (Santucci et al., 2020), including
locomotion (Baranes & Oudeyer, 2013; Martius et al., 2013), soft object manipulation
(Rolf & Steil, 2013; Nguyen & Oudeyer, 2014), visual skills (Lonini et al., 2013) and
nested tool use in real-world robots (Forestier & Oudeyer, 2016b). This set of methods
was regrouped under the common framework of intrinsically motivated goal exploration
processes (IMGEPs) that we describe in depth in the next section.

Exploratory Behaviors are Adaptive

Most exploratory behaviors, especially those witnessed in humans, do not benefit
future task resolution, feeding, mating or survival. What would be my reward when I
spend half an hour looking at the stars? What is the child’s reward for digging a hole in
the garden to hide a made-up treasure? How have intrinsic motivations evolved to drive
such pure exploration?

In a computational study, Singh, Lewis and Barto take an evolutionary perspective
on exploratory behaviors (Singh et al., 2009, 2010). Their system trains agents across
two levels: the evolutionary process (phylogenetic) and the learning process (ontogenetic).
The evolutionary process constructs the agent’s reward function and optimizes fitness, a
scalar measure that models the reproductive success of the agent over its lifetime. In the
learning process, the agent is trained via RL to maximize the episodic returns computed
from the evolved reward function. This simple mechanism allows for the emergence of
reward functions reinforcing both exploitation (e.g. food consumption) and exploration
(e.g. object manipulation) (Singh et al., 2009, 2010). A similar approach was recently
developed to evolve curiosity-based RL algorithms (Alet et al., 2020). Across generations,
the evolutionary algorithm evolves intrinsic reward functions from discrete building blocks
and, surprisingly, discovers existing algorithms hand-defined by researchers (e.g. Pathak
et al., 2017). These studies show that intrinsic motivations can be adaptive. Across
generations, intrinsic reward functions driving agents to experience interesting situations
can evolve because they confer an evolutionary advantage in the considered distribution
of environments. As the real world is uncertain and changing, animals have evolved
intrinsic motivations taking the form of an epistemic hunger (Berlyne, 1966), an adaptive
tendency to collect and compress information.

Play is perhaps the most compelling example of a behavior that does not seem to
serve any direct purpose. Could it be just a by-product of evolution, a form of pleasure
towards the repetition of behaviors increasing reproductive success in other contexts?
Scientists have proposed different evolutionary accounts of play: it might be a way to
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signal the fitness of the player, to favor within-group social bonds, to practice valuable
skills or to improve predictions and planning (see a review and discussion in Chu & Schulz,
2020b). These different accounts are not mutually exclusive and might all contribute to
some aspects of play. Chu and Schulz, however, argue that they only partially explain the
diversity and complexity of distinctively human play (Chu & Schulz, 2020b). In pretend
play, human children invent made-up goals and generate plans to achieve them (Vygotsky,
1933; Singer & Singer, 2009). This type of play often occurs when the child is alone, can
involve pointless goals (e.g. building a trap for a velociraptor Chu & Schulz, 2020b) and
the use of known objects and mastered skills. Chu and Schulz thus propose an additional
account of play:

“ Distinctively human play involves manipulating our own utilities
such that we invent problems for ourselves.”

“We believe novel problems and goals may be critical to human
cognition because problems constrain search, and narrowing the
search space sufficiently to generate new hypotheses is arguably,

far more than learning per se, the hard problem of cognition.”
(Chu & Schulz, 2020b)

Play might bring an evolutionary advantage because it drives humans to generate their
own problems, hypotheses and plans. It drives them to learn how to solve problems
in various contexts—i.e.to be adaptive. This hypothesis perfectly fits our autotelic
framework: autotelic agents organize their self-directed exploration of the world by setting
their own goals and practicing the associated skills.

Summary

In this section, we introduced the notion of intrinsic motivations (1m), discussed its
origins in psychology and contrasted it with extrinsic motivations. Based on Oudeyer and
Kaplan’s work, we presented a typology of IMs into two main categories: knowledge-based
IMs (KB-IMs) and competence-based IMs (CB-1Ms) (Oudeyer & Kaplan, 2009).

Policies trained with KB-IMs are only trained to maximize a unique source of intrinsic
reward. This objective changes as agents experience the world and learn, but agents
have no control over it. For this reason, agents relying on KB-IMs are not goal-directed.
These agents only learn one skill: optimizing the current objective or its mixture with
an external objective. On the other hand, agents relying on CB-IMs are explicitly goal-
conditioned: they learn to maximize several reward functions and control which reward
function—i.e. which goal—they pursue. Only CB-IMs can be used to power the autonomous
acquisition of repertoires of skills. This is why the remaining of this paper focuses on
learning agents endowed with CB-1Ms, autotelic agents.
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1.4 Autotelic Learning with Intrinsically Motivated Goal
Exploration Processes

The previous sections introduced reinforcement learning as a way to learn a single
pre-defined behavior (Section 1.1), goal-conditioned RL to learn multiple pre-defined
skills (Section 1.2) and intrinsic motivations to endow artificial agents with autonomy
(Section 1.3). Competence-based IMs, in particular, drive agents to represent, generate,
pursue and master their own goals and, thus, are essential in the design of autotelic
agents.

Intrinsically motivated goal exploration processes (IMGEP) is a computational frame-
work defining autotelic agents endowed with competence-based intrinsic motivations
(Baranes & Oudeyer, 2013; Forestier et al., 2017). This section presents the core principles
and general pseudo-code of IMGEP algorithms, reviews existing implementations, related
approaches and discusses their limits. One contribution of this research is to overcome the
limitations of existing IMGEP implementations by proposing new algorithmic architectures
that leverage modern deep reinforcement learning methods.

Core Principles

IMGEPs are built on the following core principles (Forestier et al., 2017):

o Agents generate their own goals. In IMGEPs, goals are defined as fitness functions:
functions that summarize the overall quality of a trajectory by a scalar. These are
equivalent to the trajectory return in RL. For instance, the fitness function of the
literal goal “reach coordinate x” might be the negative Euclidean distance between
the gripper and x measured at the end of the trajectory.

e Goal selection can be quided by intrinsic rewards. CB-IMs underlie the motivation of
IMGEP agents to select and pursue their own goals. Additional intrinsic motivations
can drive the choice of goals to pursue—i.e.drives for competency or learning
progress.

o Two parallel processes: a goal-directed exploration and an offline data exploitation.
Agents pursuing their own goals conduct a goal-directed exploration of their environ-
ment. A batch learning algorithm uses the collected data to improve goal-reaching
behaviors.

o (ross-goal learning. The information collected while aiming at a particular goal
is systematically reused to learn about other goals. This cross-goal learning has
recently been called hindsight learning (Andrychowicz et al., 2017).

Architecture 1 presents the general pseudo-code of the IMGEP learning architecture.
The exploration and exploitation processes run in parallel. The exploration process
samples goals from the goal space and collects experience by trying to reach them.
The exploitation process uses exploration data to update a goal-reaching policy. This
framework offers many implementation possibilities. This section surveys and discusses
the limits of existing population-based implementations (POP-IMGEPs), implementations
that define one policy per goal.

31



32

Foundations: Computational Models of Goals, Intrinsic Motivations and Autotelic Exploration

Architecture 1 Intrinsically Motivated Goal Exploration Process (IMGEP)

Require: Action space A, State space S, intrinsic reward function IR
Initialize memory empty M
Initialize goal space G and goal generation policy I"
Initialize exploitation IT and exploration II¢ policies.
Initialize internal reward function R.
Launch asynchronously the two following loops:
loop > Exploration loop
Sample goal g from G with I
Execute a roll-out with II7, observe trajectory
Compute the fitness FF = Rg4(7) associated to goal g
Compute intrinsic reward r; = IR(M, g, F)
Update exploration policy II¢ with (M, g, 7, F)
Update goal generation policy I" with (M, g, 7, F, 1)
Update memory M with (g, 7, F, r;)

— = = = =
L I =l

: loop > Exploitation loop

15: Update internal reward function with M

16: Update exploitation IT and explorations II¢ policies with M
17: Update goal space G with M

18: return II

Population-Based IMGEPs

The first IMGEPs were designed as variants of the 1AC (Oudeyer et al., 2007) and R-IAC
(Baranes & Oudeyer, 2009b) algorithms, two computational models of knowledge-based
intrinsic motivations driving agents to explore areas of the sensorimotor space where their
prediction capacities are expected to improve maximally (Baranes & Oudeyer, 2009a,
2010; Rolf et al., 2010; Baranes & Oudeyer, 2013). Instead of maximizing prediction
progress, the first IMGEPs introduced a goal selection system maximizing the expected
progress in goal mastery (Baranes & Oudeyer, 2009a).

IMGEP agents explore an outcome space or behavioral space, a space of abstract
representations that compactly characterize their behaviors. Standard approaches include
time-specific representations such as the final position of the agent in navigation tasks,
the gripper in reaching tasks, or blocks in manipulation tasks. Outcomes can also be
time-extended and represent the whole trajectory (e.g.a sequence of positions along the
trajectory as in Forestier et al., 2017). Note that we can understand the fitness measure
as a uni-dimensional outcome describing the quality of the trajectory, a point of view that
will soon help us connect IMGEPs to a related approach called quality-diversity (Cully &
Demiris, 2017).

Current IMGEP implementations rely on population-based algorithms, a subset of
the evolutionary computation family that defines one policy per goal and learns from
episodic (policy, outcome) pairs. Traditional evolutionary algorithms explore the space
of controller parameters to maximize a fitness metric. They sample a set of parameters,
run the controller in the environment and observe the resulting fitness. Based on the
(parameter, fitness) pairs, they update the parameter sampling function to find higher-
performing parameters. Instead of maximizing fitness, IMGEPs explore the outcome
space by generating goals within it and trying to reach them (Forestier et al., 2017). In
complicated tasks, most sets of parameters result in uninteresting trajectories characterized
by very similar outcomes. As a result, a uniform exploration of the parameter space does
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not result in a uniform exploration of the outcome space. By exploring the outcome
space directly, IMGEPs bias the exploration of the parameter space in areas that lead to
diverse outcomes. This was shown to be a very efficient strategy in various applications
(e.g. Lehman & Stanley, 2011a; Baranes & Oudeyer, 2010; Rolf et al., 2010; Baranes &
Oudeyer, 2013).

IMGEP algorithms include computational models of competence-based IMs (CB-1Ms)
to guide goal selection. This often takes the form of a drive towards absolute competence
progress, often called absolute learning progress (LP) (Oudeyer et al., 2007; Baranes &
Oudeyer, 2010, 2013). Future LP—what we want to optimize for—is crudely estimated by
recent LP; see Figure 1.7. However, even recent LP is hard to estimate for a particular
goal, as it requires several attempts towards that goal at different moments in time.

Preference

Learning Curve

0.0 =
Training Time Training Time

Figure 1.7: Competence-based intrinsic motivation towards learning progress.
For each of the five goals, the left graph represents the average competence
and the right graph represents the estimated derivative (competence progress,
or learning progress). Agents favor goals where they progress the most, thus
focus on the blue, orange and green goals over time. Adapted from Forestier
(2019).

Robust LP measures are often obtained by partitioning the outcome space into regions
and averaging progress measures for goals of the same region. This region-based estimation
acts as a regularization of the LP model and favors robust predictions of expected LP
for new sampled goals. Within each region, one can compute LP as the difference in
competence measures averaged over the recent and distant pasts (Baranes & Oudeyer,
2013; Forestier & Oudeyer, 2016b; Forestier et al., 2017). The absolute value of LP is often
used as an intrinsic motivation so that negative learning progress—i.e. forgetting—drives
the agent to refocus on the corresponding regions. Inspired by R-1AC (Baranes & Oudeyer,
2009b), SAGG-RIAC automatically and recursively partitions the outcome space in regions
so that the splits maximize the contrast between LP measures in the two sub-regions
(Baranes & Oudeyer, 2013). Region selection can be formalized as a multi-arm bandit
problem where arms are regions and values are LP measures. One can sample a goal by
1) sampling a region with any bandit algorithm and 2) sampling a goal from the region
(e.g. uniformly, or with minimum competence).

Many algorithms were built on the efficient SAGG-RIAC. SGIM integrates human

demonstrations and trains a robot to control a flexible fishing rod (Nguyen et al., 2011).

Its extension SGIM-ACTS enables agents to actively choose what and how to learn by
selecting: 1) which goal to target (what to learn); 2) which data collection strategy to
use between autonomous exploration, mimicry and emulation (how to learn) and 3) in
the mimicry and emulation strategies, which teacher to learn from (from whom to learn)
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(Nguyen & Oudeyer, 2012). Another study extended SAGG-RIAC to train a simulated
vocal tract to discover vocalizations autonomously (Moulin-Frier et al., 2014).

Besides their empirical achievements, IMGEP algorithms have been proposed as com-
putational models of child development. Piaget first described child development as
a succession of developmental stages (Piaget & Cook, 1952). Whereas Piaget thought
that children in a specific stage had only access to a specific method for each problem,
subsequent theories argued that children maintain a set of methods, including sub-optimal
ones and alternate between them. In the overlapping waves theory, for example, Siegler
argues for the adaptiveness of maintaining a diversity of solutions (Siegler, 1998). Inter-
estingly, LP-based IMGEP implementations seem to demonstrate similar behaviors: agents
mainly focus on high-LP tasks but occasionally sample yet-impossible or already-mastered
goals to maintain accurate estimations of learning progress or robustify acquired skills
(Oudeyer et al., 2007; Baranes & Oudeyer, 2013; Forestier & Oudeyer, 2016b,c). Previous
works analyzed parallels between artificial and natural development trajectories in the
context of tool-use (Forestier & Oudeyer, 2016¢,b; Forestier et al., 2017) and early vocal
development (Moulin-Frier et al., 2014)—see Figure 1.8. This led to the formulation of
new hypotheses to explain the origins of both the diversity and regularities observed in
the vocal developmental trajectories of children (Moulin-Frier et al., 2014; Oudeyer &
Smith, 2016).
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Figure 1.8: Overlapping waves in population-based IMGEPs. Left: LpP-based in-
trinsic motivations towards different objects in a tool-use task, from Forestier
(2019). Right: proportion of vocalizations without phonation (red), unarticu-
lated (yellow) and articulated (blue) in a simulated vocal tract experiment
guided by LP-based intrinsic motivations, from Moulin-Frier et al. (2014).

IMGEPs can be used as general exploration processes in other contexts. Exciting
applications include the use of IMGEPs for the automatic discovery of artificial life
specimens in a continuous version of the famous Game of Life called Lenia (Chan,
2019; Reinke et al., 2019), to allow human-assisted discovery in the same environment

(Etcheverry et al., 2020) or to discover new states in a complex chemical system (Grizou
et al., 2019).
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Figure 1.9: Lenia patterns discovered by random exploration (left) and
IMGEP-based exploration (right), adapted from (Reinke et al., 2019).

Novelty Search and Quality-Diversity

Research in artificial life and evolutionary robotics led to two families of population-
based algorithms sharing strong similarities with IMGEPSs: novelty search (NS) and quality-
diversity (QD). Just like IMGEPs, NS and QD algorithms both train populations of policies
to explore a behavioral space using episodic (policy, outcome) pairs (NS) or (policy,
outcome, fitness) triplets (QD).

Novelty Search. Novelty search is designed to generate diversity in a behavioral space
(Lehman & Stanley, 2008, 2011a). Standard machine learning algorithms rely on small
improvements to build up and eventually solve the task—i.e. they assume stepping stones
to lie along the gradient of performance. In NS, the assumption is that solutions that are
the most novel now will be good stepping stones to achieve further novelty later (Lehman
& Stanley, 2011a). Here, the novelty of a controller is defined as the average behavioral
distance to its k nearest neighbors in the set of previously evaluated controllers. At each
step, NS selects the most novel solutions, mutates them and evaluates the outcomes of
these new—hopefully behaviorally novel—solutions. As NS discovers new behaviors, the
meaning of nowvel is redefined. New individuals emerge and previously novel individuals
tend to become less novel, which results in the progressive exploration of the behavioral
space. In some tasks where local performance improvements do not lead to global
performance improvements—breaking the implicit assumption behind fitness-oriented
machine learning approaches—Ns can beat fitness-oriented methods without ever knowing
about the fitness function (Lehman & Stanley, 2011a).

Quality—Diversity. Despite the successes of NS, objectives may still convey useful
information to solve tasks. As the space of possible behaviors increases in size, NS can

endlessly generate novel outcomes, few of which may be relevant to the task at hand.
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This problem and the objective of building repertoires of high-performing behaviors led
to the quality-diversity family (QD). QD algorithms address this issue by searching for a
collection of solutions that is both diverse and locally high-performing in the external
task (Lehman & Stanley, 2011b; Mouret & Clune, 2015; Cully & Mouret, 2016; Cully
et al., 2015; Pugh et al., 2015; Cully & Demiris, 2017).

In contrast to multi-objective approaches that trade-off novelty for quality (read
performance) or attempt to optimize a Pareto front of solutions, QD algorithms optimize
for novelty and local quality. This is inspired by natural evolution—if two fish species
might compete for resources, they will never compete with giraffes. This local competition
is also implemented in QD algorithms—only solutions that behave similarly compete in
terms of performance. Although algorithms differ in their implementations, all variants
grow an archive by adding new solutions that are either novel or higher-performing than
known behaviorally similar solutions; see Cully & Demiris (2017) for a general framework.
The curated archive—also called behavioral repertoire or behavioral map—is a collection
of high-performing and diverse controllers encountered during the learning process.

NS, QD and IMGEPs. Several parallels can be drawn between NS, QD and IMGEP
algorithms. First, they all aim at generating a population of solutions leading to diverse
outcomes. Second, current implementations all rely on population-based methods learning
from episodic (policy, outcome) pairs. Basic implementations of IMGEP can behave
similarly to NS. In such implementations, IMGEP uniformly samples a goal and obtains
the corresponding policy by mutating the policy corresponding to the nearest outcome
in memory (e.g.see Forestier & Oudeyer, 2016b). This tends to favor policies leading to
novel outcomes at the border of dense behavioral clusters just like the novelty score of
Ns—see Figure 1.10. When IMGEPs target high-LP regions, they optimize both diversity
(uniform sampling within regions) and an intrinsic, local measure of quality (making
progress in that region), in a similar way to QD algorithms.
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probabilities GEP

Figure 1.10: Correlation between outcomes selection probabilities in NS and
a simple IMGEP implementation using the nearest-neighbor-of-uniform-goal
strategy to select the next policy to evaluate.

The other way around, QD algorithms can also be interpreted as IMGEPs. When
sampling the next policy to mutate, QD algorithms sample a behavioral cell and retrieve
its associated policy. The choice of cell can be interpreted as the choice of a learning
problem: the agent tries to improve (local quality) or to explore (diversity) from that
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(outcome, policy) pair. This can be loosely seen as a goal where the behavioral description
is the goal encoding and the reward function is shared across goals (positive reward is
successfully added to the archive). The evolved archives in IMGEPs and QD serve the same
purposes. One can define a meta-policy to reach specific behavioral goals by retrieving
the corresponding policies. A recent work studies in depth the relations and differences
between these methods (Chenu et al., 2021).

Just like IMGEPs, QD algorithms train agents to discover new skills—here called
behaviors—but do so by considering a quality measure that integrates an external task
into the learning process. The collection of behaviors needs to be diverse and perform
well on the task—at least locally. On the other hand, IMGEPs are centered around the
notion of goals and do not require external tasks.

Limits

Most of the IMGEP implementations presented above rely on open-loop controllers
that are not reactive to the environment and thus might have trouble generalizing to
novel situations: stochasticity, diverse initial conditions or procedurally-generated scenes
(Forestier & Oudeyer, 2016a,b; Forestier et al., 2017). Thus far, the most successful
demonstrations of NS, QD and IMGEPs algorithms have been in robotics problems with
relatively ad-hoc, low-dimensional controllers (Lehman & Stanley, 2011a,b; Baranes &
Oudeyer, 2013; Mouret & Clune, 2015; Cully et al., 2015; Forestier & Oudeyer, 2016a;
Cully & Demiris, 2017). More expressive controllers such as the ones based on neural
networks can have millions of parameters, making them difficult—though not impossible

(Such et al., 2017)—to optimize with population-based methods such as genetic algorithms.

In the current implementations of IMGEPs, engineers must define goal spaces and
associated reward functions a priori. Goal spaces are generally tailored to the learning
tasks so that each outcome corresponds to a plausible physical situation (e.g.2D final
coordinates of the gripper). Reward functions are often defined via custom distance
metrics between the experienced trajectory and the goal. Prior definitions of goal spaces
and reward functions considerably restrict the autonomy and open-endedness of the
learning agents; the agent can only learn a pre-defined and bounded set of skills. Recent
approaches learns this representation space automatically by training generative models of
image-based states (Péré et al., 2018; Laversanne-Finot et al., 2018; Cully, 2019). Training
variational auto-encoders (VAE) (Kingma & Welling, 2014) to model the distribution
of images can lead to low-dimensional representations for the control of a single object
(Péré et al., 2018) and can be extended to learn disentangled multi-object representations
(Laversanne-Finot et al., 2018). These first works implemented representation learning
and reinforcement learning in sequence, but both can be performed in parallel (Cully,
2019). These studies, however, are limited to relatively simple setups with one or two
objects.

Existing goal selection mechanisms based on LP have been restricted to low-dimensional
outcome spaces, as higher-dimensional representations lead to a combinatorial explosion of
the number of regions. Two approaches might help circumvent this problem. The outcome
space can be split into a fixed number of cells via Voronoi tesselations (Vassiliades et al.,
2017). This helps to scale the outcome space to thousands of dimensions with no drop in
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performance. Another approach called GRIMGEP proposes to embed high-dimensional
images in low-dimensional representations with a VAE, then to cluster the latent space
and track LP in each of them. This approach is then used to detect and filter controllable
areas of the goal space—i.e. high-LP clusters—before conducting any further goal selection
(Kovaé et al., 2020).

Summary

This section introduced the computational framework of intrinsically motivated goal
exploration processes (IMGEP) and surveyed existing population-based IMGEP methods
and related approaches. The IMGEP family trains learning agents to select and reach
their own goals, thus offers an interesting framework towards our main objective: the
autonomous acquisition of skill repertoires. Current POP-IMGEP implementations have
achieved great successes in a wide range of control problems (tool use, vocalization,
unknown space exploration, etc.) and were used to model aspects of children development
(overlapping waves, early vocalization). However, current approaches suffer from several
of limitations: they are not robust to changing environmental conditions (stochasticity,
diverse initial conditions, procedural generation), they cannot train high-dimensional
policies and require pre-defined goal spaces and reward functions. Although some methods
have emerged to learn goal spaces, they are limited to simple visual environments with
few objects and only represent concrete goals: time-specific goals as targets in the state
space.

Recent advances in deep reinforcement learning (DRL) seem to offer solutions to some
of these problems. DRL approaches train deep neural controllers that are robust to diverse
environmental conditions and can handle high-dimensional state spaces. These methods
can be coupled with other deep learning techniques to augment the interaction capabilities
of agents: e.g. sequence encoders to receive linguistic inputs, deep generative models to
encode visual inputs. The recent successes in language-conditioned RL also offer the
possibility to represent abstract goals via linguistic descriptions. The next section builds
on the frameworks of IMGEP and DRL to propose novel architectures at their intersection.

1.5 Autotelic Learning with RL-Based IMGEPs

The previous sections introduced RL and goal-conditioned RL as a mathematical
and computational framework to train agents to learn multiple pre-defined skills. We
then introduced the concept of intrinsic motivations and their various computational
implementations to endow artificial agents with autonomy. This led us to introduce the
IMGEP framework, the family of algorithms that leverage competence-based intrinsic
motivations to implement agents that represent, generate, pursue and master their own
goals. However, as we saw in the last section, current implementations show various
limitations. We think some of them can be overcome by leveraging modern optimization
methods from deep reinforcement learning (DRL). This section integrates the concepts
and framework presented in the previous ones into a new family of algorithms: rl-based
IMGEPs (RL-IMGEP). RL-IMGEPs are autotelic RL algorithms. They use DRL methods
to train goal-conditioned policies (like GC-RL) endowed with competence-based intrinsic
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motivations to target the autonomous acquisition of open-ended repertoires of skills (like
IMGEPS).

We first present existing intrinsically motivated reinforcement learning approaches and
discuss how they fail to solve our problem. We then cast the problem of the autonomous
acquisition of open-ended repertoires of skills into the RL framework as the autotelic
RL problem. Finally, we introduce a new family of algorithms called rl-based IMGEP
(RL-IMGEP) to target the autotelic RL problem with a combination of ideas from the
IMGEP framework and state-of-the-art DRL approaches. As we introduce this family, we
review recent works in this new light.

Intrinsically Motivated Reinforcement Learning

Research in RL has been interested in intrinsic motivation from the start (Schmidhuber,
1990, 1991a; Kaplan & Oudeyer, 2004), but primarily focused on knowledge-based intrinsic
motivations. The general idea is to replace the external reward function with an intrinsic
one. Intrinsically motivated RL agents either target their intrinsic reward alone (e.g.
Pathak et al., 2017; Burda et al., 2019) or use it as an exploration bonus in addition
to the external rewards (e.g. Bellemare et al., 2016; Tang et al., 2017; Pathak et al.,
2017; Burda et al., 2019; Raileanu & Rocktéschel, 2020; Badia et al., 2020b,a). This
approach is useful to generate exploratory behaviors in environments characterized by
sparse or deceptive rewards but only lead to the emergence of a single behavior—the one
maximizing the current intrinsic reward (when used alone) or the external reward (when
annihilated to the benefit of the external reward). As argued before, this does not allow
the emergence of repertoires of skills. Only competence-based intrinsic motivations can
organize such autotelic exploration.

In parallel with developmental robotics, RL researchers have also explored forms of
competence-based IMs. An interesting approach proposes to train a set of policies to
reach goals expressed as target states in a discrete grid world, one exploration and one
exploitation policy per goal (Stout & Barto, 2010). The exploration policy is trained
to maximize improvements in the expected return of the corresponding exploitation
policy (competence maximization). Goal selection is implemented by a greedy policy
selecting the goal associated with the maximum expected return improvement averaged
over the state space. In parallel, exploitation policies are trained to reach their goal via
standard RL, reusing data collected by all exploration policies (cross-goal learning). In the
sub-field of hierarchical reinforcement learning, early works focused on the intrinsically
motivated discovery of sub-goals, although the main high-level task remained externally
defined (McGovern & Barto, 2001; Simsek & Barto, 2004, 2008). These early approaches
targeted external tasks at the high level and considered pre-defined goal spaces and
reward functions at the low level. Instead, we propose to leverage the more efficient
cross-goal learning abilities of goal-conditioned policies (UVFA Schaul et al., 2015) to
target self-generated goals and learn both goal representations and reward functions.

39



40

Foundations: Computational Models of Goals, Intrinsic Motivations and Autotelic Exploration

The Autotelic Reinforcement Learning Problem

It is now time to formally define our main objective: the autonomous acquisition of
repertoires of skills. In this problem, the agent is set in an open environment without
pre-defined goals or external rewards and needs to acquire a repertoire of skills. We can
formalize this within the RL framework by removing the space of reward functions from the
MDP of the multi-goal RL problem: M = {S, A, T, po}. Instead of the traditional policy
m, the agent needs to learn the goal space G, goal representations Z,, a goal-conditioned
reward function R, and a goal-conditioned policy 7,. Agents draw goals from G, represent
them by z,, reach them with 7, and assess their completion with R, (see Figure 1.11).
We call these autotelic reinforcement learning problems.

states

Environment Environment
/ action |
action reward goal state IIlt ernal A t
(S20)
R eward S)
inter nal reward

/ Goal
Agent Generator

goal
Figure 1.11: Agent-environment interaction in goal-conditioned RL (left)
and autotelic RL (right). Adapted from Barto et al. (2004) and Oudeyer &
Kaplan (2009).

It is often straightforward to evaluate standard goal-conditioned RL agents because
we know the set of possible interactions in advance. We can compute their average
competence over a set of goals drawn from the training distribution and their generalization
performance over goals from test distributions. In contrast, our autotelic agents evolve
in reward-free environments and learn to represent and form their own set of skills. In
this context, the space of possible behaviors might quickly become intractable for the
experimenter, and their evaluation becomes subjective.

Interestingly, the evaluation of autotelic agents presents similar challenges to the
evaluation of self-supervised learning systems such as generative adversarial networks
(GAN) (Goodfellow et al., 2014) or self-supervised language models (Devlin et al., 2019;
Brown et al., 2020). In both cases, learning is task-agnostic and outputs comparisons
are subjective: comparing acquired repertoires of skills might be just as complicated
as comparing images generated by a GAN. One approach might be to think about the
properties we expect from our autotelic agents. Here is a list of such properties: the
discovered sets of skills should 1) be diverse, 2) be human-interpretable, 3) generalize
to additional similar skills, 4) help agents to explore their environment, 5) be robust to
non-stationarities in the environment, 6) be transferable to downstream tasks specified
by humans, 7) be composable to form more complex skills in an open-ended way. Let us
list some approaches to evaluate autotelic agents:
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e Measuring exploration: one can compute task-agnostic exploration proxies such
as the entropy of the distribution of visited states, state or outcome space coverage
(e.g. coverage of the high-level x-y state space in mazes Benureau & Oudeyer, 2016;
Florensa et al., 2018). One can also count interactions from a set of interesting
interactions defined subjectively by the experimenter; e.g. interactions with objects
(see Chapter 5).

e Measuring generalization: The experimenter can subjectively define a set of
relevant target goals and prevent the agent from training on them (e.g. with rejection
sampling). Evaluating agents on this held-out set at test time provides a measure
of generalization (Hill et al., 2019; Ruis et al., 2020), although it is biased towards
what the experimenter judges to be relevant. Note that this requires the possibility
for the experimenter to express goals the agent can represent (e.g. linguistic goals
or target images). This can be challenging is learned goal spaces (e.g. Eysenbach
et al., 2019).

e Measuring transfer learning: Here, we view the autotelic exploration of the en-
vironment as a pre-training phase to bootstrap learning in a subsequent downstream
task. In the downstream task, the agent is trained to achieve external goals. We
can report its performance and learning speed on these goals. This is akin to the
evaluation of self-supervised language models, where the reported metrics evaluate
performance in various downstream tasks (e.g. Brown et al., 2020).

e Opening the black box: Investigating internal representations learned during
autotelic exploration is often informative. One can investigate properties of the
goal generation system (e.g.does it generate out-of-distribution goals?), investigate
properties of the goal embeddings (e.g. are they disentangled?) (e.g. Florensa et al.,
2018; Laversanne-Finot et al., 2018; Pong et al., 2020). One can also look at the
agents’ learning trajectories, especially when they implement their own learning
curriculum (e.g. Moulin-Frier et al., 2014; Forestier & Oudeyer, 2016¢).

e Measuring robustness: Autonomous learning agents evolving in realistic envi-
ronments should be robust to the properties of natural environments. This includes
large environments where possible interactions might vary in terms of difficulty
(trivial interactions, impossible interactions, interactions whose result is purely
stochastic, thus prevents any learning progress). Environments can also include
distractors (e.g. non-controllable objects) and various forms of non-stationarities
(e.g. sensory perturbations, evolving dynamics).

Goal-Conditioned IMGEPs

Intrinsically motivated goal exploration processes (IMGEP) is the family of algorithms
that tackle the autonomous acquisition of open-ended skill repertoires. Whereas previous
approaches relied on population-based optimization mechanisms (see review and discussion
of POP-IMGEPs in Section 1.4), this research introduces IMGEP agents leveraging state-
of-the-art DRL methods. We call this family of autotelic RL agents rl-based intrinsically
motivated goal exploration processes or RL-IMGEP. One can see this family as the conver-
gence of IM-based developmental robotics and deep reinforcement learning. RL-IMGEPS
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must be distinguished from standard goal-conditioned RL agents targeting pre-defined
goals—we call this family goal-conditioned externally motivated goal exploration processes
or RL-EMGEP. Figure 1.12 represents these different families, how they relate to each
other and should help the reader make sense of the terminology.
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Figure 1.12: A typology of intrinsically-motivated and/or goal-conditioned RL
approaches. POP-IMGEP, RL-IMGEP and RL-EMGEP refer to population-based
intrinsically motivated goal exploration processes, rl-based IMGEP and rl-based
externally motivated goal exploration processes, respectively. POP-IMGEP,
RL-IMGEP and RL-IMGEP all represent goals, but knowledge-based 1Ms do

not. While IMGEPs (POP-IMGEP and RL-IMGEP) generate their own goals,
RL-EMGEPS require externally-defined goals. Our research is interested in
RL-IMGEPs, the intersection of goal-conditioned RL agents and intrinsically
motivated processes, that is, the set of methods training autotelic learning

agents to generate and pursue their own goals with goal-conditioned RL
algorithms.

o

RL-IMGEPs build on standard goal-conditioned RL methods and incorporate mecha-
nisms to represent, generate and select their own goals—see Figure 1.13. This requires
the agent to learn several additional modules compared to standard externally-motivated
RL algorithms. Agents need to learn a goal representation function that generates goal
embeddings—i.e. compact goal representations. They also need to represent the space
of possible goals and a sampling mechanism selecting relevant goals to target and learn
about. Finally, they learn a goal-conditioned reward function to measure progress towards
goals and generate learning signals to train the goal-conditioned policy. Only RL-IMGEPS
agents implementing all these modules can be considered truly autotelic.

The next sections delve into existing methods to learn each of these modules. The
first section surveys mechanisms used to learn goal representations (goal embeddings,
goal spaces and goal-conditioned reward function), whereas the second section focuses on
goal selection mechanisms.
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Figure 1.13: Representation of the different learning modules in a RL-IMGEP
algorithm. In contrast, externally motivated goal exploration processes (RL-
EMGEPS) only train the goal-conditioned policy and assume external goal
generator and goal-conditioned reward function.

How to Learn Goal Representations?

Most existing approaches tackle the multi-goal RL problem (Section 1.2), where
goal spaces and associated rewards are pre-defined by the engineer and are part of the
problem definition. For example, navigation and manipulation tasks pre-define goal spaces
(e.g. target agent position and target block positions respectively) and use the Euclidean
distance to compute rewards (Andrychowicz et al., 2017; Nair et al., 2018a; Plappert
et al., 2018a; Li et al., 2020; Lanier et al., 2019; Ding et al., 2019; Schaul et al., 2016;
Florensa et al., 2018). Autotelic agents, however, need to learn goal representations. While
individual goals are represented by their embeddings and associated reward functions,
representing multiple goals also requires representing of the support of the goal space,
i.e. the space of valid goals the agent can sample from, see Figure 1.13.

Learning goal embeddings. Some approaches assume the pre-existence of a goal-
conditioned reward function but learn to represent goals by learning goal embeddings.
This is the case of instruction-following approaches, which receive linguistic instructions
and rewards from the environment (thus are RL-EMGEP), but learn goal embeddings
jointly with the policy during policy learning (Hermann et al., 2017; Chan et al., 2019;
Jiang et al., 2019; Bahdanau et al., 2019b; Hill et al., 2019; Cideron et al., 2020b; Lynch &
Sermanet, 2020). When goals are images, goal embeddings can be learned via generative
models of states and the reward function is generally assumed to be a fixed distance
metric computed in the embedding space (Nair et al., 2018b; Florensa et al., 2019; Nair
et al., 2020).

Learning reward functions. A few approaches go even further and learn their own
goal-conditioned reward function. In instruction-following setups, the reward function
can be learned from expert demonstrations via inverse reinforcement learning methods
(Fu et al., 2019; Bahdanau et al., 2019a). In visual goals settings, two studies proposed
to learn a distance metric estimating the square root of the number of steps required to
move from any state s; to any s, (Venkattaramanujam et al., 2019; Hartikainen et al.,
2020). One can also use the mutual information between states encoded in latent space
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focused on controllable aspects of the environment as distance metric (Warde-Farley et al.,
2019). In both cases, agents receive rewards for getting closer to their goal. Another
approach is to train agents to develop a set of skills leading to maximally discriminable
distributions of states (Gregor et al., 2017; Eysenbach et al., 2019; Sharma et al., 2020).
Here, agents are rewarded for experiencing states that are easy to discriminate across
skills, while a discriminator is trained to infer the skill z, from the visited states. Except
from the language-based approaches (Fu et al., 2019; Bahdanau et al., 2019a), all these
methods set their own goals and learn their own goal-conditioned reward function, thus
are RL-IMGEPS.

Learning the supports of goal distributions. To represent collections of goals, one
also needs to represent the support of the goal distribution, which embeddings correspond
to valid goals and which do not. Most approaches consider a pre-defined, bounded goal
space in which any point is a valid goal (e.g. target positions within the boundaries of a
maze, target block positions within the gripper’s reach, Schaul et al., 2015; Andrychowicz
et al., 2017; Nair et al., 2018a; Plappert et al., 2018a; Li et al., 2020; Lanier et al., 2019;
Ding et al., 2019). However, not all approaches assume pre-defined goal spaces. Some
approaches use the set of previously experienced states or representations to form the
support of the goal distribution (Veeriah et al., 2018; Ecoffet et al., 2021). GOAL-GAN
trains a GAN to model the distribution of visited outcomes. Taken as a goal generator,
it models the distribution of goals and thus its support (Florensa et al., 2018). In the
same vein, approaches that handle image-based goals usually train a VAE to model the
distribution of visited visual states and use it as a goal distribution (Nair et al., 2018b;
Pong et al., 2020; Nair et al., 2020). In both cases, goals generated by the generative
model are considered valid.

How to Select Goals?

Once autotelic agents have represented their goals and goal spaces, they need to
specify a goal selection policy. Although agents can sample their goal space uniformly,
informed goal selection can be a way for agents to organize their learning curriculum
automatically.

Automatic curriculum learning for goal selection. Automatic curriculum learning
(AcL) is defined as “the family of mechanisms that automatically adapt the distribution of
training data by adjusting the selection of learning situations to the capabilities of learning
agents”—see our review in Portelas et al. (2020b). Although ACL can be applied to the
control of any element of the task MDPs, we here focus on the automatic selection of
goal—i.e. of reward functions—to optimize long-term goal mastery.

One may wonder why such mechanisms would be useful. In real-world scenarios, goal
spaces can be too large for the agent to master all goals in its lifetime. Some goals might
be trivial, others impossible. Sometimes, goals might be reached by chance, although the
agent cannot make any progress on them. Some goals might be reachable only after the
agent mastered more basic skills. For all these reasons, it is essential to let intrinsically
motivated agents optimize their goal selection mechanism. Like any ACL mechanism,
automatic goal selection aims to maximize the long-term performance improvement (distal
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objective). As this objective is usually not directly differentiable, automatic goal selection
techniques rely on a proximal objective usually formalized as a competence-based intrinsic
motivation. In this section, we look at various proximal objectives used in ACL strategies
to organize goal selection. Interested readers can refer to Portelas et al. (2020b) and
Romac et al. (2021) for a review and a benchmark of ACL methods for DRL.

Intermediate difficulty. Intermediate difficulty can be used as a proxy for long-term
performance improvement. This follows the intuition that focusing on goals of intermediate
difficulty results in short-term learning progress that, eventually, turns into a long-term
performance increase. GOAL-GAN assigns feasibility scores to goals as the proportion
of time the agent successfully reaches it (Florensa et al., 2018). Based on this data, a
GAN is trained to generate goals of intermediate difficulty, whose feasibility scores are
contained within an intermediate range. Other methods train an RL policy to propose
challenging goals to the main learning policy (Sukhbaatar et al., 2018; Campero et al.,
2021). The goal selection policy is rewarded for setting goals that are neither too easy
nor impossible. Recently, Zhang and colleagues proposed to train an ensemble of value
functions and to select goals that maximize the disagreement between value functions
from the ensemble (Zhang et al., 2020). Indeed, value functions agree when the goals are
too easy (the agent is always successful) or too hard (the agent always fails) but disagree
for goals of intermediate difficulty.

Uniform feasibility. Uniform feasibility is a variant of the intrinsic motivation towards
intermediate feasibility (Racaniére et al., 2020). Training a goal generator to sample goals
of uniform feasibility seems to improve stability and performance on complex visual tasks
compared to GOAL-GAN (Florensa et al., 2018; Racaniére et al., 2020).

Novelty—diversity. Intrinsic motivations towards novelty propose to select goals in sparse
areas of the goal space (Pong et al., 2020; Warde-Farley et al., 2019; Pitis et al., 2020).
After training a density model on the history of experienced outcomes, one can sample
goals to maximize the diversity of outcomes (Warde-Farley et al., 2019; Pong et al., 2020)
or skew sampling even more towards novel outcomes (Pitis et al., 2020). GRIMGEP is a
complementary approach from the IMGEP framework that proposes to filter controllable
areas of the goal space before undertaking a novelty-based goal selection (Kovaé et al.,
2020).

Short-term learning progress. As discussed in the review of IMGEP approaches, a common
way to sample goals is to estimate the learning progress of the agent in different regions
of the goal space and to bias sampling towards areas of high absolute learning progress
using bandit algorithms (Baranes & Oudeyer, 2013; Forestier & Oudeyer, 2016b; Blaes
et al., 2019; Fournier et al., 2018, 2019). In a multi-task setting, ALP-GMM models LP in
a continuous task representation space with mixtures of Gaussians. The sampling of task
parameters is then two-fold: first, sample a Gaussian with LP, then sample from that
Gaussian (Portelas et al., 2020a).

Hierarchical reinforcement learning for goal sequencing. Hierarchical reinforce-
ment learning (HRL) can organize goal sequencing (Dayan & Hinton, 1993; Sutton et al.,
1998, 1999; Precup, 2000). In HRL, a high-level policy is trained via RL or planning to
generate sequences of goals for a lower-level policy to maximize a higher-level reward. This
allows the decomposition tasks with long-term dependencies into simpler goal-oriented
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sub-tasks. Low-level policies can be implemented by traditional goal-conditioned RL
algorithms (Levy et al., 2019; Roder et al., 2020) and are either trained independently
from the high-level policy (Kulkarni et al., 2016; Frans et al., 2018) or jointly (Levy et al.,
2019; Nachum et al., 2018; Roder et al., 2020). Most approaches consider hand-defined
spaces for the sub-goals (e.g. positions in a maze), but recent approaches propose to
use the state space directly (Nachum et al., 2018) or to learn the sub-goal space (e.g.
Vezhnevets et al., 2017; Nasiriany et al., 2019).

Figure 1.14 presents a history of QD, POP-IMGEP, intrinsically motivated DRL and goal-
conditioned DRL. It helps to see the historical progressions of the algorithms we reviewed
in this chapter. Table 1.1 summarizes the surveyed approaches organized along four
dimensions: 1) the goal type; 2) whether goal embeddings are learned; 3) whether reward
functions are learned and 4) the goal sampling method. We give the label RL-IMGEP to
all algorithms that can be seen as sampling their own goals. Some of these algorithms
might be incomplete RL-IMGEPS as they do not learn all of the modules represented in
Figure 1.13. It is important to note that very few of these approaches recognize themselves
as intrinsically motivated or even consider the autonomous acquisition of skill repertoires
as their target. A contribution of this section is to offer a novel viewpoint, from which all
these mechanisms can be seen as essential components of autotelic agents targeting the
autonomous acquisition of skill repertoires.

Summary

This section framed the autonomous acquisition of skill repertoires as the autotelic
RL problem and bridged the gap between population-based IMGEP formulations and
reinforcement learning methods. RL-IMGEPs is the family of autotelic RL agents at their
intersection. It trains goal-conditioned policies to represent, select and pursue their own
goals autonomously with DRL.

As we will see in our experiments (Chapters 2, 3, 5) and 6, relying on DRL optimization
methods allows RL-IMGEPS to overcome the limitations of POP-IMGEP. RL-IMGEPS learn
goal representations, handle high-dimensional inputs and demonstrate better robustness.
On the other hand, the IMGEP approach endow RL agents with the ability to represent and
select their own goals, to become truly autonomous in their acquisition of skill repertoires.
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methods. The research presented in this manuscript started in November
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(e.g. all language-conditioned RL approaches are also goal-conditioned RL).
We list a few seminal works pre-2011. This representation is, of course, not
exhaustive. The list of references can be found in Appendix D. Inspired from
the history in Justesen et al. (2020a).
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Exploration Methods for Reinforcement Learning

1.6 Exploration Methods for Reinforcement Learning

Ezploratory behaviors are not shaped by external reinforcements and punishments,
i.e. not directed towards external tasks. So far, we have discussed how autotelic agents

could organize the acquisition of repertoires of skills on their own, without external tasks.

However, RL researchers are often more interested in the organization of exploratory
behaviors to help the resolution of external tasks, i.e.to help exploitation. This section
describes exploration problems faced by reinforcement learning algorithms and introduces
a typology of exploration mechanisms to overcome them. We argue that autotelic
exploration, i.e.the pursuit of self-generated goals, is an efficient way to explore.

On the Exploration Problem in RL

RL methods are active learning algorithms (Thrun, 1995; Cohn et al., 1996); they
actively sample the data they train on. In that context, one can understand exploration as
the active sampling of relevant experiences to favor further task-oriented learning. Some
tasks require less exploration than others. An agent that must reach the end of a corridor
and is rewarded by the negative distance to this point barely needs any exploration. All
it needs to do is exploit the gradient of performance, because getting closer and closer

to its goal will quickly yield the expected result. Now picture the same agent in a maze.

Following the gradient of performance will surely lead the agent to get stuck in a nearby
corner—see Figure 1.15. Here, the agent should explore, learn to navigate the maze and
find new rooms if we ever hope for it to find the exit. We can mention two types of
hard exploration problems: deceptive and sparse. In deceptive exploration problems, the
reward function provides a dense signal but leads to local optima—the agent gets stuck
in corners. In sparse exploration problems, rewards are only delivered when the task is
completed—e.g. when the agent finds the exit. Because it never experiences any positive
reinforcement, our agent wanders without objective and never finds the exit.

Medium Map Fitness Hard Map Fitness

Figure 1.15: Medium and hard deceptive mazes from Lehman & Stanley
(2011a). Cyan and red dots respectively indicate the initial position and
goal. Black dots show the final positions of agents attempting to maximize
performance, i.e. minimize their distance to the goal. The hard maze is
strongly deceptive: the agent needs to get further before it can get closer.

How should we explore? The intra-life optimization of experience collection to
maximize performance on future and yet-unknown tasks is intractable. Instead, evolution
must have favored the development of exploratory behaviors and heuristics to favor
task-oriented learning in the distribution of environments experienced by humans (see
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discussion of the evolutionary origins of 1Ms in Section 1.3 and Singh et al., 2010). To
organize exploration, most RL researchers tend to hard-code exploration heuristics or
to motivate them with intrinsic motivations. One can classify exploration mechanisms
depending on three main design choices:

1. What to explore? Exploration mechanisms target a space to explore (e.g. state
space, outcome space, trajectory space).

2. How to explore, what to control? Exploration mechanisms control some aspects
of behaviors, the choice space (actions, parameters, goals).

3. How to explore, how to sample controls? Exploration mechanisms organize
exploratory behaviors by sampling controls from the choice space. The sampling
strategy can vary (undirected vs directed, temporally structured vs temporally
unstructured).

Let us get back to our example. Here, the robot explores a maze represented as a
2D outcome space that abstracts information about the robot’s state and focuses on
its 2D spatial position. An exploration mechanism might generate random goals within
that outcome space and orient the robot’s behavior towards them. The goal selection
mechanism might itself focus on novel goals; goals in parts of the maze that the agent does
not reach often. This exploration strategy explores a 2D outcome space (1) by sampling
a goal space (2) with a novelty bias (3).

What to Explore?

First, we need to talk about what to explore. In RL, one can explore the state space,
outcome spaces or the space of state or outcome trajectories. Let us get back to our robot
in its maze. In state-space exploration, the agent tries to discover new configurations of its
perceptual inputs s. This can include new configurations of its joint positions or new visual
patterns on the maze walls for example. As said above, agents could compactly represent
their state by their current (z, y) position in the 2D space and explore this resulting
outcome space. Other exploration mechanisms might want to explore the space of state
or outcome trajectories. Exploring in outcome space might be more efficient because it
abstracts away features of the state space that might be irrelevant for exploration (e.g. the
color of the walls) and thus restricts the space to explore. However, it requires defining
or learning outcome representations. Now that we discussed what we can explore, let us
discuss how to explore.

How to Explore? What to Control?

The agent exerts control on its environment and thus on the collected experience via
its actions. Exploration mechanisms can control these actions at various levels: controlling
actions directly, controller parameters or goals.

One set of exploration methods define agents that observe the current state and sample
actions thought to generate informative data for further learning. The crudest exploration
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scheme is epsilon-greedy exploration: sampling random actions (in the discrete action
case, Mnih et al., 2015) or random perturbations on actions (in the continuous action case,
Lillicrap et al., 2016; Fujimoto et al., 2018; Haarnoja et al., 2018b) to diversify behavior
and experience. Exploratory actions can also be generated by exploration policies. For
example, deep exploration via bootstrapped Q-networks trains an ensemble of (Q-networks
and, at each episode, samples actions from one of them selected at random as a way to
explore. It relies on the sub-optimality of each ()-network to drive a consistent exploration
(Osband et al., 2016). Exploration policies can also be trained with knowledge-based 1ms
to generate exploratory actions (e.g. Bellemare et al., 2016; Pathak et al., 2017; Burda
et al., 2019; Achiam & Sastry, 2017; Haber et al., 2018; Bougie & Ichise, 2021).

Controlling policy parameters to explore is the strategy used in all algorithms from the
field of evolutionary computation (Stulp & Sigaud, 2013; Eiben & Smith, 2015; Qian & Yu,
2021). A simple—but not very effective—method is to sample random parameters from
some parameter space. More standard methods involve the mutation of good controllers
via parameter noise or cross-overs (Rechenberg, 1973; Back et al., 1991; Holland, 1992;
Eiben & Smith, 2015; Wierstra et al., 2008; Salimans et al., 2017). RL methods can
also use parameter-perturbations to improve on the traditional action-perturbations of
epsilon-greedy (Plappert et al., 2018b; Fortunato et al., 2018).

Exploration mechanisms can control the selection of goals to explore. IMGEP methods,
for example, rely on competence-based IMs to define agents that sample their own goals
as a way to explore their environment—see a review in Section 1.4. The RL-based
implementations of IMGEPs we propose in the present research (RL-IMGEPSs) also conduct
an autotelic exploration.

Although less frequent, exploration mechanisms can also exert other types of control
on their experience by selecting social partners to interact with (Nguyen & Oudeyer,
2012) or learning environments (Risi & Togelius, 2019). More generally, automatic
curriculum learning techniques—the set of methods that control the presentation of
learning experiences as a function of the learner’s abilities—can also be understood as
exploration methods (Portelas et al., 2020Db).

How to Explore? How to Sample Behaviors?

Now that we discussed the type of control exerted by exploration methods (actions,
parameters, goals), we need to discuss how exploration methods sample these choice
spaces. Sampling methods can be either directed or undirected and either temporally
structured or temporally unstructured.

Undirected exploration methods are not updated by the learning experience of the
agent but use a fixed distribution to sample from the choice space. Epsilon-greedy methods,
for example, can sample uniformly from the action space (e.g. Mnih et al., 2015) or sample
action perturbations from a fixed distribution (e.g. Lillicrap et al., 2016). Mutations in
genetic algorithms (GA) are often undirected and apply a fixed noise to policy parameters
(Holland, 1992; Eiben & Smith, 2015). Undirected selection of actions or parameters often
falls short in hard exploration tasks that require a consistent time-extended exploration
(Mnih et al., 2015; Bellemare et al., 2016). On the other hand, random goal selection is
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often a hard baseline to beat (see examples in Chapter 3, Benureau & Oudeyer, 2016;
Forestier & Oudeyer, 2016D).

The exploration problem is ill-posed, as one cannot know now which decision will lead
to the collection of the most valuable data for later yet-unknown tasks. The diversity of
exploration mechanisms thus result from the definition of various proximal objectives,
usually involving forms of knowledge-based or competence-based 1Ms: high learning
progress, surprise, uncertainty, novelty, etc.—see Section 1.3 for examples and references
or Linke et al. (2019); Aubret et al. (2019) for detailed reviews.

Exploration methods can lead to temporally structured or temporally unstructured
explorations. Temporally-unstructured describes a myopic exploration where each ex-
ploratory action is taken independently from others (e.g. epsilon-greedy). In contrast,
temporally-structured exploration organizes coherent sequences of exploratory actions.
Parameter-based and goal-directed explorations are both temporally structured by design
because they sample the parameter or goal that conditions the structured generation
of actions for the full episode. Exploratory actions undertaken by exploration policies
are also temporally structured (e.g. exploration policies trained with KB-1Ms). Although
epsilon-greedy is unstructured, a quick and efficient fix is to keep the sampled action
perturbation fixed for several consecutive timesteps (Raffin & Stulp, 2020).

Curiosity-Based Exploration for
Autonomous Skill Acquisition

The knowledge-based and competence-based intrinsic motivations defined in Sec-
tion 1.3 can either lead to safe behaviors (e.g. drives towards low surprise, high familiarity,
high competence) or exploratory behaviors (e.g. high surprise, high novelty, high learn-
ing progress). This last category of motivations powers curiosity-based exploration: a
temporally structured, directed exploration that pushes agents to experience interesting
situations thought to benefit further learning. Temporally structured, directed exploration
can actively organize the time-extended, consistent exploration necessary to solve hard
exploration problems characterized by sparse or deceptive reward functions.

Let us now take a step back and consider our primary objective—the autonomous
acquisition of skill repertoires. Skills are defined as the association between a goal
representation and a policy to reach that goal. In autotelic exploration, agents represent
goals and learn associated skills as they explore. On the other hand, action-based and
parameter-based exploration methods do not need goal representations and thus do not
learn skills. Among autotelic exploration methods, we will focus on those that explore
outcome spaces. Although state and outcome space explorations can both be used to
build repertoires of skills (state-based skills or outcome-based skills), skills targeting
outcomes might offer a more abstract set of skills. We might not care about an agent
able to reach any specific joint and visual input configurations (state-skills) but be more
interested in agents able to reach any location in a maze (outcome-skills).
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Exploration—Exploitation: Coupled vs Decoupled

In the previous sections, we looked at a typology of exploration mechanisms: what
to explore and how to explore. Although learning agents can explore freely, they often
need to solve extrinsic tasks sometimes—i.e. they need to exploit. This raises a question:
how should we trade-off exploration and exploitation? There are two main approaches,
coupling or decoupling.

In coupled strategies, the agent tries to explore and exploit at the same time. Adding
noise (exploration) on top of continuous actions selected by a task-oriented policy (ex-
ploitation) does just that. Parameter-perturbation methods also explore (adding noise on
policy weights) and exploit (the original policy is task-oriented). The bootstrapped DQN
method based on an ensemble of @Q-networks also explores (follows a random Q-network)
and exploits (all Q-networks are trained to approximate the expected value, Osband et al.,
2016). Another way to couple exploration and exploitation is to combine the external
task reward (r.) and the exploratory reward (r;)—also called exploration bonus—into an
aggregated reward: r = S r.+ (1 — ) r; (e.g. Pathak et al., 2017; Burda et al., 2019;
Bellemare et al., 2016; Badia et al., 2020b).

In decoupled strategies, the agent either explores or exploits in a given learning episode.
When it exploits, its behavior is entirely oriented towards the external reward (r = r.).
When it explores, its behavior is entirely oriented towards the intrinsic exploratory reward
(r = r;) when there is one or can be unguided (e.g. random controller parameters, random
actions). Although most RL methods couple exploration and exploitation, there are a few
exceptions: some use two distinct policies and follow either one or the other while training
both policies on a shared replay buffer (Zhang et al., 2019; Beyer et al., 2019). Another
way to decouple exploration and exploitation is to train a single policy to maximize a
parameterized mixture of extrinsic and intrinsic rewards (Badia et al., 2020a,b). Extreme
values of the mixing weight perfectly decouple exploration from exploitation.

In the coupled scenario, exploration is constrained around the current optimal policy.
Because this limits the scope of the exploration, it can be a very efficient bias when the
task requires little exploration. However, this might be a problem in strongly deceptive
tasks when the exploratory gradient opposes the performance gradient. Decoupling, on
the other hand, offers a freer exploration unconstrained by task specifications. This can
be an advantage in strongly deceptive environments or a burden in simple ones.

Summary

This section presented a typology of exploration mechanisms and looked at how to
combine exploration and exploitation in practice. These mechanisms help overcome the
lack of exploratory abilities in standard RL approaches. After reading these lines, you
might be convinced that efficient exploration mechanisms need to be temporally structured,
directed and, in environments that require extensive exploration, decoupled. IMGEPs, and
RL-IMGEPs in particular, organize such exploration by targeting self-generated goals.
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1.7 Chapter Summary

This chapter covered the fundamental concepts and literature underlying the design
of autotelic agents facing the problem of the autonomous acquisition of open-ended
repertoires of skills. We first introduced RL and goal-conditioned RL, two mathematical
and algorithmic frameworks to train agents to learn either one or several pre-defined
skills, respectively (Sections 1.1 and 1.2). Because these agents lacked autonomy, we
introduced the concept of intrinsic motivations developed in psychology, cognitive science
and developmental robotics (Section 1.3). Intrinsically motivated agents are autonomous,
but only agents endowed with competence-based intrinsic motivations can target multiple
self-generated goals and thus develop repertoires of skills. We called such agents autotelic
and introduced a computational framework from developmental robotics called intrinsically
motivated goal exploration process (IMGEP) to train them (Section 1.4). After pointing
the limitations of current IMGEP implementations, we turned back to RL. With our
new computational framework, RL-based IMGEPS (RL-IMGEPS), we propose to overcome
some of the limitations of existing POP-IMGEP with modern DRL methods (Section 1.5).
RL-IMGEPs define autotelic RL agents that learn to represent, generate, pursue and master
their own goals and, doing so, build repertoires of skills. Finally, we discussed how the
methods presented in the previous sections tackle the exploration problem (Sections 1.6).

The next two chapters present empirical contributions. In Chapter 2, we leverage
population-based autotelic methods to conduct exploration with the objective of facilitat-
ing the resolution of external pre-defined tasks. We show that the directed, temporally
structured and decoupled exploration conducted by our autotelic algorithms facilitates
the resolution of hard exploration problems. In Chapter 3, we move away from external
tasks and define a purely autotelic RL agent called CURIOUS. Thanks to a new modular
architecture and an intrinsic motivation towards learning progress, CURIOUS can efficiently
organize its learning trajectory, develop multiple skills and efficiently transfer knowledge
between them.



Chapter 2

Autotelic Exploration for External Tasks

This first experimental chapter focuses on the standard RL problem: a learning agent needs
to learn how to solve a pre-defined task using learning signals generated by an external,
hand-defined reward function. As discussed in our section on exploration (Section 1.6),
hand-defining reward functions sometimes—maybe often—Ileads to the definition of tasks
characterized by either deceptive or sparse rewards, sometimes both. To solve them,
agents need to explore. In our typology of exploration mechanisms, we concluded that
efficient exploration methods need to be temporally structured and directed. In problems
that require extensive exploration, decoupling it from exploitation might be necessary.

One way to organize such exploration is to leverage curiosity-based intrinsic motiva-
tions—KB-IMs or CB-IMs driving agents to explore. In curiosity-based KB-IMs, agents
build distributive or predictive models of the world and reward the agent for increasing
the entropy of the distribution (Bellemare et al., 2016; Tang et al., 2017) or improving
their predictive capacities (Schmidhuber, 1991a; Pathak et al., 2017; Burda et al., 2019).
In both cases, KB-IMs drive agents to explore the state space: to predict the world better,
I need to experience every part of it.

KB-IMs agents pursue a single, slowly-evolving reward function—e.g. the state novelty—
but do not represent goals, thus do not learn controllable skills. Curiosity-based CB-IMs,
on the other hand, explicitly motivate agents to generate and pursue their own goals, i.e. to
practice their own skills. ¢B-IMs methods usually require the definition of a behavioral
space or outcome space in which compact encodings can characterize relevant aspects
of states or trajectories. As they target goals, CB-IMS agents conduct a directed and
temporally-structured exploration of the outcome space but also grow a repertoire of skills
autonomously as a by-product.

This chapter demonstrates that this directed and temporally-structured autotelic
exploration helps the resolution of external tasks. In the first section, we conduct
autotelic exploration with a basic implementation of a population-based IMGEP (POP-
IMGEP), then use the collected experience to bootstrap a standard task-oriented DRL
algorithm (Section 2.1). In the second section, we decouple exploration and exploitation
in a population of policies trained by evolution strategies targeting either diversity
(exploration) or quality (exploitation, Section 2.2).
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2.1 Bootstrapping Deep RL with Autotelic Exploration

This section asks whether the acquisition of skill repertoires can be used as an auxiliary
task to organize exploration in the context of an external pre-defined task. To answer this
question, we introduce a simple algorithm that sequentially runs an autotelic exploration
method from the POP-IMGEP family and a standard DRL method trained to solve the
external task. The DRL algorithm benefits from the exploration phase via a simple
mechanism—we pre-fill its replay buffer with transitions collected during the exploratory
phase. The set of skills acquired during the exploration phase is a positive by-product.
We call the resulting algorithm GEP-PG for Goal Ezploration Process—Policy Gradient.
We evaluate it on two standard benchmarks Continuous Mountain Car and Half-Cheetah
(Section 2.1.1). We first look at the impact of various undirected exploration methods on
performance, then compare these to our autotelic exploration.

2.1.1 External Tasks

We use two standard continuous control benchmarks as external tasks: Continuous
Mountain Car (cMmc) and Half-Cheetah (HC).

Figure 2.1: Left: Continuous Mountain Car (cMc). The agent learns to
reach the flag at the top of the hill. Right: Half-Cheetah (HC). The agent
learns to run forward (to the right) as fast as possible.

Continuous Mountain Car

Mountain Car is a standard benchmark for the continuous state, discrete action RL
setting. An underpowered car whose actions are in {—1, 0, 1} must reach a flag at the top
of a hill by gaining momentum from another hill. The state space contains the horizontal
position and velocity, and the action is a scalar acceleration. In the standard setting, the
objective is to reach the flag as fast as possible. The so-called bang-bang policy—using
only {—1, 1} as actions—is the optimal solution. The environment is reset after 1000
time steps or when the agent reaches the flag.

In the Continuous Mountain Car (CMC) environment, the continuous action is defined
in [—1, 1], and the car should reach the flag while spending as little energy as possible (see
Figure 2.1). To ensure this, the reward function generates a reward of 100 for reaching the
flag and, at each step, an energy penalty for using acceleration a: penalty = —0.1 x a?.
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This reward function raises two exploration issues at once—it is both sparse and deceptive.

The reward function is sparse because the large reward (4100) is only received when
the flag is reached, which might be difficult to achieve with an unstructured exploration
method such as random actions. The reward function is also deceptive: before the agent
reaches the flag, the gradient of performance pushes the agent to minimize the energy
cost—i.e. not to perform any acceleration. In contrast, receiving the large reward requires
gaining momentum against the left hill, thus requires acceleration. This problem appears
very simple but embodies two exploration issues at once.

Half-Cheetah

Our second benchmark is MuJocO’s Half-Cheetah (HC), where the agent is a 2D

bipedal robot made of 8 rigid, articulated links—see Figure 2.1 (Todorov et al., 2012).

The agent observes the angular positions and velocities of its joints, its Euclidean position
and velocity (17D) and can act on the torques of its legs joints (6D). The reward r sums

the instantaneous velocity v, on the x axis and an energy cost on a: r = v, — 0.1 x |a|*.

The environment is reset after 1000 steps. HC is not known as a hard exploration problem
and DRL algorithms equipped with crude exploration mechanisms achieve great results
(e.g. Lillicrap et al., 2016).

2.1.2 Goal Exploration Process — Policy Gradient (GEP-PG)

In this section, we introduce the Goal Ezxploration Process — Policy Gradient algorithm
(GEP-PG). GEP-PG combines a temporally structured autotelic exploration phase with a
more traditional exploitation phase. Let us look at these independent phases first, then
how they are combined.

Autotelic Exploration Phase

The first phase is an autotelic exploration phase implemented by a population-based
implementation of IMGEP (POP-IMGEP). By GEP, we refer to a specific implementation
of POP-IMGEPs 1) that relies on a genetic algorithm for optimization (GA) and 2) that
samples goals uniformly from the outcome space (IMGEPs, see Section 1.4).

In GEP, we consider two spaces: the policy parameter space © and the outcome space
0. The experimenter defines the outcome representation function that maps trajectories
to low-dimensional embeddings characterizing them. For instance, the final x-y position
of an agent in a maze can be the outcome that characterizes its whole trajectory. The
outcome space is defined as the image space of the trajectory space via the outcome
representation function. Given a set of parameters 6, one can evaluate the corresponding
policy in the environment over a roll-out and compute the outcome o from the trajectory
to obtain a (6, o) pair, see Figure 2.2.

GEP learns from pairs of policies and corresponding outcomes (f, o). The general
process can be described as follows. In a first bootstrap stage, GEP draws N policies 6 from
© and observes, for each policy, the resulting outcome o in O. This stage implements a
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Figure 2.2: Each policy 6 can be evaluated in the environment (here cmc).
To each policy 6 corresponds an outcome o in the outcome space O. Here,
o is defined as the minimum and maximal values on the x-axis over the
trajectory.

pure random policy search. In the second stage, GEP starts exploring the outcome space.
It uniformly draws outcome vectors o from O and uses them as goals. To reach these
goals, GEP must find suitable candidate policies. We use a simple strategy here. For each
goal, GEP finds the (, o) pair in memory for which the outcome is the nearest neighbor
to the goal. In an attempt to get closer to the goal, GEP applies a random perturbation to
the policy parameters, a simple Gaussian noise N (0, 02I). This strategy corresponds to
a simple implementation of a genetic algorithm (GA). More advanced interpolation-based
techniques could be used (e.g. Baranes & Oudeyer, 2013).

One essential aspect of this algorithm is that whether the random perturbation actually
helps the policy get closer to the goal does not matter; the algorithm learns something
anyway. Indeed, it just found the perfect policy to reach one specific goal: the achieved
outcome. This is known as cross-goal learning or hindsight learning—the policy—outcome
pair (6, 0) is always a good source of information for some goals, e.g.g = o.

By storing more and more (6, 0) pairs, GEP gets better and better at reaching var-
ious goals. Note that this is different from exhaustive search or random policy search;
i.e.randomly sampling the parameter space to accumulate knowledge. GEP tries to cover
the outcome space uniformly. This leads to an exploration of the parameter space that is
not uniform. Indeed, we expect that most of the parameter space collapses into small
regions of the outcome space corresponding to uninteresting behaviors.

To summarize, GEP organizes exploration via the acquisition of a repertoire of skills,
where each skill corresponds to an outcome. This exploration is temporally structured
because each trajectory is governed by a unique policy designed to solve a goal. Exploration
policies are designed to optimize goal-reaching and are thus directed, even though they
rely on a simple mutation-based optimization. Finally, exploration is decoupled from
exploitation, as GEP does not use external reward signals.
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Exploitation Phase

We use deep deterministic policy gradient (DDPG) to conduct the exploitation phase
(Lillicrap et al., 2016; Henderson et al., 2018). DDPG is a DRL algorithm that was—at the
time of this study—a state-of-the-art RL algorithm for continuous control (see description
in Section 1.1). Here, we consider a standard implementation and a variant. In the
standard implementation, DDPG explores by adding an Ornstein-Uhlenbeck correlated
noise to the actions (OU); a crude action-perturbation exploration mechanism (Lillicrap
et al., 2016). In the variant, DDPG relies on parameter-perturbation: it applies noise
to policy parameters (Plappert et al., 2018b). Just like in the original paper, a simple
mechanism helps to tune the standard deviation of the Gaussian noise applied on policy
parameters to keep the standard deviation of the distribution of actions close to a
pre-defined level (here o = 0.2).

Exploration—Exploitation Trade-Off

The GEP-PG methodology takes a decoupled approach and comes in two steps. In the
first autotelic exploration stage, we train GEP to collect a diversity of samples using either
a linear policy or the same policy as DDPG. In a second exploitation stage, we pre-load

DDPG’s replay buffer with GEP-generated samples and start DDPG on the external task.

Note that the transfer of transitions is the only connection between both phases. In
particular, DDPG starts learning from randomly-initialized actor and critic networks. We
expect the diverse data collected by GEP to help DDPG overcome exploration issues, learn
faster and achieve higher performance.

Experimental parameters

For DDPG, we use the default set of parameters provided in Henderson’s version
(Henderson et al., 2018): a 2M-transition replay buffer, batch size of 64, discount factor
of 0.99. The actor and critic networks use Xavier’s initialization (He et al., 2015), two
hidden layers of size (64, 64) and ReLU activation functions. The output layer activation
functions are tanh and linear, respectively. We use an ADAM optimizer with learning
rates of 107* and 107* (Kingma & Ba, 2015).

GEP policies are either linear with tanh activations or have two hidden layers of

size (64, 64), ReLU activations in the hidden layers and tanh activations at the output.

In a bootstrap stage, we sample GEP policy parameters in [—1, 1] where P is the
number of parameters. We use 10 episodes of bootstrap for cmc, 50 for HC. Then 90
(respectively 450) random goals are drawn in a custom goal space which is 3D for cMcC
(range of positions, maximum position and total energy spent) and 2D for HC (mean
velocity and minimum head position). The goal spaces are normalized by hand to [—1, 1]3
and [—1, 1] respectively. Given a goal, the algorithm finds in its memory the closest
previously-experienced outcome using a 1-nearest neighbor algorithm (Euclidean distance)
and samples a Gaussian noise to act as policy mutation with ¢ = 0.01. Further details
and the full implementation can be found at https://github.com/flowersteam/geppg.
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2.1.3 Is Undirected Exploration Enough?

Before looking at the impact of autotelic exploration on performance, let us look at
the impact of undirected exploration methods. Is it true that parameter-perturbations
work better than action-perturbations, as argued in Plappert et al. (2018b)?

In cMc and HC, we compare four variants of DDPG characterized by different undirected
exploration mechanisms: 1) a DDPG without any exploration; 2) the standard DDPG from
the original paper (Lillicrap et al., 2016) with an OU noise (1 = 0, o = 0.3); 3) a variant
with a linearly decreasing OU noise (o = 0.6 N\, 0); 4) the parameter-perturbation variant
from Plappert et al. (2018b).

During training, we regularly evaluate learning agents offline by reporting their average
return computed over 20 episodes without exploration noise. The global performance is
measured as the average return over 100 episodes of the best policy found across learning.
Whereas standard methodologies usually report the performance of the last policy, we
found that learning could be quite unstable in CMC and rather use the best policy. We
run each algorithm 20 times with 20 random seeds and comment on comparisons using
Welch’s t-test with significance level & = 0.05. The null hypothesis assumes equal means
of the distributions of performance for the two algorithms being compared. We report
the mean and standard error of the mean. For further details on methodology, readers
can refer to Appendix A.
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Figure 2.3: Effect of various undirected exploration methods in cMc (a):
learning curves. (b): histogram of global performance measures.

Consistent with Plappert et al. (2018b), we found that parameter-perturbation out-
performs action-perturbation in HC and cMC (p < 6.0 x 107*), see Figure 2.3 and 2.4. In
CMC, DDPG without noise performs poorly and DDPG with noise annihilation outperforms
the static noise version, see Figure 2.3. In HC, it seems that having no noise, a standard
OU(0.3) or a decreasing noise do not lead to statistically different performance measures
at 2M steps, although differences could be noted earlier on, see Figure 2.4. We conclude
that increasing noise in the first stage is beneficial in ¢MC but might be detrimental in
HC.

Several phenomena might explain these contrasting results. First, there is probably
less need for exploration in HC than in CMC, as reward information is available anytime
(dense reward). Second, as explained in Section 2.1.1, reaching the goal early is crucial
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Figure 2.4: Effect of various undirected exploration methods in HC (a):
learning curves. (b): histogram of global performance measures.

in cMC—mnot in HC. Using a more substantial exploration noise in the first stage might
therefore bring a significant advantage in cMcC. Third, it might be the case that too much
noise is more detrimental to performance in HC than in CMC because, in HC, more noise
may result in more falls.

However, the information depicted in Figure 2.3a must be taken with a grain of salt.
Indeed, the curves depict averages over 20 runs, but the individual performance measures
are not normally distributed. To present complementary evaluations, we choose to report
the histogram of global performance across seeds in Figure 2.3b.

In conclusion, parameter perturbations perform better than action perturbations,
whereas increasing exploration early might be either advantageous or detrimental to the
performance depending on the environment properties. In CMC, it seems these undirected
exploration methods are not sufficient to solve the task reliably. In HC, they were sufficient
to achieve state-of-the-art performance when this study was conducted (Plappert et al.,
2018b).

2.1.4 Can Autotelic Exploration Help?

Undirected exploration seems insufficient in cMC. Can we do better with autotelic
exploration? Undirected exploration seems to be sufficient in HC. Can we do even better
with autotelic exploration? Before answering these questions, let us first conduct a quick
sanity check. In the small world of cMC, does autotelic exploration explore better than
DDPG—i.e. does it reach the flag earlier and more often?

Reaching the Flag

As explained above, the cMC benchmark raises a specific exploration issue because
the time at which the agent first reaches the flag is crucial. If DDPG does not find the
flag early, it quickly learns to avoid energy costs and stops moving, ruining any hope to
reach it.

Let us look at the number of steps required before the agent reaches the flag for the
first time. We compare four algorithms: 1) GEP applied to the linear policy we use in
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GEP-PG; 2) GEP applied to the ‘deep’ policy (64, 64); 3) DDPG with parameter noise and
4) pDPG with action noise OU(c = 0.3). For each condition, we perform 500 trials and
record the mean and the histogram of the number of steps necessary to reach the flag—if
it happens in the first 50.000 steps. We present the results in Figure 2.5.
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Figure 2.5: Histogram of the number of steps required to reach the flag for
the first time with 1) GEP applied to a linear policy; 2) GEP applied to a
deep policy; 3) DDPG with parameter noise and 4) DDPG with action noise
OU(o = 0.3). The percentages of times the goal was found before 5 x 10*
steps are indicated on the y-axis.

Linear and deep versions of GEP reach the flag after an average of 3875 and 3773 steps,
respectively. DDPG with parameter perturbations (respectively action perturbations)
reaches the flag before 50.000 steps in only 42% (respectively 22%) of the runs. Thus,
GEP finds the goal faster than the DDPG variants. This effect can be attributed to the
deceptive gradient issue: before experiencing positive rewards, RL updates drive the policy
search to a local optimum in which the agent stops moving. We also tested a random
action baseline and found it reached the flag in the first 50.000 steps only 6% of the time.
The complexity of the GEP policy does not seem to impact exploration.

In fact, GEP variants reach the goal as early as the bootstrap phase, where the policy
is essentially random. Random policy search, because it avoids the deceptive gradient, is
thus enough to solve cMC. This confirms the idea that CMC can be considered a simple
problem when the algorithm is not blinded by deceptive rewards.

GEP-PG

Let us now answer the central question: can autotelic exploration help RL solve
external tasks? To answer this question, we compare the performance of DDPG with
action or parameter perturbation to their corresponding GEP-PG variants and GEP alone.
The vertical dotted lines in Figure 2.7a and 2.6a signal the transition from the exploration
phase to the exploitation phase. For GEP-PG, we report the performance of the best
policy found by GEP before the dotted line and report the performance of the current
DDPG policy after the line. In both cases, performance measures are evaluated offline by
testing the best policy over 20 episodes.

In cMc, GEP alone performs best. CMC is a simple task when the deceptive reward
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Figure 2.6: (a): Learning performance in cMc of GEP, DDPG with action
noise OU(¢ = 0.3), DDPG with parameter noise and GEP-PG variants with the
same noise configurations. (b): Histogram of global performance measures
in cMC.

is not considered. As we saw before, DDPG alone cannot reliably solve the task, no
matter its exploration setting. Looking at GEP-PG’s performance curves, we can see that
performance drops when switching from GEP to DDPG. This is expected because GEP-PGC
only transfers collected transitions from GEP to DDPG; not the policies themselves.

After this drop, GEP-PG policies quickly learn reliable policies solving the task.
However, learning seems to be highly unstable and this performance quickly drops to
performance measures similar to the ones achieved by DDPG. As before, the learning
performance depicted in Figure 2.6a does reflect the ratio of trials that reliably find the
goal rather than the average performance. The distribution of performance measures can
be better appreciated in the histogram, Figure 2.6b.
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Figure 2.7: (a): Learning performance in HC of GEP, DDPG with OU noise
(= 0,0 = 0.3) on actions, DDPG with noise on policy parameters and GEP-
PG with the same noise configurations. (b): Histogram of global performance
measures in HC.

In HC, GEP alone performs statistically worse than others (p < 107°). We found that
the deep policy did not perform better (p = 0.7). Whereas GEP was efficient enough to
master CMC, it does not seem to scale to the higher dimensional HC. More importantly,
the GEP-PG versions significantly outperform their DDPG counterparts on this benchmark
(p = 0.0046 and p = 0.023 for action and parameter perturbations respectively). At the
time of this study, this made GEP-PG the new state-of-the-art on Half-Cheetah—though
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not for long (Haarnoja et al., 2018b; Fujimoto et al., 2018). Average global performance
metrics are reported in Table 2.1. Note that we do not represent the learning curves of
DDPG without exploration noise and its GEP-PG counterpart. They were found to match
the corresponding versions using OU(0.3) noise closely.

Table 2.1: Final and global performance measures in HC, mean + std.

Algorithm final performance global performance
DDPG action pert. 3596 £+ 1102 3943 £+ 1209
DDPG param. pert. 4961 + 1288 5445 £ 1265
GEP-PG action pert. 4521 £ 738 5033 £+ 833

GEP-PG param pert. 5740 £ 573 6118 + 634
GEP param pert. 2105 £ 881 2140 £ 881

We found GEP-PG to be robust to the number of GEP episodes used to fill the DDPG
replay buffer. The performance remains stable from 100 to 1000 GEP episodes. Finally,
the GEP-PG versions seem to generate less variability than their DDPG counterparts (see
standard deviations in Table 2.1, statistically significant for the parameter perturbation
comparison with Levene and Bartlett tests). This means that an efficient policy can be
found more consistently and can matter in risk-sensitive applications were performance
should not fall below a specific level.

Looking at the Buffer’s Content

There is still one thing we need to check. It might be that the performance boost
is not due to the quality of the exploration but to the pre-loading of DDPG’s replay
buffer. To answer this question, we compared several ways to fill DDPG’s buffer: 1) empty
buffer; 2) buffer filled with GEP; 3) buffer filled by running an untrained DDPG policy
with parameter noise exploration; 4) buffer filled by policies sampled uniformly from
the parameter space ©. Figure 2.8 presents the results. Of all the three methods, only
GEP-PG significantly outperforms the DDPG baseline. However, it seems that the variance
of the performance decreases for all pre-filing strategies.
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Figure 2.8: Comparing different methods to pre-fill the replay buffer in
GEP-PG.
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Further analyses of the impact of the content of a buffer filled with GEP on GEP-PG
performance in HC led to the following conclusions: 1) the method is robust to variations
of the number of GEP transitions transferred to DDPG in the range 100-1000; 2) GEP-PG’s
performance positively correlates with GEP best performance (p < 107°) and average
performance (p < 1077); 3) GEP-PG’s performance positively correlates to diversity metrics.
In particular, it correlates to:

e the standard deviation of the performance of GEP policies (performance diversity,
p<107%);

e the average standard deviation of features distributions (perceptual diversity, p <
1077);

e the average distance between outcomes and their k£ nearest neighbors in outcome
space, for various k (outcome diversity, p < 1077);

e the entropy of outcome distributions for various discretization step sizes (outcome
diversity, p < 107°).

Overall, these results indicate that the quality of the autotelic exploration phase is
correlated to increased performance down the line in the exploitation phase.

Repertoires of Skills as a Side Effect

During exploration, GEP fills an archive of skills as (6, o) pairs. Skills can easily be
retrieved by selecting a goal in the outcome space and retrieving the associated policy with
the nearest neighbor strategy or from a more sophisticated inverse model trained locally
from the memory. The set of skills is conditioned on the outcome representation function.
In HC, we consider a 2D space with the average velocity and the minimum head position.
This results in skills like running forward, running backward, not moving, or flipping on
the back. In cMcC, the 3D outcome space is (range of positions, rightest position and total
energy spent). This results in different skills such as not moving, covering the widest
range with bang-bang policies, covering a short range with large accelerations, etc. These
skills are not used in GEP-PG but are interesting for our main objective: the autonomous
acquisition of behavioral repertoires.

2.1.5 Discussion

In this study, we asked whether organizing exploration as the acquisition of behavioral
repertoires could benefit learning in an external pre-defined task. To answer this question,
we presented GEP-PG, a simple algorithm that sequentially combines an autotelic explo-
ration phase and a traditional exploitation phase with DDPG. We showed that seemingly
simple problems like ¢MC could hide both deceptive and sparse reward functions and, for
this reason, be difficult to solve with traditional DRL algorithms. Indeed, such algorithms
usually implement crude exploration mechanisms always coupled with exploitation, and
can be temporally unstructured (e.g. action perturbations) or temporally structured but
undirected (e.g. parameter perturbation). We showed that these exploration mechanisms
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do not allow efficient exploration in the CMC benchmark and proved that replacing
them with a decoupled, temporally structured and goal-directed mechanism such as GEP
removes the difficulty. GEP-PG proposes a simple idea to generate efficient exploration in
these cases: leveraging an efficient exploration phase decoupled from exploitation. We
showed this approach helped in the deceptive and sparse CMC benchmark and in HC,
even though the latter is not considered to be a hard-exploration problem. Let us now
discuss the limitations of this work and give hints about how they could be overcome.
This discussion is re-written three years after the study, it includes references to posterior
works.

The proposed implementation of GEP-PG currently uses one of the simplest mechanisms
compatible with the general method of decoupling a pure exploration phase with an
exploitation phase. GEP stores past policies, thus is less sensitive to the catastrophic
forgetting issues encountered by sequential learning in goal-conditioned policies based
on neural networks. The counterpart is that each policy might just be “lucky” to lead
to a certain outcome as it is not trained to be robust to a variety of initial conditions
or to stochastic dynamics. In ¢MC and HC, however, the effect is minimal because the
dynamics are deterministic and the distribution of initial states has low variance. Our
simple GEP implementation also seems to show limited performance in HC, which is
probably explained by our crude mutation mechanism.

GA-based optimization methods can benefit from more sophisticated mutation op-
erators. The NEAT algorithm, for example, uses GA to evolve the architecture of the
network as well as its weights using advanced mutation operators and diversity-preserving
techniques (Stanley & Miikkulainen, 2002). It is widely used in NS implementations
(Lehman & Stanley, 2011a). GA can also be scaled to evolve deeper neural networks,
although this does not seem to work well in high-dimensional control tasks (Such et al.,
2017). Safe mutations through gradients can facilitate the training of high-dimensional
policies by automatically tuning parameter-specific mutation strengths to maintain a
pre-defined level of divergence in the network’s outputs (Lehman et al., 2018b). In the
context of IMGEPS, previous works have also investigated more efficient methods to build
inverse models (O — ©), see Forestier et al. (2017).

Another limitation of our GEP-PG implementation is the simplicity of the transfer
mechanism from the exploration to the exploitation phase. To replace the pre-loading of
the replay buffer, we could imagine using imitation learning methods: to train DDPG’s
actor to reproduce the behavior of GEP’s policies. One could also pre-train both the actor
and the critic using methods from off-line RL, see a review in Levine et al. (2020). Finally,
our implementation involves a sequential combination of exploration and exploitation.
We could imagine more than two phases, where a controller—e.g.a two-arm bandit
algorithm—would decide whether to explore or to exploit based on high-level objectives
such as learning progress (Lopes & Oudeyer, 2012).

One striking limitation of GEP-PG seems to be its potential for instability, as revealed
in the cMC benchmark. We hypothesize it might be due to the crude transfer of transitions
from exploration to exploitation. Indeed, DDPG and other so-called off-policy algorithms
are known not to be truly off-policy and can have trouble handling data coming from
drastically different policies (Levine et al., 2020). In recent years, many approaches have
been developed under the name of off-line RL: methods that aim to learn from datasets
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of diverse experience collected with different policies. We think GEP-PG could benefit
from these new techniques and that it would reduce its instabilities.

Evolutionary and developmental exploration methods like GEP, NS, or QD require the
pre-definition of an outcome representation characterizing interesting features of the state
or state-action trajectories. In some environments, defining these might be straightforward
(e.g. final x-y position in a maze), but it might be non-trivial in others (e.g.in the Hopper
benchmark). How to automatically learn useful outcome representations without explicit
supervision remains an open question. Existing approaches often train use VAE (Kingma
& Welling, 2014) to learn low-dimensional representations of high-dimensional states such
as images, but are often limited to simple setups (e.g. with few objects Péré et al., 2018;
Laversanne-Finot et al., 2018; Nair et al., 2018b; Cully, 2019).

Finally, let us take a step back. This study was conducted in late 2017 and both
the field of RL and myself have considerably learned since then. One thing that is
perhaps missing in this study is an explicit comparison to exploration methods relying
on knowledge-based intrinsic motivations, a few of which already existed at the time
(Bellemare et al., 2016; Pathak et al., 2017). KB-IMs offer temporally structured and
directed exploration but are often used in a coupled way with exploitation as an exploration
bonus. However, they could easily replace the autotelic exploration of GEP in GEP-PG to
perform a decoupled exploration. This would have been an interesting baseline to compare
to, although KB-IMs are not concerned with the acquisition of skill repertoires—which is
an important feature of this research. The DIAYN approach might also be an interesting
exploration algorithm to replace GEP in GEP-PG, as it allows the acquisition of skills
repertoires without pre-defined outcome spaces (Eysenbach et al., 2019).

The idea of combining evolutionary algorithms and RL to help exploration has come a
long way, and many approaches have built on GEP-PG to achieve state-of-the-art results
(Pourchot & Sigaud, 2019; Maheswaranathan et al., 2019; Khadka et al., 2019; Majumdar
et al., 2020; Jung et al., 2020; Shi et al., 2020; Doan et al., 2019). In evolutionary RL,
algorithms train a population of policies with evolutionary methods, use the generated
data to train one or several RL policies and sometimes transfer a copy of RL actors back
to the evolutionary population. This symbiosis enables the algorithm to leverage the good
exploration properties of evolutionary algorithms—exploration is temporally structured
because of parameter-based mutations and is conducted in parallel by a population of
policies—and the sample efficiency and fine-tuning abilities of RL. We observe a similar
interest in the idea of effective decoupling of exploration and exploitation (Eysenbach
et al., 2019; Beyer et al., 2019; Zhang et al., 2019; Ecoffet et al., 2021; Matheron et al.,
2020; Cideron et al., 2020a; Badia et al., 2020a,b). In particular, recent progress in
the Atari benchmark was associated with such decoupling. Go-Explore, for example,
decouples exploration and exploitation in the same trajectory: the agent first goes back
to a previously experienced outcome (first go), then starts exploring when that outcome
is reached (then explore) (Ecoffet et al., 2021; Matheron et al., 2020). The first agent to
solve all 57 Atari games at super-human level also uses decoupling by training a policy to
maximize all mixtures of extrinsic and intrinsic motivations, thus sometimes performing
decoupled behaviors (Badia et al., 2020a,b).
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2.2 Decoupling Autotelic Exploration and Exploitation with
Evolution Strategies

In this study, we look at quality-diversity, a family of algorithms that grow a population
of solutions—a set of skills—that is both behaviorally diverse and locally high-performing
in some external task (Cully & Demiris, 2017). As discussed in Section 1.4, QD algorithms—
just like population-based IMGEPs—often rely on genetic algorithms (GA) and have trouble
scaling to high-dimensional control tasks (Such et al., 2017).

This study proposes to scale a famous QD algorithm called MAP-ELITES (Mouret
& Clune, 2015) to solve high-dimensional control tasks using high-dimensional policies.
Like in the previous study, we demonstrate how decoupling autotelic exploration and
task-oriented exploitation facilitates the resolution of hard-exploration problems. This
work was conducted during a summer internship at UberAl Labs in collaboration with
Joost Huizinga and Kenneth Stanley, under the supervision of Vashisht Madhavan and
Jeff Clune.

2.2.1 Motivations and Related Work

In recent years, neuroevolution has emerged as a powerful competitor to back-
propagation for training deep neural networks (DNNs). Salimans and colleagues, in
particular, present a scalable version of the evolution strategy algorithm (ES) similar to
the one introduced in 1988 by Salomon (Salomon, 1998; Salimans et al., 2017). This
scaled version performs comparably to state-of-the-art DRL algorithms on Mujoco’s high-
dimensional control tasks (Todorov et al., 2012; Brockman et al., 2016) and the Atari
suite (Bellemare et al., 2013). In contrast with GAs, ES combines information from many
perturbed versions of the parent policy to generate a new one. Recent implementations
efficiently leverage resources of computing clusters by parallelizing policy evaluations,
making ES algorithms competitive with DRL in terms of training time (Salimans et al.,
2017). A similar approach was undertaken to scale GA to deep neural networks (Such
et al., 2017). It achieves impressive results in Atari games but fails to efficiently solve
continuous control tasks from the Mujoco suite (Todorov et al., 2012).

ES thus emerged as a powerful alternative to GAs. We can leverage these results to
scale novelty-search and quality-diversity algorithms. Novelty-search with ES (NS-ES)
made the first step in this direction: replacing the performance objective of ES with
a novelty objective (Conti et al., 2018). They proposed two variants to incorporate
the performance objective: NSR-ES, which mixes performance and novelty objectives
evenly and NSRA-ES, which adaptively tunes the ratio between the two. Like most RL
exploration mechanisms, these methods are coupled. They use a mixture of exploitation
and exploration objectives to deal with the exploitation-exploration tradeoff. While this
might work when the two objectives are somewhat aligned, it may be inefficient when
they are not (Pugh et al., 2016).

Quality-diversity algorithms (QD) present a natural way of decoupling the optimization
of exploitation (quality) and exploration (diversity) by looking for high-performing
solutions in local niches of the behavioral space, leading to local competition between
solutions instead of global competition (Lehman & Stanley, 2011b; Mouret & Clune, 2015;
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Cully et al., 2015; Cully & Demiris, 2017). In this study, we propose ME-ES, a new QD
algorithm based on MAP-ELITES that leverages ES as its underlying algorithm. Unlike
NS-ES and its variants, which optimize a small population of DNN policies (5 in Conti
et al., 2018), we want to build a large repertoire of diverse and high-performing policies.
As we will see, such a repertoire is useful for several reasons: 1) it organizes an efficient
exploration to facilitate the resolution of external tasks; 2) it produces a rich repertoire
of skills in high-dimensional control problems and 3) it offers the algorithm the ability to
adapt to perturbations by searching recovery policies within the behavioral archive.

Table 2.2 presents a classification of ME-ES and the related algorithms presented in
this study along three dimensions: 1) whether they use pure exploration, pure exploitation
or both; 2) whether they rely on Es-based or GA-based learning algorithms and 3) whether
they couple or decouple the trade-off between exploration and exploitation (if applicable).

Table 2.2: Classification of related algorithms. ME-GA is the traditional
implementations of MAP-ELITES based on GAs.

based on Es based on GA
pure exploitation ES GA
pure exploration NS-ES NS
exploration & exploitation coupled: NSR-ES, NSRA-ES ME-GA

decoupled: ME-ES

2.2.2 Background on MAP-Elites and Evolution Strategies

This section provides a bit of background on the original MAP-ELITES and ES algo-
rithms.

MAP-Elites

MAP-ELITES was first introduced in Mouret & Clune (2015). It requires the definition
of a fitness function (F') to measure the performance of the agent and a behavioral
characterization (BC) to map the state-action trajectories to low-dimensional embed-
dings lying in a behavioral space.® MAP-ELITES keeps track of an archive of triplets
(0, f, BC) where 0 is a set of controller parameters, f is its fitness and BC its behavioral
characterization—i.e. its outcome. The objective of MAP-ELITES is to curate a repertoire
of behaviorally diverse and locally high-performing policies. To this end, the behavioral
space is discretized into cells representing behavioral niches. In each cell, the algorithm
keeps the highest performing policy—highest f—whose BC felt in the niche. Individuals
in each niche optimize for the fitness objective (local competition), yet are implicitly
driven towards empty and under-optimized cells to avoid the selection pressure of cells
filled with highly optimized individuals.

! These are equivalent to the outcome o and outcome space O presented in the previous study, but I
keep the usual QD terminology here.
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After initializing the archive with a few randomly initialized policies, MAP-ELITES
repeats the following steps:

1. Select a populated cell,
2. Mutate the cell’s policy with GA to obtain a new policy,

3. Gather one or several trajectories of agent-environment interactions with the new
policy and compute its fitness and BC,

4. Update the archive: add the policy to the cell where the BC falls if at least one of
two rules is satisfied.

e Rule 1: the cell is empty,
e Rule 2: the fitness is higher than that of the policy currently in the cell.

The two rules guiding additions to the archive implement a decoupling between
exploitation (quality) and exploration (diversity). Rule I implements exploration, as it
ensures the preservation of policies that exhibit novel behavior (i.e. mapped to empty
cells). Rule 2 implements exploitation, as it enforces local competition and retains only
the highest performing solution in each behavioral niche. In this manner, the exploration
and exploitation objectives cannot contradict each other. Note that exploration and
exploitation are not directly optimized. The undirected mutation of the policy might
eventually serve either exploration or exploitation; we can only tell in hindsight. We call
ME-GA the traditional implementation of MAP-ELITES based on GA while MAP-ELITES
encompasses both ME-GA and ME-ES variants.

Evolution Strategies

Evolution Strategies (ES) is a class of black-box optimization algorithms inspired by
natural evolution (Rechenberg, 1973; Back et al., 1991; Salimans & Chen, 2018). At each
generation, an initial parameter vector (the parent) is mutated to generate a population
of parameter vectors (the offspring). The fitness of each child is evaluated and their
parameters are combined to produce the new parent, such that individuals with high
fitness have a stronger influence than others. As this process is repeated, the population
tends towards regions of the parameter space with higher fitness until a convergence point
is reached.

We use a version of ES introduced in Salimans et al. (2017) and similar to Salomon
(1998) that belongs to the subcategory of Natural Evolution Strategies (NES) (Wierstra
et al., 2008; Sehnke et al., 2010). In NEs, the population of parameter vectors 6 is
represented by a distribution p, (), parameterized by 1. Given a fitness function F,
NES algorithms optimize the expected fitness Ey.,, F'(#) using stochastic gradient ascent.
Recently, Salimans and colleagues proposed a version of the NES algorithm able to scale
to the optimization of high-dimensional parameters (=~ 10°) (Salimans et al., 2017). In
their work, they address the RL problem. 6 are the parameters of a policy while the
fitness is computed from the return obtained by the corresponding policy over an episode
of interactions with the environment. Here we use the ranks of the offspring returns as
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a measure of fitness. Given the parent policy parameters 6, the offspring population
(0;)ieq1, ) is sampled from the isotropic multivariate Gaussian distribution 6; ~ N (6, o*I)
with fixed variance 0. Like in REINFORCE (Williams, 1992), 0 is updated according to
the following gradient approximation:

n

> F(0:) Vi log py(9),

i=1

1

Vy Eop, [F(0)] = —

n

where n is the offspring population size, usually large to compensate for the high variance

of this estimate. In practice, any 6; can be decomposed as 8; = 6 + o¢;, where ¢; is a
standard Gaussian noise. The gradient is then estimated by:

1 n
V¢ EENN(O,I) [F<9 + 0'6)] ~ % Z F(Gi) €;.
=1

Our version of ES—that we simply call ES—is equivalent to the one of Salimans and
colleagues (Salimans et al., 2017). Like them, we use a virtual batch normalization of the
policy’s inputs and rank-normalize the fitness F(6").

2.2.3 ME-ES: MAP-Elites Powered by Evolution Strategies
We evaluate ME-ES in two setups:

e Damage Adaptation: we first build a repertoire of diverse walking gaits for a
quadruped robot in a high-dimensional environment, then evaluate its quality in
a downstream task called damage adaptation. In damage adaptation, the agent
undertakes damage (e.g. disabled joints) and must find recovery policies from the
behavioral repertoire to succeed. This is similar to the setup introduced in Cully
et al. (2015).

e Deep Exploration: we use behavioral repertoires to organize exploration in a
deceptive maze task where the agent is a multi-joint simulated robot.

The ME-ES algorithm reuses the founding principles of MAP-ELITES underlying damage

robustness and efficient exploration while leveraging the optimization performance of ES.
ME-ES curates a behavioral map (BM), an archive of neural policies parameterized by 6.

Every N, generations, it samples a populated cell and its associated policy 0. from the
archive. It copies this policy to 6,, which is subsequently evolved for N, generations using
ES. At each generation, offspring parameters 0! ~ N(,, 0 I) are used to compute an
update for 6,. Just like in NS-ES, we only consider the 0, . 44, for addition to the BM
(Conti et al., 2018). Doing so, we ensure robust evaluations of our candidate solutions (6,
are evaluated over 30 episodes, 0; only in one) and a fair comparison with NS-ES and its
variants. Algorithm 1 provides a detailed outline of the way ME-ES combines principles
from MAP-ELITES and ES.
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Algorithm 1 ME-ES algorithm

1: Input: number of generations n_gens, population size n, mutation strength o, number

of generation per parent IV;, empty behavioral map BM, number of evaluations n.

2: Initialize: BM <« (0y ~ initporme(), F'(6p), BC(6p))
3: for g = [0,n_gens| do

4:

10:

11:
12:
13:

if g % Ny == 0 then
> Sample a cell and objective
mode < explore or exploit()
if mode is ‘explore’ then
Oceny < sample _explore _cell()
else if mode is ‘exploit’ then
Oceny < sample exploit _cell()
Hg < ecell
> Run ES update
4 < ES_optim(fy, n, o, objective=mode)
f,BC < Evaluate(f,, ne)
Add (8, f, BC) to BM.

ME-ES Variants

We define three variants of ME-ES that differ in the objectives optimized by Es:

In ME-ES EXPLOIT, the objective is the fitness function F'. Offspring solutions are
ranked according to their cumulative reward computed over one episode. The fitness
F(#) of a solution is then computed as its normalized rank (directed exploitation).

In ME-ES EXPLORE, the objective is the novelty function N (6, k). We define it as
the average Euclidean distance between a policy’s BC and the BCs of its k nearest
neighbors in an archive that contains all previous 6, regardless of their addition to
the BM (one per generation). Because the novelty objective explicitly incentivizes
agents to explore their environment, we call it a directed exploration objective.

Finally, ME-ES EXPLORE-EXPLOIT alternates between both objectives. It implements
a decoupled exploration and exploitation procedure. Because it explicitly optimizes
for both objectives, ME-ES EXPLORE-EXPLOIT conducts both directed exploration
and directed exploitation.

Note that ME-ES EXPLORE performs undirected exploitation; while the ES steps do
not directly optimize for fitness, performance measures are still used to update the
BM (Rule 2 of the map updates). In the same way, ME-ES EXPLOIT also performs
undirected exploration, as the BM is updated with novel policies (Rule 1 of map updates).

Like ME-GA, all versions of ME-ES thus perform forms of exploration and exploitation.

However, only ES optimization steps enable agents to perform the directed optimization

of exploitation and exploration objectives.
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Cell Sampling

The number of generations performed by ME-ES is typically orders of magnitude lower
than MAP-ELITES because each generation of ME-ES involves a greater number of training
episodes (10* instead of 1 for ME-GA). Thus, the sampling of the cell from which to
initiate the next IV, generations is crucial (see Algorithm 1). Here, we move away from
the uniform cell selection of MAP-ELITES towards a biased cell sampling. We propose two
distinct strategies.

For exploitation steps, we select from cells with high-fitness policies, under the
assumption that high fitness cells may lead to even higher fitness cells. For exploration
steps, we select from cells with high novelty scores. By definition, novel policies are in
under-explored areas of the search space and mutating these policies should lead to novel
areas of the behavior space (Lehman & Stanley, 2011a,b). In practice, as the number of
populated cells increases with each generation, the bias towards selecting cells with higher
performance or novelty scores diminishes. For instance, if cells are selected in proportions
of their novelty, the best policy of two that have novelty 2 and 1 will have a 2/3 chance
of being selected, while the same policy in a group of 3 policies with novelties [2, 1, 1]
will only have probability 1/2 of being selected. To fight this phenomenon, we propose
to restrict the novelty-proportional selection to the five most novel cells. Similarly, for
exploitation steps, we sample either uniformly from the two highest fitness cells (p = 0.5),
which promotes exploitation from the current best cells, or uniformly from the two highest
fitness cells from the last five updated (p = 0.5), which promotes exploitation from

newly discovered cells. We also considered sampling cells with high performance progress.

However, this often led to the selection of sub-optimal policies because starting to make
progress from a low-performing policy is often the easiest way to make progress.

Hyperparameters

We use fully connected neural network controllers with two hidden layers of size 256,
tanh non-linearities, Xavier initialization (He et al., 2015), an Adam optimizer (Kingma
& Ba, 2015) with learning rate 0.01 and a 12-coefficient of 0.005 for regularization. We
run Es for N, = 10 consecutive generations with a population size of n = 10* and a
noise parameter o = 0.02. After each generation, we evaluate the average fitness f,
average behavioral characterization BC and associated novelty score N(6,) of 6, over
n. = 30 episodes. Novelty is computed as the average distance between the controller’s
BC and the one of its £ = 10 nearest neighbors in the archive of all past BCs, regardless
of whether they were added to the BM. The code and environment are provided at
https://github.com/uber-research/Map-Elites-Evolutionary.

Damage Recovery

The intelligent trial and error algorithm (IT&E) integrates the evolution of a behavioral
map using MAP-ELITES and a subsequent procedure enabling agents to recover from
damage by searching the BM for efficient recovery policies (Cully et al., 2015). Here, we
reuse this downstream task to compare the traditional implementation of MAP-ELITES
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Figure 2.9: Building repertoires for damage adaptation. Phase 1: MAP-ELITES
builds a repertoire of diverse and high-performing behaviors. Phase 2: M-BOA
builds a model of the objective function under the perturbed conditions to
find a policy robust to the damage.

based on GA (ME-GA) and our proposed ME-ES variants (see Figure 2.9). Once the
behavioral map has been filled by ME-GA or ME-ES, we can use it for damage adaptation
(e.g.loss of control for one or several joints). For the adaptation procedure, we use the
map-based Bayesian optimization algorithm (M-BOA) (part of IT&E, Cully et al., 2015).
Bayesian optimization is especially suitable to find the maximum of an unknown objective
function for which it is costly to obtain samples. We define the objective function as
F : BC — F. M-BOA initializes a model of F using the behavioral map filled by MAP-
ELITES and updates the model using Gaussian process regression (GP). Data acquisition
boils down to the evaluation of a policy € in the perturbed environment, providing a
new pair (BC(6), F(#)) to update the model F. We follow the implementation of Cully

et al. (2015) and use a Matérn kernel function with parameters v = 5/2 and p = 0.03
2

noise

as well as hyperparameters Kk = 0.3 and o = 0.01 for the upper confidence bound

exploration parameter and noise prior respectively (see code).

The Autotelic Exploration of ME-ES

At first sight, it is not apparent that ME-ES is conducting an autotelic exploration.
Where are goals here? In Section 1.2, we said that goals were parametric problems
the agent could represent, target and self-evaluate on. Here the ME-ES agent selects
its own problems: improving diversity (novelty objective) or improving performance
(fitness objective) starting from a given policy characterized by a given BC. The goal
representation is composed of both the average BC representing the sampled cell and the
choice of the objective (novelty or fitness). As it samples an objective and a starting cell,
the agent conditions its behavior on the selected goal by running the policy found in that
cell. Just as in IMGEPs, ME-ES leverages cross-goal learning. It does not matter what the
initial goal was—improving diversity or performance from this or that cell—the policy
that results from the Es update can be kept either because it improved diversity (Rule 1)
or because it improved (local) performance (Rule 2). ME-ES samples goals as a way to
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organize its exploration and uses self-generated rewards (novelty objective) to conduct an
autotelic exploration. Here, however, the external reward is part of the process.

2.2.4 Baselines and Controls

In this study, we test ME-ES in the damage adaptation and the deep exploration
settings. The two applications have different baselines and ablations conditions, which we
describe now.

MAP-Elites with Genetic Algorithm

We use the traditional implementation of MAP-ELITES based on GA (ME-GA) as a
baseline in the damage adaptation experiments to highlight the lift from using ES instead of
GA to power MAP-ELITES in high-dimensional control tasks. To ensure a fair comparison,
it is important to keep the number of learning episodes constant between ME-GA and
ME-ES. Here, ME-ES requires 10.030 episodes for each new policy (10.000 evaluations
for the offsprings and 30 evaluations of the updated parent policy). As such, we enable
ME-GA to add up to 334 new policies per generation, each being evaluated 30 times
(10.020 episodes per generation).

We do not use ME-GA as a baseline in the deep exploration experiments because the
task builds on the Humanoid-v1 environment where GAs were found not to be competitive
with ES, even with 150x more environment interactions (Such et al., 2017).

Novelty Search and Evolution Strategies

We compare ME-ES to NS-ES and its variants (Conti et al., 2018) in the deep exploration
experiments. Since these baselines do not build behavioral repertoires, they are not used
for the damage adaptation application. NS-ES replaces the performance objective of ES
with the same novelty objective as ME-ES EXPLORE. Instead of a behavioral map, NS-ES
and its variants keep a population of five parent policies optimized in parallel via ES.
NS-ES never uses fitness for optimization and thus is a pure exploration algorithm. We
also compare against two variants of Ns-Es that include a fitness objective: 1) NSR-ES
optimizes the average of the fitness and novelty objectives, while 2) NSRA-ES implements
an adaptive mixture. In NSRA-ES, the mixing weight leans towards exploration (novelty
objective) when the best fitness stagnates and shifts back towards exploitation (fitness
objective) when new behaviors are discovered that lead to higher performance.

The weight adaptation strategy of NSRA-ES was modified in this paper. In the original
work, the weight starts at 1 (pure exploitation), decreases by 0.05 every 50 generations
if fitness does not improve and increases by 0.05 at every improvement. In practice, we
found this cadence too slow to adapt appropriately, as the mixing weight can only go
to 0 after 1000 generations in the best case. Thus, we reduce the update period to 20
generations and remove the bias towards exploitation at the start by setting the mixing
weight to 0.5 initially.

We present two experiments in the following sections. Recall that we implement
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policies by fully connected neural networks with two hidden layers of size 256 (about 10°
parameters). This results in search spaces that have orders of magnitude more dimensions
than those used in traditional QD studies (Lehman & Stanley, 2011a; Mouret & Clune,
2015; Lehman & Stanley, 2011b; Cully & Demiris, 2017). For each treatment, we report
the mean and standard deviations across five seeds, except for ME-GA, for which we
present three seeds. ME-GA is about three times slower to run (> 3 days) and does not
manage to learn recovery policies in the damage adaptation task.

2.2.5 Application to Damage Recovery

We compare the quality of the BM generated by the different versions of MAP-ELITES
for damage recovery. In the first phase, we build a behavioral map with each of the
MAP-ELITES algorithms and, in the second phase, we use the behavioral map created in
phase 1 to help the agent recover from damage to its joints via M-BOA (Figure 2.9). The
damage applied to the joints, indexed by J;, include:

e One joint cannot be controlled (J; ¢ o, 77)-

e One full leg cannot be controlled (Jy 1, J2.3, Ju5, Jo,7)-

Domain

We evolve a repertoire of walking gaits in the Mujoco Ant-v2 environment (Brockman
et al., 2016). The BC is a 4D vector where each dimension represents the proportion of
episode steps where each leg is in contact with the floor ([0, 1]*). Different walking gaits
would be mapped to different BC, thus exploring the BC space might lead to different
walking gaits. We discretize the behavioral space into 10 bins along each dimension for a
total of 10* cells. The fitness is a mixture of the final x position and a cost on the torque
for each joint. This incentivizes the agent to move as far as possible along the x-axis as
possible without exerting too much energy.
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Figure 2.10: Ant behavioral map. a) Map performance (best performance in
map). b) Map coverage (# populated cells), log scale on y-axis.
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Results — Map Building

Figure 2.10a shows the evolution of the map’s best performance and Figure 2.10b
shows the map’s coverage. As ME-GA adds up to 334 times more policies to the map

at each generation, its coverage is orders of magnitude higher than ME-ES variants.

However, the best performance found in the map is relatively low for ME-GA. ME-ES
EXPLORE also shows poor performance across its map. In contrast, ME-ES EXPLOIT and
ME-ES EXPLORE-EXPLOIT show high performance, on par with Twin-Delayed Actor-Critic

(=~ 4200) (Fujimoto et al., 2018) but below Soft-Actor Critic (=~ 6000) (Haarnoja et al.,

2018b), two state-of-the-art DRL algorithms for this task.
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Figure 2.11: Damage adaptation. a) Performance of the best recovery policy.
The joint damage is represented as J; where 7 is the identifier of the broken
joint or joints (¢ € [0, 7]). The dashed line represent the score of an agent
that does not move forward but does not fall. b) Difference in performance,
post- and pre-behavioral adaptation.

Results — Damage Adaptation

M-BOA is run on the behavioral maps obtained in each condition. Recovery policies

extracted from ME-GA and ME-ES EXPLORE maps do not achieve high scores (Figure 2.11a).
The scores are around 1000, which corresponds to a motionless Ant (not moving forward,

but not falling either). In contrast, ME-ES EXPLORE-EXPLOIT and ME-ES EXPLOIT can

recover from joint damage and the Ant can move in all damage scenarios (Figure 2.11a).
In Figure 2.11b, we highlight the difference in performance before and after adaptation.

We compute pre-adaptation performance by evaluating the highest performing pre-damage
policy in each of the post-damage environments. The post-adaptation performance is
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computed by evaluating the recovery policy in each of the post-damage environments.
In most cases, ME-ES EXPLORE-EXPLOIT and ME-ES EXPLOIT are able to significantly
improve upon the pre-damage policy (Figure 2.11b). Averages and standard errors are
computed over different runs of MAP-ELITES + M-BOA (different seeds) in both figures.
We average performance measures over 30 episodes.

Interpretation

ME-GA does not scale to the high-dimensional Ant-v2 task, probably because it relies
on random parameter perturbations (i.e.a GA) for optimization, which does not scale
to high-dimensional policies (Such et al., 2017). ME-ES EXPLORE performs poorly, as
it is not interested in performance, but only in exploring the behavioral space, most
of which is not useful to solve the task. The exploitation ability of ME-ES EXPLORE
only relies on its directed exploration component to find higher-performing solutions
by chance. Indeed, neither ME-GA nor ME-ES EXPLORE leverages directed exploitation.
ME-ES EXPLOIT only focuses on exploitation but still performs undirected exploration
by retaining novel solutions that fill new cells. While ME-ES EXPLORE-EXPLOIT targets
performance only half of the time, it still finds a BM that is good for damage recovery.
Its exploration component enables better coverage of the behavioral space, while its
exploitation component ensures high-performing policies are in the map. A good BC space
coverage is a poor indicator of adaptation performance, whereas having a high-performing,
somewhat populated map is a good indicator. Directed exploitation seems to be required
to achieve good performance in the Ant-v2 task. Undirected exploration—as performed
by ME-ES EXPLOIT—seems sufficient to build a behavioral map useful for damage recovery,
as its recovery performance is similar to that of variants using directed exploration and
exploitation (ME-ES EXPLORE-EXPLOIT).

2.2.6 Application to Deep Exploration

Domains

We use two modified domains from OpenAl Gym based on Humanoid-v2 and Ant-v2
(Figure 2.12) (Brockman et al., 2016). In Deceptive Humanoid, the humanoid robot
faces a U-shaped wall (like in Conti et al., 2018), while in Ant Maze the Ant is placed
in a maze similar to the one used in Frans et al. (2018). Both environments possess
a strongly deceptive reward, whose gradient leads the agent directly into a trap. For
both environments, we use the final (x, y) position of the agent as the BC. In Deceptive
Humanoid, fitness is defined as the cumulative reward, a mixture of velocity along the
x-axis and costs for joint torques (for more details, see Brockman et al., 2016). In Ant
Maze, the fitness is the Euclidean distance to the goal (green area). We run policies for
3.000 timesteps in Ant Maze and up to 1.000 timesteps in Deceptive Humanoid, less when
the agent falls over.
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(b)

Figure 2.12: Domains for the deep exploration study. a) Deceptive Humanoid
domain. b) Ant Maze domain. Here the goal is the green area and the trap
is in the cul-de-sac to the right of the agent’s starting position.

Results — Deceptive Humanoid

Undirected exploration (ME-ES EXPLOIT) is insufficient to get out of the trap and
directed exploration alone (ME-ES EXPLORE) falls short as well (Figure 2.13a). That
said, like NS-ES, ME-ES EXPLORE eventually explores around the wall, as indicated by its
performance above 3.000. Algorithms implementing directed exploration and directed
exploitation manage to go around the wall and achieve high performance (Figure 2.13a),
regardless of whether they use decoupled (ME-ES EXPLORE-EXPLOIT) or coupled (NSR-ES,
NSRA-ES) exploration-exploitation. Surprisingly, ME-ES EXPLORE displays poor map
coverage despite its focus on exploration (Figure 2.13b).
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Figure 2.13: Deceptive Humanoid behavioral map. a) Map performance
(best in map). Being stuck in the trap corresponds to around 3000. b) Map
coverage (# populated cells).

Results — Ant Maze

In the Ant Maze, both ME-ES EXPLOIT and NSR-ES get stuck in the deceptive trap, as
indicated by a score of —27. All other methods (ME-ES EXPLORE, NS-ES, ME-ES EXPLORE-
EXPLOIT, and NSRA-ES) can avoid the trap and obtain a score closer to 0. Examining
the exploitation ratio of NSRA-ES, we observe that all runs quickly move towards mainly
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performing exploration. That said, some runs have a ratio that falls to pure exploration
and stays there whereas, in others, the algorithm manages to find a high-performing
policy triggering an increase in preference towards performance (Figure 2.15)
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Figure 2.14: Ant Maze behavioral map. a) Map performance (negative
distance to the goal area in map). The trap corresponds to —27. b) Map
coverage (# populated cells).
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Figure 2.15: NSRA-ES weight adaptation. Evolution of the adaptive weight of
NSRA-ES that tunes the ratio between the performance (exploitation) and
the novelty (exploration) objectives for five runs. Higher values correspond
to higher levels of exploitation. Seeds 1 and 4 get stuck in pure exploration
and, thus, lose sight of the goal.

Interpretation

Deceptive Humanoid. In this environment, simply following the fitness objective can
only lead the agent into the U-shaped trap. Because the environment is open, pure
exploration does not guarantee the discovery of a high-performing behavior either, as it is
possible to explore in directions misaligned with performance endlessly, a phenomenon
previously encountered by Ns-ES in Conti et al. (2018). This explains the poor performance
of both ME-ES EXPLORE and ME-ES EXPLOIT. However, combining exploration and
exploitation provides the best of both worlds. We observe that all algorithms that do
so navigate around the wall (NSR-ES, NSRA-ES, ME-ES EXPLORE-EXPLOIT). As there is
no need to follow gradients orthogonal to those of the performance objective to succeed,
coupling exploration and exploitation (e.g. NSR-ES) is sufficient to achieve high fitness.
The poor map coverage of ME-ES EXPLORE may be a result of it only optimizing for
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performance indirectly via MAP-ELITES map updates. As a result, it is never encouraged
to learn to walk efficiently, and thus unable to fill large portions of the map. In the
NS-ES paper, however, NS-ES manages to make the humanoid walk using pure directed
exploration (Conti et al., 2018). This may be because NS-ES only updates a population
of five policies, whereas any policy in the behavioral map of ME-ES EXPLORE can be
updated. A given ME-ES EXPLORE policy will thus be updated less frequently than any
of the five NS-ES policies. This dilution of the number of updates of each policy might

explain why ME-ES EXPLORE is less efficient at exploring than NS-ES in this environment.

Because the environment is unbounded, different runs may explore different directions of
the BC space, resulting in high standard deviations.

Ant Maze. In the Ant Maze task, pure exploitation will lead the agent to the deceptive
trap (Figure 2.12a). Pure exploration, because it is restricted by the enclosed maze,
eventually leads to the goal. This explains the success of directed exploration algorithms
(NS-ES, ME-ES EXPLORE) and the poor performance of directed exploitation algorithms
(ME-ES EXPLOIT). This environment requires a more extensive exploration procedure to
achieve the goal than does Deceptive Humanoid. In Ant Maze, the agent needs to avoid
two traps and needs to make turns to achieve its goal, while in Humanoid Deceptive, the
agent can simply walk at an angle of 45 degrees to achieve high scores. As such, an even
mix of the performance and novelty objectives (NSR-ES) fails, as we try to average two
contradicting forces. NSRA-ES has a better chance of getting out of the trap by adding
more and more exploration to the mix until the agent escapes. In doing so, however, the
mixing weight can go down to w = 0 and only consider the novelty objective, thus losing
sight of the goal (Figure 2.15). ME-ES EXPLORE-EXPLOIT can escape the trap because of
its decoupled objectives; exploration steps will lead it to explore the environment until it
reaches a point where exploitation steps allow it to reach the goal.

2.2.7 Discussion

This study presents ME-ES, a new QD algorithm scaling the powerful MAP-ELITES
algorithm to deep neural networks with ES. We present three variants of this algorithm:
1) ME-ES EXPLOIT, where ES targets a performance objective; 2) ME-ES EXPLORE,
where ES targets a novelty objective and 3) ME-ES EXPLORE-EXPLOIT, where ES targets
performance and novelty objectives in an alternating fashion. Because the behavioral
map of MAP-ELITES implicitly implements undirected exploration (update rule 1) and
undirected exploitation (update rule 2), these variants implement directed exploitation
with undirected exploration, directed exploration with undirected exploitation, and
decoupled directed exploration and exploitation, respectively.

In a first application, ME-ES curates an archive of diverse and high-performing policies
that we use for damage adaptation. We show that ME-ES manages to recover from joint
damage in a high-dimensional control task while ME-GA does not. In a second application,
we use ME-ES to solve strongly deceptive exploration tasks. Here, we show that ME-ES
EXPLORE-EXPLOIT performs well in both open and closed domains, on par with the
state-of-the-art exploration algorithm NSRA-ES. As in most DRL control tasks, the policies
optimized in this work contain about 10° parameters (Haarnoja et al., 2018b). Previous
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work showed ES could scale to even larger policies (e.g. & 10° in Atari games) (Salimans
et al., 2017), which suggests ME-ES could as well.

Others have conducted work similar to ours. Frans and colleagues tackle an envi-
ronment similar to Ant Maze with hierarchical RL (Frans et al., 2018). Their method
pre-trains independent low-level policies to crawl in the four cardinal directions and trains
a high-level controller to pick directions to find the goal. On top of requiring domain
knowledge to train low-level policies, hierarchical RL has trouble composing sub-policies.
They solve this problem by resetting the agent to a default position between sub-sequences.
With ME-ES, we learn to solve the deep exploration problem by controlling joints directly.

Concurrently to our work, Fontaine and colleagues proposed CMA-ME, a similar
algorithm combining MAP-ELITES with ¢CMA-ES (Hansen, 2016), another algorithm from
the ES family (Fontaine et al., 2020). In addition to a performance objective, CMA-
ME considers two others. The tmprovement objective rewards policies that discovered
new cells or improved over already populated cells. The random direction objective
rewards policies for minimizing the distance between their BC and a behavioral target
vector randomly sampled from the behavioral space. Although the last objective does
encourage exploration, it is not explicitly directed towards novelty as in ME-ES EXPLORE.
Additionally, although CMA-ES is generally recognized as a very powerful algorithm, it
is in practice limited to comparatively low-dimensional parameter spaces due to the
algorithmic complexity induced by its covariance matrix updates (O(n?)). Note that it
might not be a limiting factor in our case, as lower-dimensional controllers might be able
to solve our tasks.

In episode-based algorithms, each policy is associated with a single outcome description.
This works fine in deterministic environments but can fall short in stochastic ones
(e.g. various initial states, stochastic opponents, procedurally-generated worlds); when
each new rollout of the policy leads to a different outcome. The standard way to handle
this problem is to report the average outcome computed over several episodes (here,
30), i.e.to represent the distribution of outcomes by its empirical mean. This can be
a problem when the distribution has high variance, and might even lead to unrealistic
outcomes in the case of multi-modal distributions—if the outcome is either 1 or 0, then
averaging several of them leads to a mean in |0, 1], an impossible outcome. We could fight
this phenomenon by adding a cost on the outcome distribution’s variance to the fitness
measure, thus pushing the QD algorithm to evolve policies with low variance. Instead of
fighting the problem, we could also turn it to our advantage by pairing policies with a
representation of the distribution of outcomes they lead to. In addition, to evolve policies
to reach various outcomes, these algorithms could evolve policies that achieve low-variance
outcomes, high-variance outcomes, bi-modal outcomes, low-risk outcomes, etc.

Because ME-ES only affects the optimization procedure of MAP-ELITES, any application
leveraging behavioral maps could benefit from its improved optimization efficiency. In
addition to the demonstrated applications for exploration (Section 2.2.6) or damage
adaptation (Section 2.2.5), previous works have used MAP-ELITES for maze navigation
(Pugh et al., 2016) or to explore the behavioral space of soft robotic arms and the design
space of soft robots (Mouret & Clune, 2015). It can also co-evolve a repertoire of diverse
images matching each of the ImageNet categories (Nguyen et al., 2015) or generate diverse
collections of 3D objects (Lehman et al., 2016).



Decoupling Autotelic Exploration and Exploitation with Evolution Strategies

ME-ES could also leverage advances proposed for either MAP-ELITES or ES. An
interesting potential improvement is the use of centroidal Voronoi tessellation to partition
high-dimensional behavioral spaces into a tractable number of cells (Vassiliades et al.,
2017). The behavioral adaptation phase can also be modified to allow adaptation without
the need for resets or for human interventions in the case of real robots (Chatzilygeroudis
et al., 2018). Another interesting lead is the evolvability objective proposed in Lehman
et al. (2018a). This objective orients the search to evolvable areas of the parameter
space—areas from which random perturbations lead to high behavioral diversity. This
seems like a very interesting idea to favor exploration of outcome spaces.

More generally, ME-ES could leverage a set of various objectives in parallel. As the
bottleneck lies in the computation of the 10* offspring, various objectives can be computed
and optimized simultaneously (novelty, performance, combinations of them as in NSR-ES,
evolvability, etc). Each resulting policy can be tested 30 times and considered a candidate
for the behavioral map updates, with a negligible increase in the cost Nopjectives X 30 < 104.

In the deep exploration experiment, ME-ES could also be extended to perform hierar-
chical evolution. In such an algorithm, solutions are chains of policies, where each link is
a policy run for a given number of time steps. After sampling a cell and retrieving the
associated chain, the algorithm can either mutate the last policy of the chain or add a
new policy to it. This would implement the go-ezplore strategy proposed in Ecoffet et al.
(2021), where the agent first returns to a behavioral cell (first policies are fixed) before
exploring further (mutating the last policy or chaining a new one).

These experiments were run in large computing clusters (with 1000 CPUs), which
makes ME-ES a very sample-inefficient method. Since this study was published, a similar
approach aimed at scaling QD algorithms via a population of policies trained with DRL
(Cideron et al., 2020a). This approach achieves large gains in sample efficiency in the
AntMaze but does not seem to scale to the higher dimensional HumanoidDeceptive yet. In
addition, DRL methods are so far limited to behavioral descriptions that are time-specific—
i.e.computed from a state, not a trajectory. Because ME-ES relies on the episode-based ES
algorithm, it can handle BCs that characterize complete trajectories, like the one used in
the damage adaptation application to characterize the Ant’s walking gaits.

The addition of ME-ES and its variants to the QD family opens new avenues, as
the exploration and diversity properties of QD algorithms can now be scaled to higher-
dimensional problems. Sample inefficiency put aside, ME-ES is a powerful algorithm to
implement autotelic exploration in the context of an external task. The curated repertoire
of skills helps solve the external tasks, makes the agent robust to subsequent damage and,
more importantly, contains a rich repertoire of diverse and locally high-performing skills.

It is now time to close this chapter. Let us review what we learned. Here, we focused
on the standard RL setting: an agent must learn how to solve an external task using
learning signals generated by a hand-defined reward function. We looked at problems
that required agents to demonstrate strong exploration abilities. In the first study (2.1),
we showed that even problems that appeared simple might hide deceptive and sparse
reward signals, thus require strong exploration. In these cases, crude exploration methods
used by standard implementations of DRL algorithms fall short. Strong exploration needs
to be temporally structured, directed and decoupled.
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In the first study (Section 2.1), we proposed GEP-PG and showed that a simple explo-
ration method showing these characteristics (GEP) could already boost the exploration
abilities of standard DRL algorithms significantly. In the second study (Section 2.2), we
showed that the family of autotelic exploration mechanisms that rely on genetic algorithms
(NS, QD, POP-IMGEPS) could have limits in high-dimensional tasks. To fight this issue, we
proposed a new QD variant called MAP-ELITES with ES (ME-ES). In these two studies, we
demonstrated that autotelic exploration methods could be leveraged to solve pre-defined
high-dimensional control tasks that require strong exploration.

The exploration mechanisms of GEP-PG and ME-ES share an essential similarity
contrasting them from others. Both are organized around an objective that is orthogonal
to the pre-defined task—the curation of a repertoire of diverse skills. These skills are
represented by goals in GEP-PG and behavioral characterizations in ME-ES. In addition to
solving the pre-defined task more efficiently, the trained agents can also call upon any of
these learned skills. This is the first step towards our objective of training autonomous
agents to explore open-ended environments and grow repertoires of skills.

However, our agents are still far from being autonomous. GEP-PG and ME-ES both
require the pre-definition of the outcome/behavioral space that the autotelic exploration
tries to cover. Associated reward functions (based on distance metrics in outcome space)
are also provided. In GEP-PG, the autotelic exploration can only find coarse policies
(see the walking-forward behavior in Half-Cheetah) and requires DRL to fine-tune them.
In the remaining of this research, we move on towards more autonomous agents that
learn in reward-free environments, target a diversity of goals, organize their learning
trajectories (Chapter 3) and, eventually, learn their own outcome representations and
generate their own rewards (Chapters 5 and 6). To enable efficient autotelic exploration
in high-dimensional tasks, we turn towards goal-conditioned RL methods and introduce
the first RL-based IMGEP algorithms (RL-IMGEP).



Chapter 3

Autotelic Acquisition of Diverse
Repertoires of Skills

The previous chapter introduced ideas from the fields of developmental robotics (IMGEPS)
and evolutionary robotics (MAP-ELITES) to help the resolution of pre-defined RL tasks.
GEP-PG and ME-ES agents efficiently organize their exploration as the acquisition of
repertoires of skills but do so as an auxiliary task to help solve the main external task.
These studies helped us get a foot in the door: concepts from developmental robotics are
relevant to RL.

From this chapter, we pass through the door entirely and set one of the main targets
of developmental robotics as our main objective: to design autonomous learning agents
to tackle the acquisition of open-ended skills repertoires. With this objective, we depart
from the standard RL setting: there is no external task to solve anymore. Agents are set
in a reward-free environment and need to grow sets of skills on their own.

To tackle this problem, we rely on our RL-IMGEP framework, the set of methods
training artificial agents to represent, generate, pursue and master their own goals via
goal-conditioned RL methods (see formal definition in Section 1.2). RL-IMGEPs differ
from previous population-based implementations of IMGEPs as they train a single goal-
conditioned policy and benefit from the advantages of state-of-the-art DRL methods:
stronger generalization abilities, a higher capacity to handle high-dimensional inputs
(e.g. visual or linguistic inputs), higher robustness to initial conditions and an increased
sample efficiency (by leveraging step-based feedback). RL-IMGEPs also differ from goal-
conditioned RL methods because they do not solve the same problem. Indeed, RL-IMGEPs
solve the autotelic RL problem: they learn repertoires of skills by generating their own
goals and rewards. This increased autonomy, however, comes with costs. RL-IMGEP
agents can neither rely on engineers to provide well-defined goal definitions and rewards
nor know in advance which goals can be mastered, which are trivial or impossible. They
also need to sculpt their own learning trajectories, decide on what and when to learn.

This chapter introduces CURIOUS, the first RL-IMGEP agent. CURIOUS does not answer
all of our questions just yet but proposes an answer to two of these. First, we ask how
agents can efficiently target a wide diversity of goals that extends to different types
of affordances. Second, we ask how to organize a learning trajectory when the set of
goals demonstrates realistic properties—some goals can be easy, others impossible, some
goals might require to master others first, etc. In the next two studies, we answer the
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first question with a new learning architecture called modular universal value function
approzimators (M-UVFA) (Section 3.1) and answer the second with a mechanism that
automatically organizes a curriculum with intrinsic motivations oriented towards learning
progress (Section 3.2). The combination of these two methods forms the CURIOUS
algorithm.

3.1 From Multi—-Goal to Multi—-Goal-Types: Modular-UVFA

Goal-conditioned reinforcement learning (GC-RL) is the set of RL methods training
agents to target distributions of goals (Schaul et al., 2015). In Section 1.5, we defined
a goal as a pair made of 1) a compact goal representation (goal encoding) and 2) an
associated reward function to measure progress towards it. Universal value function
approzimators (UVFA) first proposed to train a unique RL policy to target a—possibly
infinite—set of goals (Schaul et al., 2015). The idea is simple: the policy should take
as input both the current state and goal. The general intuition behind UVFAs is that
representations acquired to solve one goal might transfer well to other goals. In other
words, sharing representations across goals should enable efficient transfer between skills
and improve generalization to new goals.

The parallel with methods introduced in the previous chapter is striking. The space of
goal encodings in UVFAs—i.e. the goal space—is similar to the outcome space of GEP-PG
and the behavioral space of ME-ES. In all cases, the agent’s trajectory is projected into a
low-dimensional representation space characterizing its behavior. One might consider that
defining a single goal space restricts the set of behaviors an agent can acquire. Suppose
the outcome representation characterizes the 2D position of an agent in a maze. In that
case, the agent can only learn to explore the 2D space but cannot explore walking gaits
or learn to find walls of specific colors. In short, the behavioral exploration is limited to a
single low-dimensional outcome space.

In this study, we propose to extend the idea behind UVFAs. If agents can target
multiple goals and transfer knowledge between them, could they also target multiple goals
of different types involving different affordances and still benefit from skill transfer? As
we said, goals are nothing else than reward functions and associated embeddings. If we
could find a way to encode different goal types, we could train a unique policy to target
them all. This study proposes such an encoding and tests its benefit on skill transfer.

3.1.1 Problem Definition and Related Work

Autonomous agents should be able to target many goals of many different types. A
child, for example, can reach a given coordinate x with her hand to hide the sun or push
the fork to position y to indicate that she does not want to eat anymore. Current GC-RL
approaches only allow targeting one of these: agents can be trained to reach any target
coordinates with their hand or push a block to any target coordinates on a table, not
both (Plappert et al., 2018a). Indeed, standard implementations only allow the definition
of one unique continuous goal space characterized by one goal-parameterized reward
function—e.g. a binary function asserting that the hand is within a distance € of its target.
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Alternative approaches can learn about a discrete set of goals (e.g. Mankowitz et al.,
2018).

We can see reaching and pushing as two goal-modules. Each module describes a
particular affordance, has its own continuous goal space (3D target for the hand; 2D
target for the fork), and its own target-parameterized reward function (judging the distance
hand-target or fork—target). We thus define modules as a pair of a goal-parameterized
reward function R,;, and goal space Guy,):

At each episode, the agent can sample a goal from one of the modules and target it.

Modular Goal Spaces in Manipulation Task

We implement an environment with modular goal spaces called the Modular Goal
Fetch Arm (Figure 3.1). Modular Goal Fetch Arm is a simulated environment adapted
from the OpenAl Gym suite (Brockman et al., 2016; Plappert et al., 2018a). The agent
is embodied by a robotic arm facing two blocks randomly positioned on a table. It can
target a set of modular goals:

M) Reach a 3D target with the gripper,

Ms3) Pick and Place block 1 on a 3D target,

(

e (M) Push block 1 onto a 2D target on the table,
(Ms3)

(My)

Stack block 1 over block 2.

o (M,
In some of the experiments, we also consider distracting modules: Push modules related
to moving out-of-reach blocks (purple blocks in Figure 3.1). The agent controls the
closing and the 3D Cartesian velocity of its gripper (4D continuous action space). The
observation space has 40 dimensions (see Plappert et al., 2018a), plus 3 extra dimensions
per additional distracting block.

Related Work

Let us discuss the most relevant related work and organize it along two dimensions:
1) whether learning occurs within one or several policies and 2) whether the goal spaces
are modular or flat—see Table 3.1. Algorithms that train agents to learn about multiple
goals can train one policy per goal (goal-experts approach). This is the case in Kaelbling
(1993), where the algorithm trains one value function per goal and uses experience to
update all of them in parallel (cross-goal learning). More recently, SAC-X proposed to
train one policy per task in a multi-task RL setting designed to provide auxiliary tasks to
help solve the most challenging task (placing blocks inside a closed box) (Riedmiller et al.,
2018). In the IMGEP family, SAGG-RIAC also memorizes one policy for each goal (Baranes
& Oudeyer, 2013). The goal-expert strategy might prevent catastrophic forgetting and
goal interference because learning about a skill does not affect other skills. However, it
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Figure 3.1: The Modular Goal Fetch Arm environment. The autotelic agent
can set its own (modular) goals (Reach, Push, Pick and Place, Stack) and
faces objects and distractors (out-of-reach purple blocks).

cannot leverage shared representations, thus may fail to perform efficient skill transfer.
An alternative—and now the standard approach—is to train a single goal-conditioned
policy and value function to target all goals with UVFAs (Schaul et al., 2015). All the
methods described up to this point target flat goal spaces. In contrast, a population-based
algorithm called MACOB proposes to target modular goals in a modular goal-experts
approach: each policy is mapped to an outcome in each of the modules (Forestier &
Oudeyer, 2016b), see Nguyen & Oudeyer (2012) for a similar approach.

Multi-goal approaches prove better than simply training a policy per goal because
knowledge can be transferred between different goals using off-policy learning and hindsight
learning (Andrychowicz et al., 2017). Off-policy learning reuses any transition to improve
the current policy: transitions collected from an older version of the current policy
(Lillicrap et al., 2016), from a population of exploratory policies (previous chapter,
Section 2.1), or even from demonstrations (Vecerik et al., 2017). Hindsight learning
allows reusing transitions collected while aiming at a particular goal to learn about
any other (Andrychowicz et al., 2017). In the case of UVFA policies, the original goal
is substituted by an imaginary one, a technique called goal replay or goal substitution.
In HER, the substitute imaginary goal is sampled from the outcome achieved later in
the trajectory (Andrychowicz et al., 2017). With discrete and finite sets of goals, one
can sample imaginary goals uniformly (Kaelbling, 1993; Mankowitz et al., 2018). These
mechanisms facilitate skill transfer and help increase the probability to observe rewards in
reward-sparse environments. More complete reviews of relevant population-based IMGEPs
and goal-conditioned RL methods are provided in Sections 1.2 and 1.4 respectively.

This chapter introduces three algorithms. The M-UVFA algorithm (this study) trains
a unique policy to target modular goals. The CURIOUS algorithm (study in Section 3.2)
builds on M-UVFA and adds an intrinsic motivation to organize learning trajectories.
Finally, the UVFA-ME trains one goal-conditioned policy per module and will be used as a
baseline—see Table 3.1.
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Table 3.1: Classification of multi-goal algorithms. Underlined: autotelic
algorithms (IMGEPs), (*): using intrinsic motivations for goal selection. Italic:
population-based algorithms. Bold: algorithms introduced in this paper.

n GOALS, n POLICIES n GOALS, 1 POLICY
FLAT GOAL-EXPERTS: GOAL-CONDITIONED:
REPR. (Kaelbling, 1993) UVFA (Schaul et al., 2015)
SAC-X (Riedmiller et al., 2018) HER (Andrychowicz et al., 2017)
SAGG-RIAC* (Baranes & Oudeyer, 2013) UNICORN (Mankowitz et al., 2018)

MODULAR  MOD-GOAL-EXPERTS: MACOB* (Forestier & Oudeyer, 2016b) ~ MODULAR-GOAL-CONDITIONED:
REPR. GOAL-CONDITIONED MODULE-EXPERTS: UVFA-ME M-UVFA, CURIOUS*

3.1.2 A Modular UVFA Architecture

To train agents to master modular goal spaces, the first thing that comes to mind is
to train multiple goal-conditioned UVFA policies. We call this approach the multi-goal
module experts (UVFA-ME). It shares representations between goals inside any given
module thanks to the UVFA architecture but does not share them across modules. In our
environment, however, different modules might require the same type of representations.
The agent always needs to learn how to move its gripper and often needs to interact
with blocks. In real life as well, most of our behaviors rely on compositions of lower-level
behaviors including basic sensorimotor skills. To enable this transfer across modules, we
introduce the modular UVFA architecture (M-UVFA) derived from UVFAs.

UVFAs aggregate the goal of the agent with its current state to form the input of a
policy and critic implemented by deep neural networks (Schaul et al., 2015). With M-UVFA,
we propose a new modular goal encoding enabling agents to target a rich diversity of
modular goals within a single policy (modular goal-conditioned approach), see Figure 3.2.

Let us call Gy, the goal space of module M; and cardinal ¢; = |Gy;,|. The goal
encoding is the concatenation of a module encoding m and target encoding g. The module
encoding is a simple one-hot encoding of size N, where N is the number of modules.
The target encoding g is of size |G| = vazl ¢;. It is the concatenation of the targets for
all modules. When the agent selects a module M; and a target g; € Gyy,, all the other
modules’ targets are masked by zeros. Zero weights effectively freeze backpropagation so
that, in the first layer, learning only affects the weights relevant to the selected module.

Figure 3.2 depicts a simple example of the M-UVFA actor-critic architecture with
two modules of cardinals 2 and 1, respectively. The actor implements the policy and
maps the input [s;, g, m| to the following action a;. The action is then concatenated
to a copy of the actor’s input to feed the critic [s;, g, m, a;]. The critic provides an
estimate Q(s;, g, m, a;) of the @Q-value. The critic and the actor are then trained using
DDPG (Lillicrap et al., 2016), although any other off-policy learning method could be used
(e.g. TD3 (Fujimoto et al., 2018), or DQN for the discrete case (Mnih et al., 2015)). More
details about DDPG can be found in Section 1.1 or the original paper (Lillicrap et al.,
2016).

Learning about all modules and goals within the same network helps generalization
via weight sharing. Indeed, weights used to process goal x from module y are also used
to handle goal ' from module 3y’. Because these parameters are shared, training on
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Figure 3.2: Modular goal-conditioned actor-critic architecture (M-UVFA). Toy
example with two modules parameterized by targets g1 (2D) and g2 (1D),
respectively. Here, the agent targets g1 in module M, as specified by the
one-hot module encoding m = (1, 0). The target g2 in M2 is masked by
zeros, which prevents learning in the weights depicted with dashed red lines.
The actor (left) computes the action a;. The critic (right) computes the
Q-value.

one goal helps crafting representations that can be leveraged to solve others. In other
words, knowledge is transferred across modules and goals. But, it is not all. Transfer
also occurs via hindsight learning. Hindsight learning increases transfer across goals from
the same module by replacing the initial goal with one of the outcomes achieved later
in the trajectory (Andrychowicz et al., 2017). We use the same mechanism to transfer
knowledge across modules. When a trajectory is collected while aiming at a given target
from a given module, we reuse it to learn about targets from other modules as well. To
this end, we modify the modular goal encoding (target encoding + module encoding):
1) the module encoding is sampled at random from the set of N modules (random module
replay); 2) the target encoding is sampled from the outcomes corresponding to the sampled
module achieved later in the trajectory (standard goal replay).

3.1.3 Efficient Transfer Across Modules and Goals

We went over good reasons to expect a shared modular policy to outperform a set
of independent goal-conditioned policies. This section tests this hypothesis empirically.
Let us consider a setup with the four achievable modules and four distracting modules
(pushing out-of-reach blocks). We test the M-UVFA algorithm against two baselines:

1. A flat multi-goal architecture (HER). This algorithm does not represent goals in
a modular fashion but with flat encodings. The corresponding goal is selected
uniformly inside G, a holistic goal space such that G = Hfil Gu,. To generate a
reward, the agent needs to satisfy the constraints described by all the modules at
once. This goal-parameterized architecture is equivalent to UVFA and is implemented
by a goal-conditioned DDPG with the HER mechanism.
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2. A goal-conditioned module-experts architecture (UVFA-ME) where an expert UVFA
policy is trained for each of the NV modules. Each policy is trained with DDPG and
HER one epoch every N with transitions collected in a buffer shared across module-
experts. Thus, this baseline uses a form of transfer across modules and goals via
HER applied on transitions collected while targeting other modules. However, it does
not share representations across modules, only across goals from the same module.
When evaluated on a particular module, the algorithm uses the corresponding
module-expert.

We evaluate agents offline periodically and report their success rate over 95 episodes.
During training and evaluations, the agent samples goals uniformly: it samples a module
first, then samples a reachable target from the corresponding goal space.

1.00
3
©0.75
ﬁ050
e —— M-UVFA
R 0.25 —— UVFA-ME
—— HER
0.00

50 100 150 200 250 300 350 400
Episodes (x103)

Figure 3.3: Impact of the policy and value function architecture. Average
success rates computed over sets of goals uniformly sampled from the agents
goal spaces. This excludes goals from distracting modules, where the success
rate is null by design. Mean =+ std over 10 trials are plotted, while dots
indicate significance when testing M-UVFA against UVFA-ME (Mann-Whitney
test, a = 0.01).

)

Figure 3.3 shows the evolution of the average success rate computed over sets of
goals uniformly sampled from the agents’ goal spaces for M-UVFA and the two baselines
described above. The learning curve of HER stays flat. This is expected as almost none
of the goals expressed in the flat goal space G corresponds to a real situation (e.g.the
agent cannot reach a 3D target with its gripper while placing a block at another). The

agent cannot fulfill the constraints of all modules simultaneously, thus receives no reward.

This motivates the use of modular goal representations. The modular goal-conditioned
approach M-UVFA learns the set of achievable skills much faster than the modular-expert
variant UVFA-ME (& 250 - 10% vs. ~ 450 - 10® episodes).

3.1.4 Discussion

This study introduced modular-UVFA (M-UVFA), an extension of the UVFA framework

enabling agents to learn about goals involving different affordances in a unique architecture.

M-UVFA allows an efficient transfer of knowledge between different goals and different
modules via weight-sharing and cross-module, cross-goal hindsight learning. This new
architecture increases the diversity of skills that autotelic RL agents can learn.
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However, we can wonder how far we can push this. Would it still work when
considering hundreds of modules? Would it still work when the modules involve completely
independent skills? As the number of targeted modules increases, the need to share
representations and leverage transfer learning grows as well. Thus, we expect the benefits
of using a shared policy over a set of module-expert to increase with the number of
modules. This should be paired with increasing an architecture capacity. An alternative
strategy is to train several modular policies, each handling a subset of the modules.

When the modules involve independent skills, module interference can counteract
the benefits of transfer learning and hinder the global learning performance. How to
predict when to expect synergistic or antagonistic transfer learning across modules is an
interesting question, whose answer might help solve both problems. Synergistic modules
could be grouped into a shared policy, while antagonistic modules would be separated.
The field of continual learning studies such problems and might bring solutions. The
ANML approach, for instance, proposes to meta-learn a modulation network conditioned on
the current task to gate the forward and backward passes of the main network (Beaulieu
et al., 2020). Although it is currently restricted to the supervised setting because of its
high data requirements, similar mechanisms could learn to share representations across
modules while specializing parts of the network to some of the modules, thus avoiding
catastrophic interferences.

If we want our agents to build open-ended repertoires of skills, we need to discuss
the addition of new modules as the agent learns. We could extend the target g and
module m encodings and add new connections to the networks. Because the inputs
corresponding to the non-targeted modules are all set to zeros (one-hot module encoding
and target masking), new connections cannot hinder performance on existing modules. An
interesting study could look into the transfer learning properties of M-UVFA by comparing
the learning speed for each module addition. We hypothesize that, as the set of learned
modules gets larger, new modules should be learned faster.

One aspect of knowledge transfer that M-UVFAs do not consider is the transfer of
skills between equivalent objects. In M-UVFA, pushing modules corresponding to different
blocks are considered independently, preventing the direct generalization from one block
to another. This happens because object representations are simply concatenated and
the features of each objects are encoded by object-specific weights. In the next chapter,
we introduce object-centered architectures that handle object sets and directly encode
object-wise invariance.

A central assumption of our work is that agents know a priori modular goal repre-
sentations, associated goal spaces and reward functions. We consider them priors of the
agent instead of coming from an external source—i.e. from the engineer. Of course, we
should lift these assumptions to design truly autotelic agents. Indeed, RL-IMGEP agents
must construct their own set of module and goal representations and generate their own
rewards. Building directly on M-UVFAs, we could integrate a recent approach proposing
to learn modular goal representations from experience using S-VAE trained on images
(Laversanne-Finot et al., 2018). However, this approach is currently limited to simple
settings with few objects. In the next part, we will relax these assumptions and learn goal
representations and reward functions from social linguistic interactions with a simulated
caretaker.
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In the next study, we look at a related problem: now that we can learn about multiple
goals of different types, how should we organize our curriculum?

outcome

3.2 Intrinsically Motivated Modular Architecture:
CURIOUS

The previous study introduces M-UVFA, an extension of the UVFA architecture enabling
agents to target multiple types of goals, to handle modular goal spaces. As the number of
goals increases, it becomes more critical for autotelic agents to design their own learning
trajectories and prioritize important goals.

UVFA, HER and UNICORN select the next goal to target uniformly (Schaul et al., 2015;
Andrychowicz et al., 2017; Mankowitz et al., 2018). This is coherent with the common
view that agents must comply with the desires of an engineer and pursue the goals they
are instructed. In reward-less environments, on the other hand, the set of goals is not
curated by an expert engineer anymore but generated by the agent itself. Thus, no
assumption can be made. The set of possible goals can be huge, some goals might be
trivial, some might be impossible, and some might require to master stepping-stones first.
IMGEP agents need to prioritize. They must select which goal to target—i.e. which skill
to practice—here and now.

The automatic organization of goal selection is a particular case of automatic cur-
riculum learning (ACL): the family of mechanisms that automatically adapts the train-
ing data distribution by adjusting the selection of learning situations to the agents’
capabilities—see our review in Portelas et al. (2020b). At the time of this study, only
population-based IMGEPs used automatic goal selection mechanisms. They mainly rely on
learning progress—agents should target goals where they progress the most (Baranes &
Oudeyer, 2013; Forestier & Oudeyer, 2016b). Concurrently to this study, two alternative
approaches appeared. The GOAL-GAN method trains a generative adversarial network
(GAN) to generate goals of intermediate difficulty (Florensa et al., 2018). The asymmetric
self-play method trains an adversarial policy with RL to generate goals of intermediate
difficulty for the main agent (Sukhbaatar et al., 2018).

Intermediate difficulty can be a good proxy for expected learning progress in tasks that
do not contain uncontrollable components. Indeed, agents might or might not reach goals
involving uncontrollable components, no matter their performance. With uncontrollable
goals, agents might detect intermediate difficulty where no progress can be expected. In
contrast, actively measuring learning progress enables agents to discriminate controllable
goals (positive LP) from uncontrollable ones (null LP).

Inspired by previous works on LP, we endow the M-UVFA architecture presented in the
previous study with a module selection mechanism maximizing absolute learning progress.
We call the resulting algorithm CURIOUS: the first RL-IMGEP agent learning about various
goal types and crafting its own learning trajectory. In this study, we look at the impact of
LP-based goal selection: 1) in environments with distracting modules (impossible goals)
and 2) in environments where the agent undergoes forgetting or perturbations of its
sensory apparatus.
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3.2.1 Absolute Learning Progress for Goal Selection

This study builds on the previous one and reuses the modular-uUvFA (M-UVFA)
architecture—see Section 3.1. We propose to endow our CURIOUS agent with an in-
trinsic motivation towards high absolute learning progress (LP for short).

We can model module selection as a non-stationary multi-armed bandit problem
(MAB) where the value of each arm (module) is the current absolute LP (Forestier &

Oudeyer, 2016b). Absolute learning progress (LP) is the absolute derivative of the agent’s
dC,

=
is the probability of success at time ¢ when sampling goals uniformly from the goal space

competence on a particular module: LPy;, = . The competence Cy, : t — Dguccess(t)
G, of module M;. Here, the agent focuses its attention on modules for which it is making
the largest absolute progress and pays little attention to modules that are already solved
or unsolvable—i.e. for which LP stays small. Using the absolute value of LP also leads to
prioritizing modules for which the agent is showing decreasing performance. This helps
dealing with forgetting: the agent reallocates learning resources to the modules being
forgotten.

Learning Progress Estimation

Since an autonomous agent is not provided with its true measure of competence or
LP, it needs to approximate them for each module. To estimate its competence reliably,
it uses some episodes (with pevas = 0.1) to evaluate itself on random modules and targets
without exploration noise. Agents store the binary outcomes of these rollouts in success
queues S; for each module M; (success 1 or failure 0). In a similar way as Forestier &
Oudeyer (2016b), agents measure their subjective competence as the success rate over
the last L self-evaluations, and their subjective LP as the absolute difference between
the current competence and the competence measured L self-evaluations earlier. More
precisely, the subjective competence is measured by:

. 1 L—1
Cnti(Neva) = 7 > Sl — 1)
7=0

where n!_, is the number of self-evaluation rollouts performed by the agent in module

eva.

M;. The subjective LPy,, after n! | self-evaluations is then computed as:

LPMi (nival) = |CML (nival) - Cf”z‘ (nival - L)‘

Given the subjective LP measures, we use a simple bandit approach called proportional
probability matching with an additional e-greedy strategy for exploration. More precisely,
we compute the LP probabilities p..(M;) as:

1 LP s,
(M) =ex =+ (1 —€) X ———,

j=1 i

where N is the number of modules. The ratio € implements a mixture between a random
module exploration (left term) and module exploitation via an LP-biased selection (right
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term). The random exploration term samples modules that do not show any LP (i.e. already
solved, too hard, or at a plateau). This way, the agent can check that it stays competent
on modules that are already learned or insist on modules that are currently too hard.

Note that we use LP for two distinct purposes: 1) before data collection, to select the
module from which to draw the next goal to target in the environment; 2) before training,
to select the substitute module descriptor (module replay). Recall that, once transitions
are sampled from the replay buffer, they can be modified (replayed) by substituting the
original module descriptor and target by new ones. The substitute module is the one the
agent is going to learn about. When replaying a particular module more than others, the
agent allocates more learning resources to that module. While the use of LP for module
selection is not new (Forestier & Oudeyer, 2016b), CURIOUS is the first algorithm to
consider its use for cross-module goal replay.

Module and Goal Selection

Before interacting with the environment, the agent selects the next goal to target
by sampling a module from M using p,, and sampling the target uniformly from the
corresponding goal space g; ~ Gy, .

Cross-Module and Cross-Goal Learning

In an example with three modules, an agent computes p,, = [0.6, 0.2, 0.2]. The agent
uses these probabilities to guide learning towards modules with high LP. Suppose the
minibatch size is Ny,. The agent samples | Ny, X 0.6] transitions relevant to module 1,
| N x 0.2] transitions relevant to module 2, etc. A transition is said relevant to module
M; (e.g. Push module) if it comes from an episode in which the corresponding outcome has
changed (e.g. block position). This sampling bias towards “eventful” transitions is similar
to the energy-based prioritization approach of Zhao & Tresp (2018). In this minibatch,
every transition has been sampled to train on a specific module m*, even though it might
have targeted another module m. To perform this cross-module learning, we simply
substitute the initial module m with the selected module m*. Goal substitution is then
performed using hindsight: the target ¢ of a transition is sometimes (p = 0.8) replaced by
an outcome reached later in the same episode g* (Andrychowicz et al., 2017).

Internal Reward

After module and target encodings have been substituted, the agent computes an
internal reward for each transition using a reward function parameterized by the new m*
and goal g*. Thus it answers: What would have been my reward for experiencing this
transition if I were aiming at that imagined goal from that imagined module? The reward
is non-negative (0) when the outcome satisfies the constraints described by the imagined
module m* relative to the imagined target g*; negative otherwise (-1). In a reaching
module, for instance, a positive reward is generated when the Euclidean distance between
the 3D target (goal) and the gripper (outcome) falls below a precision parameter €each.
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3.2.2 The CURIOUS Architecture

We give a schematic view of CURIOUS in Figure 3.4 and its pseudo-code in Algorithm 2.
The main steps are:

. Module and goal selection. The agent selects module M; and target g; for the

next rollout (blue). It respectively samples them from the set of modules M using
pue (purple) and uniformly from the corresponding goal space Gy, .

. Data collection. The agent interacts with the environment (grey) using its current

M-UVFA policy (yellow). It collects transitions and stores them in memory (purple).

. LP update. If this was a self-evaluation rollout, the agent updates its subjective

measures of competence, LP and p,, given the new outcome (success or failure,
purple).

. Module and target substitution. The agent selects the modules and targets to

train on. To update the policy and critic, the algorithm first samples a minibatch
from the replay buffers (purple) using p,, and implements module and target
substitutions to perform cross-module, cross-goal learning (red).

. Internal reward. The agent computes its reward r for each transition using

R,,- ;- parameterized by the substitute module m* and target g* (red).

. RL updates. The agent updates its policy and value function with DDPG using

the modified minibatch (red).

/ Goal selection
(module + target) Module

& [ Target m k semnpling ) pue pue
\ sampling

s e / RL updates

External Modular ‘pélfgn. DDPG batch ' Int. reward |_batch (HER)
E i t 1 i (e ' . .
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g* Target substitution) g
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Figure 3.4: Schematic view of curious. Colored modules compose the CURI-
ous architecture. The agent collects data by interacting with its environment
(grey-orange), stores it in memory and updates learning progress estimates
(purple), then updates its action (red) and goal selection (blue) policies.
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Algorithm 2 The CURIOUS algorithm.

1: Input: env, set of N modules M, goal spaces G;.n, internal reward R, self evaluation
probability peval.

2: Initialize: policy m, empty buffer, uniform module probabilities p,p.

3: repeat

4: eval < random() < Peval > self-evaluation Boolean
> Goal sampling

5: g, m < GoalSampling(eval) > M; ~ pup (or uniform if eval), g ~ U(Gar,)
> Interaction loop

6: {s, a, ', g, m}episode <—env.rollout(m, g, m, eval)
buffer.add({s, a, ', g, Mm}episode)
> LP update

: if eval then

9: pre < LP__Update(buffer)
> Replay

10: {s, a, §', g, m}paten < buffer.sample batch()

11: {s, a, s, g%, m* }paten ¢ ModuleTargetReplay (p.», {s, a, ', g, m}vatch)

12: {S, a, 5/7 g*, m*, r}batch — R({S’ a, S,a g, m*}batch)
> RL update

13: 7+ RL_Updates({s, a, s, g*, m* r}patcn)
14: until learning over

3.2.3 Visualizing Developmental Trajectories

This section aims at showing the inner working of CURIOUS’s intrinsic motivation
towards LP. We focus on a set of four achievable modules (Reach, Push, Pick and Place,
and Stack).

Figure 3.5a shows the evolution of the module-dependent competence measures as
subjectively perceived by a learning agent, while Figure 3.5b shows the evolution of the
corresponding LP measures. Finally, Figure 3.5¢ shows the corresponding module selection
probabilities p,», a mixture of random selection with probability € and active selection
proportional to LP measures with probability 1 — e. These figures pictures successive

learning phases that we can interpret as developmental phases (Oudeyer & Smith, 2016).

The robot first learns how to control its gripper (M), then to push objects on a desired
target on the table (Ms) before it learns how to place the block on a 3D target (M3) and
how to stack the two blocks (M,). Figure 3.5b shows that LP stays small for modules
that are already solved (e.g. M; after 10* episodes) or too hard to solve (e.g. M3 and M,
before 35 - 10® episodes) and increases when a module is being learned.

Traditionally, the study of learning phases is based on behavior. This is true in
psychology, which can access behavior but cannot directly access internal representations
(Thelen & Smith, 1996). Goal-conditioned RL papers as well, when they do provide
behavioral studies, usually present the test performance of the agent on various goals
as a function of time (e.g. Mankowitz et al., 2018). In our study, we have direct access
to our agents’ internal representations; to their subjective measures of competence and
learning progress for each of the modules. It is from these internal representations that
we study developmental progressions. This enables us to distinguish active curriculum
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Figure 3.5: Visualization of a single run. a) Module-dependent subjective
measures of competence for curious (1 run). b) Corresponding module-
dependent subjective measures of absolute Lp. ¢) Corresponding probabilities
pur to select modules to practice or to learn about.

learning from passive experience of the environmental structure. Indeed, the structure of
the environment can be such that some modules are simpler than others, leading random
agents to learn them faster. On the other hand, agents performing active module selection
such as CURIOUS actively guide their learning trajectories as a function of their internal
representations of competence and progress.

In Figure 3.6, we present five sets of subjective competence curves and their associated
learning progress. We can see that M; (Reach module) is always learned first and M,
(Push module) is always learned second. However, M; (Pick and Place) and M, (Stack)
can be learned in various order or even simultaneously depending on the individual
learning trajectories. Once the agent has experienced a few successes on a module,
LP increases and the agent focuses on it, which generates even more successes. What
happened by chance in the early stages of learning leads this agent to focus first on either
M; or M. Although some modules might be easier to learn first or necessary to learn
others, individual experiences influence learning trajectories just as for humans (Oudeyer
& Smith, 2016).

3.2.4 Resilience to Forgetting and Sensor Perturbations

During learning, agents can see their performance decrease on a previously mastered
module. This can happen because they do not target it often (catastrophic forgetting), be-
cause of environmental changes (e.g. it gets windy) or because of body changes (e.g. sensor
failure). Ideally, CURIOUS agents should be able to detect and react when such situations
arise. This section investigates the resilience of CURIOUS to such perturbations and
compares it to the M-UVFA baseline.

We first look at a run where forgetting occurs and explain how CURIOUS detects
the situation and reacts. Since forgetting cannot be triggered, we emphasize a second
experiment simulating a time-locked sensory failure. We present the following setup to
the agent: first, it learns about a set of four modules (Reach, Push, Pick and Place for
block 1, and Push for block 2). Then, we trigger a time-locked sensory perturbation
(epoch = 250, episode = 237.5 x 103) such that the perception of block 2 gets shifted by
0.05 (size of a block in simulation units) until the end of the run. The performance on
this module suddenly drops and we compare the recoveries of CURIOUS and M-UVFA.
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Figure 3.6: Learning Phases. Competence (left) and absolute learning
progress (right) for five trials of the cURIOUS algorithm (Reach, Push, Pick
and Place, Stack + 3 distracting modules).
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Forgetting

Looking at Figure 3.5a, we can observe a drop in the competence on M; around
episode 80 - 10%. This phenomenon is called catastrophic forgetting: because it is trained
on other modules, the network forgets about the previously mastered module M3 without
any apparent reason. The corresponding period of Figure 3.5b shows an increase in LP
for M3 which, in turn, triggers an additional focus of the agent towards that module (see
the corresponding probability increase in Figure 3.5¢). Using LP to bias its attention, the
agent monitors its competence on the modules and can react when it forgets about a
previously mastered module. This mechanism helps the agent deal with forgetting and
facilitates the learning of multiple modules in parallel. To prove its efficiency, we need to
compare CURIOUS to its baseline M-UVFA using a time-locked perturbation.

Sensor Perturbation

In Figure 3.7, we can observe the drop in the average success rate after the perturbation
(around 240 - 10% episodes). This perturbation only affects one of the four modules (Push
block 2) and results in a drop of about 1/4"". As described above, CURIOUS agents detect
that perturbation and react by using more transitions to improve on the corresponding
module. This translates into a significantly faster recovery when compared to M-UVFA.
Agents recover 95% of their pre-perturbation performance in 78 - 10* and 43 - 103 episodes
(random and active respectively). This corresponds to a 45% faster recovery for CURIOUS
(p < 107%), see Figure 3.7.
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Figure 3.7: Impact of the intrinsic motivation towards LP in the context
of sensory failure recovery. We plot the mean success rates over the four
modules + std over ten trials. The dashed line indicates the onset of the
perturbation, while the dots indicate significance when testing CURIOUS
against M-UVFA.

3.2.5 Resilience to Distracting Modules

In this section, we investigate the resilience of our learning algorithm when the number
of distracting modules increases (0, 4, 7). The agent faces four achievable modules in
addition to the distracting modules (Push modules relative to randomly-moving and
out-of-reach blocks). For each new distracting block, the agent receives extra noisy inputs
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corresponding to their movements.
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Figure 3.8: Impact of the intrinsic motivation towards LP when the number of
distracting modules grows. Average success rates computed over achievable
goals when the number of distracting modules increases (0, 4, 7). Mean
and standard error of the mean (for visualization purpose) over ten trials
are plotted. The dots indicate significance when testing CURIOUS against
M-UVFA.

The number of distracting modules highly impacts the learning speed on achievable
goals (Figure 3.8). In particular, M-UVFA agents do not know that these goals are
impossible to achieve and waste time and resources trying to improve on them. Since
these agents sample distracting modules just like others, we can expect the learning
speed to be scaled by #“Chxf:féiﬁ‘;d"l” On the other hand, CURIOUS agents try to
learn which modules are too difficult at the moment and target them less often. Note

that CURIOUS agents still need to choose them sporadically to keep updated measures
of their LP: they sample a random module with probability €. In Figure 3.8, we see
that the advantage of CURIOUS over its random counterpart increases as the number of
distracting modules grows (see colored dots indicating significant differences). Although
the addition of distracting modules might sound a bit ad-hoc here, it is important to
note that autonomous agents in the real world would face numerous distracting modules.
Humans themselves cannot reach all goals (predicting the movement of leaves on a tree,
trying to walk on walls, etc.). Like humans, artificial agents need to discard them based
on experience and LP.

3.2.6 Discussion

In this study, we adapt the learning progress module selection from Forestier &
Oudeyer (2016b) for our first autotelic RL agent, CURIOUS. We use LP to help sample
relevant goals for data collection and data exploitation. Our intrinsic motivation based on
LP increased agents’ robustness to distracting goals, catastrophic forgetting and sensory
failures.

In a setting without any distracting module, LP does not seem to bring any significant
advantage, even though some of the modules seem to be stepping stones towards others—
reach easier than push easier than pick and place easier than stacking. In addition,
LP-based agents also see their performance decrease as the number of distracting modules
grows—although less so than their random goal selection counterparts. These two
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behaviors may result from the intrinsic difficulty in adequately tuning the exploration-
exploitation trade-off in goal selection. While a lack of exploration affects the quality of
LP estimations and prevents agents from returning to tasks they estimated impossible, too
much exploration leads agents to spend too much time on distracting tasks (too easy or
too hard). In this scenario, humans leverage priors to judge whether goals will always be
impossible (e.g. walking on the ceiling) or whether they need to find the suitable stepping
stones first and should return later (e.g. beat your neighbor at chess).

In this work, we define the target selection policy as the uniform sampling of a
pre-defined space of reachable targets. In the future, agents could learn it autonomously
using automatic curriculum learning methods for continuous goal spaces. SAGG-RIAC,
for example, recursively splits wide continuous goal spaces and focuses on sub-regions of
high Lp (Baranes & Oudeyer, 2013). On the other hand, GOAL-GAN trains a generative
adversarial network on the set of visited outcomes to generate goals of intermediate
difficulty. Since this study, many more approaches have emerged, see a review in Section 1.2.
However, a preliminary study on the use of SAGG-RIAC for goal selection when the goal
space is much larger than the reachable space (5x) seemed to show no benefit. Indeed,
the initial goal only affects data collection. Data exploitation is conducted after hindsight
learning, i.e. after the initial goals have been substituted by the later outcomes. In the
end, the algorithm learns about substitute goals selected from experienced trajectories.

We wanted to compare CURIOUS to its POP-IMGEP counterpart MACOB but failed
to train a policy to solve a simple pushing task (Forestier & Oudeyer, 2016b). The
considerable variations of the initial states forced us to condition the research of a policy
to solve a given goal by the initial state. Indeed, a policy achieving a particular outcome
from a particular initial state will probably achieve a much different outcome when
executed from a different initial state. The open-loop policies and the nearest neighbor
inverse model used in MACOB could not tackle the Modular Goal Fetch Arm setup.
An alternative could be to train closed-loop neural policies and to evaluate them over
many rollouts. However, these rollouts might lead to a large distribution of outcomes.
Representing the policy’s outcome by the average outcome might not be very satisfying.

Finally, a natural extension of our work could replace our one-step goal selection policy
based on MAB with a multi-step goal selection policy trained with RL. This approach is
coined hierarchical RL (HRL) (Sutton et al., 1999; Precup, 2000) and has already been
used with traditional UVFA architectures implementing the low-level policy (Levy et al.,
2019). HRL implementations that rely on M-UVFA-based low-level policies would benefit
from a more diverse action space resulting from the more diverse set of goals M-UVFAs
can target.

This chapter introduced CURIOUS, the first IMGEP agent powered by deep reinforcement
learning. CURIOUS demonstrates several properties of truly autonomous learning agents:
1) it can target a large diversity of goals (Section 3.1) and 2) it can organize its own
learning trajectories (Section 3.2). We proposed a modular-UVFA architecture (M-UVFA)
to support the first property—agents learn about multiple goals of different types in a
single policy and benefit from transfer learning via weight-sharing and hindsight learning.
The automatic curriculum learning mechanism targets goals associated with large absolute
learning progress and helps agents focus on relevant goals and increase their robustness
to distractors, forgetting, and sensory failures.
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However, CURIOUS is neither fully autotelic nor open-ended as it relies on the prior
knowledge of bounded modular goal representations and associated reward functions. In
the next part of this manuscript (Part II), we look at how linguistic social interactions can
help autonomous agents represent goals and perform efficient autotelic exploration. After
presenting relevant concepts and related work (Chapter 4), we introduce and study two
linguistic RL-IMGEP agents overcoming the limitations of CURIOUS (Chapters 5 and 6).

Part Summary

The first part of this manuscript introduced the framework of rl-based intrinsically
motivated goal exploration processes (RL-IMGEP) to tackle the problem of the acquisition
of open-ended repertoires of skills. The RL-IMGEP framework builds on the standard RL
framework and its extensions to goal-conditioned RL and intrinsically motivated RL. It also
builds on the concept of intrinsic motivations developed in psychology, cognitive science
and developmental robotics. RL-IMGEPs are a sub-family of IMGEPs, a set of methods
leveraging competence-based intrinsic motivations to design agents that learn to represent,
generate, pursue and master their own goals. RL-IMGEPs leverage modern deep RL
optimization techniques to overcome some of the limitations of existing population-based
implementations of IMGEP.

After presenting these different concepts and computational frameworks, we turned to
two empirical studies. We showed that autotelic exploration can be used as an auxiliary
task to solve external hard-exploration problems (Chapter 2). Then, we introduced our
first RL-IMGEP agent. CURIOUS uses DRL to learn a variety of skills involving multiple
affordances and organizes its own learning trajectories by pursuing learning progress
(Chapter 3). In the second part of this research, we look at how language can be used to
help autotelic agents learn goal representations and structure their exploration.
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The first part of this manuscript introduced the RL-IMGEP framework and studied a
first algorithmic instance called CURIOUS. The main limitation of CURIOUS is its need
for prior knowledge about module goal representations and associated reward functions.
In other words, CURIOUS is not yet genuinely autonomous and does not demonstrate
open-endedness.

Autotelic learning agents must leverage intrinsic motivations to drive the learning
or goal representations and reward functions. This can take the form of self-supervised
learning. Existing approaches mainly rely on reconstruction tasks and learn goal rep-
resentations as the intermediate representations of an auto-encoder trained to encode
and reconstruct visual states (Péré et al., 2018; Laversanne-Finot et al., 2018; Nair et al.,
2018b; Warde-Farley et al., 2019; Cully, 2019; Pong et al., 2020). Each goal—i.e. each
latent code—is nothing else than a compressed representation of a single visual state,
which practically limits the abstraction of learned goal representations. One could think
of other self-supervised tasks such as predicting the future from the past, predicting
masked patches in visual states, predicting visual inputs from sound inputs, etc.

In this second part, we are interested in using another kind of intrinsic motivation
to drive the learning of goal representations and reward functions: social motivations.
Refining the concept of situatedness developed by nouvelle Al in the 1980s (Brooks, 1990,
1991a,b), social situatedness emphasizes the importance of socio-cultural environments in
human development (Clark, 1998b; Brooks et al., 1999; Dautenhahn et al., 2002; Zlatev,
2001; Lindblom & Ziemke, 2003). Humans are social beings intrinsically motivated to
interact and cooperate with their peers. As some argued, this tendency to interact with
rich socio-cultural environments is even key to the development of our higher cognitive
abilities (Brooks et al., 1999; Tomasello, 2000b; Zlatev, 2001).

These ideas build on the pioneering work of a Soviet psychologist named Vygotsky
(Vygotsky, 1930, 1933, 1934). In his theory of child development, he argues that intel-
ligence emerges through the interactions between the properties of physical and social
environments and the development of biological factors. As children interact with their
socio-cultural environment, they progressively internalize the help provided by caretakers.
What was social cognitive help at first turns into internal psychological tools helping
children to structure their cognition. Following several proposals from developmental
robotics (Dautenhahn & Billard, 1999; Lindblom & Ziemke, 2003; Mirolli & Parisi, 2011),
we propose to take inspiration from this line of work to improve the design of our autotelic
agents. As an homage to Vygotsky’s work, we coin this approach Vygotskian autotelic
reinforcement learning. We organize this part as follows:

e Chapter 4. This chapter presents the supra-communicative view of language
(Vygotsky, 1934; Clark, 1998a). As suggested by Vygotsky and others, language,
more than a communication tool, is also a cognitive tool contributing to some of
the most impressive human capacities: imagination, creativity, analogical thinking,
abstract reasoning or planning (Vygotsky, 1934). Taking this point of view, we
organize a review of existing works using language to enhance skill learning.

e Chapter 5. This chapter presents IMAGINE, the first RL-IMGEP to learn its own
goal representations, to generate its own learning signals and to leverage language
as a cognitive tool. IMAGINE learns goal representations and reward functions
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from linguistic interactions with a social partner. After learning this mapping
between structures in language and skill spaces, it uses linguistic productivity to
imagine new goals by composing known ones. As they imagine goals and pursue
them, agents demonstrate increased exploration abilities and learn to correct for
over-generalizations.

Chapter 6. This chapter introduces the Language-Goal-Behavior (LGB) architec-
ture and its decoupled skill learning and language grounding phases. LGB assumes
innate semantic representations as a pivot between autotelic skill learning (from
semantic goals to behavior) and social language grounding (from linguistic descrip-
tions to semantic goals). Language grounding occurs via a language-conditioned goal
generator mapping each linguistic description to a set of corresponding semantic
representations. This language-conditioned world model allows agents to build
abstract representations on top of innate representations, to demonstrate behavioral
diversity and strategy-switching behaviors.



Chapter 4

Foundations: Language as a Cognitive Tool
for Humans and Artificial Agents

Ask anyone what language is about. Chances are, they will answer something along these
lines: “language is for people to communicate their thoughts to each other.” They are right
of course, but research in developmental psychology and linguistics shows that language
is a lot more. It significantly contributes to our most important cognitive abilities (e.g.
Vygotsky, 1930, 1934; Whorf, 1956; Berk, 1994; Gentner, 1983; Rumelhart et al., 1986;
Clark et al., 1998; Dautenhahn & Billard, 1999; Carruthers, 2002; Lindblom & Ziemke,
2003; Spelke, 2003; Parisi, 2010; Mirolli & Parisi, 2011; Bergen, 2012).

This chapter draws inspirations from the communicative and cognitive uses of language
in humans and surveys existing works attempting to transfer them to artificial agents. We
start by providing a short account of some of Vygotsky’s ideas in Section 4.1. Autotelic
agents, human or artificial, benefit from the communicative aspects of language. Humans
use language to describe events, to instruct and guide each other. In the same way,
linguistic artificial agents can leverage human-generated knowledge databases, direct
advice, descriptions and instructions (Luketina et al., 2019) (Section 4.2). More than a
communication vehicle, language demonstrates supra-communicative functions (Clark
et al., 1998), also called cognitive functions (Carruthers, 2002). Language is thought to
facilitate the representation of abstractions in humans and, thus, can be used to represent
abstract goals in autotelic agents (Section 4.3). Because of its compositional and recursive
properties, language also enables humans to generalize systematically, i.e.to readily
understand the meaning of entirely novel expressions and behave accordingly. Artificial
agents have not yet achieved perfect systematicity, but researchers make progress every day
(Section 4.4). Abstract reasoning and generalization pave the way for abstract planning in
long-horizon tasks in both humans and artificial agents (Section 4.5). We finally go over two
crucial cognitive uses of language in humans that have yet to be transferred to artificial
agents: creative imagination and language-guided mental simulations (Section 4.6).
Experiments in Chapters 5 and 6 will introduce the first embodied autotelic agents to
leverage these capacities for autonomous skill learning.



108

Foundations: Language as a Cognitive Tool for Humans and Artificial Agents

4.1 Vygotsky’s Theory of Child Development

In the 1920s and 1930s, Piaget and Vygotsky developed two prominent theories of
cognitive development: the child as a solitary thinker (Piaget, 1926) and the child as
a social thinker (Vygotsky, 1934). In Piaget’s theory, children are the leaders of their
own cognitive development. They spontaneously develop through qualitatively different
and universal cognitive phases that are only faintly influenced by social interactions and
instruction. On the other hand, Vygotsky’s theory focuses on social situatedness': human
intelligence develops through social interactions with others.

Vygotsky makes a distinction between elementary and higher mental functions (Vygot-
sky, 1934). While elementary mental functions directly map stimuli to responses, higher
mental functions mediate this connection by psychological tools. According to Vygotsky,
all animals develop elementary mental functions, but only humans develop higher ones.
An essential aspect of the theory is the idea that psychological tools first appear under
the form of social interactions with more capable peers and are subsequently internalized
by the learner:

“An interpersonal process is transformed into an intrapersonal
one. FEvery function in the child’s cultural development appears
twice: first, on the social level, and later, on the individual level;
first, between people (interpsychological), and then inside the child
(intrapsychological).” (chap. 4 Vygotsky, 1934)

Humans use technical tools to manipulate their environment and psychological tools
to direct, control and organize their thoughts and behaviors. Children, for example, are
first taught to count on their fingers, then internalize this socially learned skill and count
in their head. As they learn to do so, the initial social process of counting turns into an
internal psychological tool they can use to shape their thoughts. Language is perhaps the
most powerful of these psychological tools. In Vygotsky’s theory, language starts as a
social communicative process. Parents interact with the child, describe, explain and play
with him. This social speech then transforms into what Piaget called egocentric speech,
an outer speech of the child for himself. As it develops, egocentric speech becomes more
goal-oriented and provides cognitive aids of the type caretakers would provide (Vygotsky,
1934; Berk, 1994). Progressively, it becomes more efficient and abbreviated, less vocalized,
until it is entirely internalized by the child and becomes inner speech (Vygotsky, 1934).
For the rest of their lives, humans use inner speech to organize their thoughts, maintain
memory, evaluate alternatives and plan. When a task gets hard, adults sometimes reignite
this egocentric speech, and talk to themselves aloud (at least I do).

Another important concept of Vygotsky’s theory is the zone of prozimal development
ZPD. ZPD describes these learning situations where children solve challenges just beyond
what they can do alone thanks to social interactions with more knowledgeable peers. It is
in this zone that children internalize social processes. What a child can do with social
help today, she can do tomorrow alone. In Vygotsky’s words:

! The term was coined later (Dautenhahn et al., 2002).
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“[The zone of proximal development] is the distance between the
actual developmental level as determined by independent prob-
lem solving and the level of potential development as determined
through problem solving under adult guidance or in collaboration
with more capable peers.” (Vygotsky, 1934)

These social interactions can take many forms, as noted by Vygotsky and in later studies
by Wood and colleagues: maintaining motivation, suggesting goals or comparisons to the
goal, descriptions, explanations, demonstrations (Wood et al., 1976).

Vygotsky’s body of work (more than 180 publications) underwent a 20-year ban under
the Stalinist regime and only resurfaced in the 1960s, with his first translated publication
in 1962 (Vygotsky, 1934). Since then, empirical and theoretical works in developmental
psychology, linguistics, philosophy, cognitive robotics and artificial intelligence took
inspiration from this vision, developed and reinforced it (e.g. Gentner, 1983; Rumelhart
et al., 1986; Berk, 1994; Clark et al., 1998; Dautenhahn & Billard, 1999; Carruthers, 2002;
Lindblom & Ziemke, 2003; Spelke, 2003; Parisi, 2010; Mirolli & Parisi, 2011; Bergen,
2012). However, to this day, most works in robotics and reinforcement learning seem to
be influenced by Piaget’s theory. Artificial agents learn their own concepts and behaviors
from external signals. Even intrinsically motivated agents mostly learn autonomously
without relying on any form of social interactions. Following a series of calls for a
Vygotskian approach to developmental robotics (Dautenhahn & Billard, 1999; Zlatev,
2001; Lindblom & Ziemke, 2003; Mirolli & Parisi, 2011), we argue for a similar approach
for RL. In the following sections, we take this perspective and analyze existing works
under this new light.

4.2 Language to Communicate, Instruct and Advise

The developmental approach to Al aims to design a child machine that develops,
interacts and learns in contact with humans via a process similar to children’s education
(Turing, 1950; Weng et al., 2001; Asada et al., 2009; Mikolov et al., 2016). In this process,
humans often use language as a communicative tool to convey their intentions, instruct,
guide, provide feedback or bond with children. We will see that Bruner’s notion of
pragmatic frames offers a valuable framework to think about social interactions and their
implementations in artificial agents (Bruner, 1985).

Communicative Uses of Language in Humans

Following Vygotsky’s work, others have argued that social interactions facilitate
learning processes by offering stable structures (Bruner, 1985; Rohlfing et al., 2016;
Vollmer et al., 2016). Bruner first formalized this as pragmatic frames: verbal or non-
verbal patterns of goal-oriented behaviors that evolve over repeated interactions between
learners and teachers (Bruner, 1985). As they frequently interact, learner and teacher
converge towards stable pragmatic frames characterized by a syntazx (the coordinated
roles of the actors) and a meaning (the learning content). In Bruner’s book-reading frame,
the caretaker reads a book to the child and often asks, “what’s that?” while pointing to
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an image. Then, the learner answers and the caretaker provides feedback. This stable
structure only varies in its learning content, such that the learner can quickly isolate the
mapping between object and label.

Humans use a variety of pragmatic frames, most of which include linguistic interactions.
In problem-solving tasks, caretakers often use language to keep children engaged, point
to errors or suggest alternative approaches (Wood et al., 1976). This linguistic aid often
takes the form of events descriptions and attention guidance, more than they involve
direct instructions (Bornstein et al., 1992; Yoshida & Smith, 2003; Tomasello et al., 2005).
Pragmatic frames also evolve as a function of children’s abilities following Vygotsky’s zone
of proximal development (Vygotsky, 1934) or Bruner’s scaffolding theory (Wood et al.,
1976; Bruner, 1985). As children get older, social partners constrain learning opportunities
so that children always remain optimally engaged and challenged. Caretakers especially
adapt the way they talk as a function of the children’s capacities. Infant-directed speech—
also called baby talk or motherese—seems to promote the child’s attention to language,
foster caretaker—infant social interactions and provide scaffolding for language learning
(e.g. more articulated vowels, better word segmentation, Golinkoff et al., 2015).

In their research, Smith and Gasser argue that the tendency of parents to describe
events helps infants ground language by synchronizing sounds and actions, one of the
many forms of multi-modal integration infants leverage to learn:

“In one study, Yoshida and Smith observed that both English-
speaking and Japanese-speaking parents routinely couple action
and sound when talking to young children (Yoshida € Smith,
2003). For example, one parent demonstrated a toy tape measure
to their child and when pulling the tape out said, “See, you pullllllll
it,” elongating the word pull to match the stopping and starting
of the action of pulling. This same parent, when winding the tape
back in, said, “Turn it round and round and round and round and
round and round,” with each “round” coinciding with the start of a
new cycle of turning. By tying action and sound, parents ground
language in the same multimodal learning processes that undergird
all of cognition, and in so doing, they capture children’s attention,
rhythmaically pulling it to the relevant linguistic and perceptual
events, and tightly binding those events together.” (Smith &
Gasser, 2005)

The Language Grounding Problem

Artificial agents can only interact with non-expert human caretakers if they understand
language in the form of narratives, descriptions, advice and instructions. To this end,
they must learn mappings between language and their internal representations of the
world; that is, they need to ground language in experience. Indexical reference is the
most basic approach. Here, each linguistic expression is mapped to a corresponding
internal representation in a one-to-one manner, independently from other mappings (left
in Figure 4.1). However, indexical reference prevents any form of generalization; a new
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mapping needs to be learned for each new expression. Instead, agents should solve the
language grounding problem, a particular case of the symbol grounding problem (right in
Figure 4.1, Harnad, 1990; Nieder, 2009). Here, words are symbols embedded in a referential
system called syntaz. They can be recursively composed to form larger structures called
expressions (Nieder, 2009). Grounding language is about linking both word-symbols to
their objects—i.e. internal representations—and syntaxes to compositional structures of
internal representations. Once language is grounded, agents can systematically generalize
to any new expression by mapping the words to their representations and the syntax to
the corresponding structure in representation space.

(a) Indexical reference (b) Symbolic reference

Iy I, Iy signs

0, 0, 0, objects

Current Opinion in Neurobiology

Figure 4.1: Graphic illustration of the difference between indexical and
symbolic reference. Grounding language is about mapping linguistic sym-
bols (S;) and their structures (bold horizontal arrows in symbol space) to
corresponding objects (O;) and their structures (light horizontal arrows in
representation space). Mappings are represented by vertical arrows. From
(Nieder, 2009).

Pragmatic Frames in Reinforcement Learning

In 2016, a group of researchers reemployed the notion of pragmatic frames to formalize
human-robot interactions (Vollmer et al., 2016; Rohlfing et al., 2016). Analyzing the
literature from this perspective, they note that most existing works focus on a single
hard-coded pragmatic frame, thereby constrain social interactions. In contrast, humans
use multiple flexible pragmatic frames that they co-negotiate and adapt as a function of
the learner’s capabilities (Bruner, 1985).

The notion of pragmatic frame is never explicitly mentioned in deep reinforcement
learning research but is still helpful to understand teacher—learner dynamics. A recent
review of language-informed DRL approaches notes that the community primarily focuses
on a pragmatic frames called instruction-following Luketina et al. (2019). In this frame,
teachers provide linguistic instructions and reinforcement feedback to the learners.

In the AI literature, instruction-following can refer to 1) the execution of actions
sequences to solve a linguistic goal called instruction (Oh et al., 2017; Chaplot et al.,
2018; Hermann et al., 2017; Bahdanau et al., 2019b,a) or 2) the execution of a sequence
of high-level actions called instructions (MacMahon et al., 2006; Kollar et al., 2010; Mei
et al., 2016; Bisk et al., 2016; Misra et al., 2017; Fu et al., 2019). Early approaches focused
on the second setting and relied on pre-trained linguistic modules and extensive domain
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knowledge. Some approaches learned parsers to map instruction sequences to a formal
internal language used to control the agent (MacMahon et al., 2006; Chen & Mooney,
2011). Others mapped part of the instructions to their corresponding objects or actions
in hard-coded models of the environment (Kollar et al., 2010; Tellex et al., 2011). Recent
advances in deep learning and the access to more extensive computational resources
recently made it possible to train artificial agents to learn to execute instructions from
experience without any domain knowledge (Misra et al., 2017; Oh et al., 2017; Hermann
et al., 2017; Chaplot et al., 2018; Bahdanau et al., 2019b,a). Although most approaches
use templated language to cope with the increased demand in interaction data, some
works leverage pre-trained language models (Hill et al., 2020b; Lynch & Sermanet, 2020)
or demonstrations (Abramson et al., 2020; Zhou & Small, 2020; Chen et al., 2021) to
handle human-generated instructions.

Besides, a few works look at other types of pragmatic frames. In a first type, agents
receive linguistic help or advice Kuhlmann et al. (2004). The advice can be corrections of
the agent’s behavior (Co-Reyes et al., 2019), descriptions of the particular dynamics of
the environment (Zhong et al., 2020) or indications of intermediate sources of rewards
used for reward shaping in hard-exploration tasks (e.g.in Montezuma’s Revenge: Goyal
et al., 2019).

Another type of pragmatic frame considers interactions involving labeled demon-
strations. Here, the teacher provides a sensorimotor demonstration and a linguistic
description of the trajectory. Instead of grounding instructions in behavior via the policy
as in instruction-following setups, agents ground language into reward functions. Agents
learn to tell when a trajectory and a description match. Grounding language in behavior
is about solving both language understanding and control simultaneously. On the other
hand, grounding language in rewards is about solving language understanding first; learn-
ing representations of the instructions without learning to solve them. In a navigation
task, grounding “go to the fruit bowl” in rewards might just be about detecting a fruit
bowl in the visual field (example from Fu et al., 2019). It is much easier and is expected to
generalize much better than grounding in behavior—i.e. learning to find the fruit bowl in
any environment. Given new instructions and new environments, zero-shot generalization
of the policy is not required anymore: agents can rely on the zero-shot generalization of
their reward function to further train their policy in new contexts (Fu et al., 2019, and
our study in Chapter 5). Grounding language in rewards can be achieved via inverse
reinforcement learning mechanisms, the set of methods used to infer reward functions
from experience (Ziebart et al., 2008; Ho & Ermon, 2016). Existing approaches usually
leverage a dataset of expert demonstrations and corresponding instructions (MacGlashan
et al., 2015; Bahdanau et al., 2019a; Zhou & Small, 2020) and sometimes require known
environment dynamics (Fu et al., 2019).

4.3 Language to Represent Abstract Goals

Language is thought to facilitate abstraction, the ability to “decrease the specificity—
and thereby increase the scope—of a concept” (Gentner & Hoyos, 2017). How does this
work in humans? How can we use it in artificial agents?
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Language for Abstraction in Humans

Words are invitations to form categories (Waxman & Markow, 1995). When they
hear the same word in various contexts, humans are invited to compare situations and
find similarities and differences. This orients their attention towards specific features
and speeds up the process of category learning in both children and adults (Waxman &
Markow, 1995; Yoshida & Smith, 2003). How could that work in practice? In their call
for a Vygotskian cognitive robotics, Mirolli and Parisi offer two explanations (Mirolli &
Parisi, 2011). First, language guides agents to focus on the specific aspects of perception
relevant for categorization:

“Hearing the same linguistic stimulus, let’s say the word ‘red’,
when perceiving red cars, red apples and red flowers facilitates—or
may even induce—the acknowledgement that all those different
stimuli have something in common, namely the red colour. In
neural network terms, this means that the occurrence of the same
activation pattern in the acoustic input units—namely the pattern
that corresponds to the sound ‘red’—increases the similarity of
the internal representations of all red stimuli, and this in turn can
help—or induce—the network itself to learn that all those stimuli
belong, to some extent, to the same category, namely that of red
things.” (Mirolli & Parisi, 2011)

Their second explanation insists on the link between categorization and behavior: two
sets of stimuli are categorized differently if they lead to different behaviors. Based on
this insight, they advance an exciting hypothesis: if humans are so good at categorizing
things and forming abstractions, it is because they feel the urge to talk. In this view,
talking is the downstream behavior and humans refine their categorizations to produce the

correct labels and descriptions to succeed in social communication (Mirolli & Parisi, 2011).

As their categorization skills develop, humans refine their perceptions and notice new
similarities and differences, leading to new concepts then propagated to others through
social interactions. Recursively, language itself becomes a sensory input for categorizing

higher-level concepts. This leads to the vast diversity of abstractions developed by humans.

In computational terms, making the same linguistic action downstream—e.g. producing
the word ‘red’—pushes the representations of the related inputs (red car, red apple) closer
to each other, decreasing their specificity.

Just as words invite the formation of categories, relational language facilitates relational
abstractions by offering invitations to compare structures. Analogies, for example, prompt
the listener to perform a structural alignment between two relational patterns, to observe
their similarities and differences, extract relational abstractions and transfer them to other
problems (Gentner, 1983, 2016; Gentner & Hoyos, 2017). With words, the continuous world
can be structured into mental entities, symbols which, when composed and manipulated,
enable reasoning and give rise to the incredible expressiveness and flexibility of human
thoughts (Whitehead, 1927).

According to the developmentalist Spelke, language is also essential to coordinate
domain-specific modules. In her core knowledge theory, she argues that the specific features
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of human cognition are built on a limited set of early-developing core knowledge systems
representing 1) objects and their interactions; 2) agents and their goal-directed actions; 3)
numbers and basic arithmetic; 4) space and geometry; 5) social partners and social group
members (see reviews in Spelke, 2003; Spelke & Kinzler, 2007). These core systems alone,
however, fall short of explaining uniquely human capacities. They are domain-specific,
independent from each other and mostly shared with non-human animals. Spelke argues
that language, because of its combinatorial properties, is the human-specific capacity
linking these different core representations into general cross-domain representations
(Spelke, 2003). For instance, language can combine object representations (e.g.blue
cupboard) with spatial representations (e.g.left of) and enable humans to understand
spatial indications like left of the blue cupboard, whereas non-human animals and pre-verbal
infants cannot (Hermer-Vazquez, 2001).

Language for Abstract Goals in Artificial Agents

Goal-directed agents can use the same properties to formulate abstract goal specifica-
tions. Traditionally, goal-conditioned RL approaches formulate concrete goals as target
states (e.g.an image) or target coordinates in a sub-state space (e.g. block coordinates in
manipulation tasks, agent coordinates in navigation tasks). Language, on the other hand,
can express goal regions in abstract representation spaces. In previous works, language as
been use to express abstract goals such as “go to a circle” (Janner et al., 2018), relational
goals “sort objects by size” (Jiang et al., 2019), “put the cylinder in the drawer” (Lynch
& Sermanet, 2020), sequential goals “open the yellow door after opening a purple door”
(Chevalier-Boisvert et al., 2019) or even learning goals “is the ghargh edible?” (Yuan et al.,
2019).

In all these examples, linguistic goals act as sensory cues shaping multi-modal represen-
tations of both the goal and the state to perform the appropriate behavior downstream—
reaching the goal. Targeting red objects, agents learn to focus on the red aspect of objects
and abstract away irrelevant features (e.g.shape) to facilitate mappings between the
representations of red objects and the shared behavior (reaching the object). How to
interpret linguistic goals and shape state representations for efficient control becomes
a crucial design choice. Recent methods propose to convert the linguistic goal into
attentional vectors. In the gated-attention mechanism, state features are linearly scaled
by language-conditioned attention coefficients ¢(z,): input = s ® ¢(z,), where ® is the
term-by-term product (Chaplot et al., 2018). The feature-wise linear modulation (FILM)
approach generalizes this principle to affine transformations: input = s © ¢(z,) +¥(z,)
(Perez et al., 2018). Neuro-symbolic approaches parse the instructions to compose neural
modules implementing the corresponding function (e.g. reward function, policy, Andreas
et al., 2016; Mao et al., 2019; Bahdanau et al., 2019a).

As an alternative to language, one could pre-define a set of abstract goals and encode
each of them with a particular one-hot embedding (Mankowitz et al., 2018; Chan et al.,
2019; Ecoffet et al., 2021). For instance, agents could be rewarded for grasping any red
when they target the goal [0, 0, 1]. The experimenter represents the abstract goal in her
own language (e.g. grasp any red block) and hard-codes a corresponding reward function
(r = 1 when agents grasp any red block) but only instructs agents with the corresponding
one-hot embedding [0, 0, 1]. If we can encode abstract goals without language, why should
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we use language at all? The answer is: because it facilitates generalization. Here, the one-
hot embedding forces agents to perform indexical references—i.e. mapping instructions
to behaviors in a one-to-one manner. On the other hand, language allows language
grounding—agents map words to internal representations and syntax to structures in
representation space such that they can readily generalize to new expressions (see a
discussion in Section 4.2).

4.4 Language for Systematic Generalization

Generalization refers to an agent’s ability to perform well in novel tasks that it did
not encounter in the past. Humans are particularly good at it. They can generalize
from a few examples in a wide variety of contexts. Language helps humans and artificial
agents achieve generalization when the structure of language—its syntax—is aligned to
the structure of the physical world.

Compositionality and Systematicity

Languages are made of “meaningful expressions built up from other meaningful expres-
stons” (Szabo, 2020). Underlying this definition is the notion of compositionality:

“The meaning of a complex expression is determined by its struc-
ture and the meanings of its constituents.” (Szabo, 2020)

Although the strict compositionality of natural languages is still debated (Szabo, 2020),
one can at least acknowledge its partial compositionality. Only partial-to-complete
compositionality can explain humans’ ability to learn languages, readily understand new
utterances and productively generate creative expressions (Chomsky, 1957; Fodor &
Pylyshyn, 1988; Szabo, 2020). Chomsky illustrated the productive property of language
with an original example “colorless green ideas sleep furiously” (Chomsky, 1957). Here,
Chomsky leverages linguistic productivity to generate this original expression. Although
you never read this sentence before, you might still be able to represent aspects of what
it could mean.

Systematicity is the property of agents for which “the ability to entertain a given
thought implies the ability to entertain thoughts with semantically related contents” (Fodor
& Pylyshyn, 1988). Cummins might offer a more testable definition:

“A system is said to exhibit systematicity if, whenever it can
process a sentence s, it can process systematic variants of s,
where ‘systematic variation’ is understood in terms of permuting
constituents or (more strongly) substituting constituents of the
same grammatical category.” (Cummins, 1996)

Humans are at least partially systematic: when someone understands “Eric gives a
cookie to the child,” he automatically understands “the child gives a cookie to Eric.” This
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systematic generalization—also called combinatorial generalization (Battaglia et al., 2018)—
is powerful because understanding a few concepts combined in a few ways automatically
opens the door for understanding a large number of novel combinations of these concepts.

Systematic Generalization in Artificial Agents

Can artificial agents learn systematicity from the experience of a recursive and
compositional language? Initial opponents to connectionism argued that only classical
architectures could achieve systematicity (Fodor & Pylyshyn, 1988; Marcus, 1998). Recent
empirical works mostly support this stance in seq2seq models (Lake et al., 2017), visual
question answering models (Bahdanau et al., 2019b) and RL models (Hill et al., 2019).

Although perfect systematicity still seems out of reach, current artificial agents
already demonstrate partial systematicity. One can evaluate systematicity by measuring
the generalization performance of agents on linguistic goals obtained by systematic
recombinations of training goals. If “visit X” and “push Y” are in the set of training goals,
then systematic generalization can be measured as the performance on “visit Y” and
“push X” goals. More generally, benchmarks that test systematic generalization should
maximize the compound divergence (distance between sentences) and minimize the atom
divergence (same vocabulary) between training and testing sets (Keysers et al., 2020).
Above-chance performance on recombined goals is a marker of partial systematicity. This
property can be obtained with non-linguistic categorical encodings by adding an extra
learning loss favoring it (e.g. [[¢(push X), ¢(push Y)|| = |[|¢(visit X), ¢(visit Y)||, where
¢ is the language representation function and |-, -|| a distance metric Oh et al. (2017)).
Language-conditioned RL agents also demonstrate partial systematic generalization (e.g.
Hermann et al., 2017; Chaplot et al., 2018; Chan et al., 2019; Jiang et al., 2019; Zhong
et al., 2020; Chevalier-Boisvert et al., 2019; Cideron et al., 2020b). A thorough empirical
study helped shed some light on these questions (Hill et al., 2019). If neural networks do
not yet offer perfect systematicity, some design choices positively impact performance:
1) training on a large distribution of objects and words; 2) taking an egocentric point
of view so that agents experience objects in isolation from others and 3) increasing the
diversity of perceptual experience.

Recent contributions re-introduced symbolic computations to neural approaches to
implement inductive biases favoring systematic generalization (Andreas et al., 2016;
Battaglia et al., 2018; Mao et al., 2019). In visual question answering setup, Andreas and
colleagues use a pre-trained parser to translate questions into a composition of neural
modules trained end-to-end to answer questions from images (Andreas et al., 2016).
Differentiable parsers can replace pre-trained ones to retain complete question-to-answer
end-to-end training (Mao et al., 2019). However, thorough empirical studies (Bahdanau
et al., 2019b; Ding et al., 2020) did not find these neuro-symbolic approaches to generalize
better than the best non-symbolic approaches.

4.5 Language for Long-Horizon Tasks

The two previous sections describe the use of language to represent abstractions and
generalize systematically. These two properties underlie a third one: abstract planning in
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long-horizon tasks.

Language for Planning and Task Solving in Humans

Piaget first described that two-to-seven-year old children often use egocentric speech
to describe their ongoing activities and organize themselves, but thought this was a sign of
cognitive immaturity (Piaget, 1926). Vygotsky, Berk and others investigated further and
concluded that egocentric speech helps children control their behavior and master new
skills (see a review and discussion in Berk, 1994). Egocentric speech develops similarly in
all children, often involves self-guiding comments to orient their behavior and is more
frequent in challenging situations, especially when no caretaker can help (Vygotsky, 1934;
Berk, 1994). More recent studies show that children who cannot yet formulate sentences
like “at the left of the blue wall” show lower spatial orientation capacities than children
who can (Hermer-Vazquez, 2001). Interfering with adults’ inner speech by asking them

to repeat sentences also hinders their ability to orient spatially (Hermer-Vazquez, 2001).

These studies show that the properties of abstraction, compositionality and recursivity of
language enable humans to construct plans and cognitive self-aids in challenging tasks.
Language helps us segment our continuous experience in semantic chunks that can then
be composed recursively to form plans.

Language for Long-Horizon Control in
Artificial Agents

How would you go about planning a trip to visit your friend? Would you think
about every motor action from your couch to his door? Probably not. Humans plan
with temporal abstractions, usually based on language: I would first book a train, pack
a suitcase, wake up early that day, etc. Hierarchical RL (HRL) is the framework that
formulates such temporal abstractions for RL (Dayan & Hinton, 1993; Parr & Russell,
1998; Sutton et al., 1998, 1999; Precup, 2000; Barto & Mahadevan, 2003). A high-level
policy generates sub-goals to a low-level policy generating actions. These temporal
abstractions—sometimes called options (Sutton et al., 1999; Precup, 2000)—enable agents
to solve long-horizon tasks. This is due to a more effective exploration strategy. Instead
of exploring the state space in a temporally unstructured manner, HRL algorithms explore

with sequences of temporally structured sub-goal-directed explorations of outcome spaces.

Language can be used to encode abstract sub-goals that are reminiscent of our plans
generation. One approach is to decouple the training of the low-level and high-level
policies. The low-level policy is trained to perform sequences of actions to execute
linguistic instructions. The high-level policy is trained to execute high-level goals by
generating sequences of linguistic sub-goals for the pre-trained low-level policy. The
high-level policy either selects from a fixed set of linguistic sub-goals (Jiang et al., 2019;
Hu et al., 2019) or can be trained to generate them through imitation learning from
human-generated datasets (Chen et al., 2021). Such agents benefit from abstract sub-goal
representations and leverage systematic generalization for the low-level policy (Jiang
et al., 2019; Hu et al., 2019; Chen et al., 2021).

Text-based environments take a slightly different approach (Coté et al., 2018). In
these setups, algorithms train a high-level policy to perform sequences of instructions
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from linguistic observations and assume a low-level oracle policy (Narasimhan et al., 2015;
Coté et al., 2018; Das et al., 2018; Yuan et al., 2019; Ammanabrolu & Hausknecht, 2020;
Madotto et al., 2020). This allows circumventing the problems of sensorimotor interactions
(assumed perfect) to focus on other learning problems such as long-horizon exploration,
sparse rewards, combinatorially large action spaces or knowledge representation in partially
observable worlds. One can interpret text worlds as linguistic world models that agents
explore to plan for sequences of sub-goals to be performed in an aligned physical world.
This idea is implemented in AlfWorld, a learning environment aligning a photo-realistic
sensorimotor world with a text world (Shridhar et al., 2021). The high-level policy is first
trained in the text world (linguistic world model), then transferred to the sensorimotor
world to provide sub-goals to a low-level sensorimotor policy.

In fact, language does not even need to condition low-level policies explicitly. Andreas
and colleagues align environments, high-level goal and policy sketches: a sequence of
symbolic steps towards the high-level goal (Andreas et al., 2017). When targeting a
high-level goal, the agent executes a sub-policy for each step of the policy sketch, one after
the other. Sub-policies are not pre-trained to perform their symbolic steps. Instead, all
sub-policies are tied together according to the policy sketch and learned end-to-end. Here,
the temporal structure of the policy sketch is implicitly transferred to the behavioral
space by a simple alignment of sketches and behaviors.

4.6 Language for Creativity and Mental Simulations

The previous sections covered the use of language as a communicative tool (Sec-
tion 4.2) and as a cognitive tool for abstraction, generalization and long-horizon control
(Sections 4.3, 4.4 and 4.5). This section presents two other fundamental cognitive functions
of language: creative imagination and semantic mental simulations. We argue that the
capacity to imagine, generate and simulate future possibilities could significantly augment
the performance of autotelic agents in their acquisition of skills repertoires. However,
these abilities have yet to be transferred to embodied artificial agents.

Language for Imagination and Creativity

The remarkable ability of humans to generate new ideas is the source of our incredible
success in the animal kingdom. Although our species, the homo sapiens, evolved about
200,000 years ago, our oldest imaginative artifacts (e.g. figurative arts, elaborate burials,
first dwellings) seem to be only 70,000 years old (Harari, 2014; Vyshedskiy, 2019). This
sudden cognitive revolution is thought to result from the onset of recursive language
(Goldberg, 1999; Hoffmann, 2020).

Simonton defined creativity as originality times appropriateness (Simonton, 2012). If
joining a blues jam session by randomly hitting a cow bell might be original, it is hardly
appropriate and will not be called creative. On the other hand, playing one whole note
per bar might be appropriate but completely boring. Only the musician who can follow
the twelve-bar blues form (appropriate), improvise within it (creative) and interact with
other musicians (appropriate) will be called creative. How can language be creative in this
sense? In his theory of generative grammar, Chomsky argued that linguistic creativity
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directly emerges from linguistic productivity (Chomsky, 1957). If words and ideas are
like lego blocks, we can combine them recursively in infinite ways to form an infinite
space of sentences and thoughts. Grammatical rules ensure appropriateness, while new
combinations offer originality.

Recently, Sampson argued that the computational approach of Chomsky prevents
any meaningful originality because new combinations only result from the application of
known rules—assumed innate—thus lack any form of novelty or surprise (Sampson, 2016).
He called this type of creativity the (F)ized-creativity: the recombination of components in
novel ways, following known rules. He called true creativity (E)ztending-creativity; when
creators break the existing rules and add new dimensions to their creative exploration.
While finding an exciting new motif in the major blues scale is F-creative, the first rapid
chord and key changes that emerged from Charlie Parker’s solo in December 1939 were
truly E-creative.?

However, language can still be E-creative. Usage-based theories of language reject
the Chomskian vision of the innate and universal generative grammar. Construction
grammar theories (CG), for example, argue that all levels of grammatical descriptions—
morphemes, words, idioms—can be understood as pairing between forms and meanings
called constructions (Fillmore, 1985; Goldberg, 1995, 2003, 2006; Tomasello, 2000a; Steels
& Van Trijp, 2011; Hoffmann, 2020). CG theories see language as an evolving social
construct where constructions are learned and created through social interactions. Because
constructions are a social construct, anyone can create new ones (originality) which might
or might not be retained by the community (appropriateness). New expressions built on
invented constructions are a true form of linguistic E-creativity (Steels, 2012; Van Eecke
& Beuls, 2018; Turner, 2018; Bergs, 2019; Hoffmann, 2020).

Linguistic World Models

Recursive language and its creative potential also seem to impact other imagination
abilities in humans. In neurobiology, the conscious, purposeful process of synthesizing
novel mental images from two or more objects stored in memory is called prefrontal
synthesis (PFS). Recent studies argue that the early exposure to recursive language is
a precondition to the emergence of PFs (Vyshedskiy, 2019). Indeed, children born deaf
with no access to recursive sign language and Romanian children left on their own in
Ceausescu’s orphanages—among others—were shown to lack PFS abilities and failed to
acquire abstract compositional thinking even after intensive language therapy (Vyshedskiy,
2019).

Mental simulation is an essential characteristic of human cognition. It enables us
to envision future possibilities and develop plans towards them (Kahneman & Tversky,
1981). If I have a causal model of how the world works, then I can use it to simulate

2 «J was jamming in a chili house on Seventh Avenue between 139th and 140th. It was December
1939. Now I’d been getting bored with the stereotyped changes that were being used all the time at the
time, and I kept thinking there’s bound to be something else. I could hear it sometimes but I couldn’t
play it... Well, that night I was working over ‘Cherokee’ and, as I did, I found that by using the higher
intervals of a chord as a melody line and backing them with appropriately related changes, I could play
the thing I’d been hearing. I came alive.” Charlie Parker (Giddins, 2000).

119



120

Foundations: Language as a Cognitive Tool for Humans and Artificial Agents

counterfactuals, a variety of possible scenarios. As I do so, I list possible future scenarios,
grow my set of options and thereby augment my control of the future. In fact, this capacity
is similar to the one of imagination. Planning for future possibilities and imagining crazy
scenarios rely on the same processes but only vary in the probability to see the scenarios
really occurring, i.e. vary on the breadth of the search (Gopnik, 2009).

Mental simulations seem to be easily triggered by language. The embodied simulation
hypothesis indeed argues that humans have rich, multi-sensory representations prompted
by language. If you read the sentence “he saw a pink elephant in the garden,” chances
are you are visualizing a pink elephant. More generally, understanding language seems
to involve parts of the brain that would be active if you were in the situation described
by the sentence. Reading about pink elephants? Your visual cortex activates. Reading
about someone cutting a tree? Your motor cortex activates. This was even shown to
work for metaphorical uses of words (Bergen, 2012).

4.7 Chapter Summary

In this chapter, we have seen that language, more than a communication tool, is also
a cognitive tool. Humans use it all the time to represent abstract knowledge, generalize,
plan, invent new ideas or simulate future possibilities. If it is so helpful, it is because we
align it to the real world and, doing so, project its structure and compositional properties
onto our continuous physical world.

The approaches we surveyed can be seen as the first steps towards a more ambitious
goal—artificial agents demonstrating a rich linguistic mental life. Like humans, autotelic
agents must be able to describe their world, leverage linguistic productivity, generate
new sentences and goals from known ones or project linguistic representations into visual,
auditory and behavioral simulations. Linguistic productivity can drive pretend play, the
imagination of creative made-up goals for the agent to practice its problem resolution
skills. Only agents that conduct such an intensive alignment between language and the
physical world can project linguistic structures onto their sensorimotor experience and
learn to recognize the building blocks that will help them plan, compose, generalize and
create.

In line with propositions from the field of developmental robotics (Dautenhahn, 1995;
Lindblom & Ziemke, 2003; Mirolli & Parisi, 2011), we advocate for Vygotskian autotelic
agents. Whereas standard language-conditioned RL approaches only use language to
communicate instructions, Vygotskian autotelic agents align language and sensorimotor
interactions to build structured world models. The following two chapters (5 and 6)
make the first steps in that direction. In Chapter 5, the IMAGINE architecture first learns
language by interacting with a linguistic social partner, then uses it as a cognitive tool to
implement creative goal imagination. In Chapter 6, social interactions are used to train
a language-conditioned goal generator to simulate a diversity of possible futures from
linguistic descriptions.



Chapter 5

Language as a Cognitive Tool to
Imagine Goals: IMAGINE

The CURIOUS algorithm made the first steps towards the autonomous acquisition of
repertoires of skills. CURIOUS agents target a diversity of goals involving different
affordances and craft their own learning trajectories via LP-based intrinsic motivations.
However, CURIOUS requires the experimenter to pre-define modular goal representations,
the associated reward functions and the set of goal spaces. These constraints limit
the autonomy and generality of the learning agents and restrict them to a bounded
exploration—no goal can exist outside of the pre-defined goal spaces.

This chapter introduces IMAGINE, the first language-augmented RL-IMGEP. We use
language with two objectives in mind. The first objective is to overcome the limitations of
CURIOUS. IMAGINE agents interact with a linguistic social partner to learn a goal space,
goal embeddings and goal-achievement functions. The advantages of expressing goals with
language have been discussed extensively in Chapter 4: language facilitates interpretability
and communication with humans, can represent abstract goals and enhance generalization.
With IMAGINE, we also want to use language as a cognitive tool. Here, we give agents the
ability to invent new goals by composing known ones. This simple mechanism underlies
the generation of creative goals, which powers a creative exploration of the environment
and enhances systematic generalization.

5.1 Motivations and Related Work

Most goal-conditioned RL and POP-IMGEP approaches require pre-defined goal spaces,
goal embeddings and goal-achievement functions. This leads to three main drawbacks.
First, agents cannot be considered autonomous. Second, environment-specific goal
representations limit the generality of the approach. Third, the pre-definition of the goal
space sets a bound on the types of behaviors the agent can acquire.

Recent approaches proposed to learn goal representations in a self-supervised way
by training generative models of visual states (e.g. variational auto-encoders Péré et al.,
2018; Laversanne-Finot et al., 2018; Cully, 2019; Nair et al., 2018b, 2020). Here, the
high-dimensional states are embedded into compact latent codes and the learned latent
space forms the goal space. Sampling a latent code from the generative model is sampling
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a goal from the goal space. The goal-achievement function is based on the distance
between the latent codes of the goal and the current state. These approaches are
powerful because they are task-agnostic: agents learn goal representations and goal spaces
autonomously and generate learning signals internally. However, there are two drawbacks.
The first one concerns the level of abstraction. Because goals are states, the resulting
skills can only target concrete state representations. Although humans represent some
goals as sensorimotor targets, their most interesting goals are defined at higher levels of
abstraction—e.g. “being a good friend”. The second drawback concerns the limitation of
such goal generation to representations within the distribution of already-discovered effects.
Indeed, generative models simply learn the distribution of the training set (here the visited
states), thus cannot generate genuinely novel targets. Moving beyond within-distribution
goal generation, out-of-distribution goal generation could power creative exploration by
pushing agents to experience entirely novel things. However, this challenge remains to be

tackled.

In this difficult task, children leverage the properties of language to assimilate thou-
sands of years of experience embedded in their culture in only a few years (Bruner, 1991;
Tomasello, 1999). As developed in Section 4.6, the productive capacity of language can
push the limits of the known or even the real (our pink elephant example) (Chomsky,
1957). A take-away of these ideas is that we can use the compositionality of language
to productively compose new out-of-distribution goals from known ones. Imagining new
creative goals for oneself is reminiscent of pretend play, the type of play where children
generate their own problems and constraints—e.g. “let’s pretend I'm a cook” (Vygotsky,
1933; Singer & Singer, 2009; Chu & Schulz, 2020a). Delving into the evolutionary accounts
of animal and human play, Chu and Schulz identify this kind of play as “distinctively
human” (Chu & Schulz, 2020a). As they argue, it is remarkably adaptive:

“We believe novel problems and goals may be critical to human
cognition because problems constrain search, and narrowing the
search space sufficiently to generate new hypotheses is arguably,
far more than learning per se, the hard problem of cognition.”

(Chu & Schulz, 2020b)

The present study proposes to use linguistic productivity to enable agents to generate
creative problems—i.e. goals—for themselves. As we will see, this capability powers adap-
tive improvements down the line: it drives creative exploration and enhances systematic
generalization. Intrinsic Motivations And Goal INvention for Exploration (IMAGINE) is
a learning architecture leveraging linguistic interactions with a descriptive social partner
(SP) to explore procedurally-generated scenes and interact with objects. IMAGINE agents
discover meaningful environment interactions through their own exploration (Figure 5.1a)
and episode-level descriptions provided by sp (5.1b). They turn these descriptions into
targetable goals (5.1¢). As they receive more descriptions of their trajectories, agents
learn to represent goals by jointly training a language encoder mapping language to goal
embeddings and a goal-achievement reward function (5.1d). With the goal-achievement
function, agents can tell whether a given scene satisfies a given goal and generate their
own training signals for policy learning (ticks in 5.1d-e). More importantly, IMAGINE can
invent new goals by composing known ones (5.1f). Using their internal goal-achievement
function, agents can train on imagined goals autonomously.
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Discovering new goals through free exploration and language descriptions from a social partner
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Figure 5.1: IMAGINE overview. In the Playground environment, the agent
(hand) can move, grasp objects and grow some of them by putting them in
contact with food or water. Scenes are generated procedurally with objects
of different types, colors and sizes. A social partner provides descriptive
feedback (orange) that the agent stores as targetable goals (red bubbles).

Related work

The idea that language understanding is grounded in one’s experience of the world
and should not be secluded from the perceptual and motor systems has a long history
in cognitive science (Glenberg & Kaschak, 2002; Zwaan & Madden, 2005). This vision
was transposed to intelligent systems (Steels, 2006; McClelland et al., 2019), applied to
human-machine interaction (Dominey, 2005; Madden et al., 2010) and recently to deep
RL via frameworks such as BabyAI (Chevalier-Boisvert et al., 2019).

In their review of RL algorithms informed by natural language, Luketina and colleagues
distinguish between language-conditional problems where language is required to solve the
task and language-assisted problems where language is an additional help (Luketina et al.,
2019). In the first category, most works propose instruction-following agents (Branavan
et al., 2010; Chen & Mooney, 2011; Bahdanau et al., 2019a; Co-Reyes et al., 2019; Jiang
et al., 2019; Goyal et al., 2019; Cideron et al., 2020b). Although our system is language-
conditioned, it is not language-instructed: it is never given any instruction or reward but
sets its own goals and learns its own internal reward function. Two recent approaches
also learn a reward function but require extensive expert knowledge (respectively expert
dataset and known environment dynamics), whereas our agent uses experience generated
by its own exploration (Bahdanau et al., 2019a; Fu et al., 2019).

Language is also particularly well suited for hindsight experience replay (Andrychowicz
et al., 2017): descriptions of the current state can be used to relabel trajectories, enabling
agents to transfer skills across goals. Previous works used a hard-coded descriptive
function (Chan et al., 2019; Jiang et al., 2019) or trained a generative model to generate
goal substitutes (Cideron et al., 2020b; Zhou & Small, 2020). Here, we leverage the
learned reward function to scan goal candidates and find good descriptions.

To our knowledge, no previous work has considered the use of compositional goal
imagination to enable creative exploration. The linguistic basis of our goal imagination

123



124

Language as a Cognitive Tool to Imagine Goals: IMAGINE

mechanism is grounded in construction grammar (CG). CG is a usage-based approach
that characterizes language learning as a trajectory starting with pattern imitation and
discoveries of equivalence classes for argument substitution before evolving towards the
recognition and composition of more abstract patterns (Tomasello, 2000a; Goldberg, 2003).
This results in a structured inventory of constructions as form-to-meaning mappings that
can be combined to create novel and creative utterances (Goldberg, 2003; Bergs, 2019;
Hoffmann, 2018; Turner, 2020). The discovery and substitution of equivalent words in
learned schemas are observed directly in child language studies (Tomasello & Olguin, 1993;
Tomasello, 2000a). Computational implementations of this approach have demonstrated
its ability to foster generalization (Hinaut & Dominey, 2013) and were used for data
augmentation to improve the performance of neural seq2seq models in natural language
processing (Andreas, 2020).

Imagining goals by composing known ones only works in association with systematic
generalization (Bahdanau et al., 2019a; Hill et al., 2019): generalizations of the type grow
any animal + grasp any plant — grow any plant. These were found to emerge in instruction-
following agents, including generalizations to new combinations of motor predicates,
object colors and shapes (Hermann et al., 2017; Hill et al., 2019; Bahdanau et al., 2019a).
Systematic generalization can occur when objects share common attributes (e.g. type,
color). We directly encode that assumption into our models by representing objects
as single-slot object files (Green & Quilty-Dunn, 2017): separate entities characterized
by shared attributes. Because all objects have similar features, we introduce a new
object-centered inductive bias: object-based modular architectures based on deep sets
(Zaheer et al., 2017).

Contributions

This study introduces:

1. The concept of imagining new goals with language compositionality to drive explo-
ration.

2. IMAGINE: an autotelic agent that uses goal imagination to explore its environment,
discover and master object interactions by leveraging linguistic descriptions from a
social partner.

3. Modular policy and reward function architectures that demonstrate systematic
generalization properties enabling IMAGINE to train on imagined goals. Modularity is
based on deep sets, gated attention mechanisms and object-centered representations.

4. Playground: a procedurally-generated environment designed to study several types
of generalizations (across predicates, attributes, object types and categories).

5. Experiments investigating: i) the effects of our goal imagination mechanism on
generalization and exploration; ii) the general properties of imagination mechanisms
required for any algorithm to have a similar impact; iii) the impact of modularity
and iv) the impact of social interactions.
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5.2 Autotelic Skill Acquisition via Social Interactions

Our IMAGINE agent faces the problem of the autonomous acquisition of skills repertoires:

it has no prior on the set of achievable goals and receives neither instructions nor external
rewards. However, it interacts with a synthetic social partner (Sp) that offers linguistic
guidance towards relevant interactions. Let us describe the environment, the social
partner, the grammar and the evaluation metrics.

5.2.1 The Playground Environment

We argue that the study of new mechanisms requires the use of controlled environments.

We thus introduce Playground, a simple environment designed to study the impact of goal
imagination on exploration and generalization by disentangling these questions from the
problems of perception and fully-blown natural language understanding. The Playground
environment is a continuous 2D world, with procedurally-generated scenes containing
N = 3 objects selected from a set of 32 object types organized into five categories, see

Figure 5.2.
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Figure 5.2: Representation of possible object types and categories.

Agents have access to state vectors describing the scene, i.e.the agent’s body and
the objects. Each object is represented by features describing its type, position, color,
size and whether it is grasped. Object types are encoded by one-hots and positioned in
the 2D space. Their colors (red, green or blue) are encoded via continuous RGB codes
sampled uniformly from corresponding RGB sub-spaces. Categories are not explicitly
encoded but can be derived from the object type. Every object is made unique by
the procedural generation of its color, size and initial position. The agent can perform
bounded translations in the 2D plane, grasp and release objects with its gripper. It can
make animals and plants grow by bringing them the suitable supply (food or water for
animals, water for plants).

5.2.2 The Social Partner

The agent learns about interesting interactions by interacting with a simulated human
caregiver that we call the social partner (sp). Following a developmental approach (Asada
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et al., 2009), we propose a hard-coded surrogate sp that models essential aspects of the
developmental processes seen in humans:

e At the beginning of each episode, the agent chooses a goal by formulating a
sentence. SP then provides agents with optimal learning opportunities by orga-
nizing the scene with 1) the required objects to reach the goal (not too difficult);
2) procedurally-generated distracting objects (not too easy and providing further
discovery opportunities). This constitutes a developmental scaffolding modeling
the process of zone of prorimal development introduced by Vygotsky to describe
infant-parent learning dynamics (Vygotsky, 1934).

e At the end of each episode, SP provides the agent with sentences describing achieved
and meaningful outcomes (except sentences from a test set). Linguistic guidance
given through descriptions is a crucial component of how parents “teach” language to
infants, which contrasts with instruction following (providing a linguistic command
and then a binary feedback) that is rarely seen in real parent-child interactions
(Tomasello, 2009; Bornstein et al., 1992). By default, SP respects the three following
properties: 1) precision: descriptions are accurate; 2) exhaustiveness: it provides
all valid descriptions and 3) full-presence: it does so at each episode. Section 5.5.5
investigates relaxations of the last two assumptions. Note that sP only describes the
final state sy of the trajectory: Dg.(s7) C D", where D*" is the set of descriptions
SP can generate.

IMAGINE thus receives linguistic descriptions of its self-directed exploration. As it hears a
new description, IMAGINE adds it to the set of targetable goals and learns to represent it
by leveraging the alignment between SP’s descriptions and its own behavior.

5.2.3 Linguistic Goals and Descriptions
The following grammar generates the descriptions of the 256 achievable goals (G*):

1. Go: <go + zone> (e.g. go bottom left)

2. Grasp: < grasp + any + color + thing> (e.g. grasp any blue thing) OR
<grasp + color U {any} + object type U object category> (e.g. grasp red cat)

3. Grow: <grow + any + color + thing> (e.g. grow any red thing) OR
<grow + color U {any} + living thing U {living _thing, animal, plant}> (e.g. grow
green animal)

Italic bold and { } are sets of words, while italic are specific words. zomne refers
to areas of the scene (e.g.left), object type refers to a type (e.g. parrot) and object
category to one of the five object categories (e.g. living thing). living thing refers to
any plant or animal word. color is one of blue, green, red and any refers to any color
or any object. The grammar is structured around the three predicates go, grasp and
grow. Objects can be referred to by a combination of their color and either their type or
category, or simply by one of these (e.g. any blue thing).
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The set of achievable goals is partitioned into training (G"*®) and testing (G**) sets.
G20 is the set of goals corresponding to the subset of interactions SP knows about and
can describe Gt#in = PSP Gtest maximizes the compound divergence and minimizes the
atom divergence with respect to G"#". In simpler words, testing and training words
(atoms) are the same but testing sentences (compounds) are out of the distribution of
training sentences (Keysers et al., 2020). sP only provides descriptions from G"#*". We
limit the set of goals to control the complexity of our environment and carefully study
the generalization properties of IMAGINE.

Pre-verbal infants are known to acquire object-based representations very early (Spelke,
2003; Johnson et al., 2003) and, later, to benefit from a simplified parent-child language
during language acquisition (Mintz, 2003). Pursuing a developmental approach, we
assume corresponding object-based representations and a simple grammar. As we aim
to design agents that bootstrap creative exploration without prior knowledge of possible
interactions or language, we do not consider using pre-trained language models. To our
knowledge, Playground is the first environment to introduce object categories and category-
dependent combinatorial dynamics, which allows the study of new types of generalizations.
Section 5.4 presents the different types of generalization in depth. Appendix Section B.1
provides more details about the environment, the grammar and sp. We release Playground
in a separate repository.*

5.2.4 Evaluation Metrics

This paper investigates how goal imagination can lead agents to efficiently and
creatively explore their environment to discover interesting interactions with objects
around. In this quest, SP guides agents towards a set of interesting outcomes by uttering
linguistic descriptions. Through compositional recombinations of these sentences, goal
imagination aims to drive creative exploration, to push agents to discover outcomes
beyond the set of outcomes known by sp. We evaluate this desired behavior with three
metrics:

1. State generalization: We test agents on a variety of known linguistic goals from
the training set (goals that sP knows and describes). This evaluates agents’ ability
to reach known linguistic goals and generalize to new scenes.

2. Goal generalization: We test agents on goals from the testing set (goals that sp
never describes). This evaluates agents’ ability to generalize systematically to new
linguistic goals.

3. Exploration: We evaluate the quality of the exploration with an object-oriented
exploration metric that we call the interesting interaction count (12C). 12C is
computed on different sets of interesting interactions: behaviors a human could
infer as goal-directed. These sets include the training, testing sets and an extra set
containing interactions such as bringing water or food to inanimate objects. 12Cz
measures the number of times interactions from Z were observed over the last epoch

! https://github.com/flowersteam/playground_env
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(600 episodes), whether they were targeted or not (see Appendix Section B.3). Thus,
12C measures the penchant of agents to explore interactions with objects around
them.

These measures assess the quality of the agents’ autotelic exploration. In 1) and 2), the
goal-specific generalization score is measured as the success rate over 30 procedurally-
generated episodes. Generalization scores are then computed as the average of goal-specific
scores over the training (1) and testing (2) sets of goals. Unless specified otherwise, we
present means p and standard deviations over 10 seeds and report statistical significance
using a two-tail Welch’s t-test with null hypothesis p; = po at level a = 0.05 (noted by
star and circle markers in figures, see justifications in Appendix Section A).

5.3 The IMAGINE Architecture

IMAGINE agents build a repertoire of goals and train two internal models: 1) a goal-
achievement reward function R to predict whether a given description matches a state and
2) a policy 7 to achieve states matching goal descriptions. The architecture is depicted in
Figure 5.3 and follows this logic:

1. The goal generator samples a target goal garger from the set of known and imagined
goals (gknown U gim)-

2. The RL agent interacts with the environment using its policy 7 conditioned on the

goa‘l gtarget~
3. State-action trajectories are stored in a replay buffer mem(r).

4. sp’s descriptions of the last state Ds,(s7) are considered as potential goals Gep(s) =
DSP(ST)'

5. The agent uses positive pairs (sr, Gsr(S7)) to infer negative pairs (S7, Ginown \
Gsr(s7)) and stores both in memory mem(R).

6. The agent then updates:

e Goal generator: we update the set of known goals Ginown < Ginown U Gsp(ST)
and the set of imagined goals G;,, + Imagine(Gynown)-

o Language encoder (L.) and reward function (R) are updated using data from
mem(R).

e RL agent: We sample a batch of state-action transitions (s, a, s’) from mem().
Then, we use hindsight replay and ‘R to bias the selection of substitute goals to
train on (gs) and compute the associated rewards (s, a, s’, g5, 7). Substituted
goals g, can be known or imagined goals. Finally, the policy and critic are
trained via RL.

Algorithm 3 outlines the pseudo-code of our learning architecture.
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Figure 5.3: The IMAGINE architecture. Colored boxes show the different
modules of IMAGINE. Lines represent update signals (dashed) and function
outputs (plain). The language encoder L. is shared by the reward function

and the policy.

Algorithm 3 IMAGINE

1:
2:

=

11:
12:
13:
14:

15:
16:

17:
18:
19:

20:
21:
22:

Input: env, sp

Initialize: language encoder L., reward function R, policy m, empty reward function memory
mem(R), empty replay buffer mem(w), empty set of known goals Ginown, empty set of imagined

goals Gim
for e = 1 : Nepisodes dO

> Goal selection
if Ginown # @ then
sample gni, from Ginown U Gim
g < Le(gnw)
else
sample g from N (0,I)
> Interactions
(si—1, ai, si)icq1, 7] < env.rollout(w, g)
mem(m).add((si—1, ai, 8i)ie[1, 77)
Gsp < spP.get _descriptions(sr)
gknown — gknown @] gsp
mem(R).add (s, Gsp)
> Goal Imagination
if goal imagination allowed then
Gim < Imagination(Gunown)
> RL Updates
Batch, «+ BatchGenerator(mem(r))
Batch, < Hindsight(Batch,, R, Ginown, Gim)
m +RL_Update(Batch,)
> Reward function updates
if e % reward update freq == 0 then
Batchr < BatchGenerator(mem(R))

> ask for descriptions from SP
> update set of known goals

> see Algorithm 4

> Batch.={(s, a, s')}
> Batch,={(s, a, r, gs, s')} where r = R(s, g)

L., R + LE&RewardFunctionUpdate(Batchr)
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5.3.1 Goal Generator

The goal generator is a generative model of linguistic goals. It generates target goals
Grarges 1O condition environment interactions and substitutes goals g for hindsight replay.
When goal imagination is disabled, the goal generator samples uniformly from the set
of known goals Gy,own, sampling random vectors if empty. When enabled, it samples
with equal probability from known Gy ,own or imagined Gy, goals. G, is generated using
a mechanism grounded in construction grammar that leverages the compositionality of
language to imagine new goals from Gy,own. The heuristic consists in computing sets
of equivalent words: words that appear in two sentences that only differ by one word.
For example, from grasp red lion and grow red lion, grasp and grow can be considered
equivalent and, starting from grasp greem tree, one can imagine a new goal grow green
tree by substituting “grasp” by its equivalent “grow” (see Figure 5.1f). Imagined goals do
not include known goals. Among them, some are meaningless (e.g. go left right), some
are syntactically correct but infeasible (e.g. grow red lamp) and some belong to G****, or
even to G'#i" before they are encountered by the agent and described by sP. Appendix
Section B.4 provides the pseudo-code of the goal imagination mechanism and the list of
imaginable goals.

5.3.2 Language Encoder

The language encoder (L.) embeds linguistic goals (L, : G"* — R'%?) using an LSTM
(Hochreiter & Schmidhuber, 1997) trained jointly with the reward function. L. acts as
a goal translator. It turns the goal-achievement reward function, policy and critic into
language-conditioned functions.

5.3.3 Object-Centered Modular Architectures for the Reward
Function and Policy

The goal-achievement reward function, policy and critic leverage novel modular-
attention (MA) architectures based on deep sets (Zaheer et al., 2017), gated attention
mechanisms (Chaplot et al., 2018) and object-centered representations. The idea is to
ensure efficient skill transfer between objects, no matter their position in the state vector.
This is done through the combined use of a shared neural network that encodes object-
specific features and a permutation-invariant function to aggregate the resulting latent
encodings. The shared network independently encodes, for each object, an affordance
between this object (object observations), the agent (body observations) and its current
goal. The goal embedding generated by L. is first cast into an attention vector with
features in [0, 1], then fused with the concatenation of object and body features via a
term-by-term product (gated-attention Chaplot et al., 2018). The resulting object-specific
encodings are aggregated by a permutation-invariant function and mapped to the desired
output via a final network (e.g. into actions or action-values). Figure 5.4 depicts a graphic
representation of these architectures.
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Figure 5.4: Policy and reward function architectures: modular-attention
architectures for the policy (left, pink) and reward function (right, green).
The language encoder is represented in the bottom in yellow and the attention
mechanism in at the center in blue.

5.3.4 Internal Reward Function

The reward function (R) is trained to evaluate the probability that a state and a descrip-

tion match. This can be framed as a binary classification problem R(s,g) : S x R'% — {0, 1}.

We use the MA architecture with attention vectors o, a shared network NN® with output
size 1 and a logical OR aggregation. NN computes object-dependent rewards r; in [0, 1]
from the object-specific inputs and the goal embedding. The final binary reward is
computed by NN°* which outputs 1 whenever 35 : r; > 0.5. We pre-trained a neural OR
function to enable end-to-end training with back-propagation. The overall function is:

R(s,g) = NNOB(INN®(s0p5(1) © @)]sepn, np)-

Interacting with the environment and sp, the agent builds a set of entries [sr, g, 7]
where r € {0, 1} rewards the achievement of goal g in state st for all g in Giown: 7 =1
if g € Gsp(sr) and 0 otherwise. We periodically update L. and R by minimizing the
cross-entropy loss on batches sampled uniformly from the collected data.

5.3.5 Goal-Conditioned RL Agent

Our agent is controlled by a goal-conditioned policy 7 (Schaul et al., 2015) based on
the MA architecture (see Figure 5.4). It uses an attention vector 37, a shared network
NN™, a sum aggregation and a mapper NN* outputting the actions. Similarly, the critic
produces action-values via 49, NN? and NN*V:

m(s,9) = NN*( ) NN"(sapi) © B7))

i€[1..N]

Q(S7 a, g) = NNa-V( Z NNQ([SObj(i)7 a] ®79))

i€[1..N]
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We use DDPG to train both the actor and the critic (Lillicrap et al., 2016), although
we could use any other off-policy algorithm. As detailed in Appendix Section B.6, our
agent uses a form of hindsight experience replay (Andrychowicz et al., 2017).

5.4 Systematic Generalization in Playground

Because we generate scenes procedurally, the average success rate (SR) computed on
G'n measures the generalization to new states. However, when computed on G**t, SR
measures both this state generalization and the systematic generalization to new goal
descriptions. This section focuses solely on generalization in the language space: SRieg:.

5.4.1 Different Types of Generalization

Generalization can occur in two different modules of the IMAGINE architecture: the
reward function and the policy. Agents can only benefit from goal imagination when
their reward function can generalize the meanings of imagined goals from the meanings
of known ones. In that case, agents can further train on imagined goals, which might, in
turn, reinforce the generalization of their policy. This section characterizes different types
of generalizations that the reward and policy can both demonstrate.

e Type 1 — Attribute—object generalization: The ability to accurately associate an
attribute and an object that were never seen together before. For example, interpret-
ing the goal grasp red tree requires 1) the isolation of the red and tree concepts from
other sentences and 2) their combination to recognize a red tree. To measure this
ability, we removed from the training set all goals containing the attribute-object
combinations {blue door, red tree, green dog} and added them to the testing set (4
goals).

e Type 2 — Object identification: The ability to identify a new object from its attribute.
We left out of the training set all goals containing the word flower (4 goals). For
example, interpreting the goal grasp red flower requires 1) the isolation of red
concept and 2) its transposition to the unknown object flower. Note that, in
the case of grasp any flower, the agent cannot rely on the attribute and must
perform some kind of complement reasoning: “if these are known objects, and that
is unknown, then it must be a flower.”

o Type 3 — Predicate—category generalization: The ability to interpret an action
predicate applied on an object category when they were never seen together before.
A category regroups a set of objects and is not encoded in the object state vector.
It is only a linguistic concept. We left out all goals with the grasp predicate and
the animal category (4 goals). Correctly interpreting grasp any animal requires
1) the identification of objects belonging to the animal category (from experiences
with the grow predicate), 2) the isolation of the grasping concept (acquired from
grasping non-animal objects) and 3) their combination.

e Type 4 — Predicate—object generalization: The ability to interpret an action predicate
applied on an object when they were never seen together before. We leave out all
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goals with the grasp predicate and the fly object (4 goals). To correctly interpret
grasp any fly, the agent should leverage its knowledge about the grasp predicate
(acquired from the “grasping non-fly objects” goals) and the fly object (acquired
from the “growing flies” goals).

e Type 5 — Predicate—dynamics generalization: The ability to generalize the behavior
associated with an action predicate to another category of objects for which the
dynamics differs. In the Playground environment, the dynamics of grow with
animals and plants is a bit different. animals can be grown with food and
water, whereas plants only grow with water. We want to see whether IMAGINE
can transfer growing behaviors from animals to plants. We left out all goals with
the grow predicate and any plant object, plant and living thing words (48 goals).
For example, interpreting grow any plant requires 1) the identification of plant
objects (acquired from the “grasping plants” goals) and 2) knowing that objects
need supplies (food or water) to grow (acquired from the “growing animals” goals).
Type 5 is more complex than Type 4 because the dynamics change and because
it mixes objects (plants) and categories (plant, living thing). By definition, we
test zero-shot generalization without additional reward signals (before imagination).
As a result, even the perfect zero-shot generalization cannot perfectly adapt the
grow behavior from animals to plant and would bring food and water with equal
probability p = 0.5 for each.

Appendix Table B.1 provides the exhaustive list of goals used to test each type of
generalization.

5.4.2 Different Ways to Generalize

Agents can generalize to out-of-distribution goals (from any of the five categories
above) in three different ways:

1. Policy zero-shot generalization: The policy can achieve a new goal without additional
training.

2. Reward zero-shot generalization: The reward can tell whether a goal is achieved or
not without additional training.

3. Policy n-shot generalization or behavioral adaptation: When allowed to imagine
goals, IMAGINE agents can use the zero-shot generalization of their reward function
to train their policy to improve on imagined goals autonomously. After such training,
the policy might show improved generalization performance compared to its zero-
shot abilities. We call this performance n-shot generalization. The policy received
additional training thanks to the internal reward function but did not leverage
additional external feedback. This is crucial for achieving Type 5 generalization.
As we said, zero-shot generalization cannot figure out that plants only grow with
water. Fine-tuning the policy based on experience and internal rewards enables
agents to perform behavioral adaptation: adapting their behavior towards imagined
goals autonomously.
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5.5 Experiments

This section first showcases the impact of goal imagination on exploration and gen-
eralization (Section 5.5.1). To complete the picture, we analyze other goal imagination
mechanisms and investigate the properties enabling these effects (Section 5.5.3). Finally,
we show that our modular architectures are crucial to a successful goal imagination
(Section 5.5.4) and discuss more realistic interactions with sp (Section 5.5.5).

IMAGINE agents achieve near-perfect generalizations to new states, SRyain = 0.9540.05.
Thus, we focus on generalization in language space and exploration (SR ). Appendix Sec-
tions B.2 to B.7 provide additional results and insights organized by theme (generalization,
exploration, goal imagination, architectures, reward function and visualizations).

5.5.1 The Impact of Goal Imagination on Generalization and
Exploration

This section investigates the impact of goal imagination on the systematic generaliza-
tion and the exploration abilities of the IMAGINE agent.

Impact on Generalization

Figure 5.5a shows SR, when the agent starts imagining goals early (after 6 - 103
episodes), halfway (after 48 -10% episodes) or when not allowed to do so. Goal imagination
leads to significant improvements in generalization.

1.0f —— early —=— half-way —*— never 1.0y~ —— food - water ] —e— early —=— half-way — never
; *****i:**;:::: [J] 80 P I R

©0.8¢ | 4‘.60.8 * ok ok ok ok ok ok ok
Bl
© o
0.6t Q0.6 L)60
@ c S
So.at Lo.4t 40 ‘
5 3
0.2 So2 20/

0. 20 40 60 80 100 0.0 20 40 60 80 100 ) 20 40 60 80 100

Episodes (x103) Episodes (x103) Episodes (x103)
(a) (b) (c)

Figure 5.5: Goal imagination drives exploration and generalization. Vertical
dashed lines mark the onset of goal imagination. a) SReest - b) Behavioral
adaptation, empirical probabilities that the agent brings supplies to a plant
when trying to grow it. ¢) 12¢ computed on the testing set. Stars indicate
significance (a and c are tested against never).

Behavioral Adaptation

Agents learn to grow animals from SP’s descriptions but are never told they could
grow plants. When evaluated offline on the growing-plants goals before goal imagination,
agents’ policies perform a sensible zero-shot generalization and bring them water or food
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with equal probability, just like they would do for animals (Figure 5.5b, left). This,
however, is a case of over-generalization. Although the grammar is the same, the required
behaviors differ—plants only grow with water. The structure of the world does not match
the compositional structure of language. As agents start to imagine and target these goals,
their behavior adapts (Figure 5.5b, right). If the reward function generalizes well, it only
provides positive rewards when the agent brings water to the plants. The policy slowly
adapts to this internal reward signal and pushes agents to bring more water. We call this
phenomenon behavioral adaptation—agents recover from cases of over-generalization.

Impact on Exploration

Figure 5.5¢ presents the 12C metric computed on the set of interactions related to
G's' and demonstrates the exploration boost triggered by goal imagination. Appendix
Section B.3 presents other 12C metrics computed on additional interaction sets.

5.5.2 Systematic Generalization

Figure 5.6 presents training and generalization performance of the reward function
and policy. We discuss the zero-shot and n-shot generalization abilities of the reward
function and policy in the five types of generalizations.

Reward Function Zero-Shot Generalization

When the reward function is trained in parallel with the policy, we monitor its
zero-shot generalization capabilities by computing the Fj-score over a dataset collected
separately with a trained policy run on goals from G'* (kept fixed across runs for fair
comparisons). As shown in Figure 5.6a, the reward function exhibits good zero-shot
generalization properties over four types of generalization after 25 x 10® episodes. Note
that, because we test on data collected with a different RL policy, the F}j-scores presented
in Figure 5.6a may not faithfully describe the true generalization of the reward function
during co-training.

Policy Zero-Shot Generalization

The zero-shot performance of the policy is evaluated in Figure 5.6b (no imagination
condition) and in the period preceding goal imagination in Figure 5.6¢ and 5.6d (before
the vertical dashed lines). The policy shows excellent zero-shot generalization properties
for Type 1, 3 and 4, average zero-shot generalization on Type 5 and fails to generalize
on Type 2. Type 1, 3 and 4 can be said to have similar levels of difficulty, as they all
require to learn two concepts individually before combining them at test time. Type 2 is
much more difficult as the word “flower” appears for the first time. The language encoder
receives a new word token, which seems to disturb behavior. As said earlier, zero-shot
generalization on Type 5 cannot do better than 0.5, as it cannot infer that plants only
require water.
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Figure 5.6: Zero-shot and n-shot generalizations of the reward function and
policy. Each figure represents the training and testing performance (split
by generalization type) for the reward (a) and the policy (b, ¢, d). (a) and
(b) represent zero-shot performance in the no imagination conditions. In
(c) and (d), agents start to imagine goals as denoted by the vertical dashed
line. Before that line, SR evaluates the zero-shot generalization. After, it
evaluates the n-shot generalization, as agents can train autonomously on

imagined

goals.



Experiments

Policy N-Shot Generalization

When goal imagination begins (Figures 5.6¢ and 5.6d after the vertical lines), agents
can imagine goals and train on them. This means that SR evaluates n-shot policy
generalization. Agents can now perform behavior adaptation. They can learn that plants
need water. As they learn this, their generalization performance on Type 5 goals increases
and goes beyond 0.5. Note that this effects fights the zero-shot generalization. By default,
the policy and the reward function apply zero-shot generalization: e.g.they bring water or
food equally to plants. Behavioral adaptation attempts to modify that default behavior.
Because of the poor zero-shot generalization of the reward on goals of Type 2, agents
cannot hope to learn Type 2 behaviors. Moreover, they cannot imagine Type 2 goals
because they never encountered the word flower.

5.5.3 Properties of Imagination Mechanisms

We propose to characterize goal imagination mechanisms by two properties: 1) Couv-
erage: the fraction of G**** found in Gy, and 2) Precision: the fraction of the imagined
goals that are achievable. We compare our goal imagination mechanism based on the
construction grammar heuristic (CGH) to variants characterized by 1) lower coverage;
2) lower precision; 3) perfect coverage and precision (oracle); 4) random goal imagination
baseline (random sequences of words from G*#" leading to near null coverage and preci-
sion). These measures are computed at the end of experiments, when all goals from G®#i
have been discovered (Table 5.1).

Coverage Precision
CGH 0.87 0.45
Oracle 1 1
Low Coverage 0.44 0.45
Low Precision 0.87 0.30
Random G. ~0 ~0

Table 5.1: Coverage and precision of different goal imagination heuristics.

Figure 5.7a shows that CGH achieves a generalization performance on par with the
oracle. Reducing the coverage of the goal imagination mechanism still brings significant
improvements in generalization. In the low coverage condition, Appendix Section B.4
shows that the generalization performance on the imagined testing goals is not statistically
different from the performance on similar non-imagined ones. This implies that the
systematic generalization boost triggered by imagined goals also benefits non-imagined
ones. Finally, reducing the precision of imagined goals (gray curve) seems to impede
generalization (no significant difference with the no imagination baseline).

Figure 5.7b shows that all non-random goal imagination heuristics enable a significant
exploration boost. The random goal baseline acts as a control condition. It demonstrates
that the generalization and exploration boosts are not due to a mere effect of network
regularization resulting from the addition of random goals (no significant effect with the
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no imagination baseline). Using random goal embeddings instead did not produce any
significant effect neither.
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Figure 5.7: Goal imagination properties. (a): SR on testing set. (b): 12C
on G**. We report the standard error of the mean. Stars indicate significant
differences with the no imagination condition.

5.5.4 Modularity Interacts with Goal Imagination

We compared MA to flat architectures (FA) that consider the whole scene at once. As
the use of FA for the reward function showed poor performance on G##* Table 5.2 only
compares the use of MA and FA for the policy and assumes an MA architecture for the
reward function. MA shows stronger generalization and is the only architecture allowing
an additional boost with goal imagination. Only MA policy architectures can leverage the
novel reward signals coming from imagined goals and turn them into behavioral adaptation.
Appendix Section B.5 provides additional details.

Table 5.2: Policy architectures performance (SReest after convergence). Bold
indicates significant differences between the imagination condition and the
baseline.

MA FA
Im. 0.76 £0.1 0.15+0.05

NoIm. | 0.51+£0.1 0.1740.04
p-val | 4.8 x107® 0.66

5.5.5 Properties of Linguistic Feedback

We study the relaxation of the full-presence and exhaustiveness assumptions of the
social partner, see Figure 5.8. We first relax the full-presence while keeping exhaustiveness
(blue, yellow and purple curves). When sp has a 10% chance of being present (yellow),
imaginative agents show generalization performance on par with the unimaginative agents
trained in a full-presence setting (green). However, when the same amount of feedback
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is concentrated in the first 10% episodes (purple), goal imagination enables significant
improvements in generalization compared to the no-imagination condition in green. This
is reminiscent of children who become more and more autonomous as they grow into
adulthood and is consistent with experiments from Chan et al. (2019). When we relax
ezhaustiveness, SP only provides one positive and one negative description every episode
(red) or in 50% of the episodes (gray). Then, the generalization performance matches
the one of unimaginative agents in the exhaustive setting (green). In all conditions, the
training performance SRy, remains near-perfect.
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Figure 5.8: Influence of social feedback. SR on G'*' for different social

strategies. Stars indicate significant differences with the exhaustive condition
without imagination (ez:1 no imag.). sem plotted, 5 seeds.

5.6 Discussion

IMAGINE is a learning architecture that tackles the autonomous acquisition of skills
repertoires by leveraging linguistic interactions with a social partner. Goal embeddings,
goal spaces and goal-achievement functions are all learned from interactions with a
synthetic social partners describing the agent’s trajectories. By internalizing goal repre-
sentations, the IMAGINE agent becomes more and more self-sufficient: it targets its own
goal, generates its own learning reward and learns goal-oriented skills autonomously.

The standard definition of creativity as novelty times appropriateness (Simonton,
2012; Runco & Jaeger, 2012) shares similarities with the intermediate novelty principle
(Berlyne, 1950). Not novel enough is boring (e.g. known sentences), but too novel is
overwhelming (e.g. sentences with random words). The sweet spot is in the middle—using
novel instances of known constructions. Thus, our goal imagination mechanism offers a
simple way to achieve such intermediate novelty and creativity. With it, IMAGINE can
explore beyond the set of goals it was nudged towards by the social partner. It uses
language as a cognitive tool to imagine out-of-distribution goals that power a creative
object-oriented exploration and favor systematic generalization. Goal imagination also
leads to funny behaviors like attempting to grow pieces of furniture with food or water.
This echoes the way a child may try to feed his doll during pretend play (Vygotsky, 1933;
Singer & Singer, 2009; Chu & Schulz, 2020D).

In 1950, Alan Turing hypothesized that human-level intelligence would be reached
by teaching machines like we teach children (Turing, 1950). Building on this intuition, a
roadmap towards machine intelligence recently proposed to first pre-train agents to learn
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efficiently and communicate with humans in a controlled simulated environment before
letting them interact and learn with humans (Mikolov et al., 2016). IMAGINE is in line
with these propositions. Although the current implementation requires much feedback,
our experiments show that feedback is mainly required in the early phases of learning.
Moreover, improvements in supervised learning methods (to learn the reward function)
and RL methods (to learn the policy) can directly benefit IMAGINE’s sample efficiency,
making it more and more accessible to direct human teaching.

Attention mechanisms contribute to interpretability and are thus interesting for future
human-agent interactions. Looking at the attentional scaling factors that result from
linguistic descriptions can indeed offer a sneak peek at the agent’s inner workings (see
Appendix Figure B.11).

IMAGINE differs from standard language-conditioned RL setups in three aspects: 1) it is
not instructed but generates its own goals; 2) the social feedback is descriptive, not valued
and 3) it internalizes a reward function and learns from internal signals. Because IMAGINE
is not instructed, it is left free to generate its own goals and organize its own exploration.
This aligns with studies from developmental psychology showing that children explore
more in non-pedagogical settings, when they are not explicitly instructed but left free to
interact:

“Initially, direct instruction offers a fast strategy for concept
learning. However, over time, children who receive only direct
wnstruction will be less likely to explore and discover relevant
strategies, and thus less able to acquire and consolidate the relevant
concepts.” (Bonawitz et al., 2009)

In IMAGINE as well, the social partner provides crucial feedback for the agents to ground
their first concepts. However, free exploration organized as the pursuit of imagined goals
allows agents to enhance their generalization abilities, i.e. consolidate and generalize their
concepts.

IMAGINE learns about interesting behaviors from linguistic interactions with sp. In
contrast with hand-crafted reward functions, linguistic descriptions provide an easy way
to guide machines towards relevant interactions. A posteriori counterfactual feedback is
easier to communicate for humans, especially when possible effects—and thus possible
instructions—are unknown. Agents can also greatly benefit from such counterfactual
feedback via hindsight learning—agents can use a single trajectory to learn about several
pretend goals (Andrychowicz et al., 2017; Eysenbach et al., 2020).

We can draw a parallel with the pedagogy implemented in Montessori-like schools.
In such schools, children mainly receive factual feedback (achieved/not achieved or
descriptive) and often rely on feedback from their peers. In contrast, children in traditional
schools receive valued feedback (good/bad) primarily from their teacher. As studies
showed, Montessori children seem to demonstrate a more positive attitude towards failure,
adapt quicker and autonomously to new situations, be more creative and explore more
in general (Dénervaud & Gentaz, 2015; Denervaud et al., 2019, 2020). A hypothesis—
that remains to be tested—could be that hearing factual feedback from several people,
including peers, compels the child to model feedback internally; if my friends can judge,
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why couldn’t I? In contrast, the child might not see feedback that contains an emotional
value and comes from a unique teacher as something that can be modeled. Such feedback
appears more subjective and external. Children from Montessori-like schools would thus
have a higher tendency to internalize reward functions than others. With an internal
reward function, as we saw in the IMAGINE study, agents can target and learn about
imagined goals. This could explain higher creativity, exploration and adaptation. Internal
signals are not social, thus deprived of emotional values. This could explain a more
positive attitude towards failure.

Playground is a tool that we hope will enable the community to further study under-
explored descriptive setups with rich combinatorial dynamics. It is designed for the
study of goal imagination and combinatorial generalization and is disentangled from
other RL problems such as state-space exploration, sparse rewards or partial observability.
Compared to existing environments (e.g. Hermann et al., 2017; Chevalier-Boisvert et al.,
2019; Chan et al., 2019), we allow the use of descriptive feedback, introduce the notion
of object categories and category-dependent object interactions (grow refer to different
modalities for plants or animals). Playground can easily be extended by adding objects,
attributes, category- or object-type-dependent dynamics.

Future Work

Although IMAGINE was presented in a controlled setting, we think the approach can
scale to harder problems involving more complex states and language inputs. IMAGINE
could be combined with unsupervised multi-object representation learning algorithms
(Burgess et al., 2019; Greff et al., 2019, 2020) to work directly from pixels (see a similar
approach in Ding et al., 2020). The resulting algorithm would still be different from
goal-as-state approaches (Nair et al., 2018b; Pong et al., 2020; Nair et al., 2020). Indeed,
linguistic goals represent abstract binary problems whereas goal-as-state approaches deal
with target features—see discussion in Appendix Section B.8.

A more complex language could be introduced. Fpr example, one could consider object
relationships (e.g. grasp any X left of V'), see Karch et al. (2020) for our preliminary
experiments in this direction. While the use of pre-trained language models (Radford
et al., 2019; Brown et al., 2020) is incompatible with our developmental approach, it
would be interesting to study how to leverage them for creative goal imagination. Because
CGH performs well in our setup with a medium precision (0.45) and because similar
mechanisms were successfully used for data augmentation in complex natural language
processing tasks (Andreas, 2020), we believe our goal imagination heuristic could scale to
more natural languages. A potential solution to this problem could be to train a language
translator to project natural language to the simple internal synthetic language using
methods inspired by Marzoev et al. (2020).

We could reduce the burden on Sp by considering unreliable feedback (lower precision)
or conditioning goal generation on the initial scene (e.g. using mechanisms from Cideron
et al., 2020b). One could also add new interaction modalities by letting sp perform
demonstrations, propose goals or guide the agent’s attention. Our modular architectures,
because they are set functions, could also directly be used to consider variable numbers of
objects. Finally, we could use offline learning (Fujimoto et al., 2019; Levine et al., 2020)
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to reinterpret past experience in the light of new imagined goals without any additional
environment interactions.

Links

Demonstration videos are available at https://sites.google.com/view/imagine-
drl. The source code of playground environment can be found at https://github.
com/flowersteam/playground_env and the source code of the IMAGINE architecture
https://github.com/flowersteam/Imagine.
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Chapter 6

Language-Conditioned Goal Generation:
LGB

This chapter introduces a novel linguistic RL-IMGEP architecture called LGB for Language-
Goal-Behavior. In contrast to existing language-conditioned RL algorithms, LGB decouples
language grounding from skill learning through an intermediate semantic representation.
Let us see why this might be a good idea.

6.1 Motivations and Related Work

The last chapter presented IMAGINE, a RL-IMGEP agent conditioned on its own
linguistic goals. Linguistic goal representations offer two main advantages: abstraction
and generalization. Whereas goal-as-state approaches express goals as concrete targets
in the state space, language can express abstract goals as arbitrary constraints on the
agent’s trajectory. Language further offers the possibility to generalize systematically,
i.e. to readily represent and achieve novel linguistic goals formed by recombinations of
known linguistic concepts, see Sections 4.3 and 4.4.

However, direct language conditioning suffers from three drawbacks. First, it couples
skill learning and language grounding. Language-conditioned agents cannot learn skills
without linguistic inputs, which contrasts with the goal-directed behaviors of preverbal
infants (Mandler, 1999). Second, direct conditioning limits the behavioral diversity
associated with a particular language input: a single goal leads to a low diversity
of behaviors that only results from undirected stochasticity in the policy or in the
environmental dynamics. The agent can achieve several goals but cannot achieve a goal
in several ways. Third, this lack of behavioral diversity prevents agents from switching
strategy after a failure.

We propose to decouple skill learning and language grounding via an intermediate
semantic representation to circumvent these three limitations. On the one hand, agents can
learn skills without language by targeting configurations from the semantic representation
space (skill learning). On the other hand, they can learn to generate valid semantic
configurations matching the constraints expressed by language descriptions (language
grounding). This language-conditioned goal generation is the backbone of behavioral
diversity: a given sentence can correspond to a whole set of matching configurations.
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After skill learning and language grounding, the agent can execute linguistic goals by first
sampling a set of matching semantic configurations, then pursuing one of them.

The architecture we propose takes inspiration from research in developmental psy-
chology. Spelke’s theory of core knowledge argues that the specific features of human
cognition are built on a restricted set of early-developing core knowledge systems: for
objects and their interactions, for agents and their goal-directed behaviors, for numbers
and arithmetic, for space and geometry and for social partners (Spelke, 2003; Spelke &
Kinzler, 2007). In the same spirit, Mandler demonstrated that infants possess innate
or early-developing predicates characterizing spatial relations between objects (Mandler,
2012). Our architecture uses such innate semantic predicates to form intermediate rep-
resentations between skills and language. Spelke argues that language, thanks to its
combinatorial properties, is the human-specific feature that binds all core knowledge
systems into general cross-domain representations. In our architecture as well, language
is used to build more abstract representations on top of innate semantic ones.

The ability to generate possible configurations from a linguistic description is also
reminiscent of the embodied simulation hypothesis. According to this hypothesis, language
triggers a rich diversity of mental simulations in humans (see an exciting account of these
ideas in Bergen, 2012). When our agents receive a linguistic description, they generate a
diversity of matching cognitive representations—i.e. a diversity of possible futures. From
these representations, they can select one and try to make it happen.

Contributions

We propose a novel conceptual RL architecture named LGB for Language-Goal-Behavior
and pictured in Figure 6.1 (right). The LGB architecture enables agents to decouple the
autotelic acquisition of repertoires of skills (Goals — Behavior) from language grounding
(Language — Goals) via the use of semantic goal representation. To our knowledge, the
LGB architecture is the only one to combine the following four features:

e [t is autotelic: it selects its own semantic goals and generates its own rewards,

e It decouples skill learning from language grounding, accounting for preverbal infants
learning,

e [t exhibits a diversity of behaviors for any given linguistic goal,

e [t can switch strategy in case of failure.

Besides, we introduce an instance of LGB named DECSTR for DEep sets and Curriculum
with SemanTic goal Representations. Using DECSTR, we showcase the advantages of
the conceptual decoupling idea. In the skill learning phase, DECSTR evolves in a robotic
manipulation environment and leverages semantic representations based on predicates
describing spatial relations between physical objects. These predicates are known to be
used by infants from a very young age (Spelke, 2003; Spelke & Kinzler, 2007; Mandler,
2012). DECSTR autonomously learns to discover and master all reachable configurations in
its semantic representation space. In the language grounding phase, we train a conditional
VAE (C-VAE) to generate semantic goals from linguistic descriptions. Finally, we can
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evaluate the agent in an instruction-following phase by composing the two first phases:
first, sampling a set of semantic goals from a description, then pursuing one. The
experimental section investigates three questions: how does DECSTR perform in the three
phases? How does it compare to end-to-end language-conditioned RL approaches? Do
we need intermediate representations to be semantic? Code and videos can be found at
https:/ /sites.google.com /view /decstr/.

Related Work

Most approaches from the language-conditioned RL literature (LC-RL) define instruction-
following agents receiving external instructions and rewards (e.g. Hermann et al., 2017,
Chan et al.; 2019; Bahdanau et al., 2019a; Cideron et al., 2020b; Jiang et al., 2019; Fu
et al., 2019, see review in Chapter 4). One exception is the autotelic IMAGINE approach
introduced in the previous chapter. In all cases, the linguistic condition prevents the
decoupling of language grounding and skill learning, true behavioral diversity and efficient
strategy-switching behaviors. Our approach is different. It decouple language grounding
from skill learning. The language-conditioned goal generation allows behavioral diversity
and strategy-switching behaviors.

DECSTR, our proposed implementation of LGB, evolves in a block manipulation
domain. Stacking blocks is one of the earliest benchmarks in artificial intelligence (e.g.
Sussman, 1973; Tate & others, 1975) and has led to many simulation and robotics studies
(Deisenroth et al., 2011; Xu et al., 2018). Recently, two papers demonstrated impressive
results by stacking up to 4 and 6 blocks, respectively (Lanier et al., 2019; Li et al.,
2020). However, these approaches are not intrinsically motivated, involve hand-defined
curriculum strategies and express goals as specific target block positions. In contrast,
DECSTR is intrinsically motivated, builds its own curriculum and uses semantic goal
representations (symbolic or language-based) based on spatial relations between blocks.

Several works use semantic representations to associate meanings and skills (Tellex
et al., 2011; Kulick et al., 2013; Al-Omari et al., 2017). The first two use semantic
representations as an intermediate layer between language and skills while the third does
not use language. Whereas DECSTR acquires skills autonomously, previous approaches all
use skills that are either manually generated (Al-Omari et al., 2017), hand-engineered
(Tellex et al., 2011) or obtained via optimal control methods (Kulick et al., 2013). Closer
to us, an interesting approach decouples skill learning from language grounding in a
goal-conditioned imitation learning paradigm by mapping both linguistic goals and visual
goals to a shared representation space (Lynch & Sermanet, 2020). This approach is not
intrinsically motivated because agents are trained from a dataset of human teleoperated
trajectories and are externally instructed. Behavioral diversity and the resulting strategy-
switching behaviors are also limited by a one-to-one correspondence between visual and
linguistic goals.

6.2 The Language-Goal-Behavior Architecture

LGB architectures are designed to solve the problem of the autonomous acquisition of
skills repertoires in non-linguistic setups, followed by a language grounding phase. LGB
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agents leverage a semantic representation of their environment and, in a first skill learning
phase, must discover and master as many semantic configurations as possible. In a second
phase, they can interact with a descriptive social partner and must ground linguistic
descriptions into the skills acquired in phase 1.

LGB architectures are composed of three main modules. First, the semantic rep-
resentation defines the behavioral and goal spaces of the agent. Second, an autotelic
GC-RL algorithm organizes the skill learning phase. Third, the language-conditioned goal
generator implements the language grounding phase. The instruction-following phase is
the combination of the skill learning and language grounding phases. The three phases are
respectively called G—B for Goal — Behavior, L—G for Language — Goal and L—-G—B
for Language — Goal — Behavior, see Figure 6.1 and Appendix C.1.

Instances of the LGB architecture should demonstrate the four properties listed in the
introduction: 1) be autotelic; 2) decouple skill learning and language grounding; 3) favor
behavioral diversity; 4) allow strategy-switching. We argue that any LGB algorithm
should fulfill the following constraints. For LGB to be autotelic (1), the algorithm must
integrate the generation and selection of semantic goals and generate its own rewards.
Decoupling is ensured by design (2). For LGB to demonstrate behavioral diversity and
strategy switching (3, 4), the language-conditioned goal generator must effectively model
the distribution of semantic goals satisfying the constraints expressed by any linguistic
description.

Known
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Figure 6.1: A standard language-conditioned RL architecture (left) and our
proposed LGB architecture (right).

6.2.1 Semantic Representations in the Fetch Manipulate
Environment

DECSTR evolves in the Fetch Manipulate environment: a robotic manipulation domain
based on MUuJOCO (Todorov et al., 2012) and derived from the Fetch tasks (Plappert et al.,
2018a), see Figure 6.2. Actions are 4-dimensional: 3D gripper velocities and grasping
velocity. Observations include the Cartesian and angular positions and velocities of the
gripper and the three blocks.
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We assume DECSTR has access to innate semantic representations based on a list of
predicates describing spatial relations between pairs of objects in the scene. We consider
two of the spatial predicates infants demonstrate early in their development: the close and
the above binary predicates (Mandler, 2012). We apply these predicates to all permutations
of object pairs for the 3 objects we consider: 6 permutations for the above predicate and 3
combinations for the close predicate due to its order-invariance. A semantic configuration
is the concatenation of the evaluations of these 9 predicates and represents spatial relations
between objects in the scene. In the resulting semantic configuration space {0,1}°, the
agent can reach 35 physically valid configurations, including stacks of 2 or 3 blocks and
pyramids, see examples in Figure 6.2. The binary reward function directly derives from
the semantic mapping: the agent rewards itself when its current configuration c, matches
the goal configuration ¢, = g. Appendix C.2 provides formal definitions and properties of
predicates and semantic configurations.

Figure 6.2: Example configurations. Top-right: all pairs of blocks are close
(111) and the blue block is above the red block (000100). The resulting
configuration is 111000100.

Inspired by Vygotsky’s concept of zone of proximal development (Vygotsky, 1934),
we let a social partner facilitate DECSTR’s exploration by providing non-trivial initial
configurations. After a first period of autonomous exploration, the social partner initializes
the scene with stacks of 2 blocks in 21% of the episodes, stacks of 3 blocks in 9%, and
puts a block in the agent’s gripper 50% of the episodes. This help aims at relaxing the
exploration burden—which is orthogonal to our contributions. The social partner provides
no help during offline evaluations.

6.2.2 Autotelic Reinforcement Learning

This section describes the implementation of the autotelic RL module in DECSTR. The
policy takes as input the current state, the current semantic configuration and the goal
configuration while the critic also receives the action. Both are trained with the soft-actor
critic algorithm (sac, Haarnoja et al., 2018b) and hindsight experience replay (HER,
Andrychowicz et al., 2017). DECSTR samples goals via its curriculum strategy, collects
experience in the environment, then performs policy updates with SAC. This section
describes two particularities of our RL implementation: the self-generated goal selection
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curriculum and the object-centered network architectures. Implementation details and
hyperparameters can be found in Appendix C.3.

Goal Selection and Curriculum Learning

DECSTR only selects goals among the set of semantic configurations it has already
discovered. We use an automatic curriculum strategy (Portelas et al., 2020b) inspired
by the CURIOUS algorithm (Chapter 3). DECSTR tracks aggregated estimations of its
competence (C) and learning progress (LP). Its selection of goals to target during data
collection and goals to learn about during policy updates is biased towards goals associated
with high absolute LP and low C.

Automatic bucket generation. LP is often computed on sets of goals with similar
difficulties or similar dynamics to robustify the estimations (Forestier & Oudeyer, 2016a,
and Chapter 3). While previous works leveraged expert-defined goal buckets, we cluster
goals based on their time of discovery. The intuition is that the time of discovery is
a good proxy for goal difficulty: agents discover easier goals earlier than difficult ones.
Buckets are initially empty (no known configurations). When an episode ends in a new
configuration, the N, = 5 buckets are updated. Buckets are equally filled and the first
buckets contain the configurations discovered earlier. Thus, goals change buckets as new
goals are discovered.

Tracking competence, learning progress and sampling probabilities. Regularly,
DECSTR evaluates itself on goal configurations sampled uniformly from the set of known
ones. For each bucket, it tracks the recent history of past successes and failures when
targeting the corresponding goals (last W = 1800 self-evaluations). C is estimated as the
success rate over the most recent half of that history C = Crecent- LP 18 estimated as the
difference between Ciecens and the competence evaluated over the first half of the history
(Ceartier)- This is a crude estimation of the derivative of the C curve with respect to time:
LP = Crecent - Cearlier- Lhe sampling probability P; for bucket i is:

(1 —c;) x |Lp]
SN (1—cy) x |Lpy]

In addition to the usual LP bias, this formula favors goals of lower ¢ when they have

%

similar LP. The absolute value ensures that agents refocus on buckets that contain goals
where their performance is decreasing (e.g. because of forgetting).

Object-Centered Architecture

Instead of fully connected or recurrent networks, DECSTR uses object-centered archi-
tectures adapted from deep-sets for the actor and critic (Zaheer et al., 2017) similar to the
ones used in IMAGINE (Chapter 5). For each pair of objects, a shared network N Ngareq
independently encodes the concatenation of body features, objects features, current and
target semantic configurations, see Figure 6.3. This shared network ensures an efficient
transfer of skills between pairs of objects. A second inductive bias leverages the symmetry
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of the behavior required to achieve above(o;, 0;) and above(o;, 0;). To ensure automatic
transfer between the two, we present half of the features (e.g. those based on pairs (0;, 0;)
where i < j) with goals containing one side of the symmetry (all above(o;, 0;) for i < j)
and the other half with the goals containing the other side (all above(o;, 0;) for i < j). As
a result, the above(o;, 0;) predicates fall into the same slot of the shared network inputs
as their symmetric counterparts above(o;, 0;), only with different permutations of object
pairs. Goals are now of size 6: 3 close and 3 above predicates, corresponding to one side of
the above symmetry. Skill transfer between symmetric predicates is automatically ensured.
Appendix C.3.1 further describes these inductive biases and our modular architecture.

body -| [ H ‘H
obj, - [] H H 7% %
obj, 4 [ ] H ¢H —
obj:f ] :E E
body{: H L
L 2
. - 3
obj, 4 . N —
1 L[ Semantic shared 4 policy a
b M » mapping 5
Obly 4 L function 6
obj, 4 [

Figure 6.3: Object-centered modular architecture for the policy. The critic
uses an equivalent architecture.

6.2.3 Language-Conditioned Goal Generation

The language-conditioned goal generation module (LGG) is a generative model of
semantic representations conditioned on linguistic descriptions. It is trained to generate
semantic configurations matching the agent’s initial configuration and the description
of a transformation in one object-pair relation. Thus, it answers: if I perform the
transformation d from configuration c;, which configurations can I end up in?

Dataset from Social Interactions

A training dataset is collected via interactions between a DECSTR agent trained
in phase G—B and a social partner. DECSTR generates semantic goals and pursues
them. For each trajectory, the social partner provides a description d of one change in
objects relations from the initial configuration ¢; to the final one cy. The set of possible
descriptions contains 102 sentences. Each describes a positive or negative shift for one of
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the 9 predicates in a simplified language (e.g. get red above green). This leads to a dataset
D of 5000 triplets: (¢;, d, cy).

C-VAE for Language-Conditioned Goal Generation

We implement LGG with a conditional VAE (C-VAE) trained on this dataset (Sohn
et al., 2015). Inspired by the context-conditioned goal generator from Nair et al. (2020),
we add an extra condition on linguistic descriptions to improve agent’s control on its
goal generation. We encode the description with a recurrent network and train it
jointly with the VAE to minimize a mixture of Kullback-Leibler and cross-entropy losses.
Appendix C.3.2 provides the list of sentences and implementation details.

Strategy-Switching and Logical Combinations

From a single linguistic description, the agent can sample LGG repeatedly and obtain
a set of matching goal configurations. This enables skill diversity and strategy-switching:
if the agent fails, it can sample another valid goal to fulfill the description, effectively
switching strategy. Because goal sets have bounded sizes, one can also compute goal con-
figuration matching logical combinations of linguistic descriptions: and is an intersection,
or is a union and not is the complement within the set of known goals. Here, logical
combinations are expressed explicitly (e.g. AND(‘put red above green’; ‘put red above
blue’)), not implicitly (e.g. ‘put red above blue and green’).

6.2.4 Evaluation of the Three Phases

This section describes the three LGB phases and their evaluations.

Skill Learning Phase G—B

DECSTR explores its semantic representation space, discovers achievable configurations
and learns to reach them. Each goal-specific performance is evaluated offline across
learning as the success rate (SR) over 20 repetitions. The global performance SR is
averaged over either the set of 35 valid goals or discovery-organized buckets of goals, see
Section 6.2.2.

Language Grounding Phase L—G

DECSTR trains LGG to generate goals that match constraints expressed by linguistic
descriptions. From a given initial configuration and a given description, LGG should
generate all compatible final configurations (goals) and just these. This is the source of
behavioral diversity and strategy-switching behaviors. To evaluate LGG, we construct a
synthetic, oracle dataset O of triplets (¢;, d, C¢(c;, d)), where Cs(c;, d) is the set of all final
configurations compatible with (¢;, d). On average, C; in O contains 16.7 configurations,
while the training dataset D only contains 3.4 (20%). We are interested in two metrics:
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1. Precision: the probability that a goal sampled from LGG belongs to C; (ratio of
true positive / all positive),

2. Recall: the percentage of elements from Cy that were found by sampling LGG 100
times (ratio of true positive / all true).

These metrics are computed on 5 different subsets of the oracle dataset, each calling for a
different type of generalization (see full lists of instructions in Appendix C.3.2):

1. Pairs found in D, except pairs removed to form the following test sets. This
calls for the extrapolation of known initialization-effect pairs (¢;, d) to new final
configurations ¢; (D contains only 20% of C; on average).

2. Pairs that were removed from D, calling for a recombination of known effects d on
known initial configurations c;.

3. Pairs for which the ¢; was entirely removed from D. This calls for the transfer of
known effects d on unknown initial configurations c;.

4. Pairs for which the d was entirely removed from D. This calls for generalization in
the language space, to generalize unknown effects d from related descriptions and
transpose this to known initial configurations c;.

5. Pairs for which both the ¢; and the d were entirely removed from D. This calls for
the generalizations 3 and 4 combined.

Instruction-Following Phase L—-G—B

DECSTR is instructed to modify an object relation by one of the 102 sentences.
Conditioned on its current configuration and instruction, it samples a compatible goal
from LGG, then pursues it with its goal-conditioned policy. We consider four evaluation
metrics:

1. Transition: evaluates the capacity of the agent to execute a single instruction. We
report the average success rate when the agent is asked to execute each of the 102
instructions 5 times each, resetting the environment each time.

2. Sequence: evaluates the capacity of the agent to execute a sequence of instructions.
We report the average length of a sequence of random instructions without reset
before a failure occurs (20 sequences). An instruction is said failed when the agent
cannot solve it with five attempts. These five attempts allow the agent to implement
strategy switching.

3. Expression: evaluates the capacity of the agent to execute explicit logical combi-
nations of instructions. We report the average success rate of the agent on 500
randomly generated logical expressions of sentences, see details of the generation
mechanism in Appendix C.3.2.
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4. Behavioral Diversity: evaluates the behavioral diversity of the agent. We report
the average number of different achieved configurations that result from asking the
agent to execute the 102 instructions 50 times each.

In the transition and expression setups, we evaluate performance in 1-shot (SR;) and
5-shot (SRs). In the 5-shot setting, the agent can perform strategy switching by sampling
new goals when previous attempts failed (without reset).
6.3 Experiments

Our experimental section investigates three questions: 6.3.1): How does DECSTR

perform in the three phases? 6.3.2): How does it compare to end-to-end language-
conditioned approaches? 6.3.3): Do we need intermediate representations to be semantic?

6.3.1 Performance in the Three Phases

This section presents the performance of DECSTR in the skill learning, language
grounding, and instruction following phases.
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Figure 6.4: Skill Learning: (a) SR per bucket. (b): ¢, LP and P estimated
by a DECSTR agent. (c): ablation study. Medians and interquartile ranges
over 10 seeds for DECSTR and 5 seeds for others in (a) and (c). Stars indicate
significant differences to DECSTR as reported by Welch’s t-tests with oo = 0.05
(Appendix A).

Skill Learning Phase G—B

Figure 6.4 shows that DECSTR successfully masters all reachable configurations in
its semantic representation space. Figure 6.4a shows the evolution of SR measures
computed per bucket. Buckets are learned in increasing order, which confirms that the
time of discovery is a good proxy for difficulty. Figure 6.4b reports C, LP and sampling
probabilities P computed online using self-evaluations for an example agent. The agent
leverages these estimations to select its goals: first focusing on the easy goals from bucket
1, it moves on towards harder and harder buckets as easier ones are mastered (low LP,
high ¢). Figure 6.4c presents the results of ablation studies. Each condition removes one
component of DECSTR:
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1. Flat replaces our object-centered modular architectures with flat ones,
2. w/o Curr. replaces our automatic curriculum strategy with a uniform goal selection,
3. w/o Sym. does not use the inductive bias for symmetry,

4. w/o SP does not provide non-trivial initial configurations.

In the Ezxpert Buckets condition, the curriculum strategy is applied on expert-defined
buckets, see Appendix C.4.1. The full version of LGB performs on par with the Ezpert
Buckets oracle and significantly outperforms all its ablations. Appendix C.5.1 presents
more examples of learning trajectories.

As was proposed in Chapter 3, we bias the selection of goals to target (data collection)
and goals to learn about (data exploitation, during hindsight replay). Here, we conducted
an ablation study of these two different uses. Figure 6.5 shows we must use LP for both
data collection and data exploitation. However, using any of these still leads to significant
improvements over random goal selection.
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Figure 6.5: Ablation study of the use of learning progress. We use learning
progress for data collection only, data exploitation only, both, or none of
them. Only the combination of the two uses enables DECSTR to learn skills
efficiently. Stars indicate significant differences with the application of LP
for data collection and exploitation (DECSTR).

Figure 6.6 depicts the evolution of the buckets’ contents across training (epochs 1,
50 and 100). Each pie chart corresponds to a reachable configuration and represents the
distribution of configurations into buckets across 10 different seeds. Blue, orange, green,
yellow, purple represent buckets 1 to 5 and grey are undiscovered configurations. At each
moment, the discovered configurations are equally spread over the 5 buckets. A given
configuration can change bucket as new configurations are discovered so that the ones
discovered earlier are assigned buckets with lower indexes. Goals are organized by their
bucket assignments in the Expert Buckets condition (from top to bottom).

After the first epoch (left), DECSTR has discovered all configurations from the expert
buckets 1 and 2, and some runs have discovered a few other configurations. After 50
epochs, DECSTR has discovered new configurations but they are not always the same
across runs. Finally, by epoch 100, all configurations have been discovered. Buckets
are then stabilized and can be compared to expert-defined buckets. It seems that easier
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goals (top-most group of the expert classification) are discovered first and assigned in the
first-easy buckets (blue and orange). Hardest configurations (stacks of 3, bottom-most
group) seem to be discovered last and assigned the last-hardest bucket (purple). In
between, different runs show different compositions, which are not always aligned with
expert-defined buckets. Goals from expert-defined buckets 3 and 4 (third and fourth group
from the top) seem to be attributed different automatic buckets in different runs. This
means that they are discovered in different orders depending on the runs. In summary,
easiest and hardest goals from expert buckets 1-2 and 5 respectively seem to be well
detected by our automatic bucket generations. Goals of medium expected difficulty as
defined by expert buckets (3-4) seem not to show any significant difference in difficulty
for our agents.
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Figure 6.6: Evolution of the content of buckets from automatic bucket
generation: epoch 1 (2.400 episodes, left), 50 (120.000 episodes, middle) and
100 (240.000 episodes, right). Each pie chart corresponds to one of the 35
valid configurations. It represents the distribution of the bucket attributions
of that configuration across 10 runs. Blue, orange, green, yellow, purple
represent automatically generated buckets 1 to 5 respectively (increasing
order of difficulty) and grey represents undiscovered configurations. Goals
are organized according to their expert bucket attributions in the FEzxpert
Buckets condition (top-bottom organization).

Language Grounding Phase L—G

LGG demonstrates the 5 types of generalization from Table 6.1. From known con-
figurations, agents can generate more goals than they observed in training data (Tests
1, 2). They can do so from new initial configurations (3). They can generalize to new
sentences (4) and even to combinations of new sentences and initial configurations (5).
These results assert that LGG generalizes well in a variety of contexts and shows good
behavioral diversity.
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Table 6.1: L—G phase. Metrics are averaged over 10 seeds, stdev < 0.06 and
< 0.07 respectively.

Metric ‘ Test 1 Test 2 Test 3 Test4 Testb
Precision 0.97 0.93 0.98 0.99 0.98
Recall 0.93 0.94 0.95 0.90 0.92

Instruction-Following Phase L—-G—B

Table 6.2 presents the one-shot and five-shot results in the transition and expression
setups. In the sequence setups, DECSTR succeeds in L = 14.94+5.7 successive instructions
(meantstdev over 10 seeds). These results confirm an efficient language grounding.
DECSTR can follow instructions or sequences of instructions and generalize to their logical
combinations. Strategy-switching improves performance (SRs - SR; >0). DECSTR also
demonstrates strong behavioral diversity: when asked over 10 seeds to repeat 50 times
the same instruction, it achieves at least 7.8 different configurations, 15.6 on average and
up to 23 depending on the instruction.

Table 6.2: L—G—B phase. Mean + stdev over 10 seeds.

Metric ‘ Transition  Expression
SR1 0.89£0.05 0.74+0.08
SR5 0.99£0.01 0.94+0.06

Extension to Abstract Language

The 102 sentences only describe transformations in a single block relation. Instead,
we want to know whether LGG can be trained to ground more abstract sentences such
as ‘make a pyramid.” To this end, we added 25 abstract descriptions, including ‘make a

construction’, ‘stack some blocks’ or ‘put red on top’ (see full list in Appendix Table C.3).

Here, we focus on the performance of LGG (precision and recall) on linguistic descriptions
coming from the training set or from a testing set evaluating the linguistic generalization
of LGG on these abstract descriptions (similar to Test 4).

The precision and recall on the training set are 0.83 +0.02 and 0.86 4= 0.02 respectively.

In the testing set, the precision and recall are 0.16 + 0.04 and 0.67 + 0.13 when asking
to ‘get green on top’ or ‘put green on top’ for the first time; 0.76 + 0.03 and 0.84 + 0.02
when asking to ‘make a construction’, ‘build a stack of two’ or ‘make a stack of two’ for
the first time. These results show that LGG can ground abstract language in lower-level
semantic representations and even show forms of generalization.
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6.3.2 Benefits of the Intermediate Representation

This section investigates the need for an intermediate semantic representation. To
this end, we introduce an end-to-end language-conditioned RL variant mapping language
to behavior directly (L—B) and compare its performance with DECSTR in the instruction
following phase (L—G—B).

The LB Variant

To limit the introduction of confounding factors and under-tuning concerns, we base
this implementation on the code of DECSTR, keeping the same HER mechanism, object-
centered architectures and RL algorithm as DECSTR. We simply replace the semantic
goal space with the 102 linguistic instructions. This variant can be seen as a version of
IMAGINE with oracle reward function and without the imagination mechanism.

Comparison in the Instruction-Following Phase
L—B vs L—-G—B

After training the LB variant for 1400K episodes, we compare its performance to
DECSTR’s in the instruction-following setup. In the transition evaluation setup, LB
achieves SR; = 0.76 £ 0.001: it always manages to move blocks close or far from each
other but consistently fails to stack them. Increasing the number of attempts does not
help: SrRs; = 0.76 + 0.001. The LB variant cannot be evaluated in the expression setup
because it does not manipulate goal sets. Because it cannot stack blocks, LB only succeeds
in 3.01 4 0.43 random instructions in a row, against 14.9 for DECSTR (sequence setup).
We then evaluate LB’s diversity on the set of instructions it succeeds in. When asked to
repeat 50 times the same instruction, it achieves at least 3.0 different configurations, 4.2
on average and up to 5.2 depending on the instruction against 7.8, 17.1, 23 on the same
set of instructions for DECSTR. We did not observe strategy-switching behaviors in LB
because it either always succeeds (close/far instructions) or fails (stacks).

Conclusion

The introduction of an intermediate semantic representation helps DECSTR decouple
skill learning from language grounding, which facilitates instruction-following when com-
pared to the end-to-end language-conditioned learning of LB. This leads to improved scores
in the transition and sequence setups. The direct language-conditioning of LB prevents
the generalization to logical combination and reduces behavioral diversity. Decoupling
thus brings significant benefits to LGB architectures.

6.3.3 Benefits of a Semantic Intermediate Representation

This section investigates the need for the intermediate representation to be semantic.
To this end, we introduce the LGB-C variant, a variant of DECSTR that leverages continuous
goal representations in place of semantic ones. We compare them in the two first phases.
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The LGB-C Variant

The LGB-C variant uses continuous goals expressing target block coordinates in place
of semantic goals. The skill learning phase is equivalent to traditional goal-conditioned RL
setups in block manipulation tasks (Andrychowicz et al., 2017; Li et al., 2020; Lanier et al.,
2019, and Chapter 3). Starting from the DECSTR algorithm, LGB-C adds a translation
module that samples a set of target block coordinates matching the targeted semantic

configuration. The policy itself only experiences the concrete goal, never the semantic one.

In addition, we integrate defining features of the state-of-the-art approach from Lanier
et al. (2019): non-binary rewards (+1 for each block placed correctly) and multi-criteria
HER (substituting targets for one, two or three blocks).

Because LGB-C is not aware of the original semantic goal, we cannot measure success as
the ability to achieve it. Instead, success is defined as the achievement of the corresponding
specific goal: bringing blocks to their respective targets within an error margin of 5 cm
each. In short, DECSTR targets semantic goals and is evaluated on its ability to reach
them. LGB-C targets specific goals and is evaluated on its ability to reach them. These
two measures do not match exactly. Indeed, LGB-C sometimes achieves its specific goal
but fails to achieve the original semantic goal because of margin errors.

Comparison in Skill Learning Phase G—B

The LGB-C variant successfully learns to discover and master the specific goals
corresponding to all 35 semantic configurations. It does so faster than DECSTR: 708 - 103
episodes to reach SR= 95%, against 1238 - 10 for DECSTR, see Figure 6.7. This can be
explained by the denser learning signals it gets from using HER on continuous targets
instead of discrete ones. However, in this phase, the agent only learns one parameterized
skill: to place blocks at their target position. It cannot build a repertoire of semantic
skills because it cannot discriminate between different block configurations. Looking at
the sum of the distances traveled by the blocks or the completion time, we find that
DECSTR. performs opportunistic goal-reaching: it finds simpler configurations of the blocks
which satisfy its semantic goals compared to LGB-C. Blocks move less (Agisy = 26 £ 5
cm), and goals are reached faster (Ageps = 13 + 4, mean+std across goals with p-values
> 1.3-1075 and 3.2 - 107'? respectively).

Comparison in Language Grounding Phase L—G

We train LGG to generate continuous target coordinates conditioned on linguistic
descriptions with a mixture of Kullback-Leibler and mean-squared losses and evaluate
it in the same setup as DECSTR’S LGG, see Table 6.3. Although it maintains reasonable
precision in the first two testing sets, LGG achieves low recall—i.e.low diversity—on
all sets. This can be explained by the additional difficulty posed by the generation of
continuous data in place of discrete ones. However, the recent DALL-E model showed that
the generation of high-dimensional data (here images) conditioned on language inputs is
not how of reach, with sufficient data (Ramesh et al., 2021).

157



158

Language-Conditioned Goal Generation: LGB

—e— DECSTR —+— LGB-C

100F * * * * * *x * * K

£0.75¢

0.

o

)]

0 0.50F

go.

(&)

3

]

0.25}

0.00 |
0 200 400 600 800 1000 1200 1400

Episodes (x103)

Figure 6.7: Comparison DECSTR and LGB-C in the skill learning phase. Note
that both success rates are a bit different: DECSTR is evaluated on its ability
to reach semantic goals; LGB-C is evaluated on its ability to reach—up to
a tolerance margin—specific goals that correspond to semantic goals. In
the latter case, the resulting configurations might not match the original
semantic goal because of the tolerance margins.

Table 6.3: LGB-C performance in the L—G phase. Mean over 10 seeds. Stdev
< 0.003 and 0.008 respectively.

Metrics ‘ Test 1 Test 2 Test 3 Test4 Testb
Precision 0.66 0.78 0.39 0.0 0.0
Recall 0.05 0.02 0.06 0.0 0.0

Conclusion

The skill learning phase of the LGB-C variant is competitive with the one of DECSTR.
However, the poor performance in the language grounding phase prevents this variant to
execute instructions. For this reason, and because semantic representations enable agents
to perform opportunistic goal reaching and to acquire repertoires for semantic skills, we
believe the semantic representation is an essential part of the LGB architecture.

6.4 Discussion

This chapter contributes LGB, a new conceptual RL architecture introducing an
intermediate semantic representation to decouple sensorimotor learning from language
grounding. To demonstrate its benefits, we present an instance called DECSTR. DECSTR
discovers and masters all reachable configurations in a manipulation domain from a set of
relational spatial primitives, before undertaking an efficient language grounding phase.
This was made possible by the use of object-centered inductive biases, a new form of
automatic curriculum learning and a novel language-conditioned goal generation module.
Note that our main contribution is in the conceptual approach, DECSTR being only an
instance to showcase its benefits. We believe that this approach could benefit from any
improvement in goal-conditioned RL (for skill learning) or generative models (for language
grounding).
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Semantic Representations

Results have shown that using predicate-based representations was sufficient for
DECSTR to learn abstract goals opportunistically. The proposed semantic configurations
showcase promising properties: 1) they reduce the complexity of block manipulation
where most effective works rely on a heavy hand-crafted curriculum (Li et al., 2020;
Lanier et al., 2019) and specific curiosity mechanisms (Li et al., 2020); 2) they facilitate
the grounding of language into skills and 3) they enable decoupling skill learning from
language grounding, as observed in infants (Piaget, 1977).

Defining the list of semantic predicates is defining the dimensions of the behavioral
space explored by the agent. It replaces the traditional definition of goal spaces and
their associated reward functions. We believe it is for the best, as it does not require the
engineer to fully predict all possible behaviors within that space, know which behaviors
can be achieved and which ones cannot, or define reward functions for each of them.
Although the predicates are assumed innate in this study, further work could investigate
how to learn them from data.

A New Approach to Language Grounding

The approach proposed here is the first that simultaneously enables agents to decouple
skill learning from language grounding and fosters a diversity of possible behaviors for any
given instruction. Indeed, while an instruction-following agent trained on goals like put red
close to green would just push the red block towards the green one, our agent can generate
many matching goal configurations. It could build a pyramid, make a blue-green-red pile
or target a dozen other compatible configurations. This enables it to switch strategy and

find alternative approaches to satisfy the same instruction when the first attempts failed.

Our goal generation module can also generalize to new sentences or transpose instructed
transformations to unknown initial configurations. Finally, with the goal generation
module, the agent can deal with any logical expression made of instructions by combining
generated goal sets. Future work could investigate parallel skill learning and language
grounding phases that would result in overlapping waves of sensorimotor and linguistic
development (Siegler, 1998).

Semantic Configurations of Variable Size

Considering a constant number of blocks and fixed-size configuration spaces is a
current limit of DECSTR. As the number of blocks and the number of predicates grows,
the semantic representation space grows combinatorially. In our ongoing work, we replace
the deep-set architecture with a graph neural network that better handles object sets and
their relational representations. This helps us solve tasks with 3 blocks quicker without
resorting to the initialization help from the social partner or to any form of curriculum.

This approach also seems to scale to more cubes (up to 5 in the current implementation).

To handle exploding configuration spaces, we consider masked goals made of of a subset
of all possible predicates. Indeed, our current representations can be seen as a logical AND
applied on all semantic predicates possessed by the agent. A more general representation
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of goals could encode them as logical functions of predicates instead, augmenting the
flexibility of goal representations and avoiding the combinatorial explosion resulting from
the consideration of all predicates at once.

Grounding Abstract Language From Semantic
Predicates

In line with the vision of Spelke (Spelke, 2003), we found that LGG could ground
abstract language (e.g. ‘make a pyramid’) by building such abstract linguistic represen-
tations on top of innate semantic predicates (here spatial ones). Our innate semantic
representations encode some basic abstractions in terms of spatial relations between
objects and can be seen as a simple model of the object core system (Spelke & Kinzler,
2007). From these simple abstractions, and thanks to LGG, language can be used to
represent even greater abstractions (e.g. pyramids, constructions).

Conclusion

This work has shown that abstract representations based on relational predicates
can serve as a pivot between skill learning and linguistic social interactions. Here, the
role of the social partner was limited to 1) helping the agent to experience non-trivial
configurations and 2) describing the agent’s behavior in a simplified language. In the
future, we intend to study more intertwined skill learning and language grounding phases,
making it possible for the social partner to teach the agent during skill learning.

Part Summary

We opened the second part of this manuscript on the idea of using language as a
communicative and cognitive tool to structure the learning process of autotelic learning
agents. This view was pioneered by Vygotsky in the 1930s, then further developed across
many fields. Learners first experience language in the context of social interactions with
more knowledgeable peers, then slowly turn it into internal psychological tools to direct and
control their thought processes. In our quest for Vygotskian autotelic agents, we reviewed
existing uses of language in reinforcement learning agents for communication, abstraction,
generalization and planning. However, we noticed that no RL agent uses language
as a cognitive tool to power imagination, creativity or semantic mental simulations
(Chapter 4). We proposed two such implementations in our two experimental chapters
(Chapters 5 and 6). IMAGINE integrates descriptive feedback from a social partner to
represent its own goals and reward functions. As it interacts with the social partner,
IMAGINE builds a crude model of the grammar and uses it to generate counterfactual
possibilities, new goals composed from pieces known ones that it uses to self-organize
exploratory behaviors (Chapter 5). The LGB architecture integrates descriptive feedback
from a social partner to learn a language-conditioned model of the world mapping linguistic
descriptions to possible future configurations (Chapter 6). This linguistic world model
allows agents to simulate a diversity of configurations from any description, which leads
to improved behavioral diversity and strategy-switching behaviors.
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It is now time to take a step back and discuss our conceptual and empirical contribu-
tions. We organize this discussion into three short chapters. The first chapter summarizes
our contributions and discusses them in the light of a shortlist of recent relevant approaches
(Chapter 7). The second acknowledges the limitations of our proposed implementations
and discusses possible ways to overcome them to design autotelic RL agents at scale
(Chapter 8). The last chapter (Chapter 9) comes back to the Vygotskian autotelic agents
proposition introduced in Chapter 4. Like children, autotelic agents should evolve in a
rich socio-cultural environment where social partners provide help, explanations, advice
and participate in shaping their zone of proximal development. As agents interact with
social partners, they should learn to turn interpersonal social feedback into intrapersonal
psychological tools (Vygotsky, 1934). As they learn to generate feedback for themselves,
they turn the external socio-cultural life into an inner mental life (Vygotsky, 1934).



Chapter 7

Summary and Recent Related Work

This chapter reviews our contributions and integrates them in the light of a shortlist of
recent works.

7.1 Summary of the Contributions

This research aims at making progress on the problem of the autonomous acquisition
of open-ended repertoires of skills. We took insights and mechanisms from develop-
mental robotics, transposed, adapted and extended them to work with state-of-the-art
optimization methods from the field of deep reinforcement learning. This resulted in a
new computational framework at the crossroad of developmental robotics and reinforce-
ment learning: rl-based intrinsically motivated goal exploration processes (RL-IMGEP).
RL-IMGEPs use deep reinforcement learning to train autotelic agents implemented by
goal-conditioned policies to represent, generate, pursue and master their own goals.

We organized our contributions into two parts. The first part focused on autotelic
reinforcement learning agents. Chapter 1 had two objectives: 1) to cover our inspirations
and review related works from the fields of psychology, developmental psychology, robotics
and reinforcement learning and 2) to introduce generalized definitions of goals, skills and
the RL-IMGEP framework. RL-IMGEPs target the autotelic reinforcement learning problem;
they evolve in a reward-free MDP and need to represent, target and master their own
goals to build repertoires of skills. The transposition of this objective from developmental
robotics to the RL framework and the extension of the IMGEP family to RL-based IMGEPs
make our first contribution.

We support this conceptual contribution with two empirical chapters. The study
of GEP-PG and ME-ES, the learning algorithms introduced in Chapter 2, showed that
pursuing self-generated goals is an efficient way to organize exploration in external tasks
characterized by sparse or deceptive rewards. In the study of CURIOUS, the first RL-IMGEP,
we showcased the use of learning progress and modular architectures to organize the
acquisition of a diversity of skills involving different affordances (Chapter 3). Whereas
existing POP-IMGEP implementations could hardly handle a diversity of initial states and
did not scale to continuous manipulation tasks, our RL-based IMGEPs successfully learned
to master multiple types of goals and transfer knowledge across skills.

The second part of this manuscript extended RL-IMGEPs with linguistic abilities.
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Building on the pioneering work of Vygotsky (Vygotsky, 1930, 1933, 1934) and the
following developments in psychology (Gentner, 1983; Gentner & Goldin-Meadow, 2003;
Berk, 1994; Spelke, 2003), philosophy (Clark, 1998a; Clark et al., 1998; Clark, 2006),
linguistic (Rumelhart et al., 1986; Lupyan, 2012) and developmental robotics (Dautenhahn,
1995; Zlatev, 2001; Lindblom & Ziemke, 2003; Mirolli & Parisi, 2011), Chapter 4 insisted on
the centrality of social situatedness in the cognitive development of autotelic agents. This
led us to advocate for Vygotskian autotelic agents. Like children, autotelic agents must
evolve in a rich socio-cultural environment and leverage language as both a communicative
and cognitive tool to structure their behavior. Agents must learn to integrate the help
provided by caretakers in social situations into internal psychological tools for themselves.
After reviewing existing goal-conditioned RL approaches using language, we identified a
gap: no RL agent uses language to power creative imagination or condition structured
world models.

We supported this conceptual contribution with two empirical chapters. IMAGINE, the
learning algorithm introduced in Chapter 5, uses both the communicative and cognitive
functions of language. It first infers abstract goal representations and reward functions
from linguistic interactions with a simulated social partner (communicative function), then
uses linguistic productivity to imagine creative goals by composing known ones (cognitive
function). This cognitive use of language enhances the exploratory and systematic
generalization abilities of the agent. Finally, our last study (LGB) kept the idea of learning
language from social interactions but formalized language grounding as a mapping from
language to concrete goals—as opposed to the traditional language to behavior or language
to rewards. This special type of grounding occurred within a language-conditioned goal
generator, a module enabling agents to generate sets of possible futures conditioned on
linguistic descriptions (Chapter 6). Aking to mental imagery in humans, this ability
favors behavioral diversity and enables strategy-switching behaviors. IMAGINE and LGB
are RL-IMGEPs using language as a cognitive tool; they are Vygostkian autotelic RL agents.

From the first algorithm to the last, we removed external components one by one,
offering more and more autonomy and creativity to our agents. GEP-PG and ME-ES
conduct autotelic exploration at the service of an external task. CURIOUS explores for
its own sake; targets its own goals and crafts its own learning trajectory. Going further,
IMAGINE gets rid of the pre-coded goal representations and reward functions assumed
innate in CURIOUS by leveraging linguistic social interactions. DECSTR, although it
assumes some innate semantic representations (binary spatial relations), learns higher-
level ones (e.g. pyramids) from social interactions. This progression was made possible
by the introduction of deep reinforcement learning methods. It is important to note
that the use of DRL is essential to the linguistic capabilities of our agents, just like it is
essential to their abilities to handle high-dimensional inputs, various initial conditions
or procedurally-generated scenes. Indeed, existing POP-IMGEP implementations have
trouble scaling to higher-dimensional tasks and training high-dimensional controllers or,
at least, would require extensive training data to achieve comparable results (see ME-ES
in Chapter 2).
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7.2 Recent Related Work

This section discusses a shortlist of recent related work and how they relate to our
contributions.

Autotelic Exploration with Go-Explore

Last year, Go-FEzplore achieved the major milestone of solving the infamous Mon-
tezuma’s Revenge game from the Atari suite (Ecoffet et al., 2021). Although the last
version solves all 57 Atari games with super-human performance, the first release focused
on solving two games where previous approaches dramatically failed: Montezuma and
Pitfall. These games are respectively known for their sparse and deceptive rewards. Pre-
vious attempts involved knowledge-based intrinsic motivations: e.g. agents were rewarded
for experiencing novel states (Bellemare et al., 2016) or for maximizing errors in their
learned prediction models (Pathak et al., 2017; Burda et al., 2019). As the authors of
Go-Explore argue, this leads to a phenomenon called detachment: agents lose sight of
interesting areas to explore as represented in Figure 7.1.

1. Intrinsic reward (green) is distributed 2. An IM algorithm might start by exploring
throughout the environment (purple) a nearby area with intrinsic reward

Start
3. By chance, it may explore 4. Exploration fails to rediscaover
another equally profitable area promising areas it has detached from

Gl

Figure 7.1: Example of detachment caused by knowledge-based intrinsic
motivations. Green and white respectively indicate high and low intrinsic
motivation. Purple indicates regions the algorithm currently explores, from
Ecoffet et al. (2021).

Their solution is to implement the following algorithm (Ecoffet et al., 2021):

Discretize the state space into behavioral cells,
Select a cell from the archive,

Return to that cell,

Explore from that cell,

Add newly discovered cells to the archive,
Loop back to 2.

RN
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We can make two parallels between Go-Explore and the algorithms presented in this
manuscript. First, it decouples exploration and exploitation, just like GEP-PG and ME-ES
(Chapter 2). Here, agents exploit when they maximize their cell-oriented rewards—i.e. try
to reach their targeted cell without exploration—and explore from there with random
actions. “Go” and “explore” can be translated to “exploit” then “explore.” Whereas
GEP-PG and ME-ES decouple exploration and exploitation across episodes, Go-Explore
decouples them within the same trajectory. This idea is simple but extremely powerful
because agents better find their way back to known cells. Indeed, without this returning
phase, agents could lose their way back by trying to explore and exploit at the same time,
a problem called derailment (Ecoffet et al., 2021). Reaching known cells and exploring
from there is a good way to discover stepping stones towards skills involving sequential
combinations of sub-skills. This is especially true in navigation tasks, where the skill of
reaching a cell is always composed of sub-skills reaching cells along the way.

The second parallel is even more important: Go-Explore conducts an autotelic
exploration and, thus, is a RL-IMGEP. Indeed, Go-Explore replaces the use of knowledge-
based 1Ms with the use of competence-based 1Ms. When it targets cells, it targets goals
made of both a goal embedding (the cell description) and a goal-achievement function
(whether descriptions of the target and current cells match). Downsampling acts as
the high-level representation function turning states into what we called outcomes or
behavioral characterizations in IMGEP and QD approaches. The agent samples a goal,
then tries to reach it. Here, the setup is similar to GEP-PG and ME-ES. Agents conduct
an autotelic exploration (reaching self-generated cells) as an auxiliary task to facilitate
the resolution of a pre-defined hard-exploration task (solving the game). Just like any
other RL-IMGEP, Go-Explore needs to define its outcome representations. Here, the
authors either hand-code frame downsampling or use engineered features as outcome
representations but aim at learning them from data in the future (Ecoffet et al., 2021).

Unsupervised Skill Discovery

Unsupervised skill discovery is a recent line of work tackling the autonomous acquisi-
tion of repertoires of skills (Gregor et al., 2017; Eysenbach et al., 2019; Achiam et al.,
2018; Campos et al., 2020; Sharma et al., 2020). Although these algorithms meet the
requirements of the RL-IMGEP framework, they aim to explore the state space directly:

“Making progress on this problem requires specifying a learning
objective that ensures that each skill individually is distinct and
that the skills collectively explore large parts of the state space.”
(Eysenbach et al., 2019)

This line of work takes inspiration from the notion of empowerment and its mathematical
formulation as the maximization of the mutual information between skill representations
and behaviors (Salge et al., 2014; Jung et al., 2011; Mohamed & Rezende, 2015). The
general idea is to maximize both the discriminability of the skills—different skills must
visit different states—and the diversity of states visited by each skill (Gregor et al., 2017;
Eysenbach et al., 2019; Achiam et al., 2018; Campos et al., 2020; Sharma et al., 2020).
This is done by training in parallel a discriminator to recognize skills from states and
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skill policies to visit distinct states with maximum entropy. Approaches then differ in
their specific implementations of the discriminator (taking as input the terminal state
(Gregor et al., 2017), any state (Eysenbach et al., 2019; Campos et al., 2020), whole
trajectories (Achiam & Sastry, 2017) or transitions (Sharma et al., 2020)) and the use of
a reverse (Gregor et al., 2017; Eysenbach et al., 2019; Achiam et al., 2018) or forward
(Sharma et al., 2020; Campos et al., 2020) decomposition of the mutual information (see
a discussion of these approaches in Campos et al., 2020).

The utility of the learned skills is often evaluated in downstream tasks including
imitation learning of expert trajectories, hierarchical control in hard-exploration tasks,
or fine-tuning on an evaluation task. All these approaches focus on high-dimensional
control tasks from the MUJOCO library (Todorov et al., 2012), a set of environments
where agents can only navigate. This choice can appear surprising: if we want to discover
skills, why not consider manipulation tasks with richer affordances? The answer might
be that the set of meaningful skills to be discovered in navigation tasks is simple and well
defined (e.g. going to various places, going backward and forward). In contrast, the set
of meaningful skills in manipulation tasks can be harder to discover (e.g. picking blocks,
stacking them, using tools).

Because they explore the state space, unsupervised skill discovery approaches can learn
trivial skills discriminated by meaningless features. For instance, two skills can drive the
agent in the same direction but use distinct configurations of the joints. In manipulation
tasks, the angular position of blocks might be enough to discriminate between skills. The
task becomes even more challenging in vision-based procedurally-generated environments,
where agents see new scenes every episode.

We argue that the problem comes from exploring the state space directly, a space
lacking abstraction. In contrast, RL-IMGEPs explore a learned high-level outcome space
that can abstract away low-level features of the states. In practice, unsupervised skill
discovery approaches often integrate such biases to enhance performance. For example,
one can restrict the diversity search to a subset of the state space (e.g.the x-y position of
the agent Eysenbach et al.,; 2019; Sharma et al., 2020). One exciting avenue for future
work is to combine ideas from unsupervised skill discovery and RL-IMGEPs. Agents could
learn high-level representation spaces influenced by social interactions with caretakers
before running an unsupervised skill discovery algorithm to explore the resulting linguistic
embedding space and form skill representations.

Reinforcement Learning with Natural Language

Recent advances in language-conditioned RL can scale to real, human-generated instruc-
tions instead of relying on templated languages. Hill and colleagues, for instance, achieved
zero-shot generalization from templated language to human language by augmenting the
templated data with typo-noise (missed keys) and encoding it with pre-trained language
models using context-sensitive word embeddings (Hill et al., 2020b).

In Grounding Language From Play (Lynch & Sermanet, 2020), agents are trained to
achieve manipulation goals expressed either as target images or linguistic instructions.
Both visual and linguistic goals are mapped to a shared multi-context latent space. The
whole architecture is trained with goal-conditioned imitation learning from a dataset of
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unsegmented demonstrations obtained by human teleoperation. Because the policy can be
trained to target either visual or linguistic goals, it is mostly trained to pursue visual goals
that do not require expensive human-generated linguistic labels. To complement this
extensive self-supervised learning, language grounding only necessitates human-generated
descriptions for one percent of the trajectories. This efficient method trains agents
to handle high-dimensional inputs with relatively small amounts of human-generated
feedback. Autotelic variants of this approach would generate their linguistic goals and
learn from their own trajectories and social partner’s descriptions via self-imitation
learning. Whereas LGB translates linguistic descriptions into concrete goals (Chapter 6),
this approach maps both linguistic descriptions and concrete goals to a shared latent
embedding. Generating goals from linguistic descriptions can be more difficult but
allows the mental representations of alternative futures that are key to control behavioral
diversity.

Another interesting approach from Hill and colleagues aims at modeling the fast-
mapping behaviors observed in children Hill et al. (2021). Fast-mapping refers to the
ability to bind a new word to an unknown object from a single exposure. To this end,
agents are given a differentiable multi-modal episodic memory. In a discovery phase,
agents interact with objects to obtain their names and store them in episodic memories.
In the instruction phase, agents are asked to pick up an object. Thanks to their episodic
memory, they can demonstrate fast-mapping by transferring pick-up skills from known
objects to new ones. This ability to adapt quickly to new environments within the same
life is a crucial feature of animal learning and should be integrated into RL algorithms.
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Scaling Autotelic Agents

This chapter acknowledges the technical limits of our proposed RL-IMGEP agents and
discusses how we could overcome them in future implementations. We primarily focus on
scaling to more realistic inputs and learning to represent and master a richer diversity of
goals and skills.

8.1 More Realistic Inputs

Empirical Chapters 2, 3, 5 and 6 have focused on environments characterized by
crafted input states, full observability and simple templated languages. The objective
was to define controlled environments to disentangle the study of the properties of our
mechanisms from the orthogonal problems of perception, long-term memory, challenging
exploration or fully-blown language understanding. However, it is crucial to scale these
architectures if we ever want our agents to learn from human feedback in our social world.

The manipulation tasks introduced in Chapters 3,5 and 6 all used crafted state
features characterizing the position, orientation and velocity of the objects. Object-
based representations are known to develop early in human infants (Johnson et al.,
2003; Mandler, 2004; Spelke, 2003; Spelke & Kinzler, 2007; Chen, 2012) and facilitate
systematic generalization and control when used in combination with relation architectures
(object-body relations in IMAGINE, object-object-body in DECSTR and Karch et al., 2020).
However, a more general approach would be to learn directly from lower-level sensory
inputs such as vision. Here, we can consider two alternatives. One way is to learn
everything end-to-end without enforcing object-based representations. This often works
well in navigation tasks where goals consist in finding specific objects (e.g. Hermann
et al., 2017; Chevalier-Boisvert et al., 2019) but can also work in manipulation tasks with
high-quality demonstrations (Lynch & Sermanet, 2020). The alternative is to convert
visual inputs to object-based representations. Recent approaches propose to replace the
hand-coded feature extractors of the pre-deep-learning era with unsupervised learning
algorithms extracting object representations from images (e.g. Burgess et al., 2019; Greff
et al., 2019, 2020; Ding et al., 2020).

Usually coupled with visual input, partial observability is another challenge. Indeed,
vision-based agents often receive first-person views of their environment. This type of
input breaks the Markov assumption: previous observations can contain extra information
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not accessible from the current observation. To overcome this issue, agents can be
conditioned on state representations integrating information from past observations.
For example, recurrent networks encode traces of past observations sequentially and
maintain a time-extended representation in their hidden state (e.g. Chevalier-Boisvert
et al., 2019; Badia et al., 2020a). Transformers, on the other hand, are conditioned on
the whole trace directly (e.g. Loynd et al., 2020). Whereas current approaches receive
external rewards and only use time-extended architectures to implement policies and
value functions, RL-IMGEP implementations also need to represent time-extended internal
reward functions. Interestingly, a recent study found that first-person views facilitates
systematic generalization (Hill et al., 2020a). A reason might be that agents with an
egocentric view can better align linguistic descriptions and visual states because they can
isolate single objects.

In the real world, IMAGINE and DECSTR must work with natural human-generated
language. As discussed in the previous chapter, pre-trained language models and demon-
strations can help (Hill et al., 2020b; Lynch & Sermanet, 2020). A series of recent work
use labeled human-generated demonstrations. Abramson and colleagues train a policy
with generative adversarial imitation learning and additional auxiliary losses from a large
dataset of human-generated interactions (Abramson et al., 2020). Zhou and colleagues
infer a reward function with inverse RL methods and train a captioning system to provide
more labels (Zhou & Small, 2020). Nguyen and colleagues model a social partner providing
descriptions and use its descriptions to perform goal-conditioned self-imitation learning
(Nguyen et al., 2021). Our developmental approach prevents us from using pre-trained
language models but learning from labeled demonstrations and training internal caption-
ing systems are both compatible with our requirements for Vygostkian autotelic agents.
We will discuss these aspects further in Chapter 9. Finally, an original idea is to train a
translator module to project natural language into the simple templated language used
for training; a sort of simulation-to-real setting (Marzoev et al., 2020).

In addition to representing goals in natural language, IMAGINE must also imagine goals
in natural language. How would that work? Our current implementation is crudely inspired
by usage-based language learning theories. (Tomasello & Olguin, 1993; Tomasello, 2000a;
Goldberg, 2003). The discovery and substitution of equivalent words in learned schemas is
indeed observed directly in studies of child language (Tomasello & Olguin, 1993; Tomasello,
2000a). Andreas and colleagues even used similar mechanisms to generate valuable data
augmentations leading to increased performance in natural language processing tasks
(Andreas, 2020). As we use more natural language, the detection of templates must be
improved. We can compute equivalences between sub-phrases instead of words alone.
We can compute non-binary equivalence scores to better control the temperature of
goals imagination: higher temperature replaces phrases with lower equivalence scores,
which leads to more original goals. Computational models of construction grammar
theories (Steels, 2011; Steels & Van Trijp, 2011) can be helpful tools for tracking linguistic
constructions and generating new creative utterances. Indeed, some researchers already
investigate the use of construction grammar theories and computational models for
linguistic creativity (Hoffmann, 2018; Bergs, 2019; Hoffmann, 2020; Turner, 2020). As
we generate more creative goals, we need to implement filtering systems to estimate the
probability of success or to prune out goals that seem impossible. One could, for example,
use learning progress measures to focus on controllable imagined goals. An alternative is
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to use ensembles of reward functions and focus on imagined goals where reward functions
agree, i.e. where we hope they generalize well.

Sample inefficiency is another limit of our implementations, although we could consider
it a current limitation of model-free RL as a whole. Indeed, our agents require millions of
interaction steps to learn to behave, which practically limits their use in the real world
with humans. Our learning architectures are not tied to particular optimization algorithms
and can quickly benefit from any improvement in off-policy RL or generative modeling. An
idea could be to design model-based versions of our learning architectures. In model-based
RL, agents learn a model of their environment (e.g.a model of its dynamics) and use it
to learn faster from fewer interactions (Schmidhuber, 1990; Sutton, 1991; Dayan et al.,
1995; Nguyen-Tuong & Peters, 2011; Hamrick et al., 2020). Recent improvements in
model-based techniques now lead to both higher sample efficiency and higher asymptotic
performance in many benchmarks, including continuous control (Chua et al., 2018; Ha &
Schmidhuber, 2018; Ebert et al., 2018; Sekar et al., 2020; Charlesworth & Montana, 2020),
board games (Schrittwieser et al., 2020) or Atari (Hafner et al., 2021). We could also use
dynamics models to simulate trajectories towards imagined goals as a way to assess their
relevance. With good world models, IMAGINE could correct its over-generalization and
learn about imagined goals without any additional interaction in the environment.

8.2 A Richer Diversity of Goals

Existing works consider several types of goal representations (see a typology in
Section 1.2) but still cover a small fraction of the goals humans can target. Future
RL-IMGEPs must learn to represent (learn embeddings and reward function) and master
(learn policies) a richer diversity of goals and skills.

Representing a Richer Diversity of Goals

Current RL-IMGEP approaches only consider time-specific goals, goals whose completion
can be assessed from any state s. Just like in partially observable settings, time-extended
goals require forms of memory. To handle the time-extended grow goals of IMAGINE, we
had to include the initial observation in the state of the agent to give it a crude form
of memory (Chapter 5)). Alternatives could involve recurrent networks, transformers or
episodic memories. In addition to the existing policy and value function architectures (e.g.
Chevalier-Boisvert et al., 2019; Hill et al., 2019; Loynd et al., 2020), we must also train
time-extended reward function architectures to represent goals. Note that POP-IMGEP
and QD approaches, because they rely on episodic optimization algorithms, are not limited
by the Markov assumption and can directly target time-extended goals (e.g. Forestier &
Oudeyer, 2016b, or methods from Chapter 2).

Besides task goals, humans also target learning goals (Ram et al., 1995). Whereas
task goals express constraints on the physical state of the world, learning goals express
constraints on the agent’s knowledge. Agents can target learning goals as a way to
organize the collection of information or help the realization of future task goals. If a
person wants to fix his oven, maybe he will need to learn about electronics first. Learning-
progress-based learning, for example, can be understood as a learning goal. As the agent

171



172

Scaling Autotelic Agents

favors goal regions to sample task goals, it formulates the goal of learning about specific
goal regions (e.g. approaches from Chapters 3 and 6). Another type of learning goals are
questions. In embodied question answering, agents are trained to explore the world and
answer questions about it (Das et al., 2018; Yuan et al., 2019). In the future, RL-IMGEP
must learn to handle both physical and learning goals seemingly.

An idea to express a potentially infinite goal space is to formulate them as logical
combinations of predicates characterizing aspects of the world. DECSTR implements a
simple version of this where each predicate characterizes the presence or absence of a
spatial relation between two blocks (e.g.red above blue) and goals are formulated as the
logical AND function applied on the values of all predicates (Chapter 6). Predicates can
be seen as simple binary classifiers asserting the veracity of a property in the current
state of the world (e.g.“the door is open”). As the number of predicates grows, and
given recursive and combinatorial logical combinations of these predicates, the set of
potential goals becomes virtually infinite. As this set grows, however, agents need to
derive heuristics to constrain goal selection. Indeed, the simple goal representation used
in DECSTR already contains 512 possible configurations (9 binary predicates), among
which only 35 can be reached. As a heuristic, DECSTR only samples goals from the set of
experienced configurations. Ideally, the agent should learn predicates from experience and
social interactions. One could imagine learning binary sensors as features of a discrete
latent code in the pipeline of a social task. For instance, we could train a vector-quantized
VAE to generate linguistic descriptions of trajectories fitted on descriptions provided by a
social partner (van den Oord et al., 2017).

Autotelic agents should be able to handle multiple goal spaces at once. This can
take the form of goal spaces organized hierarchically at different levels of abstractions.
This hierarchical organization can serve temporal composition such that low-level goals
can be sequentially combined to reach higher-level goals (see a discussion of hierarchical
RL in the next section). Meta-diversity can be another approach (Etcheverry et al.,
2020). In the outer-loop of the meta-diversity search, one aims at learning a diverse
set of behavioral characterizations. In the inner-loop, the exploration mechanism aims
at generating a diversity of behaviors in each existing behavioral space. In their paper,
Etcheverry and colleagues train a hierarchical VAE to learn representations of synthetic
lifeforms at various scales. As the diversity search stagnates (inner loop), the algorithm
splits the representation space in two and grows two branches to represent the two halves
of the specimens at finer scales (outer-loop). One could imagine a similar approach to
learn goal representations in a DRL context. As agents learn to master skills covering
existing goal spaces, an outer-loop aims at generating new goal spaces to challenge the
agent. Different goal spaces focus on different aspects of the environment and each is
associated with a corresponding goal-conditioned reward function.

Humans express most of their abstract goals through language, and artificial agents
should do it too. As argued in Chapter 4, language offers abstraction and facilitates
systematic generalization. It can express time-extended and time-specific goals, physical
and learning goals, binary predicates and their logical combinations.
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Mastering a Richer Diversity of Goals

An efficient way to target a wide variety of goals is to combine existing skills into
more complex ones (Todorov, 2009). Skills can be combined concurrently (Saxe et al.,
2017; Haarnoja et al., 2018a; van Niekerk et al., 2019; Hunt et al., 2019; Peng et al., 2019;
Tasse et al., 2020) or sequentially. Logical composition is concurrent and combines skills
with first-order logic (AND, OR, NOT). Averaging value functions is a simple approach
to approximate the conjunction of skills (Haarnoja et al., 2018a). More generally, one
can define logical operations within Boolean algebras as operations on sets (intersection,
union and complement). In their paper, Tasse and colleagues formalize a homomorphism
between Boolean algebras in the space of goals and the space of optimal value functions.
As a result, the optimal policy for a logical combination of atomic goals is the policy that
maximizes the corresponding optimal value function obtained directly from the base value
functions (Tasse et al., 2020). Unfortunately, this approach makes strong assumptions
restricting its use in language-conditioned settings. Our DECSTR approach from Chapter 6
can also compose skills by directly computing intersections, unions and complements of
the sets of concrete goals generated from each linguistic description. However, this is
only possible when the set of goals corresponding to a description can be exhaustively
sampled.

Sequential combinations of skills are also necessary. A recent approach proposes a
neuro-symbolic agent combining linear temporal logic with DRL (Leon et al., 2020). Goals
are formalized in a linear temporal logic language and decomposed into a sequence of
goals by a symbolic module. Each of the atomic goals is then fed to the DRL agent
one by one. This method allows systematic generalization but relies on crafted goal
representations. An interesting twist could be to train a parser to turn any abstract
linguistic goal description into a temporal logic formulation or a decomposed sequence
of goals directly targetable by a hierarchical agent. This setup would resemble recent
neuro-symbolic approaches involving differentiable parsers in the context of visual question
answering tasks (Mao et al., 2019).

Hierarchical reinforcement learning (HRL) can also be used for sequential skill compo-
sition (Dayan & Hinton, 1993; Parr & Russell, 1998; Sutton et al., 1998, 1999; Precup,
2000; Barto & Mahadevan, 2003). In HRL, high-level policies generate goals for low-level
policies to decompose behaviors at various levels of temporal abstractions. Suppose the
high-level goal is “cooking a vegetable soup”. The high-level policy generates a plan made
of a few high-level steps: “boiling water in a sauce pan”, “peeling the carrots and potatoes”,
etc. A lower-level policy receives the intermediate goal “boiling water in a sauce pan” and
generates a finer plan: “filling the the pan with water”, “putting the pan on the stove”.
Finally, a policy at the lowest level generates goal-directed actions. This hierarchical task
decomposition has several advantages: the higher-level policies only need to generate
short sequences of sub-goals and can explore with larger steps (temporally-structured
sub-goal-directed exploration); their action space is smaller and can be discretized; low-
level skills can be reused and composed to form many high-level skills, etc. Low-level
policies can be implemented by traditional goal-conditioned RL algorithms (Levy et al.,
2019; Roder et al., 2020) and are either trained independently from the high-level policy
(Kulkarni et al., 2016; Frans et al., 2018) or jointly (Levy et al., 2019; Nachum et al., 2018;

Roder et al., 2020). From a set of low-level policies, one can also use planning methods
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to combine skills in a hierarchical and recursive manner (Pierrot et al., 2020). Future
RL-IMGEP should leverage concurrent and sequential skill compositions to conduct an
efficient acquisition of skills.

Summary

In the introduction, we wrote: “if we want to target the problem of the autonomous
acquisition of open-ended repertoires of skills, we need to design embodied, situated,
intrinsically motivated and autotelic agents that generate creative goals, generalize and
compose skills.” Our RL-IMGEP agents are embodied and situated, intrinsically motivated
and autotelic. As demonstrated in Chapter 2, they explore well by pursuing self-generated
goals (autotelic exploration). IMAGINE and DECSTR show partial systematic generalization
in the linguistic space. DECSTR can compose basic skills by composing the associated sets
of goals it generates with the language goal generator. IMAGINE, finally, can invent, pursue
and master creative goals. In this chapter, we discussed ways to scale these approaches.
We argue that the most important aspects are 1) the generation of creative (i.e. novel and
relevant) goals in natural language; 2) the ability to target a rich diversity of goals at
once and 3) the ability to compose skills both concurrently and sequentially to unleash a
combinatorial explosion of the skill space. The next and last chapter of this manuscript
returns to the Vygostkian autotelic agents proposition and discusses how richer social
interactions could be turned into useful psychological tools to facilitate the acquisition of
skills.
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Vygotskian Autotelic Agents

IMAGINE and DECSTR are first steps in the direction of Vygotskian autotelic agents
(Chapter 4). In both cases, language is first a social, communicative tool. Social partners
describe relevant aspects of the agents’ trajectories and agents ground language in policies,
reward functions or goal generators. As they do so, they internalize social language
and turn it into a psychological tool. IMAGINE uses it to structure the imagination of
creative goals that are both appropriate (built from templates of existing goals) and
novel (variations of known goals). DECSTR uses it to structure the simulation of possible
futures and generate behavioral diversity. In the following sections, we discuss how to
enrich the social (interpsychological) and inner mental (intrapsychological) lives of future
Vygotskian autotelic agents.

9.1 Social Life

Since the emergence of embodied cognition theories and embodied robotics in the
1980s, embodiment and situatedness have been widely considered necessary properties of
intelligent agents (Brooks, 1990, 1991a,b; Rosch et al., 1991; Barsalou, 2008). However,
computational models mainly focused on physical situatedness: interactions between
the agent and its physical environment. Of equal importance is the need for social and
cultural situatedness. Humans develop in rich socio-cultural environments that might be
a cornerstone of their higher mental functions (Dautenhahn, 1995; Dautenhahn et al.,
2002; Clark, 1998b; Brooks et al., 1999; Zlatev, 2001; Lindblom & Ziemke, 2003).

Towards Teachable Autotelic Agents

Embodied and physically situated autotelic agents form goal representations and
reward functions shaped by their environment and body constraints. This can be observed
in the unsupervised skill discovery methods reviewed in Chapter 7: robotic agents learn to
move in various directions and use various configurations of their joints (Eysenbach et al.,
2019; Sharma et al., 2020; Campos et al., 2020). However, without explicit inductive
biases, nothing ensures that the emerging goal representations will make much sense from
our point of view (e.g.an agent learning to use different joint configurations). Autotelic
agents will only develop relevant skills if embedded in our socio-cultural environment
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and face our social problems. As we interact with them, we will influence their goal
representations, just like we do for children. In the same way, artificial agents could tap
into our natural tendency to help and teach, to adapt our behaviors to the level of the
learner (see the zone of prozimal development of Vygotsky or the scaffolding theory of
Bruner, Vygotsky, 1934; Wood et al., 1976; Bruner, 1985).

Human children are autotelic agents; they set their own goals and can learn by
themselves. Nonetheless, they are social beings; socially situated agents whose learning
and behavior are strongly shaped by social interactions with their peers (demonstrations,
descriptions, encouragements, attention guidance, curricula, etc.). As we argued in a
recent opinion paper called Towards Teachable Autonomous Agents (Sigaud et al., 2021),
we need to design agents that are both autotelic and teachable. While previous research
focused on either autotelic agents (e.g.intrinsically motivated RL, IMGEPS) or teachable
agents (e.g.inverse RL, interactive RL), we advocate for a convergence of these lines of
research.

Richer Pragmatic Frames

Teachable autotelic agents must learn from various sources of social interactions,
including descriptions, demonstrations, linguistic explanations, goal suggestions and goal
decompositions. The framework of pragmatic frames encompasses all these forms of
interactions:

“Pragmatic frames are verbal or non-verbal patterns of goal-
oriented behaviors that evolve over repeated interactions between
a learner and a teacher.” See Section 4.2.

RL algorithms have been proposed to handle several forms of pragmatic frames. Section 4.2
covered several of them, including instruction and feedback, learning from demonstrations,
learning from advice, learning from descriptions.

Learning from preferences is another one. In this framework, the human teacher
provides comparative judgments by ranking two trajectories of the learner. From this
feedback, the learner can infer a reward function to practice its skills. This method has
been used in scenarios where the design of a good reward function is difficult (e.g.learning
to do a backflip Christiano et al. (2017) or learning to summarize a text Stiennon et al.
(2020)), or when the original reward is too sparse (e.g.in Montezuma, Ibarz et al., 2018).
It could be extended to multi-goal settings and active learning scenarios where agents
generate several goal-directed behaviors and ask the teacher to provide feedback on their
preference.

Recently, the interactive agents group at DeepMind conducted a large-scale experiment
to train agents in contact with humans (Abramson et al., 2020). Although they discuss
the integration of four types of pragmatic frames (question-answer, instruction-feedback,
play and dialogue), they currently integrate two of them: question-answer and instruction-
feedback. In these frames, the learner can fulfill both positions: 1) instructing another
agent with either a physical goal (doing something in the scene) or a learning goal (asking
a question about the scene) or 2) executing the instruction (acting or answering).
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This paper mainly focuses on preliminary aspects of human-robot interactions: how
to bootstrap agents to achieve meaningful interactions and how to evaluate the quality
of the interaction. Indeed, because artificial agents act randomly at first, humans get
bored and find it challenging to provide helpful feedback—how can I compare two random
trajectories? The authors propose to bootstrap learning agents with a combination of
auxiliary losses and imitation learning from a large set of human-human interactions. To
evaluate the quality of interactions, they propose to use a set of probe tasks and ask
humans to provide absolute and relative evaluations of human-agent and agent-agent
interactions. From this data, they learn a scoring function that correlates well with
held-out human decisions. This method is interesting because it can help provide auxiliary
losses to encode social priors in agents.

Despite these successes, current implementations of interactive RL fail to reproduce
all the features of natural pragmatic frames (Vollmer et al., 2016; Rohlfing et al., 2016).
One can mention two major differences. First, existing approaches always consider a very
restricted set of pragmatic frames, often a single one, whereas natural teacher-learner
interactions encompass a rich diversity of pragmatic frames. Second, existing approaches
consider fized pragmatic frames: teachers and learners have fixed roles and know how to
fulfill them. In the instruction-following frame, for example, interaction is segmented in
episodes. Teachers always start by instructing and always wait for learners to execute
before providing binary feedback. On the other hand, natural pragmatic frames are
learned through social interactions and change with time. For a deeper discussion on
designing richer social lives for teachable autotelic agents, interested readers can refer to
our recent opinion paper (Sigaud et al., 2021).

9.2 Mental Life

Following the Vygotskian approach, one must now discuss how agents integrate these
social processes into inner processes and use them to structure their cognition. Autotelic
agents can internalize instructions and goal decompositions provided by social partners
by learning to generate them for themselves. One way is to store instructions in a list
that the agent can use to sample goals for itself. From this list, the agent can train
a generative model of goals, possibly conditioned on the initial state, so that certain
goals are only targeted in certain situations (e.g. Nair et al., 2020). In a recent study,
Chen and colleagues trained a generative model of linguistic plans from human-generated
decompositions of goals in a video game (Chen et al., 2021). We can draw a parallel

between the linguistic plans generated by hierarchical agents and children’s private speech.

In an initial phase, the social partner generates plans to help the learner structure its
experience. In the second phase, the learner has internalized these plans and can now
generate plans for itself—the social speech has turned into private speech.

Agents can also internalize descriptive feedback. DECSTR, for example, learns to
map descriptions to internal goal representations and, after this internalization process,
generates its own goal configurations from linguistic descriptions. As it does so, it
grounds the meaning of abstract descriptions (e.g. a pyramid) into its innate semantic
representations. IMAGINE, on the other hand, stores descriptions into a list of targetable
linguistic goals. From this list, it builds a generative model of goals by detecting templates
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and substituting equivalent words to generate new goals. Besides, IMAGINE internalizes
descriptive feedback by learning an internal reward function. IMAGINE uses it to scan lists
of goals and find the descriptions of any given state. This inefficient captioning system is,
in fact, the internalization of the social descriptions; IMAGINE now generates descriptions
for itself. Recent works have explicitly stated the objective of learning a trajectory
captioner (Cideron et al., 2020b; Zhou & Small, 2020; Nguyen et al., 2021; Chen et al.,
2021). Agents can use captioners to relabel their trajectories for hindsight learning or to
label the trajectories of others. Describing others’ trajectories as if they were ours powers
a form of theory of mind (Wellman, 1992; Rabinowitz et al., 2018; Jara-Ettinger, 2019).
Agents infer the goals of others and, doing so, can use their trajectories as demonstration
in the wild. Justesen and colleagues took a similar approach by inferring behavioral
characterizations from demonstrations and using them to train a behavior-conditioned
policy via imitation learning (Justesen et al., 2020b).

Another way to use descriptive feedback is to train language-conditioned world models.
According to the embodied simulation hypothesis, humans generate mental simulations
(e.g. visual, auditory, sensorimotor) when they hear or read language (Bergen, 2012).
As agents hear linguistic descriptions of their experience, they can learn to associate
both, such that hearing the word is enough to trigger a simulation of related experiences.
These models can be helpful to encode compact memories and communicative intents as
simple words and descriptions. When world models are synchronized, a word can trigger
the simulation of past experiences in both ourselves and others—a linguistic version
of Proust’s madeleine. As autotelic agents generate inner speech, they can trigger the
generation of memories, sensory hallucinations, imaginations of future possibilities that
will, in turn, impact their future actions and inner speech, thereby generating an inner
mental life.

DECSTR generates mental simulations of possible futures conditioned on linguistic
descriptions. From these options, it selects one, targets it and makes it come true. The
simple alignment of sensory experience and linguistic descriptions can indeed go a long
way, as a recent model called DALL-E demonstrated (Ramesh et al., 2021). DALL-E is
trained on a similar dataset aligning images and descriptions (although much larger). It
generates photo-realistic images from linguistic descriptions alone and, more surprisingly,
generalizes to new linguistic compositions such as “a chair in the shape of an avocado.”
This shows that the structure of language—i.e. its compositionality—can successfully
be projected onto the continuous image space: using compositional descriptions helps
compositional thinking. This is in line with the findings of Vyshedskiy: just like DALL-E,
children also need early exposure to compositional language to develop the ability to
compose mental images (Vyshedskiy, 2019).

Social interactions under the form of questions and answers could also be integrated
to structure autotelic agents’ behavior. In the framework of embodied question answering
(Das et al., 2018; Yuan et al., 2019), agents are asked questions and explore their
environment to answer them. Agents could internalize this social interaction and learn
to ask questions to themselves to self-organize exploration. The generation of questions
could be optimized with intrinsic rewards such as the maximization collected knowledge
or visited states’ novelty. TextWorld environments, because they abstract away the
sensorimotor interactions to focus on high-level linguistic states and actions, offer an
interesting framework to tackle these questions (Coté et al., 2018; Yuan et al., 2019).



Mental Life

RL-IMGEP offers a natural framework to implement these aspects. Autotelic agents
first interact in socially rich environments, learn from demonstrations, plans, descriptions,
advice, external curriculum, etc. As they do, they learn to integrate these processes by
training language-conditioned world models, captioners, advice generators, plan generators
and self-paced curricula. These internalized processes then structure their behaviors. As
autotelic agents call for these internal world models, they generate an inner speech that
triggers memories, imaginary sensations and future projections, affecting behavior. This
internal loop forms an inner mental life.
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Conclusion

Congratulations! You have now reached the end of this manuscript.

What was it about already? We have been interested in the design of artificial agents
that build repertoires of skills autonomously. We have emphasized two central notions:
goals and language. Our artificial agents are autotelic; they learn to represent, generate,
pursue and master their own goals. By targeting their own goals, autotelic agents organize
their exploration of the world and sculpt their learning trajectories of skills acquisition.
Our agents are also Vygotskian; they internalize pre-existing social languages and turn
them into cognitive tools to learn abstract and generalizable goal representations, organize
their exploration and simulate possible futures.

How did you do that? We have taken inspiration from existing concepts and compu-
tational frameworks from psychology, developmental robotics and reinforcement learning.
Building on the goal-conditioned deep reinforcement learning framework, we have en-
dowed artificial agents with the ability to represent their own goals, select which ones
to pursue and generate their own internal rewards. Our new family of algorithms called
rl-based intrinsically motivated goal exploration processes (RL-IMGEP) is an extension of
the existing IMGEP framework from developmental robotics. With deep reinforcement
learning methods, our IMGEP agents handle higher dimensional inputs, require less expert
knowledge and are more robust to perturbations.

So, is that it? We titled this manuscript Towards Vygotskian Autotelic Agents and,
indeed, our proposed algorithms are only the first steps. In the future, artificial agents
should represent and master a richer diversity of goals. This requires agents to represent
goals in a compact and abstract way (e.g. with language), imagine new creative goals and
learn to compose existing skills in an open-ended way. Future artificial agents should also
learn in richer social environments and benefit from the teaching of humans in the real
world. This will require agents to co-learn pragmatic frames, recognize them in the wild
and learn from them. As argued by Lake and colleagues, this will require a “developmental
start-up kit” (Lake et al., 2017). Agents might have to learn intuitive theories of physics
and people, similar to the ones developed by children early in life. Building on this kit,
artificial agents should develop a variety of world models. With causal models of physics
and people, artificial agents can imagine possible futures and plan towards them. They
can also represent counterfactuals:



“Cognition is about using these models to understand the world,
to explain what we see, to imagine what could have happened that
didn’t, or what could be true that isn’t, and then planning actions
to make it so.” (Lake et al., 2017)

Making up imaginary goals and planning towards them might be a good way to fine-tune
these models and practice goal-reaching under-constraints (Chu & Schulz, 2020b). In all
these tasks, language might be a tool of choice. People use it all the time to describe their
theories, develop new ideas, plan for the future, examine counterfactuals or communicate
all these to others. It is because of its properties of abstraction, compositionality and
productivity.

One last crazy half-baked idea before the end? Endowing agents with a combination of
linguistic world models and inner speech might be an exciting idea. As they generate inner
speech, agents trigger their linguistic world models. This can include the simulation of
perceptual experience (images, sounds), sensorimotor trajectories, descriptions of possible
futures or past experiences. Observing these outputs, agents would produce new behaviors
and inner speech. This inner loop, akin to our mental life, could help agents in their
goal-directed exploration. Language could trigger memories or mnemotechnic visual
representations acting as cognitive aids for the agent.
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Appendix A
Methodology

A.1 Baselines, Oracles, Ablations and Variants

Let us assume we just designed a new algorithm A to solve a particular problem P.
We now need to demonstrate the “quality” of this new algorithm; why should anyone be
interested? Let us assume the problem is interesting. We now need to show that: 1) A
performs well on the problem, maybe even solves it; 2) all components of A contribute to
its quality, e.g. increases performance or relaxes assumptions and 3) A compares favorably
to existing algorithms. Now, this last point is a bit imprecise. The tendency in machine
learning is to say that an algorithm is interesting if it performs better on the problem. This
view is somehow limited; an algorithm can be said interesting if it is simpler (e.g. fewer
components or fewer priors) or demonstrates similar performance and complexity but
does so in a different way (e.g.in a more biologically plausible way).

Performance on the task might also be a multi-dimensional criterion. Standard RL
algorithms can be compared in terms of final performance, sample efficiency or variability
across random seeds. As we discuss in Section 1.5, we can evaluate autotelic agents’
performance on downstream tasks, the diversity of discovered skills, the mastery of
discovered skills, generalization, etc. As a result, discussing the importance and interest of
a new algorithm can sometimes be more complex than it first appears. In this discussion,
researchers often use comparisons with other algorithms that can be classified into four
categories—baselines, oracles, ablations and variants:

e Baselines are existing related algorithms that can be applied to problem P with
minimal modifications. When the considered baseline B was introduced to solve P,
it is an interesting and essential comparison to make. When B was proposed to
solve another problem P’, its adaptation to solve P might introduce biases, which
becomes more probable the more P’ differs from P. This can lead to the problem
of under-tuning when researchers spend less effort on tuning hyperparameters of A
than they spent tuning those of B.

e Oracles O are algorithms that benefit from extra-knowledge compared to A. It
can be a complete hard-coded solution to P or a variant of A that replaces some
components with improved ones benefiting from external knowledge. It is used as a

higher bound of A’s performance. The goal for A is to perform as closely as possible
to O.
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e Variants V are alternative versions of A that replace some components with others
to act more like pre-existing algorithms. It is a way to construct baselines with
minimal contrasts to A. When a baseline B is originally introduced to solve P’, its
adaptation to P involves making B more like A. Variants take the opposite stance,
starting from A and making it more like B by introducing the very components
that B claimed to be important. This strategy has two advantages. First, it reduces
under-tuning, because V' shares most of its components and hyper-parameters with
A, thus benefits from its tuning. Second, V' and A are minimally contrasted such
that the comparison focuses on the specific contrasted components. Indeed, DRL
algorithms often involve many components, and comparing A to B would tell us
“which is best” but would tell very little about the impact of each component.
Because the problem P that we consider—the autonomous acquisition of open-
ended repertoires—is often significantly different from the problems P’ targeted
in related works, we follow the strategy of replacing modified B baselines with
minimally-contrastive variants V.

e Ablations A’ are modified versions of A that remove or replace components of
A. This is used to provide minimal contrasts and investigate the impact of each
component of A. To prove that all components of A contribute to its quality, we
must ensure that A performs better than its ablations. If a component of A helps
relax one assumption about the problem, the ablation of A that removes that
component is important to discuss the impact of this relaxing (e.g. does it impact
performance?).

In this research, we often look at various measures to qualify the agents’ behaviors
and learning patterns. We use these four types of comparisons to discuss in depth the
impact of each component of our algorithms and how they compare to related algorithms.

A.2 Statistical Comparisons

Reproducibility in machine learning, and reinforcement learning (RL) in particular, has
become a severe issue in recent years. As pointed out in two recent papers, reproducing
the results of an RL paper can turn out to be much more complicated than expected
(Islam et al., 2017; Henderson et al., 2018). In their thorough investigation, Henderson
and colleagues showed that these difficulties can be caused by differences in codebases,
hyperparameters (e.g.size of the network, activation functions) or the number of random
seeds used in the original study (Henderson et al., 2018). They state the obvious: the
claim that an algorithm performs better than another should be supported by evidence
and tested with statistical tests. However, the RL literature rarely uses statistical testing.

Building on these observations, we conducted a comparative study of statistical tests
in terms of false-positive rates and statistical powers under various assumptions on the
performance distributions, the variance, etc. This study led us to write the Hitchhiker’s
Guide to Statistical Comparisons of RL Algorithms (Colas et al., 2019b). For the sake of
concision, we only report the conclusions and guidelines here. Interested readers can refer
to the paper (Colas et al., 2019b).



Statistical Comparisons

Definitions

Statistical difference testing. Statistical difference testing offers a principled way to
compare the central measures of performance p;, p of two algorithms.! We first define
two hypotheses:

1. the null hypothesis Ho: Ap = g — po = 0,

2. the alternative hypothesis H,: |Au| > 0.

When performing a test, one initially assumes the null hypothesis. Then, we measure the
performance of the two algorithms and obtain two samples x; and z,. The next step is
to estimate the probability to observe two samples whose empirical central difference is
at least as extreme as the observed one (|AZ| = |Z; — Z3|) under the null hypothesis H,
(i.e.given Ap = 0). This probability is called the p-value. If the p-value is very low, the
test rejects Ho and concludes that a true underlying difference (#,,) is likely. When the
p-value is high, the test does not have enough evidence to conclude. This could be due to
the lack of true difference, or the lack of statistical power (too few measurements given
how noisy they are). The significance level a (usually < 0.05) draws the line between
rejection and conservation of Hy: if p-value < «, then H, is rejected.

True Hy True H,

Predicted Hy True negative 1 — o* False negative 5*
Predicted H, False positive a* True positive 1 — 8*

Table A.1: Hypothesis testing

Statistical errors. Note that having a p-value of 0.05 still results in 1 chance out of 20

to claim a difference that does not exist. This is called a type-I error or a false positive.

The false-positive rate is usually noted «, just like the significance level. Indeed, statistical

tests with significance level a are supposed to enforce a false-positive rate inferior to a.

Because our experiments demonstrate it is not always the case, we prefer to note the
false-positive rate a*. False negatives occur when the statistical test fails to recognize
a true difference in the measures of the central performance. The false-negative rate is
noted 5.

Trade-off between false positive and statistical power. Ideally, we would like to
set @« = 0 to ensure the lowest possible false-positive rate a*. However, decreasing the
confidence level makes the statistical test more conservative. The test requires even larger
empirical differences AT to reject Hg, which decreases the probability of true positives
1 — B*. This probability of true positives, also called the test’s statistical power, is the

L Central measure refers to either the mean or the median.

185



186

Methodology

probability to reject Hy when H, holds. Several factors impact it. Larger effect sizes,
lower variances and larger sample sizes all lead to stronger statistical power because they
make the underlying difference easier to detect, thus bring more evidence for the rejection
of Hy. The significance level conditions the amount of evidence required to pass the test,
thus negatively impacts the statistical power. Generally, the sample size is chosen as a
function of the expected effect size to obtain a theoretical statistical power of 1—3* = 0.8.
Different tests have different statistical powers depending on the assumptions they make,
whether they are met, how the p-value is derived, etc.

Relative effect size. The relative effect size € is the absolute effect size |Apl, scaled by
the pooled standard deviation o,,., such that € = |Au|/0p00. The relative effect size is
independent of the spread of the considered distributions.

Comparison Methodology

Measuring the performance of RL algorithms. Before using any statistical test, one
must obtain measures of performance. RL algorithms should ideally be evaluated offline.
The algorithm performance after t steps is measured as the average of the returns over £
evaluation episodes conducted independently from training, usually using a deterministic
version of the current policy (e.g. E = 20). Evaluating agents by averaging performance
over several training episodes results in a much less interpretable performance measure
and should be stated clearly. The collection of performance measures across time forms a
learning curve.

Representing learning curves. Learning curves for several runs can be rendered on a
plot. One can represent the median or the mean. Whereas the empirical median directly
represents the center of the collected sample, the empirical mean tries to model the
sample as coming from a Gaussian distribution and, under this assumption, represents
the maximum likelihood estimate of that center. One must also represent error bars.
The standard deviation (SD) represents the variability of the performance measures but
is only representative when the values are approximately normally distributed. When
performance measures are normally distributed, one can use the standard error of the
mean (SE) or confidence intervals to represent estimates of the uncertainty on the mean
estimate.

Robust comparisons. Which test, which sample sizes? Our results advocate for
the use of Welch’s t-test, which shows lower false-positive rates and similar statistical
powers than other tests. The number of random seeds to achieve a statistical power of
0.8 depends on the expected relative effect size:

e = 05— N ~ 100,
e=1— N ~ 20,
e =2 N = 5,10.



Statistical Comparisons

The analysis of a study case comparing SAC and TD3 algorithms required a sample
size between N = 5 and N = 10 for a relatively strong effect ¢ = 0.93 when comparing
the means, and about 5 more seeds when comparing the medians (e = 0.80).

A word on multiple comparisons. When performing multiple comparisons (e.g. bet-
ween different pairs of algorithms evaluated in the same setting), the probability of having
at least one false positive increases linearly with the number of comparisons n.. This
probability is called the family-wise error rate (FWER). To correct for this effect, one
must apply corrections. The Bonferroni correction for instance adapts the confidence
level apons. = a/n. (Bonferroni, 1936). This ensures that the FWER stays below the
initial a but drastically impacts the statistical power of the test.

Comparing full learning curves. Instead of only comparing the final performance
measures of the two algorithms after 7" timesteps in the environment, we can compare
performance across learning by performing tests at each evaluation step. This might
reveal differences in the speed of convergence and can provide more robust comparisons.
Figure A.1 demonstrates this with runs for SAC and TD3, using a t-test (N = 5). The
correction to apply when comparing two learning curves depends 1) on the number of
comparisons, 2) on the criterion that is used to conclude whether an algorithm is better
than the other. The criterion used to draw a conclusion should be decided before running
any test. Picking the decision criterion after data collection can lead to cherry-picking:
e.g.selecting the only criterion leading to a positive outcome among a set of C' criteria.
An example of criterion could be: “if when comparing the last 100 performance measures
of the two algorithms, more than 5 comparisons show a significant difference in favor of
Algorithm 1, then it is better than Algorithm 27. In that case, the number of comparisons
performed is N, = 100, and the criterion is Nycjection > Nere = 5. We want to constrain
the probability FWER that our criterion is met by pure chance to a confidence level
« = 0.05. This probability is given by the repartition function of the binomial law with
parameters n = 100 and p = «:

Ne¢
FWER(0, N) = Pz > N)=1- 3 <1OO> o (1= a)100F,
k=0 k
This probability stays below 0.05 for N,,.;; > 10. For N,.;; = 5, the probability is 0.56:
the criterion is too easy to pass. One can use a stronger criterion N..;; > 10, or correct
the value of o such that FWER(correcteds Nerit = D) < 0.05, here qeorrectea = 0.019
works.
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Figure A.1: Comparing two real RL algorithms: sac and TD3. Example of
learning curves representations. Here N = 5 for both samples, the median
and the 80" percentiles are represented. Black dots indicate statistically
significant differences using a t-test and o = 0.01.



Appendix B
Appendix of IMAGINE

This annex presents the additional methods, results and discussion, as well as implemen-
tation details for the IMAGINE study in Chapter 5.
e Scction B.1 gives a complete description of the Playground environment.

e Section B.2 presents a focus on generalization and studies different types of general-
ization.

e Section B.3 presents a focus on exploration and how it is influenced by goal
imagination.

e Section B.4 presents a focus on the goal imagination mechanism we use in IMAGINE.
e Section B.5 presents a focus on the modular-attention architecture.
e Section B.6 presents a focus on the benefits of learning the reward function.

e Section B.7 provides additional visualization of the goal embeddings and the atten-
tion vectors.

e Section B.8 discusses the comparison with goal-as-state approaches.

e Section B.9 gives all necessary implementation details.

B.1 Complete Description of the Playground Environment
Environment Description

The environment is a 2D square: [—1.2, 1.2]%. The agent is a disc of diameter 0.05
with an initial position (0, 0). Objects have sizes uniformly sampled from [0.2, 0.3]. Their
initial positions are randomized so that they are not in contact with each other. The agent
has an three-dimensional action space [—1, 1]3. The first two actions control the agent’s
continuous 2D translation (bounded to 0.15 in any direction). The third action controls
the gripper (closed is positive). The agent can grasp objects by touching them and closing
its gripper, unless it already has an object in hand. Objects include 10 animals, 10 plants,
10 pieces of furniture and 2 supplies. Admissible categories are animal, plant, furniture,
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supply and living _thing (animal or plant), see Figure B.1. Objects are assigned a color
attribute (red, blue or green). Their precise color is a continuous RGB code uniformly
sampled from RGB subspaces associated with their attribute color. Each scene contains

three of these procedurally-generated objects (see paragraph about the Social Partner
below).

living thing
|

Category animal plant furniture supply
dog parrot cactus grass cupboard door
Object cat mouse carnivorous aglae sink chair
chameleon  lion flower tea window desk WSy
Type . food
human pig tree rose sofa lamp
fly cow bush bonsai carpet table

Figure B.1: Objects types and categories in Playground.

Agent Perception

At time step t, we can define an observation o; as the concatenation of body observa-
tions (2D-position, gripper state) and objects’ features. These two types of features form
affordances between the agent and the objects around. These affordances are necessary
to understand the meaning of object interactions like grasp. The state s; used as input of
the models is the concatenation of o, and Ao, = 0, — 0y to provide a sense of time. This
is required to acquire the understanding and behavior related to the grow predicate, as
the agent needs to observe and produce a change in the object’s size.

Social Partner

SP has two roles:

e Scene organization: SP organize the scene according to the goal selected by the agent.
When the agent selects a goal, it communicates it to sp. If the goal starts with
the word grow, sp adds a procedurally-generated supply (water or food for animals,
water for plants) of any size and color to the scene. If the goal contains an object
(e.g. red cat), sp adds a corresponding object to the scene (with a procedurally
generated size and RGB color). The remaining objects are generated procedurally.
As a result, the objects required to fulfill a goal are always present and the scene
contains between 1 (grow goals) and 3 (go goals) random objects. Note that all
objects are procedurally generated (random initial position, RGB color, and size).

e Scene description: SP provides linguistic descriptions of interesting outcomes expe-
rienced by the agent at the end of episodes. It takes the final state of an episode
(sr) as input and returns matching linguistic descriptions: Dgp(s7) C D**. When sp
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provides descriptions, the agent considers them as targetable goals. This mapping
Ds* — G'ain gimply consists in removing the first ‘you’ token (e.g.turning ‘you
grasp red door’ into the goal ‘grasp red door’). Given the set of previously discovered
goals (Ginown) and new descriptions Dgy(sr), the agent infers the set of goals that
were not achieved: G,.(S7) = Ginown \ Dsp(S7), where \ indicates the complement.

Grammar

We now present the grammar generating descriptions for the set of goals achievable
in Playground (G#). Bold and { } refer to sets of words while italic refers to particular
words:

1. Go: (e.g. go bottom left)

® go + zone
2. Grasp: (e.g. grasp any animal)

e grasp + color U {any} + object type U object category
e grasp + any + color + thing

3. Grow: (e.g. grow blue lion)
e grow + color U {any} + living thing U {living thing, animal, plant}
e grow + any + color + thing

Word sets are defined by:

e zone = {center, top, bottom, right, left, top left, top right, bottom left, bottom
right }

e color = {red, blue, green}

e object type = living thing U furniture U supply

e object category = {living thing, animal, plant, furniture, supply}

e living thing = animal U plant

e animal = {dog, cat, chameleon, human, fly, parrot, mouse, lion, pig, cow}

e plant = {cactus, carnivorous, flower, tree, bush, grass, algae, tea, rose, bonsai}

e furniture — {door, chair, desk, lamp, table, cupboard, sink, window, sofa, carpet}
o supply = {water, food}

e predicate = {go, grasp, grow}
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We partition this set of achievable goals into a training (G"*™) and a testing (G***) set.
Goals from G'** are used to evaluate the ability of agents to explore outcomes beyond
the ones described by sp. The next section introduces this testing set and focuses on
generalization. Note that some goals might be syntactically valid but not achievable.
This includes all goals of the form grow + color U {any} + furniture U {furniture}
(e.g. grow red lamp).

B.2 Focus on Generalization

Table B.1 provides the exhaustive list of goals used to test each type of generalization.

Table B.1: Testing goals in G***, by type.

Type 1 | Grasp blue door, grasp green dog, grasp red tree, grow green dog

Type 2 | Grasp any flower, grasp blue flower, grasp green flower, grasp red flower,

grow any flower, grow blue flower, grow green flower, grow red flower

Type 3 | Grasp any animal, grasp blue animal, grasp green animal, grasp red animal

Type 4 | Grasp any fly, grasp blue fly, grasp green fly, grasp red fly

Type 5 | Grow any algae, grow any bonsai, grow any bush, grow any cactus

grow any carnivorous, grow any grass, grow any living thing, grow any plant
grow any rose, grow any tea, grow any tree, grow blue algae

grow blue bonsai, grow blue bush, grow blue cactus, grow blue carnivorous
grow blue grass, grow blue living thing, grow blue plant, grow blue rose

grow blue tea, grow blue tree,grow green algae, grow green bonsai

grow green bush, grow green cactus, grow green carnivorous, grow green grass
grow green living thing, grow green plant, grow green rose, grow green tea
grow green tree, grow red algae, grow red bonsai, grow red bush

grow red cactus, grow red carnivorous, grow red grass, grow red living thing

grow red plant, grow red Tose, grow red tea, grow red tree

B.3 Focus on Exploration
Interesting Interactions

Interesting interactions are trajectories of the agent that humans could infer as goal-
directed. If an agent brings water to a plant and grows it, it makes sense for a human.
If it then tries to do this for a lamp, it also feels goal-directed, even though it does not
work. This type of behavior characterizes the penchant of agents to interact with objects
around them, to try new things.
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Sets of Interesting Interactions

We consider three sets of interactions: 1) interactions related to training goals;
2) interactions related to testing goals; 3) the extra set. This extra set contains interactions
where the agent brings water or food to a piece of furniture or to another supply. Although
such behaviors do not achieve any of the goals, we consider them as interesting exploratory
behaviors. Indeed, they testify that agents try to achieve meaningful imagined goals
that are meaningful from their point of view, i.e. corresponding to a meaningful form of

generalization after discovering that animals or plants can be grown (e.g. grow any door).

The Interesting Interaction Count Metric

We count the number of interesting interactions over all final transitions from the last
600 episodes (1 epoch). Agents do not need to target these interactions; we simply report
the number of times they are experienced. Indeed, the agent does not have to target a
particular interaction for the trajectory to be interesting from an exploratory point of
view. The HER mechanism ensures that these trajectories can be replayed to learn about
any goal, imagined or not. Computed on the extra set, the Interesting Interaction Count
(12C) is the number of times the agent was found to bring supplies to a piece of furniture
or other supplies over the last epoch:

600

12Cextra = Z Z 61',157

1€ Loxtra t=1

where §; ; = 1 if interaction ¢ was achieved in episode ¢, 0 otherwise and Zgy,, is the set of
interesting interactions (here from the extra set) performed during an epoch. Imaginative
agents achieve higher scores in the testing and extra sets of interactions, while maintaining
similar exploration scores on the training set, see Figures B.2a to B.2c.

—s— early —=— half-way —+ never —e— early —=— half-way —¥— never 50 —e— early —=— half-way —+— never
600 . \; O 80F x * n::::::: X KX K X X K ::;:::::
4ot
60f
400 / | 030t
I ! o o
= / E 40r % 20+
200 :
0 2040 60 80 100 % 2040 60 80 100 O 20 40 60 _ 80 100
Episodes (x103) Episodes (x103) Episodes (x103)
(a) (b) (c)

Figure B.2: Exploration metrics (a) Interesting interaction count (12¢) on
training set, (b) 12C on testing set, (c) 12C on extra set. Goal imagination
starts early (vertical blue line), half-way (vertical orange line) or does not
start (no imagination baseline in green).
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B.4 Focus on Goal Imagination

Algorithm 4 presents the algorithm underlying our goal imagination mechanism. This
mechanism is inspired by the Construction Grammar (CG) literature and generates new
sentences by composing known ones (Goldberg, 2003). It computes sets of equivalent
words by searching for sentences with an edit distance of 1: sentences where only one
word differs. These words are then labeled equivalent and can be substituted in known
sentences. Note that the goal imagination process filters goals that are already known.
Imagining goals from G%#" before they are discovered drives the exploration of IMAGINE
agents. In our setup, however, this effect remains marginal as IMAGINE discovers all goals
from G'*™ in the first epochs (see Figure B.4).

Algorithm 4 Goal Imagination. The edit distance between two sentences refers to the
number of words to modify to transform one sentence into the other.

1: Input: Gynown (discovered goals)

2: Initialize: empty list of sets of equivalent words word_ eq, empty list of template
sentences goal_templates, empty set of imagined goals Gip,.
> Computing word equivalences

3: for gNL In Gxnown do

4: new_ goal templates = True

5: for g, in goal templates do

6: if edit_distance(gnL, gm) < 2 then > gy belongs to template gy,

7: new_goal templates = False

8: if edit_distance(gnr, gm) == 1 then

9: w1, w < get_non_ matching words(gnr, gm)

10: if wy and ws not in any of word_eq sets then > (wy wg): new
equivalent set

11: word_eq.add({w1, wa})

12: else

13: for eq set in word_eq do > update equivalence sets

14: if w1 € eq_set or wy € eq_set then

15: eq_set = eq set U {w, wa}

16: if new goal templates then > if gy, belongs to no known templates

17: goal_templates.add(gny)

> Generating new sentences
18: for g in goal templates do

19: for w in g do

20: for eq set in word _eq do

21: if we eq set then

22: for w' in eq_set do

23: gim < replace(g, w, w')
24: if Gim ¢ Gxnown then
25: gim = gim U {gzm}

26: Gim = Gim \ Gknown > filtering known goals.
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Table B.2: All imaginable goals G'™ generated by the Construction Grammar

Heuristic.

Goals from gtrain

Gtrain - (Note that known goals are filtered from the set of imagined goals.
However, any goal from G"#" can be imagined before it is encountered

in the interaction with sp.)

Goals from Gtest

All goals from Type 1, 3, 4 and 5, see Table B.1

Syntactically
incorrect goals

Go bottom top, go left right, grasp red blue thing,
grow blue red thing, go right left, go top bottom,
grasp green blue thing, grow green red thing, grasp green red thing

grasp blue green thing, grasp blue red thing, grasp red green thing.

Syntactically

correct but
unachievable goals

Go center bottom, go center top, go right center, go right bottom,

go right top, go left center, go left bottom, go left top,

grow green cupboard, grow green sink, grow blue lamp, go center right,
grow green window, grow blue carpet, grow red supply, grow any sofa,
grow red sink, grow any chair, go top center, grow blue table,

grow any door, grow any lamp, grow blue sink, go bottom center,

grow blue door, grow blue supply, grow green carpet, grow blue furniture,
grow green supply, grow any window, grow any carpet, grow green furniture,
grow green chair, grow green food, grow any cupboard, grow red food,
grow any table, grow red lamp, grow red door, grow any food,

grow blue window, grow green sofa, grow blue sofa, grow blue desk,

grow any sink, grow red cupboard, grow green door, grow red furniture,
grow blue food, grow red desk, grow red table, grow blue chair,

grow red sofa, grow any furniture, grow red window, grow any desk,
grow blue cupboard, grow red chair, grow green desk, grow green table,
grow red carpet, go center left, grow any supply, grow green lamp,

grow blue water, grow red water, grow any water, grow green water,

grow any water, grow green water.
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Imagined Goals

We run the goal imagination mechanism based on the construction grammar heuristic
(cgH) from G™ ", After filtering goals from G"#" this produces 136 new imagined
sentences. Table B.2 presents the list of these goals while Figure B.3 presents a Venn
diagram of the various goal sets. Among these 136 goals, 56 belong to the testing set
G'est. This results in a coverage of 87.5% of G'***, and a precision of 45%. In goals that
do not belong to G***, goals of the form grow + {any} U color + furniture U supplies
(e.g. grow any lamp) are meaningful to humans, but are not achievable in the environment
(impossible).

gim
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Figure B.3: Venn diagram of goal spaces.

Variants of Goal Imagination Mechanisms
Main Section 5.5.3 investigates variants of our goal imagination mechanism:

1. Lower coverage: To reduce the coverage of CGH while maintaining the same precision,
we simply filter half of the goals that would have been imagined by cGH. This
filtering is probabilistic, resulting in different imagined sets for different runs. It
happens online, meaning that the coverage is always half of the coverage that CGH
would have had at the same time in training.

2. Lower precision: To reduce precision while maintaining the same coverage, we
sample a random sentence for each goal imagined by cGH. We control for vocabulary
(words of G"*") and sentence length. Goals from G'*** are still imagined via the
CCH mechanism. This variant only doubles the imagination of sentences that do
not belong to G,

3. Oracle: Perfect precision and coverage are achieved by filtering the output of CGH,
keeping only goals from G**. Once the 56 goals that CGH can imagine are imagined,
the oracle variant adds the 8 remaining goals: those including the word flower
(Type 2 generalization).



Focus on Goal Imagination

4. Random goals: Each time CGH would have imagined a new goal, it is replaced by a
randomly generated sentence, using words from the words of G'#in,

Note that all variants imagine goals at the same speed as the CGH algorithm. They simply
filter or add noise to its output, see Figure B.4.
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Figure B.4: Evolution of known goals for various goal imagination mecha-
nisms. All graphs show the evolution of the number of goals from G,
G'*** and others in the list of known goals Gxnown- We zoom on the first
epochs, as most goals are discovered and invented early. Vertical dashed line
indicates the onset of goal imagination. (a) caH; (b) Low Coverage; (c) Low
precision; (d) Oracle; (e) Random Goals.
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Effect of Low Coverage on Generalization

In Main Section 5.5.3, we compare our goal imagination mechanism to a Low Coverage
variant that only covers half of the proportion of G*** covered by cGH (44%). Figure B.5
shows that the generalization performance on goals from G*** that the agent imagined (n-
shot generalization, blue) are not significantly higher than the generalization performance
on goals from G'** that were not imagined (zero-shot generalization). As they are
both significantly higher than the no imagination baseline, this implies that training on
imagined goals boosts zero-shot generalization on similar goals that were not imagined.

—8— Test Imagined ~%— No Imagination Baseline
—#— Test Not Imagined
0.8
* */ * *k hk ok
*. & * * * k Kk *

Success Rate
o =
B ()}

o
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Figure B.5: Zero-shot versus n-shot. We look at the Low Coverage variant
of our goal imagination mechanism that only covers 43.7% the test set with
a 45% precision. We report success rates on testing goals of Type 5 (grow +
plant) and compare with the no imagination baseline (green). We split in
two: imagined goals (blue), and others (orange).

Impacts of Various Goal Imagination Mechanisms
on Exploration

Figure B.6 presents the 12C exploration scores on the training, testing and extra sets
for the different goal imagination mechanisms introduced in Main Section 5.5.3. Let us
discuss each of these scores:

1. Training interactions. In Figure B.6a, we see that decreasing the precision (Low
Precision and Random Goal conditions) affects exploration on interactions from
the training set, where it falls below the exploration of the no imagination baseline.
This is due to the addition of meaningless goals forcing agents to allocate less time

to meaningful interactions in comparison.

2. Testing interactions. In Figure B.6b, we see that the highest exploration scores on
interactions from the test set comes from the oracle. Because it shows high coverage
and precision, it spends more time on interactions from the testing set. What
is more surprising is the exploration score of the low coverage condition, higher
than the exploration score of cGH. With equal precision, CGH should show better
exploration, as it covers more test goals. However, the Low Coverage condition,
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—e— CGH
—#- No imag.

600r

by spending more time exploring each of its imagined goals (it imagined fewer),
probably learned to master them better, increasing the robustness of its behavior
towards those. This insight advocates for the use of goal selection methods based
on learning progress. Agents could estimate their learning progress on imagined
goals using their internal reward function and its zero-shot generalization. Focusing
on goals associated with high learning progress might help agents filter goals they
can learn about from others.

Extra interactions. Figure B.6¢ shows that only the goal imagination mechanisms
that invent goals not covered by the testing set manage to boost exploration in this
extra set. The oracle perfectly covers the testing set but does not generate goals
related to other objects (e.g. grow any lamp).
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Figure B.6: Exploration metrics for different goal imagination mechanisms:
(a) Interesting interaction count (12C) on training set, (b) 12C on testing set,
(c) 12¢ on extra set. Goal imagination starts early (vertical line), except for
the no imagination baseline (green). Standard errors of the mean plotted
for clarity (as usual, 10 seeds).
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B.5 Focus on Architectures

This section compares our proposed object-based modular architecture MA for the
policy and reward function to a flat architecture that does not use inductive biases for
efficient skill transfer. We hypothesize that only the object-based modular architectures
enable a sufficient generalization performance for the goal imagination to impact gener-
alization and exploration. Indeed, when generalization abilities are low, agents cannot
evaluate their performance on imagined goals, thus cannot improve.

Preliminary Study of the
Reward Function Architecture

We first compared modular and flat architectures for the reward function (MA® vs FA®
in Figure B.7). This experiment was conducted in a supervised setting, independently from
policy learning. We use a dataset of 50x10% trajectories and associated goal descriptions
collected using a pre-trained policy. To closely match the training conditions of IMAGINE,
we train the reward function on the final states sy and test it on any states s;, t = [1, T
of other episodes. Table B.3 provides the F}-score computed at convergence on G and
Ggtest for the two architectures.
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Figure B.7: Reward function architectures: (a) Flat-attention reward function
(ra®) and (b) Modular-attention reward function (MA™). We use ma™ for
all experiments except for the experiment in Table B.3

Table B.3: Reward function architectures performance.
‘ Fltrain Fltest

MAR | 0.98+0.02 0.64 + 0.22
FAR | 0.60+0.10 0.22 +0.05

MAT outperforms FA® on both the training and testing sets. In addition to its poor
generalization performance, FA®’s performance on the training set is too low to support
policy learning. As a result, we always use MA™® for the reward function.
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Policy Architecture Comparison

Let us now compare MA and FA architectures for the policy and critic (see Figure B.8).
MA significantly outperforms FA on the training and testing sets at convergence (Table B.4)
and generalizes better across learning as well (Figure B.9a). When combined with
imagination, only MA demonstrates a significant boost in systematic generalization (see
Main Table 5.2). Figure B.9¢ and B.9d support similar conclusions for exploration: only
modular architectures enable goal imagination to boost exploration on the testing and
extra sets of interactions.
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Figure B.8: Policy and reward function architectures: (a) Modular-attention
(MA) reward + Flat-attention (FA) policy. (b) MA reward + MA policy. In
both figures, the reward function is represented on the right in green, the
policy on the left in pink, the language encoder at the bottom in yellow and
the attention mechanisms at the center in blue.

In preliminary experiments, we tested a Flat-Concatenation (FC) architecture where
the gated attention mechanism was replaced by a simple concatenation of the goal
encoding and the state vector. We did not found a significant difference with respect to
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FA. We chose to keep the attention mechanism, as it improves model interpretability (see
Additional Visualization B.7).

Table B.4: Policy and critic architecture performance, using MA™ for the
reward function. Differences between MA and FA are both significant, p-
values < 1071°.

ﬁtrain ﬁtest
MA | 0.95+0.05 0.76 £0.10
FA | 0.40+0.13 0.16 £0.06
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Figure B.9: Policy architecture comparison: (a) SR on G'** for the Fa
and MA architectures when the agent starts imagining goals early (plain,
after the black vertical dashed line) or never (dashed). (b, c, d) 12C on
interactions from the training, testing and extra sets respectively. Imagination
is performed using cGH. Stars indicate significant differences between cGH
and the corresponding no imagination baseline.
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B.6 Focus on Reward Function

The reward function learned by IMAGINE can be used for several purposes. This paper
leverages some of these ideas (the first two), while others are left for future work (the last
two):

e Behavior adaptation. As Main Section 5.5.1 showed, the reward function enables
agents to adapt their behavior towards imagined goals. Whereas the zero-shot gen-
eralization pushed agents to grow plants with food and water with equal probability,
the reward function helped agents to correct that behavior towards more water.

e Guiding hindsight experience replay (HER). In multi-goal RL with discrete
sets of goals, HER is traditionally used to modify transitions sampled from the
replay buffer. It replaces originally targeted goals with others randomly selected
from the set of goals (Andrychowicz et al., 2017; Mankowitz et al., 2018). This
enables transfer across skills by reinterpreting trajectories in the light of new goals.
In that case, a reward function is required to compute the reward associated with
that new transition (new goal). To improve on random goal replay, we favor goal
substitution towards goals that actually match the state and have a higher chance of
being rewarded. In IMAGINE, we scan a set of 40 goal candidates for each transition,
and select substitute goals that match the scene when possible, with probability
p = 0.5.

e Exploring like Go-Explore. In Go-Explore (Ecoffet et al., 2021), agents first
reach a goal state, then start exploring from there. We could reproduce that
behavior in our IMAGINE agents with our internal reward function. The reward
function would scan each state during the trajectory. When the agent thinks it
reached the goal, it can can switch to another, add noise on its goal embedding,
or increase the exploration noise on actions. This might enable agents to explore
sequences of goal-directed behaviors. We leave the study of this mechanism for
future work.

e Filtering of imagined goals. When generating imagined goals, agents also
generate meaningless goals. Ideally, we would like agents to filter these from
meaningful goals. Goals are said meaningful if the reward function generalizes well
enough for the agent to progress on the corresponding skill. In an ensemble of
reward functions, most functions would agree on the interpretation of imagined
goals close to those found in the training set. On the other hand, they might
disagree on others. Agents could use such ensemble to filter appropriate goals from
others by scanning a dataset of interactions and evaluating the agreement for given
imagined goals. Having an efficient filtering mechanism would drastically improve
the efficiency of goal imagination, as Main Section 5.5.3 showed that the ratio of
meaningful goals determines generalization performance. This is also left for future
work.
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B.7 Additional Visualizations

To analyze the goal embeddings learned by the language encoder L., we perform
a t-SNE using 2 components, perplexity 20, a learning rate of 10 for 5000 iterations.
Figure B.10 presents the resulting projection for a particular run. The embedding seems
to be organized mainly in terms of motor predicates (B.10a) and colors (B.10b). Object

Visualizing Goal Embedding

types or categories do not seem to be strongly represented (B.10c).
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Figure B.10: t-SNE of Goal Embedding. The same t-SNE is presented, with
different color codes (a) predicates, (b) colors, (c) object categories.

Visualizing Attention Vectors

In the modular-attention architectures for the reward function and policy, we train
attention vectors to gate object-specific features via a term-by-term product. In each
architecture, the attention vector is shared across objects (permutation invariance).
Figure B.11 presents examples of attention vectors for the reward function (B.11a) and
for the policy (B.11b) at the end of training. These attention vectors highlight relevant
parts of the object-specific sub-state depending on the linguistic goal:

e When the sentence refers to a particular object type (e.g. dog) or category (e.g. living

thing), the attention vector suppresses the corresponding object type(s) and high-
lights the complement set of object types. If the object does not match the object
type or category described in the sentence, the output of the term-by-term product
between object types and attention will be close to 1. Conversely, if the object is of
the required type, the attention suppression ensures that the output stays close to
zero. Although it might not be intuitive for humans, it efficiently detects whether
the considered object is the one the sentence refers to.

When the sentence refers to a navigation goal (e.g. go top), the attention highlights
the agent’s position (here y).

When the sentence is a grow goal, the reward function focuses on the difference in
object’s size, while the policy further highlights the object’s position.

The attention vectors use information about the goal to highlight or suppress parts of
the input using the different strategies described above depending on the type of input
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(object categories, agent’s position, size difference, etc). This type of gated attention

improves the interpretability of the reward function and policy.
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B.8 Comparing IMAGINE to Goal-as-State Approaches

In the goal-conditioned RL literature, some works have proposed goal generation
mechanisms to facilitate the acquisition of skills over large sets of goals (Nair et al., 2018b;
Pong et al., 2020; Nair et al., 2020). Some of them had a special interest in exploration
and proposed to bias goal sampling towards goals from low-density areas (Pong et al.,
2020). One might then think that IMAGINE should be compared to these approaches.
However, there are a few catches:

1. Nair et al. (2018b, 2020); Pong et al. (2020) use generative models of states to
sample state-based goals. However, our environment is procedurally generated.
This means that sampling a given state from the generative model has a very low
probability to match the scene. If the present objects are three red cats, the agent
has no chance to reach a goal specifying dogs and lions’ positions, colors, and sizes.
Indeed, most of the state space is made of object features that cannot be acted
upon (colors, types, sizes of most objects). One could imagine using SP to organize
the scene, but we would need to ask SP to find the three objects specified by the
generated goal, in the exact colors (RGB codes) and size. By doing so, there would
be no distracting object for the agent to discover and learn about. A second option
is to condition the goal generation on the scene as it is done in Nair et al. (2020).
The question of whether it might work in procedurally-generated environments
remains open.

2. Assuming a perfect goal generator that only samples valid goals that do not ask for
a change of object color or type, the agent would then need to bring each object
to its target position and to grow objects to their very specific goal size. These
goals are not the same as those targeted by IMAGINE, they are too specific. These
approaches—like most goal-conditioned RL approaches—represent goals as particular
states (e.g. block positions in manipulation tasks, visual states in navigation tasks)
(Schaul et al., 2015; Andrychowicz et al., 2017; Nair et al., 2018b; Pong et al., 2020).
In contrast, language-conditioned agents represent abstract goals, usually defined
by specific constraints on states (e.g. grow any plant requires the size of at least
one plant to increase) (Chan et al., 2019; Jiang et al., 2019; Cideron et al., 2020b).
For this reason, goal-as-state and abstract-goal approaches do not tackle the same
problem. The former target specific coordinates, and cannot be instructed to reach
abstract goals, while the latter are not trained to reach specific states.

For these reasons, we argue that the goal-conditioned approaches that use state-based
goals cannot be easily or fairly compared to our approach IMAGINE.
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B.9 Implementation Details
Reward Function Inputs and Hyperparameters

Supplementary Section B.5 details the architecture of the reward function. The
following provides extra details about the inputs. The object-dependent sub-state
Sobj(;) contains information about both the agent’s body and the corresponding ob-
ject it Sopji) = [Obody, DOpody; Oobi(i), DOopj(i)] Where 0poq, and 0,5 are body- and
obj-dependent observations, and Ao}, = 0},q, — 0p,y, and Aol = 0l — 00
measure the difference between the initial and current observations. The second input is
the attention vector @ that is integrated with s,;(;) through an Hadamard product to
form the model input: x! = s,;(;) © af. This attention vector is a simple mapping from
g to a vector of the size of s,;(;) contained in [0, 1]5”6(50’”‘(“). This cast is implemented
by a one-layer neural network with sigmoid activations NN°*** such that a9 = NN°**(g).

For the three architectures, the number of hidden units of the LSTM and the sizes of the
hidden layers of fully connected networks are fixed to 100. NN parameters are initialized
using He initialization (He et al., 2015) and we use one-hot word encodings. The LSTM is
implemented using rnn.BasicLSTMCell from TensorFlow 1.15 based on Zaremba et al.
(2014). The states are initially set to zero. The LSTM’s weights are initialized uniformly
from [—0.1,0.1] and the biases initially set to zero. The LSTM use a tanh activation
function whereas the NN are using ReLLU activation functions in their hidden layers and
sigmoids at there output.

Reward Function Training Schedule

The architecture is trained via backpropagation using the Adam Optimizer (Kingma
& Ba, 2015). The data is fed to the model in batches of 512 examples. Each batch is
constructed so that it contains at least one instance of each goal description gnr, (goals
discovered so far). We also use a modular buffer to impose a ratio of positive rewards
of 0.2 for each description in each batch. When trained in parallel with the policy, the
reward function is updated once every 1200 episodes. Each update corresponds to up
to 100 training epochs (100 batches). We implement a stopping criterion based on the
Fi-score computed from a held-out test set uniformly sampled from the last episodes
(20% of the last 1200 episodes (2 epochs)). The update is stopped when the Fj-score on
the held-out set does not improve for 10 consecutive training epochs.

RL Implementation and Hyperparameters

In the policy and critic architectures, we use hidden layers of size 256 and ReLU
activations. Attention vectors are cast from goal embeddings using single-layer neural
networks with sigmoid activations. We use the He initialization scheme for (He et al., 2015)
and train them via backpropagation using the Adam optimizer (5; = 0.9, 2 = 0.999)
(Kingma & Ba, 2015).

Our learning algorithm is built on top of the OpenAl Baselines implementation of
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HER-DDPG.! We leverage a parallel implementation with 6 actors. Actors share the same
policy and critic parameters but maintain their own memory and conduct their own
updates independently. Updates are then summed to compute the next set of parameters
broadcast to all actors. Each actor is updated for 50 epochs with batches of size 256
every 2 episodes of environment interactions. Using hindsight replay, we enforce a ratio
p = 0.5 of transitions associated with positive rewards in each batch. We use the same
hyperparameters as Plappert et al. (2018a).

Computing Resources

The RL experiments contain 8 conditions of 10 seeds each and 4 conditions with 5
seeds (sp study). Each run leverages 6 CPUs (6 actors) for about 36h for a total of 2.5
cpu years. Experiments presented in this paper require machines with at least 6 CPU

cores.

! The OpenAl Baselines implementation of HER-DDPG can be found at https://github.com/openai/
baselines, our implementation can be found at https://sites.google.com/view/imagine-drl.?


https://github.com/openai/baselines
https://github.com/openai/baselines
https://sites.google.com/view/imagine-drl

Appendix ¢
Appendix of LGB

C.1 Pseudo-Code

Algorithm 5 presents the high-level pseudo-code of LGB algorithms for each of the
three phases.

Algorithm 5 LGB algorithm

> Goal — Behavior phase
Require Env F
Initialize policy II, goal sampler G, buffer B
loop
g < Gs.sample()
{s,a,5',9,¢p, ¢, } 1,1 < E.rollout(IL, g)
G.update(c))
B.update({s, a, s, g, ¢y, ¢, }1,17)
IT.update(B)
return II, G

,_.
=

> Language — Goal phase
11: Require II, E, G, social partner SP
12: Initialize language goal generator LGG
13: dataset < SP.interact(F,II, Gy)
14: LGG.update(dataset)
15: return LGG
16:
> Language — Behavior phase
17: Require E,II,LGG, SP

18: loop

19: descr. « SP.listen()

20: loop > Strategy switching loop
21: g < LGG.sample(descr, c°)

22: cg <+ E.rollout(g)

23: if g == C;;F then break




210

Appendix of LGB

C.2 Semantic Predicates and Application to Fetch Manipu-
late

In this paper, we restrict the semantic representations to the use of the close and
above binary predicates applied to M = 3 objects. The resulting semantic configurations
are formed by:

Cp = [C(Ola02)7 c(01,03), c(02,03), a(o1,02), a(oz,01), a(o1,03), a(03,01), a0z, 03), 0(03702)]’

where ¢() and a() refer to the close and above predicates respectively and (o;, 02, 03)
are the red, green and blue blocks respectively.

Symmetry and asymmetry of close and above predicates. We consider objects
0y and 0s:

e close is symmetric: “0; is close to 0,” < “04 is close to 0;.” The corresponding
semantic mapping function is based on the Euclidean distance, which is symmetric.

e above is asymmetric: “o0; is above 0,” = not “o, is above 0;.” The corresponding
semantic mapping function evaluates the sign of the difference of the object Z-axis
coordinates.

C.3 The DECSTR Algorithm

C.3.1 Autotelic Reinforcement Learning
The sensorimotor learning phase (G—B) of DECSTR alternates between two steps:

e Data acquisition. A DECSTR agent has no prior on the set of reachable semantic
configurations. Its first goal is sampled uniformly from the semantic configuration
space. Using this goal, it starts interacting with its environment, generating trajec-
tories of sensory states s, actions a and configurations c,. The last configuration
cg achieved in the episode after T' time steps is considered stable and is added to
the set of reachable configurations. As it interacts with the environment, the agent
explores the configuration space, discovers reachable configurations and selects new
targets.

e Internal models updates. A DECSTR agent updates two models: its curriculum
strategy and its policy. The curriculum strategy can be seen as an active goal
sampler. It biases the selection of goals to target and goals to learn about. The
policy is the module controlling the agent’s behavior and is updated via RL.

Policy Updates with a Goal-Conditioned
Soft Actor-Critic

Policy updates are performed with Soft Actor-Critic (SAC) (Haarnoja et al., 2018b), a
state-of-the-art off-policy actor-critic algorithm. We also use hindsight experience replay
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(HER) (Andrychowicz et al., 2017). This mechanism enables agents to learn from failures
by reinterpreting past trajectories in the light of goals different from the ones originally
targeted. HER was designed for continuous goal spaces, but can be directly transposed
to discrete goals (Chapter 3). In the transitions to be fed to SAC, we simply replace the
originally targeted goal configuration with a configuration achieved later in the trajectory.
We also use our automatic curriculum strategy: the LP-C-based probabilities are used to
sample goals to learn about. When a goal ¢ is sampled, we search the experience buffer
for the collection of episodes that ended in the configuration ¢, = ¢. From these episodes,
we sample a transition uniformly. This hindsight substitute of g has high chances of being
the sampled one. At least, it is a configuration on the path towards this goal, as it is
sampled from a trajectory leading to it. The HER mechanism is thus biased towards goals
sampled by the agent.

Object-Centered Inductive Biases

In the proposed Fetch Manipulate environment, the three blocks share the same set of
attributes (position, velocity, color identifier). Thus, it is natural to encode a relational
inductive bias in our architecture. The behavior with respect to a pair of objects should
be independent of the position of the objects in the inputs. The architecture used for the
policy is depicted in Figure 6.3.

A shared network (N Ngparea) encodes the concatenation of: 1) agent’s body features;
2) object pair features; 3) current configuration (c,) and 4) current goal g. This is done
independently for all object pairs. No matter the location of the features of the object
pair in the initial observations, this shared network ensures that the same behavior will
be performed, thus skills are transferred between object pairs. A sum is then used to
aggregate these outputs, before a final network (NN N,o1icy) maps the aggregation to actions
a. The critic follows the same architecture, where a final network N N, maps the
aggregation to an action-value (). Parallel encoding of each pair-specific inputs can be

seen as different modules trying to reach the goal by only seeing these pair-specific inputs.

The intuition is that modules dealing with the pair that should be acted upon to reach
the goal will supersede others in the sum aggregation.

Although in principle our architecture could work with combinations of objects
(3 modules), we found permutations to work better in practice (6 modules). With
combinations, the shared network would need to learn to put block A on block B to
achieve a predicate above(o;, 0;), and would need to learn the reverse behavior (put B
on A) to achieve the symmetric predicate above(o;, 0;). With permutations, the shared
network can simply learn one of these behaviors (e.g. A on B). Considering the predicate
above(oa, op), at least one of the modules has objects organized so that this behavior
is the good one: if the permutation (0g, 04) is not the right one, permutation (04, 0p)
is. The symmetry bias is explained in Section 6.2.2. It leverages the symmetry of the
behaviors required to achieve the predicates above(o;, 0;) and above(o;, 0;). As a result,
the two goal configurations are:

g1 = [6(01702)7 0(01703)7 0(02,03), a(01,02), a(01,03), (1(02703)]7

g2 = [6(01702>7 6(01,03), 6(02703)7 a<02701)7 CL(03,01), a(03702)]7
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where g; is used in association with object permutations (o;, 0;) with i < j and g5 is
used in association with object permutations (o0;, 0;) with ¢ < j. As a result, the shared
network automatically ensures transfer between predicates based on symmetric behaviors.

Implementation Details

This part includes details necessary to reproduce results. The code is available at
https://sites.google.com/view/decstr/.

Parallel implementation of SAC-HER. We use a parallel implementation of SAC
(Haarnoja et al., 2018b). Each of the 24 parallel workers maintains its own replay buffer
of size 10° and performs its own updates. Updates are summed over the 24 actors and the
updated network is broadcast to all workers. Each worker alternates between 2 episodes
of data collection and 30 updates with batch size 256. To form an epoch, this cycle is
repeated 50 times and followed by the offline evaluation of the agent on each reachable
goal. An epoch is thus made of 50 x 2 x 24 = 2400 episodes.

Goal sampler updates. The agent performs self-evaluations with probability self eval =
0.1. During these runs, the agent targets uniformly sampled discovered configurations
without exploration noise. This enables the agent to self-evaluate on each goal. Goals
are organized into buckets. Main Section 6.2.2 presents our automatic bucket generation
mechanism. Once buckets are formed, we compute ¢, LP, and P, based on windows of the
past W = 1800 self-evaluation interactions for each bucket.

Modular architecture. The shared network of our modular architecture N Nghareq 18
a 1-hidden layer network of hidden size 256. After all pair-specific inputs have been
encoded through this module, their outputs (of size 84) are summed. The sum is then
passed through a final network with a hidden layer of size 256 to compute the final
actions (policy) or action-values (critic). All networks use ReLU activations and the
Xavier initialization. We use Adam optimizers, with learning rates 1073. The list of
hyperparameters is provided in Table C.1.

Computing resources
The sensorimotor learning experiments contain 8 conditions: 2 of 10 seeds and 6 of
5 seeds. Each run leverages 24 CPUs (24 actors) for about 72h for a total of 9.8 CPU

years. Experiments presented in this paper require machines with at least 24 cpu cores.
The language grounding phase runs on a single CPU and trains in a few minutes.

C.3.2 Language-Conditioned Goal Generator
Language-Conditioned Goal Generator Training

We use a conditional Variational Auto-Encoder (C-VAE) (Sohn et al., 2015). Condi-
tioned on the initial configuration and a sentence describing the expected transformation
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Table C.1: Sensorimotor learning hyperparameters used in DECSTR.

Hyperparam. Description Values.
nb_mpis Number of workers 24
nb_cycles Number of repeated cycles per epoch 50
nb_rollouts per mpi Number of rollouts per worker 2
nb_updates Number of updates per cycle 30
start _bias_init Epoch from which initializations are biased 100
W Curriculum window size 1800
self eval Self evaluation probability 0.1
Ny Number of buckets 5
replay _strategy HER replay strategy future
k_replay Ratio of HER data to data from normal experience 4
batch _size Size of the batch during updates 256
vy Discount factor to model uncertainty about future decisions 0.98
T Polyak coefficient for target critics smoothing 0.95
lr _actor Actor learning rate 1073
Ir_critic Critic learning rate 1073
« Entropy coefficient used in SAC 0.2
automatic__entropy Automatically tune the entropy coefficient False

of one object relation, it generates compatible goal configurations. After the first phase of
goal-directed sensorimotor training, the agent interacts with a hard-coded social partner
as described in Main Section 6.2.2. From these interactions, we obtain a dataset of 5000
triplets: initial configuration, final configuration and sentence describing one change of
predicate from the initial to the final configuration. The list of sentences used by the
synthetic social partner is provided in Table C.2. Note that red, green and blue refer to
objects 01, 02, 03 respectively.

Content of the Test Sets
We describe the 5 test sets:

1. Test set 1 is made of input pairs (¢;, s) from the training set, but tests the coverage
of all compatible final configurations Cy, 80% of which are not found in the training
set. In that sense, it is partly a test set.

2. Test set 2 contains two input pairs: {[010000000], put blue close_to green} and
{[001000000], put green below red} corresponding to 7 and 24 compatible final
configurations respectively.

3. Test set 3 corresponds to all pairs including the initial configuration ¢; = [110000000]

(29 pairs), with an average of 13 compatible final configurations.

4. Test set 4 corresponds to all pairs including one of the sentences put green on_top of
red and put blue far from red, i.e. 20 pairs with an average of 9.5 compatible final
configurations.
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5. Test set 5 includes all pairs that include both the initial configuration of test set 3
and one of the sentences of test set 4, i.e. 2 pairs with 6 and 13 compatible goals
respectively. Note that pairs of set 5 are removed from sets 3 and 4.

Table C.2: List of instructions. Each of them specifies a shift of one predicate,
either from false to true (0 — 1) or true to false (1 — 0). block A and
block B represent two different blocks from {red, blue, green}.

Transition type

Sentences

Close 0 — 1 Put block A close_to block B, Bring block A and block B together,
(x3) Get block A and block B close_from each_ other,
Get block A close_to block B.
Close 1 — 0 Put block A far_from block B, Get block A far from block B,
(x3) Get block A and block B far _from each_ other,
Bring block A and block B apart,
Above 0 — 1 Put block A above block B, Put block A on_top_of block B,
(x6) Put block B under block A, Put block B below block A.
Above 1 — 0 Remove block A from_above block B, Remove block A from block B,
(x6) Remove block B from_ below block A,

Put block B and block A on_the_ same_plane,
Put block A and block B on_the same_plane.

Table C.3: List of abstract instructions. ‘construction’ refers to either a stack
or a pyramid, ‘put X on top’ refers to any construction where the top block
has color X.

Abstract instructions

Put them all close, Get them all close,

Make a tower, Build a tower, Stack some blocks,

Make a stack of two, Make a tower of two, Build a stack of two,

Build a tower of two, Stack two blocks,

Make a stack of three, Make a tower of three, Build a stack of three,
Build a tower of three, Stack three blocks,

Make a pyramid, Build a pyramid,

Make a construction, Build a construction,

Put red on top, Get red on top, Put green on top, Get green on top,

Put blue on top, Get blue on top.
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Testing on Logical Expressions of Instructions

To evaluate DECSTR on logical functions of instructions, we generate three types of
expressions:

1. 100 instructions of the form “A and B” where A and B are basic instructions
corresponding to shifts of the form above 0 — 1 (see Table C.2). These intersections
correspond to stacks of 3 or pyramids.

2. 200 instructions of the form “A and B” where A and B are above and close instructions
respectively. B can be replaced by “not B” with probability 0.5.

3. 200 instructions of the form “(A and B) or (C and D)),” where A, B, C, D are basic

instructions: A and C are above instructions while B and D are close instructions.

Here also, any instruction can be replaced by its negation with probability 0.5.

Implementation Details

The encoder is a fully connected neural network with two layers of size 128 and ReL U
activations. It takes as input the concatenation of the final binary configuration and

its two conditions: the initial binary configuration and an embedding of the description.

The description is embedded with a recurrent network with embedding size 100, tanh
non-linearities and biases. The encoder outputs the mean and log-variance of the latent
distribution of size 27. The decoder is also a fully connected network with two hidden
layers of size 128 and ReL U activations. It takes as input the latent code z and the same
conditions as the encoder. As it generates binary vectors, the last layer uses sigmoid
activations. We train the architecture with a mixture of Kullback-Leibler divergence loss
(K D)oss) w.r.t a standard Gaussian prior and a binary Cross-Entropy loss (BC Ejss). The
combined loss is BCE,ss + 8 X KD with § = 0.6. We use an Adam optimizer, a
learning rate of 5 x 107*, a batch size of 128 and optimize for 150 epochs. As training is
fast (~ 2 min on a single cpu), we conducted a quick hyperparameter search over 3, layer
sizes, learning rates and latent sizes (see Table C.4). We found robust results for various
layer sizes, various 8 below 1. and latent sizes above 9.

Table C.4: LcG hyperparameter search. In bold are the selected hyperpa-
rameters.

Hyperparam. Values.
B 0.5, 0.6, 0.7, 0.8, 0.9, 1.]
layers size [128, 256]

learning rate [0.01, 0.005, 0.001]
latent sizes [9, 18, 27]
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C.4 Baselines and Oracle

The language-conditioned LB baseline is fully described in the main document.

C.4.1 Expert Buckets Oracle

In the EXPERT BUCKETS oracle, the automatic bucket generation of DECSTR is
replaced with an expert-predefined set of buckets using a priori measures of similarity and
difficulty. To define these buckets, one needs prior knowledge of the set of unreachable
configurations, which are ruled out. The 5 predefined buckets contain all configurations
characterized by:

e Bucket 1: a single close relation between a pair of objects and no above relations (4
configurations).

e Bucket 2: 2 or 3 close relations and no above relations (4 configurations).

e Bucket 3: 1 stack of 2 blocks and a third block that is either away or close to the
base, but is not close to the top of the stack (12 configurations).

e Bucket 4: 1 stack of 2 blocks and the third block close to the stack, as well as
pyramid configurations (9 configurations).

e Bucket 5: stacks of 3 blocks (6 configurations).

These buckets are the only difference between the EXPERT BUCKETS baseline and DECSTR.

C.4.2 LGB-C Baseline

The LGB-C baseline represent goals not as semantic configurations but as particular
3D targets positions for each block, as defined for example in Lanier et al. (2019) and Li
et al. (2020). The goal vector size is also 9 and contains the 3D target coordinates of the
three blocks. This baseline also implements decoupling and, thus, can be compared to
DECSTR in the three phases. We keep as many modules as possible common with DECSTR
to minimize the amount of confounding factors and reduce the under-fitting bias. The
goal selection is taken from DECSTR, but converts semantic configuration into specific
randomly-sampled target coordinates for the blocks, see Figure C.1. The agent is not
conditioned on its current semantic configuration nor its semantic goal configuration. For
this reason, we do not apply the symmetry bias. The binary reward is positive when the
maximal distance between a block and its target position is below 5 cm, i.e.the size of
a block (similar to Andrychowicz et al., 2017). To make this baseline competitive, we
integrate methods from a state-of-the-art block manipulation algorithm (Lanier et al.,
2019). The agent receives positive rewards of 1, 2, 3 when the corresponding number of
blocks is well placed. We also introduce the multi-criteria HER from Lanier et al. (2019).
Finally, we add an additional object-centered inductive bias by only considering, for each
Deep Sets module, the 3D target positions of the corresponding pair.That is, for each
object pair, we ignore the 3D positions of the remaining object, yielding to a vector of
size 6. Language grounding is based on a C-VAE similar to the one used by DECSTR. We
only replace the cross-entropy loss with a mean-squared loss due to the continuous nature
of the target goal coordinates. We use the exact same training and testing sets as with
semantic goals.



Additional Results

Figure C.1: The LGB-C baseline samples target positions for each block
(example for a pyramid here).

C.5 Additional Results
C.5.1 DECSTR Learning Trajectories

Figure C.2 shows the evolution of internal estimations of the competence C, the
learning progress LP and the associated sampling probabilities P. Note that these metrics

are computed online by DECSTR, as it self-evaluates on random discovered configurations.

Learning trajectories seem to be uniform across different runs, and buckets are learned
in increasing order. This confirms that the time of discovery is a good proxy for goal
difficulty. In that case, configurations discovered first end up in the lower index buckets
and are indeed learned first. Note that a failing automatic bucket generation would assign
goals to random buckets. This would result in uniform measures of learning progress
across different buckets, which would be equivalent to uniform goal sampling. As Main
Figure 6.4c shows, DECSTR performs much better than the random goals conditions. This
proves that our automatic bucket algorithm generates useful goal clustering.
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References for Figure 1.14

Table D.1: References for the labels in Figure 1.14.

Label Reference Label Reference
ACTRCE Chan et al. (2019) Agent57 Badia et al. (2020a)
AGILE Bahdanau et al. (2019Db) AlfWorld Shridhar et al. (2021)
AMIGO Campero et al. (2021) Ask Your Human Chen et al. (2021)
Asym. Self-Play Sukhbaatar et al. (2018) BabyAI Chevalier-Boisvert et al. (2019)
CLIC Fournier et al. (2019) CMA-ES Hansen (2016)
Count-based DQN Bellemare et al. (2016) CURIOUS Chapter 3
CWYC Blaes et al. (2019) DADS Sharma et al. (2020)
DCEM Hill et al. (2020b) DDPG Lillicrap et al. (2016)
DECSTR Chapter 6 Deep GA Santucci et al. (2013)
DIAYN Eysenbach et al. (2019) Disagreement Pathak et al. (2019)
DISCERN Warde-Farley et al. (2019) DQN Mnih et al. (2015)

EDL Campos et al. (2020) ES Rechenberg (1973)
Evo-ES Gajewski et al. (2019) Feudal RL Dayan & Hinton (1993)

GA Holland (1992) GEP-PG Chapter 2

GMM-IMGEP Moulin-Frier et al. (2014) Go-Explore Ecoffet et al. (2021)
Goal-GAN Florensa et al. (2018) GR-IMGEP Kova¢ et al. (2020)

HAC Levy et al. (2019) HACOB Forestier & Oudeyer (2016a)
Hermann Hermann et al. (2017) HER Andrychowicz et al. (2017)
HIGHER Cideron et al. (2020b) HILBERT Pierrot et al. (2020)

HIR Jiang et al. (2019) HIRO Nachum et al. (2018)
HOLMES Etcheverry et al. (2020) ICM Pathak et al. (2017)
IMAGINE Chapter 5 Kaelbling Kaelbling (1993)
Lang-DQN Narasimhan et al. (2015) Lanier Lanier et al. (2019)

L{P Lynch & Sermanet (2020) MACOB Forestier & Oudeyer (2016b)
MAP-Elites Mouret & Clune (2015) MAX Shyam et al. (2019)

ME-ES Chapter 2 MUGL Laversanne-Finot et al. (2018)

MULEX Beyer et al. (2019) NGU Badia et al. (2020b)

NS Lehman & Stanley (2008) NS-ES Conti et al. (2018)

NS-LC Lehman & Stanley (2011Db) NSR-ES Conti et al. (2018)
Q-Learning Watkins (1989) ReNN Li et al. (2020)

RIDE Raileanu & Rocktéschel (2020) RIG Nair et al. (2018b)
RND Burda et al. (2019) SAGG-RIAC Baranes & Oudeyer (2013)
SAC Haarnoja et al. (2018b) Scalable ES Salimans et al. (2017)
Schmidhuber Schmidhuber (1991a) Setter-Solver Racaniére et al. (2020)
SGIM Nguyen et al. (2011) SGIM-ACTS Nguyen & Oudeyer (2012)
SGIM-D Nguyen & Oudeyer (2014) Skew-Fit Pong et al. (2020)
TextWorld Coté et al. (2018) UGL Péré et al. (2018)
VIME Houthooft et al. (2016a)

UVFA

Schaul et al. (2015)
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