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Title27

Parameters, inference, and maturation dependence of selection potentials in antibody scaffolds28

Abstract29

We characterize antibody “evolvability” by combining high-throughput techniques from molecular30

biology and tools from statistical physics and data science, an interdisciplinary approach already31

successfully applied in other biological contexts. Evolvability describes the ability of antibodies32

to evolve, i.e. the effect of mutation and selection on their phenotype. It is an essential property33

for the success of affinity maturation, an accelerated evolutionary process leading to antibodies34

with improved binding affinity to a given pathogen. Can we observe evolvability? Can we define35

a mathematical parameter that represents evolvability? Can we measure this parameter? What36

antibodies are promising starting points for affinity maturation? Here, we study the effect of37

evolution on binding affinity by mimicking the initial step of affinity maturation against various38

antigenic targets: We select for binding affinity from libraries of randomized antigen binding39

sites using phage display and high-throughput sequencing. Our libraries are built around human40

antibody scaffolds exhibiting different levels of previous maturation against a third-party target41

(HIV). We observe vast differences in their response to selection, 1) at the intra-library level with42

few, target-specific variants strongly dominating all others, 2) at the inter-library level with the43

naïve library systematically dominating mature libraries. Using statistical physics, we argue how44

these hierarchies are linked to selection potential, a component of evolvability that we define as the45

susceptibility to variation and selection. We establish that inter- and intra-library differences share46

a common origin captured by a single, library-dependent, generative parameter σ encoding for the47

variance of binding energies (Mathusian fitness) within libraries. Interestingly, highest selection48

potentials are systematically observed in the library based on a naïve antibody, suggesting a49

scenario of naïve antibodies being “evolved to evolve”.50

Keywords51

evolution, evolvability, selection potential, in vitro evolution, high-throughput sequencing, anti-52

body, affinity maturation53
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Titre54

Paramètres, inférence et dépendance de la maturation des potentiels sélectifs dans les échafaudages55

d’anticorps56

Résumé57

Nous caractérisons l’«évoluabilité» des anticorps en combinant des techniques à haut débit en bi-58

ologie moléculaire, des outils inspirés de physique statistique et les sciences des données, une59

approche interdisciplinaire déjà implantée dans d’autres contextes biologiques. L’évoluabilité60

décrit la capacité d’anticorps à évoluer, c’est-à-dire à sélectionner des phénotypes plus favor-61

ables sous l’effet de mutations aléatoires. Celle-ci est une propriété essentielle pour la maturation62

d’affinité qui est un processus évolutif permettant d’augmenter l’affinité des anticorps contre un63

pathogène donné. Peut-on observer l’évoluabilité ? Peut-on définir un paramètre mathématique64

qui représente l’évoluabilité ? Peut-on mesurer ce paramètre ? Quels anticorps sont des points65

de départ prometteurs pour la maturation d’affinité ? Ici, nous étudions l’effet de l’évolution sur66

l’affinité de liaison en imitant les premières étapes de la maturation d’affinité contre plusieurs cibles67

antigéniques : Nous sélectionnons l’affinité de liaison dans des banques d’anticorps randomisés sur68

leurs sites de liaison en utilisant le phage display et le séquençage à haut débit. Nos banques sont69

construites sur la base d’échafaudages d’anticorps humains possédant des niveaux différents de70

maturation antérieure contre une cible tierce (VIH). Nous observons des différences importantes71

dans leurs réponses face à la sélection, 1) au niveau intra-banque avec peu de variants spécifiques à72

la cible qui dominent tous les autres variants, 2) au niveau inter-banque la banque naïve dominant73

systématiquement les banques maturées. En utilisant la physique statistique, nous expliquons74

comment ces hiérarchies dérivent du potentiel sélectif, une composante de l’évoluabilité que nous75

définissons comme la susceptibilité à la variation et à la sélection. Nous élaborons que les hiérar-76

chies inter- et intra-banques résultent d’une même origine décrite par un paramètre dépendant77

de la banque et génératif, σ qui encode pour la variance d’énergies de liaison (valeurs sélectives78

malthusiennes) dans les banques. Curieusement, le potentiel sélectif le plus élevé est observé79

systématiquement dans la banque basée sur un anticorps naïf ce qui suggère un scénario où les80

anticorps naïfs auraient été «evolués pour évoluer».81

Mots-clés82

évolution, évoluabilité, potentiel sélectif, évolution in vitro, séquençage à haut débit, anticorps,83

maturation d’affinité84
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Prolog367

I am a theoretical physicist by education, but a considerable part of this PhD project and368

manuscript consists of molecular biology and experiments. It is in this respect, that the project369

was all in itself an experiment to me and, to take up the words of one of my supervisors, I “must370

have been completely out of mind” at the time I decided to go for it. Given my experience today,371

I can do nothing but agree, with all the positive and negative connotations that are associated to372

these words. Yet, the motivation to go this way is very clear: Today’s research in physics, biology,373

and “data science” (if you want to call it this way) happens at the crossroads of these disciplines;374

physicists are working on biological data and biologists are using physical experimentation (yes,375

I found the word “antibody” and Planck’s constant ~ within the same paper [2, 3, 4]). However,376

physicists oftentimes lack the understanding of where biological data comes from and how it is377

obtained, and vice versa. But critical information is oftentimes concealed in some hidden corner378

of scientific literature or simply unavailable. I had found myself facing this situation during my379

Master’s internship and with no doubt, this PhD project gave me the opportunity to explore the380

opposite site, to take a look inside the black box, to learn molecular biology and experiments381

from scratch, and to gain a broader vision in addition to my prior theoretical knowledge. The382

downsides of such a career, however, have to be emphasized as well. People tend to praise in-383

terdisciplinarity, but the daily life experience is sometimes disillusioning: Communication and384

mutual understanding between people of different disciplines is oftentimes suboptimal. This is385

nowhere more problematic than when it comes to fighting with referees who represent the more386

traditional backgrounds and are trying to lobby for their stance. The weighing of “specialists” and387

“generalists” is the very topic of this manuscript but, as previous research concluded [5, 6], the388

path of a generalist is a narrow one, quenched in between the strong attractors of specialization389

and frustration. In summary, such an experience is scientifically incredibly rich, but strategically390

questionable. I do not want to miss this experience, but I find myself a little more conservative391

than before and I am not sure I would decide to go the same way again given that I have a392

preference to stick to the principle of least action.393

The present manuscript attempts the definition, observation, and measurement of evolvability394

or selection potential on a system that occurs as much in nature (affinity maturation) as it does395

in clinical technology (vaccine and drug design, diagnosis), namely a diversity of antibodies that396
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faces selection for binding to a given target or pathogen. The manuscript contains four main397

chapters (excluding introduction and conclusion) that roughly divide it into the “philosophy of398

our problem”, theory of the theory, theory of the experiments, and the analysis and interpretation399

of the experiments. In addition, I provide an extensive appendix with our experimental protocols,400

supplementary figures, tables, and computations, as well as python code used in our analyses, and401

a preprint. The premise of my writing was to make all the ingredients of the project accessible402

to everyone, that is, the molecular biology experiments to non-biologists and the theory with403

equations to non-physicists; and I hope I managed to achieve this goal more or less. We made high-404

throughput sequencing data from antibody library selections generated prior to and during this405

PhD available in unprocessed and preprocessed form through the NCBI Sequence Read Archive406

and a shared Dropbox folder, respectively.407

A list of abbreviations can be found in table D.1 on page 188. A list of quantities and symbols408

that I use throughout the manuscript can be found in table D.2 on page 189. I owe an apology409

to statistical physicists who denote the configuration of a sequence of spins typically by σ. For410

some reason that I totally forgot, we here adopt the notation x for such configurations, and σ411

is assigned to the key quantity of selection potential. I also want to emphasize that my writing412

style naturally makes use of the first person plural (“we”), and so do I in this manuscript. This413

is a deeply rooted reflex that traces back to the very beginnings of my undergraduate studies:414

One of my professors (and later supervisor of my Bachelor thesis) said one day in an off-topic415

discussion during the Classical Mechanics class that the use of “we” would be a sign of good416

practice in scientific output, reflecting the fact that research is a collective labour. I have since417

then systematically stuck to his suggestion. It seems relevant to me to note this anecdotical fact418

here, because I have seen people use the first person singular in doctoral manuscripts; the idea419

behind being supposedly that the bare task of writing up a thesis is a rather solitary task (which420

is true and particularly true during coronavirus lockdown).421

Get your popcorn ready and enjoy . . .422

423
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Introduction424

Evolution is the designer of the forms and functions of living matter that we can wonder at in425

nature today. Starting from scratch or a primitive ancestor, it has acted through hundreds of426

millions of years by variation and selection to shape, improve, and adapt new species to their427

environment(s). Beyond biology, evolutionary algorithms are also successfully applied e.g. in428

computational contexts. The simplest (zero-temperature) example is probably the optimization429

of an objective function through random search. Given that variation (mutation) and selection are430

the key mechanisms of evolution, as according to Charles Darwin, one may ask whether evolution431

can be effective inconditionally. Can whatever object or subject come up with a solution (aka432

adaptation or new function) to a given task (aka selective pressure), that is, be “evolvable”? On433

the one hand, every possible mutation on an unevolvable object would be neutral or destructive.434

On the other hand, some mutation on an evolvable object would be the path towards improved435

function. If evolvability turns out relevant, what does evolvability depend on and are certain436

objects in biology evolved to be evolvable? The literature contains a number of theoretical studies437

and mathematical models of evolvability in biological systems. In addition, evolvability in pro-438

teins has been proposed to be correlated with other biophysical and structural properties, such439

as thermodynamic stability and polarity (see chapter 1). A quantity directly encoding for the440

“strength” of an evolutionary response and its measurement, however, are missing. The goal of441

this PhD project was to find such a parameter.442

Here, we define, measure, and reveal the factors of selection potentials which we introduce as a443

component of evolvability in a model system that, besides for the study of evolution, is ubiquitous444

in clinical contexts: Libraries of antibodies that are selected and evolved for binding to given target445

molecules. The rationale for the use of antibodies is multisided: In general, proteins allow for a446

practical definition of variation and fitness/phenotype in terms of (changes in) amino acid sequence447

and well-defined physical quantities such as binding affinity, respectively. In addition, antibodies448

are subject to a standalone, time-lapse evolutionary process in jawed vertebrates that allows the449

organism to specifically fight a plethora of potential foreign pathogens in case of encounter, while450

avoiding to target the organism itself. Taken together, antibodies represent a convenient model451

system for the study of (Darwinian) evolution in general, as molecular phenotypes and involved452

timescales allow for mathematical modeling and quantitative data. The design of our libraries453
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consists of random antibody binding site (notably CDR3) sequences in the context of a fixed454

antibody scaffold sequence. This is akin to primary repertoire formation upon the initialization of455

the adaptive immune response where high evolvability of the antibody is supposedly important:456

Choosing an antibody scaffold corresponds to recombination of V, D, and J gene fragments and457

CDR3 randomization corresponds to random insertions upon junction of the V, D, and J fragments458

to form the CDR3. On the theoretical side, the study and inference of certain classes of random459

biophysical models is required for the definition and measurement of selection potentials.460

We generate selection trajectories for various combinations of antibody libraries and binding461

targets. Most notably, we find selection potentials that are independent of the binding target, but462

differ significantly between libraries. This represents to our knowledge a first direct observation of463

differences in evolvability in an in vitro biological system. This result suggests, that evolvability is464

a property of the library, irrespective of the selective task, and crucially depends on the antibody465

scaffold used for library construction. Interestingly, the evolvability appears to systematically466

decrease with increasing level of maturation of the antibody scaffold within the limited set of467

antibody libraries studied here. This is seemingly consistent with literature on antibody dynamics468

that oftentimes reports rigidification of initially flexible antibodies upon affinity maturation (see469

chapter 1). This also suggests that germline antibodies may have been evolved and selected to470

feature high evolvability in light of their task in the adaptive immune response.471

Perspectives of our findings comprise (i) the study of the interdependence of our evolvability472

index with other protein phenotypes/properties, and (ii) reveal possible controls of this index473

which would be of interest e.g. in clinical applications. Regarding (i), our work suggests previous474

maturation as a key determinant of antibody evolvability. To systematically study correlations475

between evolvability and maturation level, protein dynamics, stability, and other properties, our476

experimental assessment of evolvability needs to be scaled up to allow for the testing of many477

different antibodies at many time points on a maturation trajectory. This scale-up resumes to478

speed-up and parallelization, and efforts in this direction are being made within the research479

group.480

The structure of the manuscript is as follows: In chapter 1, we provide a brief recap of the481

basics of our question and approach: Darwin’s theory of evolution, the role and structure of the482

antibody and its affinity maturation, as well as the definition and current knowledge on evolvability483

in light of the literature. The following chapters 2 and 3 approach our question from the theoret-484

ical and experimental viewpoints, respectively. Starting from the kinetic equations and a class of485

random models for biophysical interactions widely used in the modeling of protein evolution and486

elsewhere, we establish in chapter 2 the distribution of fitness values, or enrichments, when the487

selective pressure is defined by equilibrium binding. This leads to the lognormal distribution with488

parameters µ and σ. The definition of selection potential in the form of a single scalar quantity,489

which is precisely given by σ, is motivated from physical and information-theoretic viewpoints and490

its implications in light of the random biophysical models are discussed. In chapter 3, we present491

in detail the choice, construction, and cloning of antibody libraries, as well as their expression and492
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in vitro selection for binding to well-defined target molecules by phage display and biopanning.493

Moreover, the high-throughput sequencing strategy, as well as the pipeline for measurement of494

sequence frequencies and enrichments from the sequencing of selected and unselected antibody495

libraries are explained. The chapters 4 and 5 confront experimental data from chapter 3 with496

the simple models from chapter 2, i.e. the lognormal distribution with our evolvability index as497

a model parameter (chapter 4) and simple biophysical models of binding (chapter 5). Chapter 4498

discusses general features of the selection data, before focusing on the inference procedure, as-499

sessment of fit quality and predictive power, and the comparison of model parameters including500

selection potential across many combinations of antibody libraries and binding targets. We also501

propose in chapter 4 a re-analysis of the same selection data in light of the more complicated, yet502

still very simple independent-site model using an inference method based on multi-type branching503

processes. The results are still preliminary and we content ourselves with a general discussion.504

In particular, a reanalysis should allow for a test of the independent-site assumption within the505

antibody binding site that goes into the lognormal distribution of enrichments. Finally, we briefly506

summarize our overall results, discuss their implications, and sketch ideas for future research on507

their basis in chapter 5. Supplementary figures, tables, computations, and experimental methods,508

as well as python code used for the inference of lognormal and additive models, and the simulation509

of selection experiments are provided.510

511
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Chapter 1512

Towards quantifying evolvability513

Owing to a large number of theoretical contributions from various viewpoints, the notion of “evolv-514

ability” now resides on a robust conceptual basis. However, none of these have materialized in the515

actual observation and measurement of evolvability in real biological systems as yet, which defines516

the goal of this project. The focus of this introductory chapter will be the definition of “evolv-517

ability”, a review of current knowledge, and the introduction of a model system that we think is518

the ideal candidate for an experimental approach to evolvability: the antibody, a key agent of the519

adaptive immune system. First, we will derive the notion of evolvability from Darwin’s first prin-520

ciples of natural evolution based on a separation of timescales. (See section 1.1.) Our viewpoint521

towards the problem is the one of quantitative biology: Since Darwin and his shooting of birds on522

the Galápagos islands, modern observation techniques, such as high-throughput sequencing, ex-523

tended our look at biological systems to both larger and smaller scales, such as individual proteins524

and libraries (populations) of proteins. Here, the traditional notions of “species”, “fitness”, and525

“variation” become meaningful and mathematical models, in combination with large-scale biolog-526

ical data, become useful. (See section 1.2.) We will argue why evolvability is presumably critical527

and observable in antibodies which evolve on two different timescales: between generations and528

within a generation during the adaptive immune response. (See section 1.3.) Previous insights529

into evolvability based on mainly theoretical and computational studies of protein evolution will530

be briefly discussed. (See section 1.4.) Finally, and for the sake of reference, we provide biological531

details about the short-term evolution of antibodies, the so-called affinity maturation. These may532

be helpful to understand our notion of “maturation degree” of an antibody. (See chapter B.) A533

list of notions that we introduce in this chapter is provided in table 1.1.534
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1 Towards quantifying evolvability

term definition

evolvability

ability of an object to yield improvement (or functional inno-
vation when the objects are biomolecules) upon an evolution-
ary optimization process; see subsection 1.2.2 for more, somehow
equivalent definitions

selection potential susceptibility to selection/efficiency of response to selection of a
library or repertoire of random objects

antibody scaffold region
part of the antibody sequence that is germline-encoded (before
somatic hyper-mutation) and thus subject to the antibody’s long-
term evolution; comprises notably FWR1, 2, 3, 4, CDR1, 2

antibody non-scaffold region part of the antibody sequence that is not germline-encoded (be-
fore somatic hyper-mutation); comprises most of CDR3

affinity maturation

short-term evolution of the antibody as part of the adaptive im-
mune response by a process in which it cyclically acquires ran-
dom somatic mutations and is selected for improved binding to a
pathogen

maturation degree
“amount” of somatic-mutational history of an antibody, as cap-
tured by the time since start of the affinity maturation, or the
number of fixed somatic mutations

Tab. 1.1: Summary of a few notions introduced in this chapter and used throughout the
manuscript, as well as their respective definitions.

1.1 Evolution and evolvability535

Here, we briefly review Darwin’s theory of natural evolution, which unites selection, variation,536

and inheritance as the three ingredients that take evolution forward (subsection 1.1.1). We then537

explain the notion of “evolvability” which is not part of this theory, but may be expected as a538

direct consequence (subsection 1.1.2). We introduce “selection potential” as a factor of evolvability539

that we seek to mathematically define and measure in later chapters (subsection 1.1.3).540

1.1.1 Evolution à la Darwin: mutation, selection, and inheritance541

Darwin formulated his ideas on why life is the way it is in the second half of the 19th century in542

his book On the Origin of Species [7], and his theory of natural evolution is the one most accepted543

and estimated most relevant nowadays. It prevails over a number of other more or less similar,544

competing non-Darwinian theories, such as a variation of Lamarck’s theory and orthogenesis.545

According to Darwin’s theory, evolution is governed by (i) variation, (ii) natural selection, and546

(iii) inheritance. (i) Variation terms the fact that no offspring is an identical copy of the parent547

and the mechanisms behind variation are subject to another theory in itself (genetic variation,548
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Mendelian inheritance). (ii) In a population, variation gives rise to a diversity of individuals549

with varied features and properties that may provide improvement, deterioration, or unaltered550

performance with respect to the needs in a given environment. The performance of a variant i in551

a fixed environment is measured by its “fitness” si that may represent its probability of survival552

or of the number of offspring. Selection designates the process of enriching certain variants over553

others in a population, i.e. increasing their number of copies ni relative to those of others,554

according to their performance or adaptation to the environment which is precisely encoded in555

the (distribution of) fitness values si. Selection is required by the finiteness of ressources in the556

environment, which introduces interaction (competition) between individuals and variants: Those557

variants able to use these ressources better than others, are the ones favored and enriched upon558

selection. While ressources can mean space, food, and other physical factors, the most basic finite559

ressource is frequency fi = ni∑
j
nj
, which is purely mathematical and must always sum to one.560

An important additional evolutionary factor not accounted for in Darwin’s theory, but acute in561

nature, is genetic drift, which captures random changes (fluctuations) in frequencies fi in finite562

populations with
∑
i ni <∞ that are not a consequence of fitness differences and selection of one563

over the other. (iii) Inheritance describes the fact that the phenotype of the parent is handed564

down to the offspring.565

1.1.2 Evolvability: the propensity to evolve566

Although selection, variation, and inheritance are today generally accepted as the three pillars567

of natural evolution, Darwin’s theory is conceptually neither complete, nor precise, and comes568

with a number of open questions/problems. In particular, if we start from the expectation that569

“everything” in nature is under permanent pressure for improvement, then the mechanisms of570

evolution must themselves be subject to evolution. In this way, these mechanisms become re-571

cursively defined rather than preset once and for all: Evolution of these mechanisms at longer572

timescales thus manipulates evolution by these mechanisms at shorter timescales. Overall, evo-573

lution not only leads to adaptation, but also to the propensity to adapt. This motivates the574

notion of “evolvability”, which is defined as the capacity of an object/subject to evolve and yield575

functional novelty [8]. It encodes for the efficacy of short-term evolution as arranged for (or not)576

by the long-term evolution. Theoretical studies, mostly based on mathematical models of protein577

evolution, disclosed the existence and relevance of evolvability (see last section 1.4 for details),578

most importantly showing that it can be selected for (although not directly, but via a combination579

of other selective pressures) [9, 10, 11, 12, 13] and that it thus has the status of a property/phe-580

notype (like binding affinity, catalytic activity, etc.), a fact that has been under debate for some581

time [14, 8, 15, 16]. While evolvability is theoretically well-established, the challenge of defining,582

observing, quantifying, and ultimately controlling evolvability in experimental systems has not yet583

been achieved. Ultimately, the mere observation of evolvability does not represent a goal in itself,584

but is rather a first step towards a potential control of evolvability. The ability to do so should585

have implications in numerous biological and non-biological contexts that rely on experimental586
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directed evolution of biomolecules and where evolvability of the starting points of evolutionary587

trajectories is usually implicitly assumed. For instance, in vaccine and drug design, one wishes588

to push the defender (e.g. the immune response and its antibodies) towards high evolvability,589

whereas the aggressor (e.g. microbes with potential for multi-drug resistance) should be guided590

towards low evolvability [13]. This manuscript attempts to point the way towards this goal.591

1.1.3 Selection potential592

In nature, variation (or mutation) and selection presumably occur simultaneously and continu-593

ously. Experimentally, such as in directed evolution, the evolutionary process is generally such that594

these subprocesses are separated into disjoint time intervals: An elementary step, which consists595

of a period ∆t of mutagenesis, followed by a period ∆t of selection, is cycled many times; in the596

limit ∆t→ 0, this should reproduce the continuous process. Consider the onset of selection after597

a mutation step that gave rise to a diverse population of many variants i with differences in their598

fitness values si: In the absence of mutations, the outcome of this selection step is determined by599

the properties of the initial population encoded in the list of fitness values {si}i=1,...,N and initial600

frequencies {fi(t = 0)}i=1,...,N . Depending on whether the mutation step gives rise to minor or601

important differences in and absolute values of fitness, i.e. how strongly genotypic variation gives602

rise to phenotypic variation, the population will respond to selection more or less efficiently, i.e.603

with minor or drastic rises and falls in frequencies of variants. Selection will act efficiently, and604

quickly enrich high-fitness variants in populations featuring large phenotypic differences. This is605

the basis for our definition of “selection potential” as a factor of evolvability and is formalized by606

Fisher’s fundamental theorem of natural selection, see section 1.2.2.607

1.2 Quantitative approaches to evolution and evolvability608

Darwin, as well as the previous section 1.1, relied on qualitative reasoning. However, the study609

of evolution has turned increasingly quantitative in the recent decades, due to the ever increasing610

availability of biological data, notably structures and sequences of biomolecules. We will seize the611

opportunity to quantitatively understand aspects of evolution in our experimental approach to-612

wards evolvability. There are several tracks for the quantitative study of evolution in general, and613

evolvability in particular: On the one hand, mathematical models and simulations of protein evolu-614

tion are used to theoretically study aspects of evolvability in bottom-up approaches. On the other615

hand, quantitative experiments in combination with statistical modeling of the underlying systems616

are the ultimate test to any theory and closer to applications. Here, we travel from the macroscopic617

scale, where Darwin’s finches live, to the microscopic world of proteins, where evolution is equally618

relevant, but where “quantitative biology” becomes possible (subsection 1.2.1). We present a sim-619

ple mathematical model of selection and mutation in terms of “species”, “fitness”, “frequency”620
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that leads to Fisher’s fundamental theorem of natural selection and the “quasi-species”, and that621

will be relevant later and recur in chapter 2 in a time-discrete version (subsection 1.2.2).622

1.2.1 From Darwin’s finches to the molecular level623

Charles Darwin got close to the truth despite being limited in the scope of his observations. His624

thoughts were guided by mere animal observation, such as the discovery of “Darwin’s finches”,625

see figure 1.1(a): Upon sampling endemic birds on the Galápagos islands during his expedition626

on the HMS Beagle from 1831 to 1836, he (and John Gould, ornithologist) noticed a remarkable627

diversity of beak shapes and functionality within a group of otherwise similar bird species (e.g.628

similar song), that were altogether similar to a bird species on the American mainland. These could629

be correlated with different places and islands in the archipelago, as well as different food sources630

available at these places. Different beak shapes appeared to be adapted for the use of different631

food sources, e.g. large and strong beaks to crack nuts and small beaks to take up small seed.632

He ultimately concluded that different species must have branched and diverged from a common633

ancestor and shaped their beaks towards the observed adapted shapes, under the selective pressure634

of accessing different food sources and upon the “trial and fail” of (random) variation to the beak635

shape. As the progress in research since Darwin allows for observation and understanding of636

living matter at larger and smaller scales, it became clear that evolution is relevant across the637

scales, from populations of organisms down to proteins, which are functional heteropolymers that638

represent the molecular building blocks of life. Sequencing of the genomes of various species and639

construction of multiple-sequence alignments of protein homologs (the same protein in the context640

of different species) reveals differences in sequence, which are the result of branching events in641

the evolutionary past, see figure 1.1(b) for one example. In the end, Darwin’s postulates of642

variation and natural selection provide a qualitative picture of the mechanisms of evolution. But643

to understand factors, mechanisms, and implications of Darwin’s theory of evolution, quantitative644

descriptions and measurements are needed.645

While the concepts of variation and selection can be easily translated into the language of646

mathematics in terms of frequencies fi and fitness values si (see next subsection 1.1.2 for a647

simple mathematical model), these quantities, as well as the notion of “species” (or “variant”)648

i itself are generally ill-defined and/or not measurable. At the lowest level, the level of single649

proteins, however, evolution takes a rather practical form and all these quantities and notions650

can be readily defined: (i) Proteins are uniquely defined by their sequence x of amino acids,651

x = (x1, x2, . . . , xL) where xi is the amino acid on site i, i = 1, 2, . . . , L, of a sequence of length652

L, which can take on an alphabet of q values (q = 20 for amino acids), and each sequence653

x can be defined as a protein species i. (ii) Variation can be introduced by replacing amino654

acids, or even adding or removing them, upon erroneous replication (mutation). This defines655

variation as a random walk in sequence space, which can be pictured as a hyper cubic grid of656

length L and edge length q where each of the qL nodes represents a unique sequence and which is657

17



1 Towards quantifying evolvability
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Fig. 1.1: Outcome of natural evolution at different levels. (a) At the developmental level: Dar-
win’s finches featuring a variety of beak shapes and sizes, which have been selected for adaptation
to different food sources. Taken from [7]. (b) At the molecular level: (Extract of an) Example
of a multiple-sequence alignment (MSA) showing homologous protein sequences (i.e. evolution-
arily related and with similar function) collected from many individuals across various species.
Differences in amino acid sequences are the consequence of branching processes in the past and
evolution into different directions. The protein shown here is the WW domain (PF00397); taken
from [17].

endowed with the Hamming distance d(x, y) =
∑L
i=1 δ(xi, yi) as a non-Euclidean metric (δ(a, b)658

is the Kronecker Delta with δ(a, b) = 1 if a = b and δ(a, b) = 0 otherwise). (iii) Proteins have659

biochemical properties (or phenotypes or functions), such as e.g. binding affinity KD, catalytic660

activity z, and stability ∆Gfold. These property values differ for different sequences a priori and,661

as the sequence carries in principle all information about a phenotype, this defines a mapping662

x 7→ (KD, z,∆Gfold, . . . ) called the genotype-phenotype map. Yet the functional form of this663

mapping, or “landscape”, is generally unknown. If in addition the mapping from phenotype to664

fitness, (KD, z,∆Gfold, . . . ) 7→ s, is known, then the so-called fitness landscape x 7→ s(x) is known.665

In the case we realize experimentally here, selection involves equilibrium binding in a regime where666

the (Malthusian) fitness is given by s(x) = exp(−β∆G(x)) and where ∆G is the free energy of667

binding. Of course, mutation and selection at the molecular scale are the path towards variation668

and selection at the organisms’ scale and beyond, but it is unclear how the notions of variant,669

frequency, and fitness need to be renormalized in order to obtain their correspondances at these670

higher levels.671

1.2.2 A simple mathematical model of Darwinian selection (and muta-672

tion)673

To translate Darwin’s concept of evolution into the more intuitive language of mathematics, let674

us consider a simple model of Darwinian selection (and later including mutation) with N dif-675

ferent possible species, e.g. the N = qL unique sequences of length L. This model of selection676

will be realized experimentally in later chapters and, including the mutations, possibly in future677
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experiments within the group.678

In general, the notion of “species” is rather ill-defined, as it is not clear how much difference679

between any two organisms is required to consider them as belonging to distinct species, or, how680

much difference is allowed to still consider them the same species. At the protein level, however,681

the relevance of a “sequence space” allows for a more rigorous definition of “species” (or “variant”682

or “mutant”): Proteins are (folded) chains of covalently bound amino acids. The sequence of683

amino acids fully characterizes and contains in principle all the information of a protein; each684

possible sequence gives rise to a priori different folds and phenotypes and differences between685

any two proteins must be the result of different amino acid sequences. A meaningful definition686

in this case thus considers each amino acid sequence as a different protein variant. In the case687

of sequences of length L, where each among the L positions can take on an alphabet of size q688

(q = 20 for amino acids, q = 4 for nucleotides), we thus have N = qL different variants. Here,689

we experimentally realize the full sequence space of L = 4 positions in the antibody binding site690

defining 204 antibody variants, each of which displays different binding pockets with different691

binding affinities to a certain target.692

A population is fully determined by the vector of numbers of copies ni of each variant i, i ∈693

{1, 2, . . . , N}. Alternatively, if population size is irrelevant, the population is also fully determined694

by frequencies fi = ni∑N

j=1
nj
∈ [0, 1], i.e. the fraction of the population that consists of species695

i. These frequencies satisfy by definition the normalization
∑N
i=1 fi = 1. A complete stochastic696

description of finite-size populations in terms of the number of copies ni per variant i is generally697

achieved through the language of multi-type branching processes (see chapter 4). Upon assuming698

the continuum limit of infinite population size, N → ∞, and continuous time, the frequencies699

fi ∈ [0, 1] become continuous variables and the selection (and mutation) dynamics simplifies to700

deterministic differential equations for the fi, that we will restrict to for our discussion here and701

modeling later.702

Each variant i is associated with a fitness si, which describes its performance with regard to a703

certain selective pressure, either in absolute terms or relative to other variants. It may represent704

(equivalently) the probability of variant i to survive selection or, equivalently, the probability or705

rate at which variant i produces offspring. The quantity si (encoding fitness) will be of central706

interest throughout the rest of the manuscript, where we choose si to be the survival probability707

under selection for binding affinity (sequences with higher binding affinity will have higher fitness,708

see sections 2.1 and 2.2) and seek to study the distribution of sis within the sequence space of an709

antibody binding site (see chapters 3, 4).710

With only selection, this dynamics is given by711

ḟi = sifi − φfi, (1.1)

where the first term accounts for the offspring of variant i due to its fitness si, but the second712
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term accounts for the competition of variant i with all other variants in terms of frequencies.713

Here, φ must be chosen to satisfy the constraint
∑N
i=1 fi = 1, which holds by definition. Summing714

equation (1.1) over i, we obtain715

0 = d
dt

(
N∑
i=1

fi

)
=

N∑
i=1

ḟi =
N∑
i=1

sifi − φ
N∑
i=1

fi︸ ︷︷ ︸
=1

, (1.2)

and thus φ = 〈s〉pop =
∑N
i=1 fisi, which represents the mean fitness of the population (〈·〉pop716

denotes population mean). The dynamics thus becomes717

ḟi = fi (si − 〈s〉pop) . (1.3)

This dynamics is non-linear in the frequencies fi through the population mean 〈s〉pop. The sta-718

tionary solution with ḟi ≡ 0 for all variants i requires for each variant i either fi = 0 or si = 〈s〉pop.719

This implies that a single variant m will eventually be present with frequency one, i.e. fm = 1720

for a certain i = m and fi = 0 for all i 6= m. It depends on the initial conditions fi(t = 0)721

which variant will eventually invade the population: Among the variants i with non-zero initial722

frequencies, fi(t = 0) > 0, it is the one which maximizes fitness, i.e. m = arg maxi: fi(t=0)>0 si.723

A discrete-time equivalent of this selection dynamics will be studied and realized experimentally724

later (see section 2.4 and chapter 3).725

The mean fitness of the population φ satisfies an interesting relation under this dynamics:726

Taking its derivative with respect to time t and reinjecting equation (1.1) yields727

dφ
dt =

N∑
i=1

siḟi =
N∑
i=1

s2
i fi − si〈s〉popfi = 〈s2〉pop − 〈s〉2pop = var(s)pop. (1.4)

Thus, the increase in mean fitness of a population due to selection at a given timepoint directly728

relates to the population variance of fitness at this timepoint. Equation (1.4) is known as Fisher’s729

fundamental theorem of natural selection and conveys our definition of selection potential: Large730

differences in fitness (i.e. large var(s)pop) imply rapid selection for high-fitness variants and731

increase in population fitness. At the other extreme, it is intuitive that selection has no effect in732

a homogeneous population which consists of variants with identical fitness (i.e. var(s)pop = 0);733

there is no variance in fitness and, according to equation (1.4), thus no increase in population734

fitness upon selection.735

This model can be easily generalized to take into account mutation. Upon mutation, variant736

i can be mapped into another variant j by erroneous replication in the offspring production step.737

In this case, equation (1.1) generalizes to738

ḟi =
N∑
j=1

Qijsjfj − φfi, (1.5)
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where Qij is a stochastic matrix, i.e.
∑N
i=1Qij = 1, ∀j = 1, 2, . . . , N , whose entries represent the739

probabilities to produce variant j upon replication of variant i. Equation (1.1) with pure selection740

is recovered upon setting Qij = δij with δij being the Kronecker Delta. As before, φ encodes for741

the mean fitness of the population, as we must satisfy742

0 =
N∑
j=1

N∑
i=1

Qij︸ ︷︷ ︸
=1

sjfj − φ
N∑
i=1

fi︸ ︷︷ ︸
=1

. (1.6)

Alternatively, upon reparametrizing Qij = δij + µij
sj

, where µij is a constant mutation rate from743

variant j to variant i, equation (1.5) reads744

ḟi = (si − 〈s〉pop) fi +
N∑
j=1

µijfj . (1.7)

This form decomposes the effect of selection and mutation into two additive terms. Equations (1.5)745

can be turned into linear equations by a non-linear transform from fi to gi including an integrating746

factor that eliminates φ,747

gi(t) = fi(t) exp
(∫ t

0
φ(τ)dτ

)
. (1.8)

Taking the time derivative of gi and injecting equation (1.5) leads to748

ġi =
N∑
j=1

Qijsjgj (1.9)

which is a system of coupled linear differential equations, ġi =
∑N
j=1Wijgj with Wij = Qijsj , and749

is therefore exactly solvable in terms of the eigenvalues of the matrix W. But more interestingly,750

the selection-mutation dynamics in equation (1.5) can be reformulated again as a pure selection751

problem (equation (1.1)): In terms of the matrix W, equation (1.5) reads752

ḟi =
N∑
j=1

Wijfj − φfi. (1.10)

Assume that λk and wk, k = 1, 2, . . . , N are the eigenvalues and eigenvectors of W, i.e. Wwk =753

λkwk and
∑N
j=1Wijwjk = λkwik. Upon expanding fi in the basis of eigenvectors wk, fi =754 ∑N

j=1 hjwij , equation (1.10) becomes755

ḟi =
N∑
j=1

hjwij =
N∑

j,k=1
Wikhjwkj︸ ︷︷ ︸

=
∑N

j=1
λjhjwij

−φ
N∑
j=1

hjwij . (1.11)
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Upon comparing coefficients (which we are allowed to do as the wk constitute a basis), we obtain756

ḣi = λihi − φhi (1.12)

with757

φ =
N∑

i,j=1
Wijfj =

N∑
i,j,k=1

Wikwkjhj =
N∑

i,j=1
λjwijhj =

N∑
j=1

λjhj . (1.13)

This implies in particular that
∑N
i=1 hi ≡ 1. Equation (1.12) is formally identical to equation (1.1),758

where fi is replaced by hi and si by λi. In the stationary solution of the mutation-selection759

dynamics, the eigenvector wm, which maximizes fitness m = arg maxi λi, i.e. with maximal760

eigenvalue λm, will eventually be present with frequency one, hm = 1. This stationary solution is761

called the “quasi-species”, in which all true species i with different fitness values si coexist with762

(potentially) non-zero frequencies 1 ≥ fi ≥ 0, ∀i = 1, 2, . . . , N .763

1.3 Evolvability: the antibody as a model system764

In the search for a convenient model system to study evolvability, we decide to turn towards the765

antibody, a key protein of the adaptive immune response. The antibody can incite an immune766

response and evolve binding affinity to virtually any foreign target within the process of affinity767

maturation; what makes it so “evolvable”? We argue that the answer resides in the existence of768

two orthogonal evolutions at different timescales where one evolution optimizes the other (subsec-769

tion 1.3.1). Thus, besides its potential for mathematical modeling (see previous section 1.2) and770

loads of biological (sequence and structural) data, the antibody is one, and to our knowledge the771

only, molecular realization of the separation of evolutionary timescales mentioned in section 1.1.772

We will transfer the notion of selection potential to the antibody “scaffold”, a part of the antibody773

inherited across generations and encoding for the prospensity of the antibody to affinity-maturate774

(subsection 1.3.2). For reference purposes only, we also discuss the structure of the antibody775

and introduce notions that will appear later in the manuscript, such as framework (FWR) and776

complementarity-determining (CDR) regions (subsection 1.3.3). Equally for reference purposes,777

biological details of antibody affinity maturation are provided as appendix in chapter B, but are778

not required for the understanding of the manuscript.779

1.3.1 Antibodies: long-term versus time-lapse Darwinian evolution780

Structurally, the variable (V) antibody region which is responsible for binding is subdivided into781

(a heavy chain (VH) and a light chain (VL), and each of these into) 4 framework (FWR) and782

3 complementarity-determining (CDR) regions which alternate along the sequence. The FWRs783
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define the core of the binding region and the CDRs define easily accessible surface loops on the784

antibody displayed by the FWRs and most likely in contact with the binding target (see last785

subsection 1.3.3 for more details). A major part comprising all FWRs, CDR1, 2, as well as the786

middle part of CDR3 of the organism’s “default” (or “naïve”) antibody repertoire is encoded787

for in the genome/germline and is partitioned into gene fragments. The remaining part of the788

CDR3 sequence is not germline-encoded and randomly determined by adding random junction789

sequences upon recombination of the gene fragments. On the one hand, the antibody evolves790

over millions of years by handing the genome/germline-encoded part of the naïve antibodies down791

to following generations. On the other hand, the antibody also evolves in the so-called affinity792

maturation process [18] within a generation which is initiated as part of the adaptive immune793

response upon pathogen encounter; affinity maturation modifies the naïve antibody by randomly794

introducing somatic mutations and selecting for strong binding to epitopes of the pathogen (see795

last section for details). The process typically concludes with “mature” antibodies that specifically796

recognize and bind to a pathogen within the course of only weeks, months [19], maybe years [20].797

Most of the (fixed) somatic mutations occur in surface loops and in particular CDR3, where798

diversity is generally found to be most useful [21] and most essential for antibody specificities [22].799

Importantly, mature antibodies are not inherited; only the germline-encoded part of the naïve800

antibodies is. Instead of subdividing the antibody into FWRs and CDRs based on structural801

considerations, we propose to subdivide it into a “scaffold” part (which is inherited, everything but802

CDR3) and a non-scaffold part (most of CDR3) based on evolutionary arguments. The antibody803

is thus subject to two orthogonal evolutions, one acting on the scaffold on long timescales between804

generations, as well as one acting on the entire antibody, but mostly on the non-scaffold part, on805

short timescales within an individual as part of its adaptive immune response. Evolvability of the806

scaffold part is presumably critical for the success of affinity maturation and a property imparted807

by the long-term evolution (as individuals with more evolvable naïve antibodies allow for more808

efficient immune responses, therefore have higher fitness, and are positively selected).809

1.3.2 Selection potential of antibody repertoires or libraries810

We propose that the antibody is a convenient model system for the study of evolvability due to the811

separation of timescales in its overall evolution. Moreover, biomolecules in general are convenient812

model objects for the study of aspects of evolution as they are amenable to experimental, controlled813

evolution and measurement and traceability e.g. via high-throughput sequencing (see section 1.2).814

To probe the evolvability of antibodies, we propose to study the response to selection for815

binding affinity in vitro of antibody libraries built around fixed scaffolds and harboring identical816

non-scaffold sequence diversities (with “scaffold” and “non-scaffold” as defined in the previous817

subsection 1.3.2). Such an experimental proceeding is mimicking the initialization of the in vivo818

immune response, i.e. initial repertoire formation by sampling from the pool of available scaffold819

segments and introducing random junction sequences between these scaffold segments, followed820

23



1 Towards quantifying evolvability

by selection for binding affinity to a pathogen. Such selection trajectories, in combination with821

high-throughput sequencing of the libraries, should provide information about the component of822

evolvability that is linked to the existence and selectivity of (relatively) high-affinity sequences in823

the library/initial repertoire and which we refer to as the “selection potential” of a library/reper-824

toire and the underlying scaffold: Libraries/repertoires thus have high selection potential if they825

feature few highly-performant sequences over otherwise poorly-performant sequences within their826

sequence diversity. This assures that few promising starting points for the ongoing solution can be827

efficiently selected for. On the contrary, libraries/repertoires with equally poorly or moderately-828

performant sequences have low selection potential as selection would not be able to identify rel-829

evant starting sequences. Selection potential thus encodes for how genotypic diversity translates830

(or not) into phenotypic diversity. In general, while evolvability is oftentimes defined with regard831

to a successful (or not) end-product of an evolutionary trajectory, selection potential encodes for832

the susceptibility to the onset of a new selective pressure in the initial stages of an evolutionary833

trajectory.834

Furthermore, we propose to construct and select several such antibody libraries, either sep-835

arately or in mixture, built around various scaffolds and holding identical sequence diversity in836

their non-scaffold regions. The choice of scaffolds can be possibly based on differences in their837

maturation degrees, i.e. differences in evolutionary history from previous affinity maturation to838

an unrelated target. Such an experimental scenario is again mimicking the in vivo original as both839

naïve B cells and memory B cells can in principle serve as input for a new maturation trajectory840

(see chapter B). Here, the question about selection potentials and evolvability may be as follows:841

The use of which scaffolds gives rise to more promising and selectable libraries/repertoires than842

others? Introducing identical genotypic diversity in the non-scaffold part (CDR3), which is also843

a crucial part of the antibody’s binding pocket, allows to compare selection potentials between844

several libraries and to gauge the impact of the scaffold part; how much phenotypic diversity is845

introduced for a given binding pocket sequence diversity displayed in the context of any one among846

several given scaffold sequences?847

The experimental basis for our observation of selection potentials are quantitative selection848

experiments based on phage display of antibody libraries and high-throughput sequencing.849

1.3.3 The structure and role of antibodies in the adaptive immune sys-850

tem851

The adaptive immune system in jawed vertebrates (gnathostomata) is responsible for the effec-852

tive combating and elimination of foreign pathogens, in coordination with the organism’s innate853

immune system. The main conceptual difference of innate and adaptive immunity is that the for-854

mer applies a default (non-specific) clearance protocol upon infection with an arbitrary pathogen,855

whereas the latter is capable of engineering a specific response to almost any non-self molecular856
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Fig. 1.2: The antibody and its rapid evolution through affinity maturation. (a) Antibody structure
which takes a “Y”-like shape, here rotated by π. Taken and adapted from [24]. (b) Simplified
schematic of affinity maturation. The naïve antibody, or naïve B cell receptor (BCR), is affinity-
matured through cycles of somatic hyper-mutation and selection for antigen binding, before being
secreted into the blood. Taken and adapted from [25].

objects. This task is non-trivial, as the number of potential such non-self, pathogenic objects ex-857

ceeds by far the number of specific remedies that an organism can simultaneously hold at any one858

time. The innate immune system itself is evolutionarily older and present in an even larger group859

of species; the additional adaptive system may be explained by its optimality for low-probability860

pathogens (versus optimality of the innate system for ubiquitous pathogens) [23]. In the chronol-861

ogy of an infection, the adaptive immune response is initiated after onset of and mediation by the862

innate response, as explained in chapter B.863

One of the key actors of the adaptive immune system is the antibody [26], which will be the864

object of interest throughout the whole manuscript. The antibody is a “Y”-shaped protein, see865

figure 1.2(a), that is responsible for specific binding to epitopes on the encountered pathogen866

(under avoidance of binding to any self epitopes in the organism) in order to neutralize it, i.e.867

making it non-infective by blocking or sterically excluding interactions with the host cell surface,868

and/or to trigger downstream processes for pathogen clearance again involving other actors from869

the innate system, such as macrophages. Within the protein, these two functions are separately870

organized into the Fab regions which constitute the 2 upper arms of the “Y” (2 copies of the Fab871

region, one per arm; binding) and the Fc region, which constitutes the stem (clearance). Each872

half of the “Y” (with respect to the vertical symmetry axis) is composed of a heavy (H) chain that873

makes up both the upper and lower part of the half-“Y”, and a light (L) chain that is fused via874

disulphide bonds (between cysteins) and non-covalent interactions to the upper part of the H chain.875

All H and L chains are again subdivided into variable (VH, VL) and constant (CH, CL) regions,876

with their names indicating that these regions are respectively prone or not to changes in amino877

acid sequence upon optimization of the antibody for binding capacity, see chapter B. The VH and878

VL regions are each one approximately 100 aa in length and further subdivided alternately into879
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4 framework (FWR) and 3 complementarity-determining (CDR) regions, numbered from FWR1880

through FWR4 and CDR1 through CDR3, respectively. Structurally, the CDRs form loops in the881

antibody fold that are exposed at the two upper tips of the “Y”. These regions are most likely882

to interact directly with epitopes, as well as most tolerant towards mutation and modification to883

accommodate for complementarity with epitopes (hence their name). The six CDRs together can884

be regarded as forming a “binding site” of the antibody, although the CDRs are not necessarily all885

equally important or even relevant. Among the CDRs, the CDR3 is particular in a way described886

below, as is the VH compared to VL. The FWRs of the VH and VL chains can be regarded887

as scaffolding these binding sites, but they are sometimes themselves directly involved in the888

interaction with an epitope.889

In vivo, the antibody as described above is displayed as a receptor on the surface of B cells890

(BCR) or are secreted into the blood in various isotypes, notably IgM and IgG representing891

pentamers and monomers of the “Y”-shaped protein, respectively. Each B cell encodes a priori892

for a different sequence at the level of the antibody variable (V) chains. The presence of 2 or893

more binding sites on a single molecule gives rise to avidity effects, i.e. a higher apparent binding894

affinity as compared to the single-binding site affinity. Several antibody binding sites on the same895

molecule can bind to different epitopes on a single copy of the pathogen, or to identical epitopes896

on different copies of the pathogen (if not forbidden by steric exclusion).897

Interestingly and importantly, a VH-VL fusion in absence of all other components is sufficient898

to maintain the binding properties of the full antibody, and thus its mere function of binding.899

This fact is profitably used in all contexts (from clinical and diagnostic to purely academic, such900

as here), where the search for functional antibody binding sites is of interest, as it allows to901

accommodate for construction, expression, screen, and analysis of large pools of variable regions,902

see chapter 3. Candidate variable regions can then be simply grafted back on the remaining903

antibody components. As the disulphide bonds are between the constant regions CH and CL and904

thus absent in this reduced construct, an artificial covalent, flexible bonding between VH and VL905

is typically achieved by glycine-rich linker sequences. Even more strikingly, a VH in absence of a906

paired VL may still retain binding specificities of the antibody. In fact, it has been shown that907

the CDR3 of VH is sufficient for a large number of binding specificities [21]; the CDR3 of VH is908

the most variable of all 6 CDR in the antibody, see chapter B.909

1.4 Evolvability in protein systems: state of the art910

We will review a few theoretical ideas and results about evolvability that illustrate its potential rel-911

evance in biology and beyond, most notably that it can be targeted by selection (subsection 1.4.1).912

In proteins, a number of biophysical and structural properties, notably stability, molecular dynam-913

ics, and polarity, have been proposed to correlate with, or encode for evolvability. In the antibody,914

these properties are oftentimes proposed to accommodate for its ability to affinity-maturate and915
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provide a “solution” to almost any “task” (subsection 1.4.2).916

1.4.1 Results from theoretical models of protein evolution917

In order to evolve and achieve improvement with respect to a certain goal upon an evolutionary918

algorithm (variation and selection), the object under selective pressure must have the ability to919

do so, which is referred to as “evolvability”. In the biological context, evolvability is consistently920

defined as the “propensity to evolve” (or to adapt) [15, 13], “the ability of random mutations to921

sometimes produce improvement or to not always be deleterious” [13, 16], the “capacity to generate922

heritable phenotypic variation”[8], or the “rate of selectable phenotypic variation”, which embodies923

a general agreement on the notion of evolvability. The general consensus about evolvability in924

the context of evolutionary biology, however, ceased already here until recently [15]. Albeit being925

repeatedly put forward [14, 8, 16], the concept and relevance of evolvability is generally considered926

elusive, the question being whether evolvability can be considered a property or phenotype in line927

with e.g. binding affinity and catalytic activity of biomolecules. This status stands and falls928

depending on whether it can be (directly or indirectly) targeted by selection and evolution, i.e. is929

selection for and evolution of evolvability possible and what are the evolutionary/selective forces930

and physics behind?931

As a matter of fact, evolvability is indeed different from other standard phenotypes in the932

following sense: Rather than being an actual property of any given status quo, it can be regarded933

as a variational and anticipatory property; it encodes for future, rather than present benefit of a934

genotype [8, 16]. This observation is best pictured by an analogy with virtual displacements in935

classical (analytical) mechanics [27]. Based hereon, the idea that evolvability could be selected for936

is generally challenged by an argument of causality [13], stating that selection would be required to937

act not on the fitness of the current genotype, but rather on the structure of the fitness landscape938

in its neighborhood, which is however not physically realized (yet). In a related note, evolvability939

is more appropriately rephrased as variability rather than variation, as variation refers to the940

physically realized end-product of an evolutionary process and variability to the potential to yield941

such variation. In addition, one may naïvely observe that all currently existing living matter is the942

product of evolution and is still subject to evolution, suggesting that the capacity to evolve may943

be trivially and inherently present in nature, and casting doubt on the relevance of the notion of944

evolvability. In line with this idea is the fact that directed evolution [28] is generally successful945

on evolving many biomolecular templates or biological systems towards many target properties.946

Finally, slow protein evolution may be (partly) explained by other factors that do not require the947

notion of evolvability [29].948

In spite of these seemingly conceptual issues, a number of mathematical models demonstrated949

that evolvability is a selectable trait in time-dependent environments, albeit never being directly950

selected for and that it can emerge as a by-product of evolutionary dynamics [30, 9, 10, 31, 32, 11,951
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33, 12, 13]. In [13], for instance, numerical simulations of protein evolution in randomly changing952

rugged landscapes with exponentially many local optima, where selection does not explicitly act953

on evolvability, are studied and reveal that rapid environmental change puts selective pressure on954

evolvability. In [10], the evolution of spin-glass models of proteins in fluctuating environments955

is studied and the connection between evolutionary history in fluctuating environments on the956

one hand and modularity (disjoint organization of protein functions in a protein or sectors) and957

evolvability (propensity to new evolutionary tasks) on the other hand is established. Here, selec-958

tion occurs for allostery, yet emergence of evolvability is also observed: The effect of evolution in959

changing environments restricts to sparse interactions between residues/spins, which, as a mere960

consequence of locality in high-dimensional spaces, are close to solutions to other selective pres-961

sures. Similar findings for RNA structures and logic circuits rather than proteins are reported962

in [32]. The problem of inducing evolvability can be restricted to the problem of inducing gener-963

alists [30, 34, 6], i.e. genotypes that are fit across a finite universe of environments as opposed to964

specialists that are very fit in one or a few, but unviable in the majority of environments. This965

probably differs from evolvability by the set of environments considered: a finite number of envi-966

ronments in the problem of generalists versus an infinite and undersampled set of environments967

in the problem of evolvability.968

Although these studies demonstrate selection for evolvability or generalists upon evolution in969

fluctuating environments, such an outcome seems notoriously difficult to target: It was highlighted970

that selection for evolvability/generalists is restricted to intermediate phases featuring interme-971

diate alternation frequencies between environments, intermediate ruggedness, and intermediate972

correlation between environments [34] and must be guided towards hidden interfaces between973

neutral networks [33]. This intermediate phase is sandwiched between phases of specialization [5],974

canalization [33] at low frequencies and frustrated selective pressures [5] and flexibility [33] at high975

frequencies (“high” and “low” frequencies as compared to mutation rates). One practical example976

of this difficulty to generate generalists are so-called “broadly-neutralizing antibodies” [5, 6] (see977

section B.3), which are capable of neutralizing various strains of highly diverse pathogens, such as978

HIV or influenza, but rare. In another study, the beneficial effect of tuned, non-constant frequen-979

cies over time on the induction of such generalists is highlighted [30], which may also be a starting980

point for the control of evolvability: Starting from low frequencies and increasing frequency with981

time can focus the evolution and increase the likelihood of take-over by generalists.982

It was suggested that phenotype evolvability should be encoded within the genotype-phenotype983

(genotype-fitness) map [16]. This mapping associates each genotype (e.g. DNA sequence) to the984

phenotype(s) (e.g. of the expressed protein) that it is encoding, geno 7→ pheno. Evolvability985

relates to how genotypic variation (mutation) translates into phenotypic variation in a constant986

environment, which can be expressed in a “cartoonish” way as987

∂pheno
∂geno

∣∣∣∣
environment

. (1.14)

This is alternatively termed “variability” [35]). If the distribution of changes in phenotype ∆pheno988
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within a set of possible changes in genotype ∆geno is large, selection can efficiently enrich for high989

phenotype values over low phenotypes and, thus, makes evolution effective. Increasing evolvability990

amounts to increasing the volume in (potentially multidimensional) phenotype space accessible,991

i.e. maximizing ∆pheno = ∂pheno
∂geno

∣∣∣
environment

·∆geno in a Taylor expansion-like notation, which992

can be achieved either by a “steeper” landscape, i.e. larger ∂pheno
∂geno

∣∣∣
environment

, or by increasing993

the volume of accessible genotype space ∆geno itself.994

Thus, it appears that the above definition allows for two different mechanisms to achieve995

evolvability; (i) through mutation rate with defines the volume of genotype space that can be996

probed within fixed time, and increasing the genotypic space accessible upon mutation potentially997

increases accessible phenotypic space volume; (ii) through the mutational effect of a fixed set of998

mutations which defines the volume of phenotypic space covered by a fixed genotypic space volume.999

Changing the context in which in given mutation occurs in a way that increases the phenotypic1000

effect of this mutation also increases evolvability. It is important to stress the difference between1001

these two factors behind evolvability; (i) defines genotypic mutation rate, whereas (i) and (ii)1002

together define phenotypic mutation rate [33]. There is a myriad of mutational processes realized1003

in nature that contribute to mechanism (i): These range from local moves in genotype space by1004

point mutations that may occur at rates determined by error-prone DNA polymerase or codon1005

usage optimized for non-synonymous mutations [13], to large-scale moves in sequence by DNA1006

exchange (recombination) [13]. To integrate these mutational processes and their rates into a1007

single quantity representing evolvability as to mechanism (i), Earl et al. proposed a diffusion1008

constant in protein sequence space [13]. In this project, we attempt to address mechanism (ii)1009

in the context of antibodies: What is the (width of the) histogram of phenotype values obtained1010

by fixed sequence diversity in the non-scaffold part of the antibody in the context of different1011

scaffolds?1012

Evolvability oftentimes goes hand in hand with modularity, pleiotropy, and autonomy (context-1013

independence) [8, 16]. Modularity, which is the opposite of pleiotropy, and autonomy all reflect1014

the idea that an object is internally organized and assembled from independent “building-blocks”1015

and is considered a key-ingredient for evolvability: In a developmental context, modularity of1016

organismic design is associated with few interference in adaptation for different functions [16]1017

and the possibility for unconstrained changes of cell biological and developmental processes as a1018

consequence of weak linkage, compartmentalization, redundancy conferring robustness, flexibility,1019

and evolvability [8]. At the molecular scale, the observation of sectors in proteins [36, 10, 37], i.e.1020

disjoint subunits encoding for different protein functions, predicts independence of mutations that1021

affect different functions and, thus, evolvability and the possibility of improvement for any of these1022

functions without compromizing the others. The efficiency of evolution in modular systems results1023

from additive contributions of different functions (phenotypes) to total fitness and thus smooth,1024

convex landscape with only a global maximum, which can be achieved by simply following the1025

gradient. The opposite extreme are landscapes from fully connected subunits that are rugged and1026

in which gradients are meaningless and (local) optima are several mutations away.1027
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Within biology, evolvability is argued to be acute across the scales, from the molecular (biomole-1028

cules [32, 13]), over the cellular (gene-regulatory networks [31]), to the developmental and organis-1029

mic scale [8, 16]. Its existence and relevance is also mirrored in other contexts, in which evolution-1030

ary algorithms and processes are successfully applied for optimization, such as material sciences1031

(origami [38, 39]) and computer science [16]. As an example, the standard task of supervised1032

learning consists in building a neural network capable of classifying given data (e.g. pictures of1033

cats and dogs), which can be in principle achieved by evolutionary algorithms upon taking the1034

error on a train dataset as (negative) fitness. In this computational context, evolvability echoes as1035

the so-called representation problem: how to choose the degrees of freedom accessible to “genetic1036

variation” in order to realize all from very well to very poorly performing networks. The effective-1037

ness of evolutionary algorithms is indeed not guaranteed here. Consider as an example the task1038

of improving a computer program by random changes in the code: If the mutations are chosen to1039

be “point mutations” at the level of single strings, the change will almost always be detrimental.1040

But recombining branches of parse trees can lead to improved performance [16]. The difference1041

to biology is, however, that the choice of the evolutionary degrees of freedom is preset by nature1042

in the form of DNA and its sequence.1043

Despite the number of theoretical insights and the apparent importance in biology, a direct1044

observation of evolvability on an experimental system has not yet been reported. The observation1045

and measurement of (differences in) selection potentials are the main goal of this project and the1046

key result of this thesis.1047

1.4.2 Protein evolvability hand in hand with other properties1048

In the literature, several biophysical and structural properties of proteins have been shown or1049

proposed to correlate with their evolvability: protein dynamics and conformational flexibility, as1050

well as stability and polarity/modularity.1051

In general, protein dynamics contributes to protein function, such as catalytic activity [40] and1052

allostery. Does it also contribute to evolvability? Here again, the antibody is presumably the model1053

system that should allow to address this question: Antibody dynamics has been extensively studied1054

in literature, especially comparatively between naïve and mature antibodies. A general finding is1055

that antibody dynamics and binding mechanisms are modified upon maturation: In many cases,1056

involving various rather invariant binding targets, a decrease in antibody flexibility, i.e. increase1057

in rigidity, is observed. This finding conveys a picture of induced-fit binding mechanisms in1058

naïve antibodies endowed with conformational isomerism versus lock-and-key binding mechanisms1059

in mature antibodies which are specialized to specific recognition of their cognate targets [4].1060

More generally, the role of rigidity in molecular recognition has been outlined [41]. In fact, this1061

conformational degeneracy may be a factor of evolvability as it allows for broad recognition spectra1062

realized by few naïve scaffolds in the immune response [4].1063
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There is a number of examples of specialization by rigidification in initially flexible antibodies1064

upon maturation observed by various mathods [42, 3, 4, 43, 44, 45, 46]: (i) A good example1065

of increased affinity, but lost cross-reactivity as a result of decreased antibody flexibility upon1066

maturation is the antibody 7G12: As revealed by X-ray crystal structures [43], the naïve version1067

of 7G12 can use its structural isomerism to nucleate around different target structures required1068

for binding to epitopes on the unrelated molecules hapten and jeffamine. The mature 7G12 is1069

the result of affinity maturation against hapten, which binds to hapten with increased affinity,1070

but no longer binds to jeffamine, which implies higher binding specificity. X-ray structures show1071

stabilization of the binding site structure towards complementarity with hapten, while excluding1072

complementarity with jeffamine. (ii) The antibody 48G7, cognate to hapten and featuring 91073

somatic mutations off the binding interface and up to 15Å away from the binding interface, has 3 ·1074

104 x higher affinity to hapten than its naïve ancestor. Comparing X-ray crystal structures of 48G71075

and its naïve ancestor in complex with hapten shows that the presence of the somatic mutations1076

stabilized the antibody to the target configuration that binds hapten [46]. Molecular dynamics1077

simulations and computation of absolute free energies of the same antibody in complex with hapten1078

in explicit solvent (water) draws identical conclusions by showing that structural fluctuations, as1079

measured by root mean squared displacements around an average structure, are more restricted1080

in the mature antibody, see figure 1.3(a) [45]. In addition, they reveal that maturation mediates1081

improved binding through rearrangement of electrical charges and polar/electrostatic interactions1082

in the antibody binding site, while leaving favorable nonpolar/hydrophobic and van-der-Waals1083

interactions unaltered [45]. (iii) The antibody 4-4-20, cognate to fluorescein, as well as some1084

intermediates on its maturation trajectory and somatic mutational reversals have been studied1085

by various approaches and with similar conclusions, see figure 1.3(b): by three-pulse photon echo1086

peak shift spectroscopy [4] (1 or 2 reverse mutations in VL) which quantifies flexibility in terms1087

of amplitudes and frequencies of motion in response to the onset of a constant forcing in the1088

antibody binding site, by non-linear laser spectroscopy [3] (10 intermediates in VH, while keeping1089

VL mutations fixed), and by molecular dynamics simulations [42, 3] (both VL reversals and VH1090

intermediates). A possible mechanism behind rigidification upon maturation is the stabilization1091

of the naïve paratope around its conformation in bound state, which increases the association rate1092

k+ by decreasing the entropic burden of finding the “correct” conformation [44]. However, this1093

represents a kinetic rather than thermodynamic selection force. However, decrease in dissociation1094

rate k− simultaneously with increases in association rates have been observed on other systems [47].1095

The picture of an antibody converging in structure and affinity towards a given target does1096

not hold indefinitely: (i) The prevalence and relevance of polyspecific antibodies in the reper-1097

toire (beyond the naïve ones) capable of recognizing several potentially unrelated antigens has1098

been emphasized [48]. Here again, flexibility is proposed to be the main mechanism of antibody1099

polyreactivity, but their function is less clear and speculative so far; they are not necessarily1100

involved in immune response against one or several pathogens, but may be important for the1101

control of autoimmunity and self tolerance. Usually, these polyspecific antibodies are of IgM iso-1102

type, have lower affinities, and are closer to naïve antibodies in terms of sequence identity, than1103

fully mature antibodies, meaning that they have lower maturation level and less somatic mu-1104
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Fig. 1.3: Flexibility, rigidity, polarity. (a) Root mean-square (RMS) fluctuations in mobile atoms
of a hapten-cognate mature antibody and its naïve ancestor antibody in complex with hapten
as measured from molecular dynamics simulations [45]. (b) RMS fluctuations depicted on the
structures of the mature anti-fluorescein 4-4-20 antibody (right) and its naïve ancestor (left) in
complex with fluorescein (yellow) [3]. (c) Different scenarios for the evolution of antibody affinity
(to conserved pathogenic epitopes) and rigidity upon maturation to highly variable pathogens,
depending on initial affinity values [54]. (d)Model of bnAbs stating rigidification upon maturation
to prevent steric exclusion with highly variable pathogen surface structure [51]. (e) Fraction of
active-site residues that are non-scaffolding (measuring polarity between active-site and scaffold)
correlated with the number of catalytic activities (measuring innovability) in various enzymes (one
point per enzyme) [55]. (f) The (normalized) number of contacts between active-site and scaffold
residues (measuring modularity between active-site and scaffold) correlated with the number of
catalytic activities (measuring innovability) for the same enzymes as in (e) [55].
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tations. (ii) Computational, graph-based models of antibodies come to seemingly contradictory1105

conclusions [49, 50]. In such graph-based models, nodes and the presence or absence of edges1106

between pairs of nodes correspond to amino acids and conformationally constraining interactions1107

between them, respectively. Using a distance-constraint model, it was shown that affinity matu-1108

ration increases rigidity in VH and flexibility in VL, mediated through more or less constraining1109

hydrogen-bond networks in the antibody (more bonds implies more spatial constraints and, thus,1110

more restricted motion), as well as induces a more intricate entanglement of VH and VL [50].1111

However, it was pointed out that less flexibility is not necessarily concomitant with less mobility,1112

which refers to translational motions of rigid subparts of the antibody. Another large-scale study1113

on thousands of antibodies based on the degree-of-freedom counting of CDR3 residues using a1114

pebble-game algorithm, concluded that the CDR3 of VH shows no general trend of more or less1115

flexibility upon maturation [49], but it is unclear if and how this result extends to the scaffold1116

part of the antibody. (iii) The picture of increased rigidity upon maturation is mainly raised1117

by studies that involve constant model targets such as haptens or fluorescein. However, in vivo1118

targets such as HIV and influenza are themselves subject to evolution on similar timescales as the1119

maturating antibody and may be very dissimilar in the ensemble and over time. Selection forces1120

may differ between constant and co-evolving targets. But a very similar scenario as for constant1121

targets was raised in the context of bnAbs against HIV, which features highly variable, poten-1122

tially disordered epitopes [51], see figure 1.3(d): Using hydrogen/deuterium exchange with mass1123

spectrometry to dissect contributions from paratope structure and dynamics, it was found that1124

these bnAbs are associated with increased complementarity to buried, conserved epitopes of HIV1125

and decreased interference with disordered surface structures that cover these conserved parts. To1126

achieve this reduced effect of random steric exclusions, the likely importance of the FWR regions,1127

outside the paratope, and its transition from disordered to stabilized structures upon maturation1128

were described. However, other mechanisms of stabilizing effects of somatic mutations in bnAbs1129

were described, including through modifications in the inter-domain (VH-VL) dynamics [52, 53].1130

A study of models of in silico affinity maturation for bnAb elicitation and molecular dynamics1131

simulations of bnAb structures revealed different scenarios for the evolution of antibody flexibility1132

upon affinity maturation [54], see figure 1.3(c): The initial, naïve affinities to conserved epitopes1133

of the pathogen determine the initial effect of framework somatic mutations and the course of1134

affinity maturation with regard to antibody dynamics; the weaker the initial affinity is, the more1135

the initial effect of somatic mutation tends towards increased flexibility; only if the initial affinity1136

is already strong enough, the flexibility would decrease from the beginning. To extend and account1137

for this behaviour in the model of [51], we may speculate that the first somatic mutations in the1138

case of weak initial affinity should act in a way to facilitate exploration of conformational space1139

for better access to hidden, conserved epitopes. However, in later stages of affinity maturation1140

the rigidity ultimately tends to increase irrespectively of the initial behaviour [54].1141

The concept of evolvability has been subdivided into the two necessary requirements of “ro-1142

bustness” to mutations and “innovability” [55, 56] which encode that the effect of mutations should1143

mostly be non-deleterious and sometimes be beneficial regarding a new target function, respec-1144

tively. The need for robustness can likely be regarded as a reformulation of the need for an excess1145
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of thermodynamic stability [57, 11] that assures that the fold would not be compromised upon1146

destabilizing, but possibly function-enhancing mutations. However, robustness also encodes for1147

the requirement of not compromising already existing function upon trying to create a new one.1148

As pointed out in [55], it may seem puzzling that both flexibility and stability/robustness [11] are1149

required for evolvability. This apparent contradiction is resolved by the concept of polarity (or1150

modularity) [55, 56], which hypothesizes the spatial separation of features and/or functions within1151

the protein. To maximize evolvability by maximizing both stability and flexibility, both features1152

may be accommodated into disjoint regions inside the protein (that are not necessarily continu-1153

ous along the sequence), see figure 1.3(e),(f). Besides its actual appearance in theoretical models1154

(see previous section 1.4.1), modularity/polarity has been observed in real-life systems: The the1155

scaffold of the enzyme β-lactamase is highly stabilized and rigidified in some variants compared1156

to others, while the active site has the same conformational diversity across variants [56]. High-1157

polarity variants of β-lactamase feature a broader spectrum of non-zero activities and therefore1158

higher evolvability. Separation of functions and properties into “sectors” has also be observed e.g.1159

in trypsin, where catalytic activity, substrate specificity, and possibly stability (or mean lifetime)1160

are encoded in 3 disjoint parts of the protein [37]. In the context of antibodies, polarity may be1161

realized by the separation into FWRs and CDRs that account respectively for flexible binding1162

sites capable of assuming various tasks and a scaffolding that assures stability of the overall fold1163

(although a feedback of CDRs on stability of the scaffold has been reported in particular in the1164

context of bnAbs). Indeed, a classification of somatic mutations in antibodies into binding-related1165

and stability-related (or both) mutations, both leading the path to increased affinity: Somatic1166

mutations in antibody binding sites that increase binding affinity can be destabilizing and fol-1167

lowed by compensatory somatic mutations that repair the loss in stability but do not directly1168

contribute to affinity [58]; affinity- and thermodynamic stability-related somatic mutations would1169

have to fixate in presence of each other. Moreover, it was found that destabilizing effects and1170

stability-rescuing mutations in regions far from the binding sites of bnAbs are required to achieve1171

large neutralization breadth [52].1172

1173
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Chapter 21174

The physics, information theory,1175

and universality of binding1176

In this chapter, we are going to set up the theoretical basis for the study of selection, in partic-1177

ular in a context where the selective pressure is defined by binding. We will also bridge the gap1178

between physical parameters (binding free energies) and experimentally observable quantities (en-1179

richments). The theory of systems under selection for binding is rooted at the crossroads of kinetics1180

and statistical mechanics (see section 2.1), as well as information theory (see section 2.3). The1181

benefits of the use of binding are its conceptual completeness, yet relative mathematical straight-1182

forwardness (as compared to other phenotypes such as stability, allostery, . . . ). We will argue1183

that selection enrichments are strongly constrained by universality: The central-limit theorem,1184

extreme-value theory, and order statistics altogether provide predictions on selection coefficients1185

(see section 2.2), regardless of microscopic details of binding mechanisms. Interpretations and1186

implications of the remaining free parameter for the specificity of interactions (see section 2.3)1187

and selection dynamics (see section 2.4) will be discussed.1188

2.1 Kinetics and statistical physics of selection1189

In a first place, we are going to expose how physics constrains enrichments, the quantities that1190

determine selection dynamics and can be measured experimentally. This happens at two levels:1191

First, we are going to show that selection probabilities at equilibrium obey Fermi-Dirac statistics1192

involving the free energy of binding ∆G, thus reflecting an analogy with quantum physics. This1193

result will be obtained by expressing the fraction of ligands engaged in binding at equilibrium1194

using the solution to the kinetic equations of the binding reaction. Second, we will be in need for1195

a prediction on ∆G itself, as the actual evolutionary degrees of freedom are the sequence x of a1196
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2 The physics, information theory, and universality of binding

ligand. A prediction of the mapping from sequence x to phenotype ∆G has to be made in the1197

context of next-to absent knowledge about the underlying binding mechanisms and interactions1198

of random ligands. But, as in many other contexts in- and outside biology, the solution consists1199

in the use of a certain class of random models.1200

2.1.1 Kinetics of the binding reaction1201

Our focus here is the description of the interactions between two complementary classes of objects1202

that may associate and dissociate. We will call these respectively the ligands and the targets. Let1203

us for simplicity consider the case of a single type of ligands A and a single type of targets T in1204

a first place. The kinetics and the equilibrium state of the binding reaction A+ T 
 AT will be1205

discussed here.1206

The kinetic equations of the binding reaction between A and T are given by1207

d
dt [AT ] = k+[A][T ]− k−[AT ], (2.1)

d
dt [A] = d

dt [T ] = k−[AT ]− k+[A][T ], (2.2)

where [A], [T ] and [AT ] denote respectively the concentrations of the ligand, the target and the1208

complex consisting of a single copy of both the ligand and the target. Moreover, k+ (k−) denotes1209

the kinetic rate of association (dissociation) of the ligand-target complex. Kinetic equations1210

assume the limit of large numbers of copies of all involved reactants and products, as well as1211

a spatially uniform distribution of all species (well-mixed soup), so that the binding process1212

becomes essentially deterministic. The (products of) concentrations measure the probability of1213

encounter between one copy of each reactant at a given point in space, while k+ (k−) measures the1214

probability of association (dissociation) given the event of such an encounter. The product of both1215

then measures the probability of association (dissociation) of a complex at a given point in space.1216

The equations (2.1) and (2.2) are not independent as a consequence of the conservation of matter1217

that imposes [T ](t) + [AT ](t) = [T ]tot and [A](t) + [AT ](t) = [A]tot, i.e. the total concentration1218

of ligands and targets (bound and unbound combined) is each one constant through time. Here,1219

[A]tot = [A](t = 0) and [T ]tot = [T ](t = 0) denote the initial condentrations of respectively the1220

ligands and the targets. This reduces the system to a single non-linear differential equation for,1221

say, [AT ],1222

d
dt [AT ] = k+ ([AT ]− [A]) ([AT ]− [T ])− k−[AT ]. (2.3)

The solution to this equation for generic initial conditions is derived in appendix C.1 and reads1223
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Fig. 2.1: Solution of the kinetic equations for the binding reaction A+T 
 AT : the concentration
of ligand-target complexes [AT ] as a function of time t given by equation (2.5).

in the special case of [AT ](t = 0) = 01224

[AT ](t) =
2γ0 tanh

(
k+t
√
−∆

2

)
√
−∆ + γ1 tanh

(
k+t
√
−∆

2

) , (2.4)

where ∆ = 4γ0 − γ2
1 , γ0 = [A]tot[T ]tot, γ1 = KAT + [A]tot + [T ]tot, and KAT is the equilibrium1225

constant discussed below. This solution can be reparametrized using the equilibrium complex1226

concentration [AT ]∞ = γ1−
√
−∆

2 , the time scale parameter τ = 1
k+
√
−∆ , and α = γ1√

−∆ as1227

[AT ](t)
[AT ]∞

=
(α+ 1) tanh

(
t

2τ
)

α+ tanh
(
t

2τ
) t→∞−−−→ 1. (2.5)

The equilibrium concentration of complex [AT ]∞ corresponds to (one of the two) time-independent1228

solutions to the quadratic equation d
dt [AT ] = 0. A plot of the solution is shown is figure 2.1. After1229

equilibration, the time derivatives vanish and the first equation gives1230

KAT = k−
k+

= [AT ]∞
[A]∞[T ]∞

, (2.6)

where KAT is called the equilibrium constant or (binding) affinity. It is important to note that1231

k+ and k−, and thus KAT are a property of the ligand-target combination in play only, but1232

independent of the experimental conditions (initial ligand and target concentrations, etc.); if one1233

of the quantities on the right-hand site of equation (2.6) is perturbed by the experimenter, the1234

remaining would adjust such that the value of KAT remains unchanged.1235

The goal is to link the equilibrium constant KAT (and in subsection 2.1.2 the binding free1236

energy ∆GAT ) to quantities that are easily measurable through deep sequencing of selected pop-1237

ulations. We define the enrichment sAT as the binding probability of a ligand A to a target1238
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2 The physics, information theory, and universality of binding

T at equilibrium. This is equivalent to the probability to pass a round of selection if, during1239

selection, only the bound ligands after sufficient incubation time are kept as “survivors”. This1240

probability will depend on the binding energy ∆GAT and revealing the mapping KAT 7→ sAT1241

(and ∆GAT 7→ sAT ) is our objective. Assuming large numbers of particles (thermodynamic limit)1242

and that sufficient time has passed for the binding reaction to equilibrate, sAT can be equated to1243

the fraction among all copies that is in bound state at equilibrium,1244

sAT = [AT ]∞
[A]tot

= [AT ]∞
[AT ]∞ + [A]∞

= 1
1 + [A]∞

[AT ]∞

= 1
1 + KAT

[T ]∞

. (2.7)

using equation (2.6) for the last equality. Indeed, this probability sAT increases as the affinity1245

increases (i.e. KAT decreases), and as the target concentration is increased. To express sAT1246

in terms of thermodynamic potentials only, it remains to express [AT ]∞ (or equivalently [T ]∞)1247

in terms of KAT , as well as the initial parameters [A]tot and [T ]tot which are controlled by the1248

experimenter. In the generic case, this is not possible analytically, as [AT ]∞ is the solution to a1249

complicated systems of non-linear equations. Here, however, [AT ]∞ can be computed explicitly,1250

[AT ]∞ = 2γ0√
−∆ + γ1

= γ1 −
√
−∆

2

= 1
2

[
[T ]tot + [A]tot +KAT −

(
([T ]tot − [A]tot +KAT )2 + 4KAT [A]tot

) 1
2
]

' [A]tot

1 + KAT
[T ]tot

(2.8)

where the approximation corresponds to first order in ε = [A]tot/[T ]tot � 1 (see appendix C.1).1251

As expected, this result depends on k+ and k− only via their ratio KAT = k−
k+

. Equation (2.8)1252

implies1253

[T ]∞ = [T ]tot − [AT ]∞

= 1
2

[
[T ]tot − [A]tot −KAT +

(
([T ]tot − [A]tot +KAT )2 + 4KAT [A]tot

) 1
2
]
. (2.9)

Equation (2.7) together with either equation (2.8) or (2.9) represents the solution to our problem1254

of expressing sAT as a function of equilibrium quantities and initial conditions. In experimental1255

practice, an asymmetry between ligands and targets allows for a simplification of this result: When1256

the number of targets exceeds that of the ligands, only few targets will be engaged in binding and1257

the equilibrium concentration of free targets [T ]∞ will be approximately the total concentration1258

[T ]tot. In this case, inserting the first order expansion in ε = [A]tot/[T ]tot of equation (2.8) instead1259

of the exact expression into equation (2.7) yields1260

sAT = 1
1 + KAT

[T ]∞

' 1
1 + KAT

[T ]tot

. (2.10)

This result can also be directly obtained in the absence of an exact result for [AT ]∞ by simply1261

replacing [T ]∞ ' [T ]tot in equation (2.7) and we are done. In the next subsection, we will obtain a1262
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2.1 Kinetics and statistical physics of selection

similar expression to equation (2.7) from a physics approach, involving the free energy of binding1263

∆GAT .1264

2.1.2 Equilibrium binding obeys Fermi-Dirac statistics1265

From a physical viewpoint, the quantity of interest is not the equilibrium constant KAT , but the1266

free energy of binding ∆GAT . It represents the difference in Gibbs free energy of the system1267

between the bound and unbound state of the binding reaction. It systematically appears in1268

studies where binding between two sets is a key phenotype, such as antibodies [59, 60, 61, 62]1269

and transcription factors (DNA binding proteins reponsible for the regulation of DNA expression1270

and with binding specificities to precise DNA sequences) [63, 64, 65, 66]. ∆GAT is an equilibrium1271

quantity, meaning that it entirely determines the state of the binding system at equilibrium, and1272

is directly linked via1273

KAT = exp(β∆GAT ) (2.11)

to the affinity. Here β = (kBT )−1 denotes the inverse temperature. The use of ∆GAT requires1274

the assumption that binding is let to happen for sufficiently long time for the binding reaction1275

to have reached equilibrium. The equilibration time that defines “sufficiently long”, however,1276

is not fully determined by ∆GAT or KAT , but also depends through both k+ and k− on the1277

“height” of the energetic barrier separating the bound and unbound states ∆G∗AT (activation1278

energy). This dependence is captured by the Arrhenius law, k+ = ω exp(−β∆G∗AT ) and k− =1279

ω exp(β(∆GAT −∆G∗AT )). ω defines the fundamental time-scale of the system, which is found by1280

Kramers’ turnover problem which considers a random walk along the reaction coordinate under the1281

effect of the energetic landscape between the bound and unbound state, and of thermal agitation1282

and dissipation from and to orthogonal degrees of freedom (solvent, etc.) [67]. The goal of this1283

subsection is to express the binding probability sAT in terms of ∆GAT .1284

To make the link between the kinetics and the statistical physics of the binding system governed1285

by ∆G, consider a simplified system consisting of a single copy of the (monovalent) ligand bathed1286

into a sea of targets and thus in contact with a thermal and chemical reservoir at (inverse)1287

temperature β and chemical potential µ. Call n ∈ {0, 1} the binary occupation number indicating1288

whether a target is unbound (n = 0) or bound (n = 1) to the ligand. The grand-canonical1289

partition function is Ξ(β, µ) =
∑
n∈{0,1} e−nβ(∆G−µ), and, hence, the binding probability reads1290

sAT = P (n = 1) = e−β(∆GAT−µ)

Ξ(β, µ) = 1
eβ(∆GAT−µ) + 1 , (2.12)

which is the Fermi-Dirac distribution. Figure 2.2 shows a plot of sAT as a function of ∆GAT − µ.1291

This is the exact same computation as in the occupation number formalism for the quantum1292

equilibrium statistics of fermionic systems that are constrained by the Pauli exclusion principle.1293

39



2 The physics, information theory, and universality of binding

−2 0 2 4 6
∆G− µ

10−3

10−2

10−1

100

en
ri

ch
m

en
t
s

β
0.10

0.17

0.28

0.46

0.77

1.29

2.15

3.59

5.99

10.00

Fig. 2.2: Enrichment s as a function of binding free energy ∆G and chemical potential µ which
represents target availability, given by the Fermi-Dirac statitics in equation (2.12). Various values
of inverse temperature β. The saturation and Boltzmann regimes are visible to the left and right
of the dashed vertical line, respectively.

In the theory of binding, the equivalent to the Pauli exclusion principle resides in the fact that1294

at most a finite number of targets (in the case of monovalent ligands at most one) can bind to a1295

given copy of the ligand. The bare result of equation (2.12) was discussed e.g. in [64, 65] and is1296

also used e.g. in [68].1297

The equations (2.7) and (2.12) correspond to the same result for sAT obtained from two1298

different points of view, and both become identical upon setting ∆G = ln(KD/[T ]∗) and µ =1299

ln([T ]∞/[T ]∗), where [T ]∗ denotes an arbitrary reference concentration. This is coherent with1300

equation (2.11), and µ becomes a true potential upon expressing [T ]∞ as a function of other1301

potentials (∆GAT ) and initial conditions ([A]tot and [T ]tot) which has been done in equation (2.8).1302

Hence, the chemical potential µ can be associated with the availability of target molecules and1303

eβµ = [T ]∞ can be referred to as the associated fugacity. In practice, binding happens at constant1304

temperature and β is typically set to unity or, equivalently, all energies are expressed in units of1305

β−1 = kBT , but it may also be sometimes interpreted as the strength of the selective pressure1306

(see section 2.4).1307

Under certain conditions that need to be specified, the Fermi-Dirac binding statistics can be1308

approximated by a Boltzmann statistics. When the binding free energy ∆G exceeds the chemical1309

potential µ in such a way that eβ(∆G−µ) � 1, the binding probability becomes small and the1310

Fermi-Dirac statistics simplifies to the Boltzmann statistics,1311

sAT ' e−β(∆GAT−µ). (2.13)

The Boltzmann regime is visible to the right of the dashed vertical line in figure 2.2. Note that1312

in this approximation, sAT is no longer strictly a probability; in the regime ∆GAT . µ where the1313
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2.1 Kinetics and statistical physics of selection

Boltzmann approximation does not hold, the value of sAT can be larger than 1. In the context1314

of binding, the requirement eβ(∆G−µ) � 1 translates into a condition on the chemical potential1315

µ and binding affinity KAT , namely [T ]∞ � KAT or, equivalently, [AT ]∞ � [A]∞. Thus the1316

Boltzmann limit corresponds to a limiting regime in which low binding probabilities are achieved1317

either by low concentrations of targets or low binding affinities (i.e. large KAT ). The deviation1318

from Boltzmann statistics at high target concentrations or strong affinities is due to saturation1319

effects caused by limited availability of ligands (all ligands are bound with probability close to 1,1320

irrespectively of their affinity). The Boltzmann regime is the one to be targeted in experiments1321

to ensure that enrichments sAT represent well the binding affinities KAT .1322

This represents a similar realization of the Boltzmann limit as in quantum physics by decreasing1323

the density of fermionic particles in a Fermi gas and thus decreasing the Fermi energy (which is1324

identical to the chemical potential) [69], which defines the energy scale at which the quantum1325

effects of the Pauli exclusion principle become important. The interpretation of the Boltzmann1326

limit is again analog between both contexts: By diluting the targets in binding or the particles1327

in a Fermi gas, the probability of each available state to be occupied by one particle is small1328

(compared to 1), let alone the probability of two or more particles competing for the same state.1329

The exclusion of multiple occupancy of each such state required by the Pauli principle becomes1330

thus automatically satisfied without explicit imposition.1331

The bosonic equivalent to the fermionic statistics of monovalent ligands can be obtained by1332

considering multivalent ligands instead. Multivalent ligands consist of ≥ 1 identical binding sites,1333

allowing for the binding of several copies of the target. Multivalent ligands appear e.g in cellular1334

signaling processes, where they are referred to as scaffold proteins [70, 71]. These scaffold proteins1335

with m ≥ 1 binding sites define networks of binding reactions involving
∑m
j=0

(
m
j

)
= 2m species1336

and m2m possible reactions between them if the m binding sites are distinguishable. So far, we1337

have studied the special case of m = 1. Consider for our purpose multivalent ligands with m ≥ 11338

identical, independent and indistinguishable binding sites that can bind up to m targets at a time.1339

Due to indistinguishability of binding sites, their positions on the ligand does not matter, thus1340

defining only
∑m
j=1 1 = m different species and 2m binding and unbinding reactions. We will1341

denote by AT j the complex of a ligand with j targets (AT 0 is identical to A). In this case, the1342

probability of a ligand to be bound at equilibrium (to at least one target) reads1343

sAT =
∑m
j=1[AT j ]∞

[A]∞ +
∑m
j=1[AT j ]∞

= 1

1 + [A]∞
(∑m

j=1[AT j ]∞
)−1 . (2.14)

By making use of1344

KAT = [AT j−1]∞[T ]∞
[AT j ]∞

, ∀j = 1, 2, . . . ,m, (2.15)
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2 The physics, information theory, and universality of binding

we obtain1345

sAT =

1 +

 m∑
j=1

(
[T ]∞
KAT

)j−1

−1

= 1

1 +
(∑m

j=1 e−jβ(∆G−µ)
)−1 , (2.16)

where ∆G and µ are defined as before. Denoting z = e−β(∆G−µ) and using the (incomplete)1346

geometric series
∑m
j=1 z

j = z(1−zm)
1−z , we can further simplify and find1347

sAT = z (1− zm)
1− zm+1 , (2.17)

which converges towards the Boltzmann statistics sAT = z = e−β(∆G−µ) as m → ∞, provided1348

that z < 1 and thus ∆G > µ as required for the convergence of the geometric series. In the1349

limit m → ∞, a ligand can bind an arbitrary number of targets which represents the bosonic1350

counterpart of the monovalent ligands obeying fermionic statistics. Surprisingly, the Boltzmann1351

approximation for the enrichments sAT is exact in this bosonic case, the reason being that the1352

presence of infinitely many binding sites excludes competition of targets for ligands. Again, the1353

same expression for sAT as in equation (2.17) is obtained by considering a ligand in the grand-1354

canonical ensemble with partition function Ξ(β, µ) =
∑m
j=0 e−jβ(∆G−µ) = 1−zm+1

1−z ,1355

sAT = 1
Ξ(β, µ)

m∑
j=1

e−jβ(∆G−µ) = 1− z
1− zm+1

z(1− zm)
1− z = z(1− zm)

1− zm+1 , (2.18)

which is equivalent to equation (2.17). The assumption of indistinguishability of the m sites1356

is, however, biologically irrelevant. Similar expressions to equation (2.17) can be obtained for1357

distinguishable binding sites with biological relevance: For independent sites, one obtains simply1358

them-th power of the Fermi-Dirac statistics for a monovalent case, sAT =
(

z
1+z

)m
, which features1359

an entropic barrier at j = m
2 . For interacting sites [72], typical examples are i) sequential binding1360

as for example in hemoglobin, i.e. binding to the (j + 1)-th site requires j-th site to be in1361

bound state (sequential model). Here, one obtains sAT = zm(1−z)
1−zm+1 , which is identical to a random1362

walker with step probability z. ii) For all-or-none cooperativity between binding sites (symmetry1363

model) [72], one obtains sAT = zm

1+zm , leading to a switch (Hill function).1364

2.1.3 Conditions and implications for library selections1365

We now want to generalize the results of subsections 2.1.1 and 2.1.2 to libraries of many different1366

ligands A and targets T . The binding energies ∆GAT and affinities KAT will be different for1367

different combinations of ligands and targets. Ligands A differ in their amino acids sequences x,1368

conferring them different structures and chemical properties, and thus various affinities for the1369

targets. The same is true for targets T if they can be defined on a sequence space, such as DNA1370

and protein targets. Ligand sequences may be beneficial or obstructive for binding depending for1371
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2.1 Kinetics and statistical physics of selection

instance on whether they encode for complementary versus unfitting structures, or carry opposite1372

versus identical electrical charges with respect to the targets.1373

The theory developped in the context of a single ligand and a single target can be easily1374

generalized to a diversity of ligands and targets. In the presence of |A| different types of ligands A1375

and |T | different types of targets T , the reaction kinetics now consists of |A||T |+ |A|+ |T | reaction1376

equations for the |A||T | possible complexes and for the ligands and targets. These are subject to1377

|A|+ |T | conservation constraints for the total concentrations of ligands and targets. This yields1378

|A||T | independent equations of the form1379

d[AiTj ]
dt = k+,ij [Ai][Tj ]− k−,ij [AiTj ], i = 1, . . . , |A|, j = 1, . . . , |T | (2.19)

that are coupled a priori because of [Tj ] = [Tj ]tot −
∑|A|
i=1[AiTj ]. The conclusions at the level of1380

the enrichments sAT remain, however, mainly unaffected.1381

Consider first the case of a single target, but |A| different ligands. This corresponds to the1382

situation we will realize experimentally in the chapters 3 and 4. In this case, the computation1383

of the enrichments sAT in equations (2.7) and (2.17) remains unchanged. Only the chemical1384

potential µ = β−1 ln([T ]∞) is modified as the target availability now depends on the equilibrium1385

concentrations of all possible ligand-target complexes and thus introduces a coupling between the1386

enrichments of different ligands. Thus, sAiT still follows a Fermi-Dirac statistics,1387

sAiT = 1
1 + eβ(∆GAiT−µ) , (2.20)

with chemical potential1388

µ = 1
β

ln

[T ]tot −
|A|∑
i=1

[AiT ]∞

 ' 1
β

ln([T ]tot)−
∑|A|
i=1[AiT ]∞
β[T ]tot

, (2.21)

where the approximation holds to first order if
∑|A|
i=1[AiT ]eq <

∑|A|
i=1[Ai]tot � [T ]tot using ln(1−1389

ε) ≈ −ε. Again, to make µ a true potential, the [AiT ]∞ need to be expressed in terms of KAiT ,1390

[T ]tot, [Ai]tot, i = 1, . . . , |A| by solving a complicated system of coupled non-linear equations1391

defined by d[AiT ]
dt = 0. However, this will no longer be possible in all generality in the case of1392

many ligand types. According to equation (2.21), the coupling effect becomes neglectable if the1393

total target concentration [T ]tot exceeds the final concentration of binding products.1394

Consider for the sake of completeness the case with |T | ≥ 1 instead of a single target species1395

in addition to the |A| ligand types. In this case, a ligand can bind to any of the targets and the1396

overall binding probability for ligand A reads1397

sAiT =
∑|T |
j=1[AiTj ]∞

[Ai]∞ +
∑|T |
j=1[AiTj ]∞

= 1

1 +
(∑|T |

j=1K
−1
ATj

[Tj ]∞
)−1 = 1

1 + eβ(∆GAi−µ) , (2.22)
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where e−β(∆GAi−µ) =
∑|T |
j=1 e−β(∆GAiTj−µj) defines an effective free energy over the different1398

targets. Thus, we still obtain Fermi-Dirac statistics, but involving ∆GAi that summarizes the1399

various ∆GAiTj .1400

Applying the Boltzmann approximation from equation (2.13) to all variants A will ensure1401

that differences in binding affinities among ligand types translate into differences in enrichments1402

sAT . In order to achieve the overall validity of the Boltzmann limit for all possible interaction1403

pairs, the choice of the target concentration [T ]tot in selection experiments must be adjusted to1404

an intermediary regime that is flanked by two high and low target concentration limits featuring1405

unwanted saturation effects, namely1406

|A|∑
i=1

[Ai]tot � [T ]tot � min
i∈{1,...,|A|}

KAiT . (2.23)

The origin of the second constraint was explained in subsection 2.1.2, where it was expressed1407

as [T ]tot � KAT in the context of a single ligand. It must be generalized to the above form1408

to assure that best binders (represented by miniKAiT ) are not in the saturation regime: It is1409

required to prevent flattening effects resulting from competition of targets for limited amount1410

of ligands, thus saturating the binding reaction with binding probabilities close to 1. The first1411

constraint excludes the inverse scenario in which ligands compete for targets. Optimal selection1412

conditions that assure enrichments represent, and represent only, intrinsic properties of the ligand1413

(i.e. selection for differences in binding affinities and independently from one another) are achieved1414

by setting the target concentration to its optimal value in between the two limits. We anticipate1415

here that both constraints are satisfied in our phage display selection experiments: A population of1416 ∑
i[Ai]tot ' 1011 mL−1 ligands are incubated with an excess of [T ]tot ' 1014 mL−1 of targets, thus1417

satisfying the first constraint in equation (2.23). Moreover, the selection yield ranges from about1418 ∑
i[AiT ]∞ ' 105 mL−1 at the first selection round dominated by random binders to

∑
i[AiT ]∞ '1419

107−108 mL−1 at the third round onwards which is dominated by good binders, down from initially1420 ∑
i[Ai]tot ' 1011 mL−1. We can thus estimate that [T ]−1

tot miniKAiT '
∑
i[Ai]tot/

∑
i[AiT ]∞ '1421

103, which meets the second constraint in equation (2.23). The potential relevance of the Fermi-1422

Dirac form of sAT in practice has been pointed out by in the context of SELEX experiments on1423

transcription factors [64].1424

2.1.4 Spin-glass models for biophysical interactions1425

We will continue to restrict to the case of a fixed target T and a diversity of ligands A (as this will1426

be the case throughout most of the chapters 3 and 4). We may for this scenario adopt a modified1427

notation in which we refer by ∆G(x) instead of ∆GAT to the binding free energy of ligand A that1428

has the sequence x = (x1, x2, . . . , xL). Here, L denotes the length, i.e. the number of sequence1429

positions, of sequence x. Each position xi may take on an alphabet of q letters, in biology typically1430

q = 20 for amino acids and q = 4 for nucleotides. The mapping x 7→ G(x) will be the object of1431
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2.1 Kinetics and statistical physics of selection

interest in this subsection.1432

The definition and study of selection potential must be done in light of some binding land-1433

scape that maps a sequence x to its selection probability s(x), likely depending on some external1434

parameter. With the results of subsections 2.1.1 to 2.1.3, we have reduced this problem to the1435

study of x 7→ ∆G(x) by expressing the selection probability s(x) of a sequence x in terms of its1436

free energy of binding ∆G(x),1437

s(x) = 1
1 + eβ(∆G(x)−µ) , (2.24)

where µ is a chemical potential accounting for target availability. Here, the task thus consists1438

in defining a suitable class of binding landscapes. However, a bottom-up approach toward x 7→1439

∆G(x) a priori requires the knowledge about microscopic details of binding mechanisms of random1440

ligands and the construction of a possibly complicated Hamiltonian reflecting these mechanisms.1441

Such a detailed modeling of x→ ∆G(x) seems, however, tedious if not impossible due to a large1442

number of potential binding interactions and our insufficient knowledge about the nature and1443

relevance of these interactions. Rational design of ligands for given targets based on structural1444

and chemical aspects of binding led to affinities higher than non-specific but far less than what1445

is achieved through directed evolution [73, 74, 75]. Yet, this knowledge may be non-essential for1446

an understanding of selection at the ensemble level if it is possible to define classes of random1447

models that (statistically) reproduce features of the true landscapes. The idea and hope is that1448

such random models should capture the statistical properties of the true landscapes. Therefore,1449

we here discard a possibly complicated modeling of x 7→ ∆G(x) in favor of a precise, more easily1450

tractable class of random models and justify their likely applicability to our problem. Such an1451

approach is historically reminiscent of the quantum description of atomic nuclei in which the1452

use of random matrix theory may successfully replace the search for and study of complicated1453

true Hamiltonians [76, 77]. However, the use of such statistical models in quantitative biology1454

is not new either due to the omnipresence of untractable complexity, but increasing availability1455

of biological data (in particular sequences and structures). They are now extensively used in1456

protein evolution [34, 78, 79, 80, 81, 82] and data-driven approaches [83] in various contexts1457

ranging from structural [84] or functional [36, 85, 37] decomposition of proteins or both [17],1458

structural [86, 87, 88] and functional [89] prediction, over to binding specificities of transcription1459

factors [63, 64, 65, 66] and signaling proteins.1460

In spite of the variety of contexts, the statistical models in use are usually shared across different1461

applications and correspond to (combinations and generalizations to Potts spins of) mean-field1462

p-spin glass models with Hamiltonian1463

H(x) =
∑

i1<i2<···<ip

Ji1,i2,...,ip(xi1 , xi2 , . . . , xip) (2.25)

where the Ji1,i2,...,ip(a1, a2, . . . , ap) are contributions to the total energy H(x) of a sequence (or1464

configuration) x and encode for p-body interactions, i.e. interactions between a priori all subsets1465
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2 The physics, information theory, and universality of binding

of size 0 ≤ p ≤ L among the L positions (Potts spins). The use of mean-field may be justified by1466

the fact that sites, which are far away along the sequence, may still be close in real space within1467

a folded protein. In the forward study of such models, a typical because analytically tractable1468

choice of these interactions is an independent, Gaussian disorder,1469

Ji1,i2,...,ip(a1, a2, . . . , ap)
d= N

(
0, p!σ

2

Lp−1

)
. (2.26)

The choice of the variance p!σ2

Lp−1 assures extensivity of H(x), i.e. proportionality with system size1470

L. On the contrary, the inverse study of these models involves the inference of the interactions1471

from experimental data, such as empirical correlation functions. Beyond proteins, these models are1472

also successfully applied in fitness inference [90], neuroscience, regulatory network reconstruction,1473

and outside biology e.g. in finance [83].1474

Upon setting p = 1 in equation (2.25), we obtain an additive model consisting of sites that1475

contribute independently one from another to the sequence energy H(x)1476

H(x) =
L∑
i=1

Ji(x1) ≡
L∑
i=1

hi(xi), (2.27)

where the Ji(a) ≡ hi(a) are called local field functions. By combining p = 1 with p = 2, we obtain1477

the DCA Hamiltonian [84]1478

H(x) =
L∑
i=1

hi(xi) +
L∑
i=1

i−1∑
j=1

Jij(xi, xj) (2.28)

that also allows for interactions Jij(a, b) between pairs of sites i, j. Higher-order interactions1479

are then easily obtained by adding more terms of the form of equation (2.25) with increasing p.1480

In the limit p → ∞ (after L → ∞), equation (2.25) becomes a “double mean-field” model in1481

which all Potts spins explicitly interact altogether. This case will be of central interest within our1482

work and is discussed in more detail below. Another sub-class of equation (2.25) are the so-called1483

NK models that have been used as fitness landscapes in studies of protein evolution and affinity1484

maturation [34, 13, 91, 82]. Here, each Potts spin or site i contributes by hi(xi, xi1 , xi2 , . . . , xiK )1485

to the overall energy (or fitness) H(x),1486

H(x) =
L∑
i=1

hi(xi, xi1 , xi2 , . . . , xiK ). (2.29)

(The original definition of the NK model defines the fitness as the intensive equivalent of H(x),1487

i.e. including a normalization by the system size, 1
LH(x)). The contribution of a site i depends1488

on the state of K other sites, thus the Hamiltonian is again made up of p-body interactions with1489

p = K + 1 in equation (2.25). The difference to equation (2.25) is that only a fixed set of K1490

positions interacts with position i, while the more general model assumes interactions between1491

i and all possible subsets of p positions. The connection between equations (2.25) and (2.29) is1492
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2.1 Kinetics and statistical physics of selection

formally achieved by setting Ji1,...,ip(xi1 , . . . , xip)← hi(xi, xi1 , . . . , xiK ).1493

The general form of the model in equation (2.25) interpolates between a smooth and convex1494

landscape for p = 1 with a single optimum and a perfectly uncorrelated and rugged landscape for1495

p → ∞ where the energies H(x) are uncorrelated even between neighboring sequences x. In the1496

case of NK models, such a landscape contains on average 2L
L+1 local optima [82]. The complete1497

decorrelation as p → ∞ can be observed by computing the covariance between two sequences x1498

and y,1499

〈H(x)H(y)〉 =
∑

i1<i2<···<ip

∑
j1<j2<···<jp

〈Ji1,i2,...,ip(xi1 , xi2 , . . . , xip)Jj1,j2,...,jp(yj1 , yj2 , . . . , yjp)〉

=
∑

i1<i2<···<ip

∑
j1<j2<···<jp

〈Ji1,i2,...,ip(xi1 , xi2 , . . . , xip)Jj1,j2,...,jp(yj1 , yj2 , . . . , yjp)〉︸ ︷︷ ︸
= p!σ2
Lp−1

∏L

k=1
δ(xik ,yjk )

p∏
k=1

δik,jk

= p!σ2

Lp−1

∑
i1<i2<···<ip

L∏
k=1

δ(xik , yjk)

= σ2

Lp−1

∑
i1,i2,...,ip

L∏
k=1

δ(xik , yik)

= Lσ2O(x, y)p, O(x, y) = 1
L

L∑
i=1

δ(xi, yi), (2.30)

where O(x, y) ∈ [0, 1] denotes the overlap between sequences x and y (normalized Hamming1500

distance). Because of O(x, y) = 1 only if x = y and O(x, y) < 1 otherwise, it follows for non-1501

identical sequences x and y that 〈H(x)H(y)〉 → 0 as p→∞, and thus 〈H(x)H(y)〉 → Lσ2δ(x, y)1502

as p → ∞. This means that the landscape completely decorrelates and similar sequences do no1503

longer have similar energy.1504

The cases of p = 1 and p = 2 and the Hamiltonians in equations (2.27) and (2.28) oftentimes1505

appear in the context of e.g. i) protein structure and ii) binding specificities: i) A model of the1506

form of equation (2.28), along with the Boltzmann distribution P (x) = Z−1e−βH(x) with Z =1507 ∑
x e−βH(x), are used to model the probability of occurrence P (x) of a sequence x in alignments1508

of homologous sequences or any other vector x of possibly correlated quantities (e.g. neural1509

status, gene expression levels, stock values, etc.). One motivation is that equation (2.28) arises1510

naturally as the model that maximizes entropy under the constraints of fixed first- and second-1511

order correlation functions 〈δ(xi, a)〉P (x) and 〈δ(xi, a)δ(xj , b)〉P (x) that can be measured from1512

data. It represents a Potts model because it is normalized such that
∑
x P (x) = 1. In practice,1513

the correlation functions are empirically estimated from single- and two-point frequencies fi(a)1514

and fij(a, b) in the alignment, and the parameters hi(a) and Jij(a, b) are then inferred in such1515

a way that the model statistics matches these frequencies. Here, the energy of a sequence H(x)1516

has no immediate physical meaning, although it is predictive of protein thermal stability [92].1517

The model parameters hi(a) and in particular Jij(a, b) are of interest: Non-zero values of Jij(a, b)1518
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2 The physics, information theory, and universality of binding

can oftentimes be associated with physical and evolutionary coupling of the sites i and j in the1519

protein fold. ii) In the context of binding, models of the form of equations (2.28) are used to1520

model the binding free energy landscape H(x) ≡ ∆G(x). However, the motivation for these1521

models and the interpretation of P (x) are different to i). In addition, it is not a Potts model as1522

P (x) is related to H(x) by the Fermi-Dirac statistics (see section 2.1) and
∑
x P (x) 6= 1 in general.1523

Equations (2.27) and (2.28) can be justified as being a Taylor-like expansion (cut-off at p = 1 or1524

p = 2) of an arbitrary, but not too random (“p � ∞”) true Hamiltonian H(x). Here, hi(a) can1525

represent beneficial versus deleterious amino acids independently of the sequence context, while1526

the meaning of Jij(a, b) is less clear. The couplings may be the result of a global non-linearity,1527

such as the Fermi-Dirac form of P (x), or to cooperative effects between sites [60]. In either1528

context, the models are generally stopped at the second-order term due to the explosion in the1529

number of parameters and the estimation of three- and higher-order correlation functions requiring1530

unachievable amounts of data. The feasibility in principle of the inference of higher-order couplings1531

has, however, been shown [93]. Variants of equation (2.28) may impose translational invariance,1532

so that couplings are constrained to Jij(xi, xj) = J|i−j|(xi, xj). This appears in particular in the1533

context of transcription factors where the position of the target sequence along the DNA does not1534

matter [63].1535

Within the scope of this thesis, we will consider statistical models of the form of equation (2.25)1536

with p = ∞ and p = 1 (see chapter 4) for selections from antibody libraries. The p = ∞1537

resumes to the ∆G(x) being independent (and identically distributed) random variables, i.e. the1538

binding energy ∆G(x) for each sequence x is drawn independently of all others from (a common)1539

probability distribution P (∆G). The class of distributions that should be used for P (∆G) remains1540

free so far. In section 2.3, we will graft conclusions from the p = 1 case onto the p = ∞ case1541

in order to fix a class of distributions for P (∆G): Using the central limit theorem, the result1542

will be that a Gaussian distribution with mean µ and variance σ2 should provide a reasonable1543

approximation to the true distribution of binding energies,1544

H(x) ≡ ∆G(x) d= N (µ, σ2) (2.31)

This Hamiltonian is identical to the one of the Derrida random energy model (up to a shift and1545

rescale by µ and σ). The random energy model is one of the simplest spin glass models in the1546

theory of disordered systems bearing a phase transition [94, 95]. This model is defined on L spins,1547

where the energy H(x) of each configuration x is an iid Gaussian random variable with mean1548

E[H(x)] = µ = 0 and covariance 〈H(x)H(y)〉 = Lσ2δ(x, y) = Lδ(x, y). Alternatively, if only1549

the left tail of P (∆G) or, equivalently, the right tail of P (s) matter (as is typically the case in1550

practice), extreme-value theory constrains the choice of the model.1551
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2.2 Universality of selection statistics

2.2 Universality of selection statistics1552

In this chapter, we will provide arguments for similar selection phenomenologies in landscapes1553

described by the class of random models presented in section 2.1.4, thus introducing the notion of1554

universality in the context of selection. Universality is a key observation in statistical mechanics1555

stating that multi-component systems may be insensitive to a majority of microscopic details of the1556

underlying interactions, thus constraining their collective behaviour to few qualitatively different1557

classes (universality classes) [96, 97]. As an example, the phenomenology of an Ising model close1558

to a critical point (encoded by the critical exponents) is governed by few relevant interaction1559

terms (or operators) in a potentially complicated Hamiltonian [96, 97]. Similarly, we can make1560

statements about selection properties yet leaving aside all the complicated and even unknown1561

details of the selection-driving mechanisms. We will see in chapter 4 that such coarse-grained1562

models can be sufficient to analyze experimental selection data and to capture and dissociate1563

qualitatively different phenomenologies.1564

2.2.1 The central-limit theorem predicts lognormality of enrichments1565

Our goal is to define a potentially relevant class of distributions P (s) for the enrichments s in1566

libraries of random ligands under selection for binding. Let us assume that binding between a fix1567

target and ligands that differ in their sequences x = (x1, x2, . . . , xL) is described by an additive1568

binding free energy ∆G(x) with independent contributions from all sequence positions, i.e. the1569

simplest form within the class of interaction models defined by equation (2.25) (with p = 1),1570

H(x) ≡ ∆G(x) =
L∑
i=1

hi(xi). (2.32)

Here, the local field functions hi(a) represent the context-independent contributions to binding1571

energy that results from position i carrying amino acid a and are instances of a position-specific1572

random variable Hi with some probability distribution Pi(h). If these variables Hi have finite first1573

and second moments 〈Hi〉 and 〈H2
i 〉, then the central-limit theorem (CLT) implies a Gaussian1574

distribution for ∆G =
∑L
i=1Hi with mean and variance1575

µ =
L∑
i=1
〈Hi〉 = L〈H〉, (2.33)

σ2 =
L∑
i=1

(
〈H2

i 〉 − 〈Hi〉2
)

= L
(
〈H2〉 − 〈H〉2

)
(2.34)

for sufficiently large sequence length L. The second equalities in equations (2.33) and (2.34) hold1576

if all L sites contribute equally to binding, i.e. if H1
d= H2

d= . . .
d= HL

d= H. The meaning of1577

“sufficiently large” L depends on the distribution of energy contributions per site Pi(h); if these1578
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2 The physics, information theory, and universality of binding

distributions are already “close” to a Gaussian distribution, their sum will be even more so with1579

only few sites.1580

Importantly, the central limit theorem is robust to a certain amount of correlation between sites1581

i that may be introduced either in the form of correlations between theHi or by higher-order terms1582

in the model for ∆G involving e.g. pairwise couplings Jij(a, b) (p = 2). Thus, strict additivity of1583

the binding mechanism is not required and the above result is expected to hold even in presence1584

of weak correlation between sites. However, it is generally difficult to find quantitative criteria for1585

the amount of correlation tolerated by the CLT. Reciprocally, the observation of Gaussian binding1586

energies ∆G does not necessarily imply strict additivity of the underlying binding mechanism.1587

According to the results of section 2.1.3, the binding probability at equilibrium is given by1588

s(x) ' e−β∆G(x) in a regime of intermediate target concentrations, with β = (kBT )−1 the inverse1589

temperature. Hence, if ∆G follows a Gaussian distribution with mean µ and variance σ2 across1590

ligand sequences, it follows that the enrichments s should obey a lognormal distribution with PDF1591

P (s) = 1√
2πσs

exp
(
− (ln(s)− µ)2

2σ2

)
, (2.35)

where the parameters µ and σ are redefined in units of β−1 = kBT , µ = −β
∑L
i=1〈Hi〉 and1592

σ2 = β
∑L
i=1
(
〈H2

i 〉 − 〈Hi〉2
)
.1593

Further support for lognormal distributions comes from their stability under iteration of the1594

selection process. If a first selection with enrichment s1 is followed by a second selection with1595

enrichment s2, then the lognormality of s1 and s2 implies lognormality of the overall enrichment1596

s = s1s2, with parameters µ = µ1+µ2 and σ2 = σ2
1+σ2

2+2ρσ1σ2, where ρ is the correlation between1597

the two selective pressures. This property is inherited from the Gaussian distribution which is a1598

fix point under addition. Lognormality of enrichments in selection is a special case of the more1599

general property of lognormal distributions as attractors of evolutionary dynamics [98]. However,1600

this stability requires the limit of large populations: It has been shown that the disappearance-1601

by-chance of rare (in particular good, but rare) sequences may lead to pathological behaviour at1602

the population scale [99]. Finally, the relevance of lognormal distributions for binding affinities1603

has already been shown in the literature [100, 101, 102, 103, 104, 105].1604

In practice, deviations from the lognormal distribution may occur if the assumptions for this1605

result are not met: For instance, global non-linearities as for instance introduced by saturation1606

effects may invalidate the lognormal model. Such non-linearities will find their way into ∆G1607

where they may give rise to apparent pairwise couplings: If the non-linearity reads f(∆G) =1608

∆G+ α(∆G)2 to the lowest non-linear order, we obtain1609

∆Gapp =
L∑
i=1

hi(xi) + α

L∑
i=1

L∑
j=1

hi(xi)hj(xj)︸ ︷︷ ︸
=Jeff

ij
(xi,xj)

, (2.36)
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where Jeff
ij (a, b) denotes an effective pair-wise coupling unrelated to the true ∆G. For example,1610

in the case of the Fermi-Dirac statistics that relates s to ∆G as derived in section 2.1.2, we1611

have f(∆G) = ∆G − 1
2 (∆G)2. But most importantly, a model for ∆G with additive binding1612

energy contributions itself appears to be a strong assumption. Deviations from an additive model1613

(that are not due to a global non-linearity) may be the result of the presence of several epitopes,1614

or couplings between several sites due to cooperative and adverse effects between nearby amino1615

acids upon binding. Finally, all potentially diverting factors mentioned here are in principle1616

tractable perturbatively by extending the first-order model presented here, possibly at the expense1617

of introducing additional parameter: Known non-linearities may be systematically accounted for1618

by a simple change of variables: Taking again the Fermi-Dirac statistics, we find1619

P (s) = 1√
2πσs(1− s)

exp
[
− 1

2σ2

(
ln
(

s

1− s

)
− µ

)2
]
, (2.37)

which is supported on s ∈ [0, 1] and thus a “probability distribution of a probability”. Alter-1620

natively, unknown global non-linearities may be fitted by splines, i.e. expanding the unknown1621

true non-linearity into some set of nonlinear base functions [106], or by discretization of the non-1622

linearity [93]. Beyond global non-linearities, true interactions between sequence positions may be1623

accounted for by extending the binding model by a second-order term invoking pairwise interac-1624

tions Jij(a, b) in addition to the local fields hi(a). However, we will show later that lognormal1625

distributions can provide a reasonable fit to experimental enrichments in some cases (see chap-1626

ter 4), and, most interestingly, that an additive model may capture the binding landscape of an1627

antibody binding site surprisingly well in some cases (see chapter 4).1628

2.2.2 Mathematical constraints: extreme-value theory1629

A typical observation in biological and other contexts are power-law distributions of observables1630

such as frequencies of occurrence [107], e.g. of antibody sequences in the immune repertoire [108],1631

and so it happens to appear for enrichments in selection data [1]: When sorting a list of empirical1632

enrichments in decreasing order such that s1 ≥ s2 ≥ · · · ≥ sN and plotting sr against their1633

rank r ∈ 〈1, 2, . . . , N〉, we sometimes observe power-law decrease (linearity in log-log scale). Such1634

power-laws are oftentimes associated with (near-to) criticality of the underlying interactions of a1635

system’s constituents [109, 108], although it has been shown that inferred models are inherently1636

likely to yield critical points in parameter space [110]. Moreover, such power-laws are seemingly1637

inconsistent with lognormal distributions that we have motivated in the previous subsection.1638

However, we will show here based on [111] that truncated data may indeed be consistent with1639

both power-laws and lognormal distributions and other Gumbel-type distributions. In sequencing1640

data-based approaches, truncation is a result of finite sequencing depth, meaning that the true1641

diversity exceeds (by far) the sequencing budget.1642

We will continue to assume the case where enrichments are iid variables from a probability1643
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density P (s). Regardless of any prior statement on P (s), such as the lognormality motivated in1644

subsection 2.2.1, the shape of the tail of P (s) is constrained by mathematics within the so-called1645

extreme-value theory (EVT) [112, 113]. The tail of P (s) is of particular interest in selection,1646

because selected populations will be dominated by strong binders with high enrichment s. The1647

conclusions of EVT have previously been applied to selection data within the group [1]. For any1648

random variable S with PDF P (s), the PDF of threshold-exceedance, i.e. of the probability of1649

having S ≥ s conditioned to S ≥ s∗ with s ≥ s∗, converges in distribution to a generalized Pareto1650

distribution fκ,s?,τ (s) = τ−1fκ ((s− s?)/τ) as s? →∞ [112], where1651

fκ(x) =


(1 + κx)−(1+ 1

κ ) if κ 6= 0,

e−x if κ = 0.
(2.38)

The qualitative behaviour of these PDF is determined by the sign of the shape parameter κ,1652

which in turn is determined by the shape of the tail of P (s). It defines three universality classes1653

called respectively the Weibull class (κ > 0), the Gumbel class (κ = 0) and the Fréchet class1654

(κ < 0). The Weibull class comprises all infinitely supported distributions P (s) decreasing as a1655

power-law as s → +∞, P (s) ∼ Cs−α with some constant C > 0. The Fréchet class comprises1656

all finitely supported distributions with P (s) ∼ (s+ − s)−α, where s+ denotes a finite upper1657

bound to S. Finally, all “intermediate” distributions with infinite support, but decreasing faster1658

than any power-law fall into the Gumbel class, including lognormal distributions. The PDF in1659

equation (2.38) in the case of κ = 0 is obtained by taking the analytical continuation of the case1660

with κ 6= 0.1661

2.2.3 Order statistics and power-law mimicry: implications for finite1662

data1663

Sequencing data from selection experiments gives access to a list of N < qL empirical enrichments1664

{sr}r∈〈1,2,...,N〉, typically the highest among all qL enrichments. In subsection 2.2.1, we have ar-1665

gued for a lognormal distribution of these numbers. Under this assumption, extreme-value theory1666

then suggests that top enrichments should asymptotically obey a generalized Pareto distribution1667

with κ = 0. However, we will show here that the extremes of finite samples from lognormal dis-1668

tribuions may actually be consistent with a generalized Pareto distribution with non-zero shape1669

parameter κ 6= 0, although lognormal distributions fall into the class with κ = 0 strictly. This1670

phenomenon was described in [111] as power-law mimicry. To this aim, the question about the1671

statistics of extremes already mentioned in subsection 2.2.1 needs to be slightly reformulated math-1672

ematically: Given a model for P (s), such as the lognormal or the generalized Pareto distribution1673

from subsections 2.2.1 and 2.2.2, what is the distribution of the r-th largest value SN :r, 1 ≤ r ≤ N ,1674

within a sample of size N taken from P (s)? This is the central question in order statistics [114].1675

The theory provides the scaling in N and distribution of SN :r which again displays universality,1676

with the exact same three universality classes as in extreme-value theory (see subsection 2.2.2).1677
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This constrains in particular E[SN :r] which, when expressed as a function of r, predicts the shape1678

of enrichment-rank plots sr(r) (for the highest order statistics r � N at least). Thus, data from1679

different models P (s) from the same universality class may thus give rise to similar shape of sr(r).1680

In particular, N values s1 ≥ s2 ≥ · · · ≥ sN drawn from Gumbel-type distributions P (s), such1681

as the lognormal distribution and the generalized Pareto distribution with κ > 0, give rise to an1682

apparent power-law behaviour of sr(r),1683

E[lnSN :r] ' aN − bN ln(r). (2.39)

Only the aN and bN depend on the precise choice of the (Gumbel-type) P (s). Conversely, this also1684

suggests that empirical data with power-law appearance may be consistent with several Gumbel-1685

type models. Note that for analytical purposes, it is beneficial to study E[lnSN :r] rather than1686

lnE[SN :r], as we will see below.1687

We will reproduce here the derivation of equation (2.39), which holds for Gumbel-type variables1688

S and compute the coefficients aN and bN for lognormal distributions with parameters µ and σ, as1689

well as for generalized Parato distributions with shape parameter κ > 0. Consider a Gumbel-type1690

variable S and its logarithm Y = ln(S). If S is a lognormal (generalized Pareto with κ > 0)1691

variable, then Y is a Gaussian (exponential) variable,1692

S
d= lnN (µ, σ) → Y = ln(S) d= N (µ, σ)

S
d= GenPareto(κ, τ, s∗) → Y = ln(S) d= Exp(κ−1, τκ−1, s∗). (2.40)

This can be seen by performing a simple change of variables or, alternatively, by simply replacing1693

s← ey in the lognormal and generalized Pareto CDFs. The CDFs and PDFs of the various random1694

variables involved here are1695

N (µ, σ) : F (y|µ, σ) = 1
2 + 1

2erf
(
y − µ√

2σ

)
, P (y|µ, σ) = 1√

2πσ
exp
(
− (y − µ)2

2σ2

)
(2.41)

lnN (µ, σ) : F (s|µ, σ) = 1
2 + 1

2erf
(

ln(s)− µ√
2σ

)
, P (s|µ, σ) = 1√

2πσs
exp
(
− (ln(s)− µ)2

2σ2

)
(2.42)

Exp(α, ε, s∗) : F (y|α, ε, y∗) = 1− εαe−αy, P (y|α, ε, y∗) = αεαe−αy (2.43)

GenPareto(α, ε, s∗) : F (s|α, ε, y∗) = 1−
( ε
s

)α
, P (s|α, ε, y∗) = αεαs−1−α. (2.44)

Let us denote by FN :r(y) the CDF of the r-th order statistic YN :r in a sample of size N .1696

FN :r(y) is given by the probability that YN :r is smaller than or equal to y, i.e. the probability at1697

most r − 1 among N sample values are larger than y,1698

FN :r(y) = P[YN :r ≤ y] =
r−1∑
k=0

(
N

k

)
F (y)N−k (1− F (y))k , (2.45)
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2 The physics, information theory, and universality of binding

where F (y) is the single sample CDF given by equations (2.41) or (2.43). For all fixed r and1699

y <∞, we have that FN :r(y)→ 0 as N →∞. In order to allow for a non-trivial limit as N →∞,1700

the rescaled variable ỸN :r = YN:r−aN
bN

with CDF F̃N :r(y) = FN :r(aN + bNy) should be considered1701

instead. With a suitable choice of the coefficients aN and bN , and some function γ(y) such that1702

F (aN + bNy) = 1− γ(y)
N

+O
(

1
N2

)
, (2.46)

we obtain for the first order statistic CDF1703

lim
N→∞

F̃N :1(y) = lim
N→∞

FN :1(aN + bNy) = lim
N→∞

F (aN + bNy)N

= lim
N→∞

(
1− γ(y)

N
+O

(
1
N2

))N
= e−γ(x), (2.47)

where we have used in the second equality the fact that F (y)N is the probability that all N values1704

are ≤ y. The coefficients aN and bN reveal the scaling of YN :r in N , YN :r = aN + bN ỸN :r, where1705

ỸN :r is a random variable of order 1 encoding the dependence of YN :r in r. In general, i.e. beyond1706

the case case of Gumbel-type distributions, they can be determined by solving1707

F (aN ) = 1− 1
N
, bN = 1

NaN
. (2.48)

In the N → ∞ limit, FN :1(y) converges towards e−γ(y) and YN :1 necessarily converges in distri-1708

bution to one of only three classes of probability distributions,1709

Gumbel: F̃N :1(y) = e−e−y , P̃N :1(y) = e−y−e−y , y ∈ (−∞,∞) (2.49)

Weibull: F̃N :1(y) = e−(−y)α , P̃N :1(y) = α(−y)α−1e−(−y)α , y ∈ (−∞, 0] (2.50)

Fréchet: F̃N :1(y) = e−y
−α
, P̃N :1(y) = αx−(α+1)e−y

−α
, y ∈ [0,+∞). (2.51)

These are the same universality classes as in EVT encountered in subsection 2.2.2. Finally, it can1710

be shown that the CDF of the r-th order statistic F̃N :r(y) can be expressed in terms of the one1711

for the first order statistic F̃N :1(y) through [114]1712

FN :r(y) = FN :1(y)
r−1∑
k=0

(− lnFN :1(y))k

k! = 1
(r − 1)!

∫ ∞
− lnFN:1(y)

e−ζζr−1dζ. (2.52)

In the case of exponential Y with CDF F (y) given in equation (2.43), the scaling coefficients1713

aN and bN can be easily found using equation (2.46) through1714

1−
( τ
κ

) 1
κ e−

aN+bNy
κ = 1− γ(y)

N
, (2.53)

which is solved by aN = κ ln(N)+ln
(
τ
κ

)
, bN = Cκ, γ(y) = e−Cy, where C is an arbitrary constant1715

that we conveniently set to C = 1. This confirms that we do indeed find the limiting CDF of the1716
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2.2 Universality of selection statistics

Gumbel class in equation (2.49). In the case of the Gaussian distribution for Y with CDF given1717

in equation (2.43), the computation is more complicated and yields [115]1718

aN = µ+
(√

2 lnN − ln lnN + ln(4π)
2
√

2 lnN

)
σ, bN = σ√

2 lnN
. (2.54)

In order to reveal the dependence of E[lnSN :r] = E[YN :r] = aN + bNE[ỸN :r] on r, it remains1719

to compute E[ỸN :r] for Gumbel-type distributions. Inserting the first-order statistic CDF in1720

equation (2.49) into equation (2.52) yields1721

F̃N :r(y) = e−e−y
r−1∑
k=0

e−ky
k! . (2.55)

The probability distribution function is then obtained by taking the derivative with respect to y,1722

P̃N :r(y) = dF̃N :r

dy (y) = e−e−y
(
r−1∑
k=0

e−(k+1)y

k! −
r−1∑
k=1

e−ky
(k − 1)!

)

= e−e−y
(
r−1∑
k=0

e−(k+1)y

k! −
r−2∑
k=0

e−(k+1)y

k!

)
= 1

(r − 1)!e
−ry−e−y . (2.56)

Finally, the expectation E[ỸN :r] reads1723

E[ỸN :r] = 1
Γ(r)

∫ ∞
−∞

ye−ry−e−ydy = −1
Γ(r)

∂

∂r

∫ ∞
−∞

e−ry−e−ydy︸ ︷︷ ︸
=
∫∞

0
e−yyr−1dy

= −1
Γ(r)

∂Γ
∂r

(r)

= −ψ(r) = γ −Hr−1, (2.57)

where ψ(·) = (ln Γ)′ (·) is the Digamma function, γ = limn→∞
(
− ln(n) +

∑n
r=1

1
r

)
' 0.577 is the1724

Euler-Mascheroni constant, and Hr =
∑r
k=1

1
k is the r-th harmonic number with the convention1725

H0 = 0. Using Hr = ln(r) + γ + 1
2r −

1
12r2 + O(r−3) and thus Hr−1 = ln(r) + γ − 1

2r + O(r−2),1726

we have E[Ỹn:r] = − ln(r) +O(r−1). Thus, E[lnSN :r] ' aN − bN ln(r) which is the result stated1727

in equation (2.39).1728

Taking together the results for the enrichment-rank sr(r) dependence of Gumbel-type enrich-1729

ments and the scaling coefficients aN and bN in the particular cases of lognormal and generalized1730

Pareto enrichments, we find that1731

E[lnSN :r] ' µ+
√

2 lnNσ − σ√
2 lnN

ln(r) (lognormal), (2.58)

E[lnSN :r] ' κ ln(N) + ln
( τ
κ

)
− κ ln(r) (generalized Pareto). (2.59)

Thus, both lead to apparent power-law behaviour of sr(r) with exponent −bN , i.e. affine behaviour1732

in log-log scale with slope −bN . The relevance of this finding is supported by a simple numerical1733
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not included for copyright reasons

logn_pareto.jpg

Fig. 2.3: Examples of power-law mimicry. Taken from [111]. Samples sr from a Pareto and from a
lognormal distribution ordered in decreasing order, s1 ≥ s2 ≥ . . . , and plotted against their rank
r. The data are truncated to show only the top 103 among 103−106 points (see legends). At high
truncation, both datasets become indistinguishable and display apparent power-law behaviour.

experiment shown in figure 2.3. This result suggests that empirical data of extremes displaying1734

such power-law behaviour may be consistent with both the lognormal and generalized Pareto1735

assumption with κ > 0 (and other Gumbel-type distributions), and thus that a true power-1736

law distribution of the data is not a necessary conclusion from such an observation. Moreover,1737

the slopes in equations (2.58) and (2.59) become identical for lognormal and generalized Pareto1738

samples if the parameters are chosen such that1739

κ = σ√
2 lnN

. (2.60)

In particular, truly lognormal data with some value of σ may appear to be consistent with an1740

apparent κN = σ√
2 lnN as a finite-size effect for N < ∞. This apparent κN decreases to 01741

very slowly, emphasizing its potential relevance for real data; observing the mathematically exact1742

value of κ = 0 would require astronomical data size N . Note, however, that equation (2.39)1743
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Fig. 2.4: Interdependence of inferred generalized Pareto distribution parameter κ and lognormal
distribution parameter σ for finite dataset size N . Left κ̂ as a function of σ for N = 104 obtained
from fitting a generalized Pareto distribution with parameters κ and τ by MLE to the largest
among N iid lognormal numbers with µ = 0 and various values of σ and several truncation levels
(see legend, e.g. a truncation level of 0.75 means largest 25 % among N values were kept). Solid
curve and error bars represent respectively mean and standard deviation over 25 independent
realizations of the numerical experiment. Right Reverse situation: σ̂ as a function of κ for
N = 500 obtained from fitting a lognormal distribution with parameters σ and µ by MLE to the
largest among N iid numbers from a generalized Pareto distribution with τ = 0.115, s∗ = 0.001
and various values of κ and several truncation levels.

itself requires that N be large enough. In a numerical experiment, we fitted by MLE generalized1744

Pareto distributions to truncated lognormal data and vice versa. Figure 2.4 shows the relationship1745

between the inferred κN and σ obtained from such numerical simulations when fixing N = 104
1746

and µ = 0. As predicted by equation (2.60), truncated lognormal data may be fitted best by a1747

shape parameter κ > 0. However, we also observe that for a given value of N , it breaks down1748

when σ is below some threshold value σ?. Numerically, we find σ? ' 0.5. In such cases, the data1749

may even appear to arise from a bounded distribution with κN < 0, which is not captured by the1750

above prediction from order statistics that assumes the N →∞ limit.1751

2.3 Information theory of selection: a definition of speci-1752

ficity1753

In this section, we will study an information-theoretic interpretation of the parameter σ in the1754

lognormal model for the distribution of enrichments P (s), as well as its implications. Using a1755

definition of specificity inspired from information theory (subsection 2.3.1), we will show that σ1756

quantifies the specificity of interactions between two classes of objects, as well as the information1757

content of selection based on these interactions (subsection 2.3.2). We will show that, as a conse-1758

quence, σ also constrains the emergence of sequence motifs under selection and the “area under1759
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2 The physics, information theory, and universality of binding

the curve” of sequence logos drawn from selection data (subsection 2.3.3). Sequence logos are a1760

commonly used representation of sequence specificities in the literature [116, 117]. These results1761

generalize the idea to define specificity as the amount of information encoded in interactions [118].1762

2.3.1 Relative entropies for model testing1763

The problem of quantifying specificity arises when two classes of objects or properties A and T ,1764

with respectively |A| and |T | variants on both sides, may interact with one another and asso-1765

ciate. Nonspecificity corresponds to the case of equally likely association between members of1766

both classes and random pair formation, while specificity of interactions is at play in case of pref-1767

erential association of few A variants with few T variants. Mathematically, one can start defining1768

specificity in terms of the probability P1(Ai, Tj) that a randomly picked pair from a population1769

of associated pairs consists of Ai linked to Tj . The problem is already acute in the binary case of1770

a single A and a single T : How does a property differ between the two objects to identify each of1771

them as either A or T , or, from a statistical point of view, how to discriminate the two objects1772

based on their properties? Beyond, this simple case, the problem generalizes to the one-to-many1773

case and the many-to-many case. Our goal is to identify characterizations that, in such cases,1774

involve fewer numbers of parameters than the number of possible pairwise comparisons. Below,1775

we are going to motivate the use of the Kullback-Leibler divergence D(P 1‖P 0) as a measure of1776

specificity with respect to a null hypothesis represented by P0(Ai, Tj), e.g. the expectation from1777

associations at random. In practice, P1(Ai, Tj) is unknown and empirical observation of N in-1778

stances (A1, T 1), . . . , (AN , TN ) provides an empirical measurement of the probability P1(Ai, Tj)1779

that Ai is associated with Tj .1780

In this definition of the problem, the question of specificity of interactions between Ai and Tj1781

can be translated into a hypothesis testing problem: Given a set of N interactions (A1, T 1), . . . ,1782

(AN , TN ) sampled from the true distribution of interactions P1, can the null hypothesis of un-1783

specific (random) interactions defined by the distribution P0 be excluded given the data? The1784

theoretical framework to answer this class of problems comes from asymptotic inference: The1785

central quantity here is the relative entropy D(P 1‖P 0), also known as the Kullback-Leibler diver-1786

gence [119], which quantifies how samples drawn from a true (typically unknown) distribution P11787

are consistent with a hypothesized distribution P0 and which is defined by1788

D(P1‖P0) =
|A|,|T |∑
i,j=1,1

P1(Ai, Tj) ln P1(Ai, Tj)
P0(Ai, Tj)

=
〈

ln P1

P0

〉
P1

, (2.61)

where 〈·〉P1 denotes the average taken with respect to P1. It measures the distance of two distribu-1789

tions, though not in the mathematical sense: It satisfies D(P1‖P0) ≥ 0, D(P1‖P0) = 0 if P0 = P11790

in the sense of distributions, but D(P1‖P0) 6= D(P0‖P1). (The symmetrized quantity d(P0, P1) =1791

D(P1‖P0) + D(P0‖P1) may be used as a true distance between P0 and P1.) The positivity of1792

D(P1‖P0) can be confirmed by applying Jenssen’s inequality 〈ln f(x)〉 ≥ ln〈f(x)〉 to the function1793
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2.3 Information theory of selection: a definition of specificity

f(x) = P0(x)/P1(x) and the average with respect to P1, 〈·〉P1 : ln〈P0/P1〉P1 = ln〈1〉P0 = ln 1 = 01794

and 〈ln(P0/P1)〉P1 = −D(P1‖P0), and thus D(P1‖P0) ≥ 0. The relative entropy appears naturally1795

by considering the posterior probability P (P0|y) given the data y =
(
y1, y2, . . . , yN

)
, yi = (Ai, T j)1796

in the limit of large sample size N ,1797

P (P0|y) = P (y|P0)
Z(y) = 1

Z(y)

N∏
i=1

P0(yi) = 1
Z(y) exp

[
N∑
i=1

lnP0(yi)
]

' 1
Z(y) exp[N〈lnP0〉P1 ] = 1

Z(y) exp
[
N

(〈
ln P0

P1

〉
P1

+ 〈lnP1〉P1

)]

= 1
Z(y) exp[−N (D(P1‖P0) + S[P1])] , (2.62)

where Bayes’ theorem with a uniform prior on different models is used in the first line, and the1798

CLT is used to go to the second line. S[P1] = −〈ln(P1(s))〉P1 denotes the standard entropy of P1.1799

Thus, the probability of the data y under a model P0 different from P1 decreases exponentially1800

with sample size N , and the sample size N required to discriminate and exclude P0 in favor of P11801

scales as N ∼ D(P1‖P0)−1 [119]. The emergence of a simple scalar measure is thus rooted in the1802

CLT and therefore relevant to large N .1803

In the context of specificity, when P0 defines a null model of interactions, D(P1‖P0) measures1804

to what extent the true interactions divert from unspecificity, i.e. how specific they are. In1805

practice, only a finite number N of observations can be made and specificity cannot be sensed as1806

long as N . D(P1‖P0)−1, and a conclusion will be made in favor of unspecificity. Thus, if P01807

and P1 are very different, i.e. P1 encodes for highly specific interactions, few observations will be1808

needed to conclude on the specificity of interactions and the presence of selection.1809

With the choice of P0(Ai, Tj) = P1(Ai)P1(Tj) where P1(Ai) =
∑|T |
j=1 P1(Ai, Tj) and P1(Tj) =1810 ∑|A|

i=1 P1(Ai, Tj) are the marginal distributions of Ai and Tj under P1, D(P 1‖P 0) corresponds to1811

the mutual information1812

I(Ai;Tj) =
|A|,|T |∑
i,j=1,1

P1(Ai, Tj) ln
(

P1(Ai, Tj)
P1(Ai)P1(Tj)

)
(2.63)

between the random variables Ai and Tj [119]. This choice of P0, however, generally does not1813

reflect the expectation from random associations as we shall see in subsection 2.3.2. The relevant1814

measure of specificity is therefore not captured by a mutual information in general, but by the1815

more general relative entropy D(P 1‖P 0). A previous study proposed the mutual information as1816

a measure of specificity [118]. It is justified, however, only within the special model considered1817

in [118] where, because of the overall symmetry of the interactions between the |A| = M locks A1818

and |T | = M keys T , P1(Ai) ' P1(Tj) ' 1/M , and therefore P0(Ai, Tj) = 1/M2 ' P1(A)P1(T ).1819
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2.3.2 Information theory of binding interactions1820

Now consider again that the two sets of objects A and T are ligands (e.g. antibodies) and1821

targets, respectively, and that the mechanism behind association of these is equilibrium binding1822

characterized by KAT (see section 2.1). In the case of a single target (|T | = 1) and many ligands,1823

the probability P1(Ai, T ) reads1824

P1(Ai, T ) = KAiT [Ai]tot∑|A|
k=1KAkT [Ak]tot

, (2.64)

This expression is easily generalized to the case of many targets,1825

P1(Ai, Tj) =
KAiTj [Ai]tot[Tj ]tot∑|A|,|T |

k,m=1KAkTm [Ak]tot[Tm]tot
. (2.65)

Here, [·]tot denotes total concentrations. This reflects the fact that associations are seen with high1826

probability if the binding partners are strongly binding or simply are present with high frequency1827

in the soup. If all concentrations are equal, this simplifies to1828

P1(Ai, T ) = KAiT∑|A|
k=1KAkT

, P1(Ai, Tj) =
KAiTj∑|A|,|T |

k,m=1,1KAkTm

. (2.66)

The unspecific case with association probability P0(Ai, Tj) corresponds to the case of identical1829

equilibrium constants KAiTj ≡ K, ∀i = 1, . . . , |A|; j = 1, . . . , |T |, thus1830

P0(Ai, T ) = [Ai]tot[T ]tot∑|A|
k=1[Ak]tot[T ]tot

, P0(Ai, Tj) = [Ai]tot[Tj ]tot∑|A|,|T |
k,m=1,1[Ak]tot[Tm]tot

, (2.67)

and in the case of equal concentrations simply P0(Ai, Tj) = (|A||T |)−1. Note that in the case of1831

unequal concentrations, P0 does not factorize a priori, P0(Ai, Tj) 6= P0(Ai)P0(Tj) with P0(Ai) =1832 ∑|T |
j=1 P0(Ai, Tj) and P0(Tj) =

∑|A|
i=1 P0(Ai, Tj).1833

Let us compute the specificity, defined as D(P1‖P0) in equation (2.61), of the binding system1834

defined characterized by the probabilities P1 and P0 in equations (2.65) and (2.67). To this aim,1835

we denote by 〈·〉0 and 〈·〉1 the average taken with respect to P0 and P1. Thus, for some observable1836

OAiTj that depends on the ligand-target combination,1837

〈OAiTj 〉0 = 1
Z0

|A||T |∑
i,j=1,1

[Ai][Tj ]OAiTj , 〈OAiTj 〉1 = 1
Z1

|A||T |∑
i,j=1,1

KAiTj [Ai][Tj ]OAiTj , (2.68)

with the normalization constants1838

Z0 =
|A||T |∑
i,j=1,1

[Ai][Tj ], Z1 =
|A||T |∑
i,j=1,1

KAiTj [Ai][Tj ]. (2.69)
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With these notations, it follows that 〈OAiTj 〉1 = Z0/Z1〈KAiTjOAiTj 〉0, and in particular 〈KAiTj 〉0 =1839

Z1/Z0〈1〉1 = Z1/Z0. Besides, we have P0(Ai, Tj) = Z−1
0 [Ai][Tj ] and P1(Ai, Tj) = Z−1

1 KAi,Tj [Ai][Tj ]1840

and thus P1(Ai,Tj)
P0(Ai,Tj) = Z0

Z1
KAiTj = KAiTj

〈KAiTj 〉0
. Finally, we thus find1841

D(P1‖P0) =
〈

ln
(
P1(AiTj)
P0(AiTj)

)〉
1

=
〈

ln
(

KAiTj

〈KAiTj 〉0

)〉
1

= Z0

Z1

〈
KAiTj ln

(
KAiTj

〈KAiTj 〉0

)〉
0

=
〈

KAiTj

〈KAiTj 〉0
ln
(

KAiTj

〈KAiTj 〉0

)〉
0
. (2.70)

In the next subsection, we consider the case of a single target and many ligands with a lognormal1842

distribution of binding affinities. It should be noted that the result forD(P1‖P0) in equation (2.70)1843

is invariant under rescale of the binding affinities, KAT ← λKAT , showing that the overall scale1844

of binding strength is irrelevant in the problem of specificity; only differences in affinity among1845

ligands and targets matter. In a similar approach, the relative entropy D(P1‖P0) has been related1846

to the change in Malthusian fitness [120].1847

2.3.3 The case of lognormal interactions1848

The binding affinity KAT is related to the binding free energy ∆GAT by KAT = eβ∆G (see sec-1849

tion 2.1). At least for a single target T , we have argued in section 2.2 that the ∆GAT should1850

follow a Gaussian distribution, and the KAT thus a lognormal distribution. In the intermediate1851

regime for target concentrations (see section 2.1), this directly translates into a lognormal distri-1852

bution P (s) for the selection coefficients/enrichments sAT . If further assuming that the ligands1853

and targets are equi-concentrated, i.e. no initial bias in frequencies [Ai]tot, the average over P01854

becomes identical to the average over P (s), 〈·〉0 = 〈·〉P (s) ≡ 〈·〉. Equation (2.70) then becomes1855

D(P1‖P0) =
〈
K

〈K〉
ln K

〈K〉

〉
=
〈
s

〈s〉
ln s

〈s〉

〉
= 〈s ln s〉
〈s〉

− ln〈s〉. (2.71)

These averages are most conveniently computed as Gaussian averages involving ∆G. Thus, as-1856

suming that ∆G d= N (−µ, σ2), we obtain1857

〈s〉 = 〈e−β∆G〉N = exp
(
βµ+ β2σ2

2

)
, (2.72)

〈s ln s〉 = −β〈∆Ge−β∆G〉N = β
∂

∂β
〈e−β∆G〉N = exp

(
βµ+ β2σ2

2

)(
βµ+ β2σ2) , (2.73)

where the third equality in equation (2.73) uses equation (2.72). Note that we have here defined µ1858

and σ2 as the mean and variance for the Gaussian distribution for ∆G, as opposed to section 2.31859

where they were defined as the parameters of the lognormal distribution of s. The consequence1860

is that the (inverse) temperature β enters into these results. This is meaningful because the1861

binding affinities KAT also depend on temperature, KAT = eβ∆GAT , and increasing β increases1862

differences in binding affinity across ligands. However, we will show in section that β may also be1863

61



2 The physics, information theory, and universality of binding

re-interpreted as the number of selection rounds: Repeating the selection t times at temperature1864

β has the same effect as performing a single selection step at temperature tβ. In fact, enrichments1865

are potentiated over several selection rounds, i.e. after t ≥ 0 selection rounds, the total enrichment1866

is st. Indeed, repeating the above computation with generic t yields1867

〈st〉 = 〈e−βt∆G〉N = exp
(
βtµ+ β2t2σ2

2

)
, (2.74)

showing exchangability of t and β. For the moment, we may simply set β = 1. Inserting equa-1868

tions (2.72) and (2.73) into equation (2.71), we thus obtain1869

D(P1‖P0) = σ2

2 , (2.75)

for lognormal binding affinities, irrespectively of µ. Again, this reflects the fact that specificity1870

quantifies only relative differences in binding free energies between different ligands. The para-1871

meter σ thus encodes for the specificity in a library of ligands with lognormally distributed binding1872

affinities. As expected, the value of the specificity D(P1‖P0) vanishes in the perfectly unspecific1873

case of random ligand-target assemblies, which is realized within the lognormal family by σ = 0.1874

where all KAiTj are equal, i.e. P (K) = δ(K + µ) and P (s) = δ(s− eβµ).1875

To be precise, the result in equation (2.75) quantifies the specificity of the target T in light1876

of a diversity of ligands Ai, i = 1, . . . , |A|. It does not relate to the specificity of a given ligand1877

Ai which would have to be defined with respect to a diversity of targets T . However, the results1878

obtained here should be easily generalizable if the argument for Gaussian binding energies also1879

applies to targets (for instance, if targets are defined on a sequence sequence alike the ligands).1880

Note that the result in equation (2.75) also remains unchanged upon iteration of the selection1881

step: After (t − 1) selection rounds, the initially equal frequencies of ligands are changed to1882

[AiT ] = st−1
AiT

/
∑|A|
k=1 s

t−1
AkT

. Taking into account this bias in frequencies, the average over P0 thus1883

becomes 〈O〉0 = 〈st−1O〉/〈st−1〉 or, equivalently,1884

〈O〉0 =
∫∞

0 dsP (s)st−1O(s)∫∞
0 dsP (s)st−1 . (2.76)

For simplicity, set again β = 1. Then, using equation (2.74), we obtain1885

〈s〉0 =
∫∞

0 dsP (s)st∫∞
0 dsP (s)st−1 = exp

(
µ+

(
t− 1

2

)
σ2
)

(2.77)

〈s ln s〉0 = exp
(
µ+

(
t− 1

2

)
σ2
)(

µ+ tσ2) , (2.78)

and thus again D(P1‖P0) =
〈
s
〈s〉 ln s

〈s〉

〉
= σ2

2 , independently of t.1886

62



2.3 Information theory of selection: a definition of specificity

1 2 3 4
position

0

1

2

3

4

in
fo

rm
at

io
n

[b
it

s]

Fig. 2.5: Example of a sequence logo. Starting from a PWM f1,i(a), it shows on each sequence
position i a stack of height equal to the relative entropy (or “information”) D(f1,i‖f0,i) given in
equation (2.79), in which each letter a occupies a height of f1,i(a)D(f1,i‖f0,i).

2.3.4 Implications for sequence motifs and logos1887

The equivalence between σ and specificity of interactions also has implications for selection at1888

the sequence level: We are going to show here that σ constrains the “area under the curve”1889

of sequence motifs (or logos) [116, 117] which quantify the information content of underlying1890

interactions and the “goodness” of certain sequences over others. Let us denote by L the length1891

of a sequence and by q the size of the alphabet (q = 20 for amino acids). Such sequence motifs1892

take as input position-specific letter frequencies, or position weight matrices, f1,i(a) and f0,i(a)1893

(the probability of observing letter a at position i under a null model f0,i(a)) and assign to each1894

position i = 1, . . . , L a stack of height1895

D(f1,i‖f0,i) =
q∑
a=1

f1,i(a) ln
(
f1,i(a)
f0,i(a)

)
, (2.79)

which is identical to the relative entropy between f1,i(a) and f0,i(a) on position i. Thus, a1896

sequence motif appears the larger the more f1,i(a) deviates from the null model f0,i(a), i.e. the1897

more the frequencies f1,i(a) deviate from the expectation at random. In particular, it vanishes1898

when f1,i(a) = f0,i(a), ∀a = 1, . . . , q. In practice, the f1,i(a) are estimated empirically from1899

sequence data and f0,i(a) is typically the uniform distribution over the alphabet, f0,i(a) = 1
q ,1900

reflecting irrelevance of amino acids in the unspecific case. The area under the curve1901

D(f1‖f0) =
L∑
i=1

D(f1,i‖f0,i) (2.80)

then sums the contributions from all sites to the overall information content of interactions across1902

the sequence. Thus, sequence logo representations inplicitly assume independence of the L sites.1903

An example of a sequence logo is shown in figure 2.5.1904

Consider a fixed target T and let x = (x1, x2, . . . , xL) denote the sequences of ligands A that1905
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2 The physics, information theory, and universality of binding

have a length of L positions, each xi taking on the alphabet of size q. Our goal is to define1906

relevant sequence motifs in the context of selection. This means that we define frequencies f1,i(a)1907

and f0,i(a) from the probabilities to observe x associated with T , P1(x) ∝ K(x)[x] and P0(x) ∝ [x],1908

rather than from actual frequencies in a population [x] and 1
qL

. In order to construct PWMs from1909

P1(x) and P0(x), we need to factorize them into position-wise contributions f1,i(a) and f0,i(a)1910

such that1911

P1(x) =
L∏
i=1

f1,i(xi), P0(x) =
L∏
i=1

f0,i(xi). (2.81)

The f·,i(a) are chosen normalized on each position, i.e.
∑q
a=1 f·,i(a) = 1, ∀i = 1, . . . , L. The1912

inverse transformation of equation (2.81) reads1913

f·,i(a) =
∑
x

P·(x)δ(xi, a). (2.82)

In our case, these factorizations amount to assume additive models for both binding free energies1914

∆G(x) of the form1915

K(x) = eβG(x) = exp
(

L∑
i=1

h1,i(xi)
)
, (2.83)

and for concentrations [x],1916

[x] = exp
(

L∑
i=1

h0,i(xi)
)
. (2.84)

The uniform distribution over sequences, P0(x) = 1
qL

, is realized by f0,i(a) = 1
q and any constant1917

h0,i(a) = c. Given the expressions for P1(x) and P0(x) in equations (2.65) and (2.67), the amino1918

acid frequencies f·,i(a) and local fields h·,i(a) are related by1919

ln f1,i(a) = hi(a)− 1
L

ln
(∑

y

K(y)[y]tot

)

= h1,i(a) + h0,i(a)− 1
L

L∑
j=1

ln

 q∑
bj=1

ehj,i(bj)+h0,j(bj)

 , (2.85)

ln f0,i(a) = h0,i(a)− 1
L

ln
(∑

y

[y]tot

)
= h0,i(a)− 1

L

L∑
j=1

ln

 q∑
bj=1

eh0,j(bj)

 (2.86)

where the sums in the first equalities run over all qL possible sequences. We can compute the1920

specificity D(P1‖P0) of interactions under such additive models starting from equation (2.61),1921

D(P1‖P0) =
∑
x

P1(x) ln
(
P1(x)
P0(x)

)
=

q∑
x1=1

· · ·
q∑

xL=1

L∏
i=1

f1,i(xi) ln

 L∏
j=1

f1,j(xj)
f0,j(xj)



64



2.3 Information theory of selection: a definition of specificity

=
q∑

x1=1
· · ·

q∑
xL=1

L∑
j=1

f1,j(xj) ln
(
f1,j(xj)
f0,j(xj)

) L∏
i=1
i 6=j

f1,i(xi)

=
L∑
j=1

 q∑
xj=1

f1,j(xj) ln
(
f1,j(xj)
f0,j(xj)

)
 q∑
x1=1

· · ·
q∑

xj−1=1

q∑
xj+1=1

· · ·
q∑

xL=1

L∏
i=1
i 6=j

f1,i(xi)


︸ ︷︷ ︸

=1

=
L∑
j=1

q∑
xj=1

f1,j(xj) ln
(
f1,j(xj)
f0,j(xj)

)
. (2.87)

By definition in equation (2.80), this corresponds to the size of a sequence logo for a PWM1922

defined by f1,i(a), taking f0,i(a) as null model. Under the assumption of a uniform null model P0,1923

f0,i(a) = 1
q , we thus have1924

D(P1‖P0) =
L∑
j=1

q∑
xj=1

f1,j(xj) ln
(
f1,j(xj)
f0,j(xj)

)
=

L∑
j=1

q∑
xj=1

f1,j(xj) ln(f1,j(xj)q)

= L ln(q) +
L∑
j=1

q∑
xj=1

f1,j(xj) ln(f1,j(xj)) = Smax − S[f1], (2.88)

where S[f1] = −
∑L
j=1

∑q
xj=1 f1,j(xj) ln(f1,j(xj)) denotes the standard entropy of f1,i(a) and1925

Smax = maxf1 S[f1] = L ln(q) is its maximum value that occurs if f1 is itself the uniform distri-1926

bution. Upon comparing equations (2.75) and (2.88), we find the self-consistent relation1927

σ2

2 = Smax − S[f1], (2.89)

which provides a direct link between σ and the area under the curve of a sequence logo. Intuitively,1928

high specificity and thus high σ indeed means low entropy of P1 and large sequence logos. This1929

relation is also consistent in the unspecific case where σ = 0 and the entropy is maximal, S[f1] =1930

Smax. At the other extreme, however, this result necessarily breaks down at some point because1931

σ can be in principle arbitrarily large, whereas the right-hand side has an upper bound of Smax =1932

L ln(q). This is because in the computation of D(P1‖P0) in subsection 2.3.3, we took the full1933

distribution P (s) which does not account for the finiteness of sequence space and neglects that1934

P (s) is thus not sampled above a certain threshold.1935

In practice, the frequencies may be estimated in line with equation (2.82) from a list of empirical1936

(and unnormalized) enrichments s(x) for the sequences x by1937

f1,i(a) =
∑
x s(x)δ(xi, a)∑q

b=1
∑
x s(x)δ(xi, b)

=
∑
x s(x)δ(xi, a)∑

x s(x) . (2.90)

The result in equation (2.89) will, however, be difficult to observe in real data where enrichments1938

are available only for small subset among all qL sequences. Leaving out unobserved sequences1939

in the computation of S[f1] resumes to assuming their enrichment be zero (although it is simply1940
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Fig. 2.6: Over-estimation of PWM entropy D(P1‖P0) for incomplete sets of enrichments. (a)
Apparent D(P1‖P0) computed from the largest N ≤ qL among qL = 1.6 · 105 iid enrichments as
a function of N . The qL enrichments are drawn from lognormal distributions with µ = 0 and
several values of σ (see legend). The horizontal lines represent the predicted values of D(P1‖P0) =
σ2/2 which is indeed reached for the complete set of enrichments N = qL. (b) Same as (a)
but enrichments are drawn from an additive model, s = exp

(
−
∑L
i=1 hi(xi)

)
with iid hi(a) =

N (0, σ/
√
L).

unknown) and thus systematically underestimating the entropy of f1 (i.e. overestimating the1941

area under the curve of a sequence logo). This effect is shown in figure 2.6 on simulated data:1942

If enrichments are available for all qL sequences, the expected value of σ2/2 is achieved, both1943

for Dp=∞(P1‖P0) in the case of a random landscape and for Dp=1(P1‖P0) in the case of an1944

additive landscape. If less than qL enrichments are available, the sequence logo overestimates1945

the specificity, the more so as data availability decreases. This finite-size effect may be corrected1946

for, at least partly, upon inferring an additive model from selection data and using the model1947

enrichments rather than empirical enrichments (see chapter 4). Finally, this result relies on the1948

uniform distribution over the ligand sequences (f0,i(a) = 1
q , ∀i = 1, . . . , L; a = 1, . . . , q) and the1949

additivity of ligand positions to the binding free energy, and deviations from these assumptions1950

in true data may lead to deviations from equation (2.89).1951

2.4 Dynamics of selection: evolutionary time as a temper-1952

ature1953

As yet, we have justified that, under certain conditions, binding energies and enrichments under1954

selection for binding should follow respectively a Gaussian and a lognormal distribution with pa-1955

rameters µ and σ in a library of ligands with random binding positions. Within the framework1956
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2.4 Dynamics of selection: evolutionary time as a temperature

of information theory, we associated the parameter σ to the level of binding specificity in such1957

libraries. In addition to these results, we are going to show in this section that σ also determines1958

the fate of such libraries in competition with other libraries and thus their selection potential.1959

We will derive the time-dependence of frequencies respectively of sequences within a library (sub-1960

section 2.4.1) and of libraries within a mix of libraries (subsection 2.4.2). The exact solution1961

that is obtained in the special case of lognormal enrichments will be discussed (subsection 2.4.3).1962

Combining all these results, σ is identified as a key quantity in selection with various equivalent in-1963

terpretations and implications: It quantifies binding specificities and the dispersal of enrichments,1964

but is at the same time also a measure of selection potential.1965

2.4.1 Recursion for sequence frequencies and Fisher’s equation1966

We here compute the evolution of the frequencies of variants in a population that repeatedly under-1967

goes selection and amplification. By time, we here mean the discrete time defined by the number1968

of selection rounds t. At time t, such a population of variants x is determined by {Nt(x)}x∈`, the1969

list of numbers of copies of each variant x inside a library `. If we assume the thermodynamic1970

limit in which N =
∑
x∈`Nt(x)→∞, we can introduce a kind of continuum limit in which the use1971

of frequencies ft(x) = Nt(x)/N instead of Nt(x) is meaningful. In what follows, this assumption1972

implies that no variant x ever disappears. The goal is to determine ft(x) at any selection round t,1973

given the initial condition at round t = 0, f0(x), and the enrichments s(x). The continuous-time1974

equivalent of this discrete-time problem has already been discussed in chapter 1.1975

In the limit of large Nt, the selection is deterministic and the dynamics is governed by the1976

recursion1977

ft+1(x) = λts(x)ft(x) (2.91)

stating that frequencies ft(x) are updated proportionally to enrichments s(x) as a consequence1978

of selection. The prefactor λt assures proper normalization of the new frequencies ft+1(x),1979 ∑
x∈` ft(x) = 1, ∀t ≥ 0, and can be interpreted as an amplification factor required to recover1980

the initial population size after selection. It is thus given by λt =
(∑

x∈` s(x)ft(x)
)−1 and the1981

recursion for ft(x) becomes1982

ft+1(x) = s(x)ft(x)∑
y∈` s(y)ft(y) . (2.92)

The solution is obtained by simply reinserting the recursion into itself T times, giving1983

ft(x) = s(x)T ft−T (x)∑
y∈` s(y)T ft−T (y) , (2.93)
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for t ≥ T , and, for T = t,1984

ft(x) = s(x)tf0(x)∑
y∈` s(y)tf0(y) , (2.94)

thus giving ft(x) only as a function of the enrichments s(x) and the initial frequencies f0(x).1985

In the Boltzmann limit where the enrichments s(x) of ligands directly relate to the binding1986

free energies ∆G(x), s(x) = e−β∆G(x), equation (2.94) can be rewritten as1987

ft(x, β) = 1
Z(t, β)f0(x)e−tβ∆G(x), Z(t, β) =

∑
x∈`

f0(x)e−tβ∆G(x). (2.95)

The frequencies ft(x) can also be interpreted as the probabilities that a randomly picked ligand1988

in the population at selection round t has sequence identity x and binding energy ∆G(x). Thus,1989

equation (2.95) allows for an analogy with a system of discrete energy levels ∆G(x), x ∈ `, in1990

the canonical ensemble and in contact with a thermal reservoir at (inverse) temperature tβ: The1991

probability to find such a system in state x with energy ∆G(x) is given by f(x, β) = 1
Z(β)e−β∆G(x)

1992

with the canonical partition function Z(β) =
∑
x∈` e−β∆G(x) [69]. The analogy is completed upon1993

interpreting Z(t, β) in equation (2.95) as the partition function of the selection problem, with1994

additional parameter t and an a priori biasing field given by f0(x). Interestingly, the selection1995

round t can be absorbed into the temperature, Z(t, β) = Z(tβ), showing that t consecutive rounds1996

of selection at physical temperature β have the same effect as a single round of selection at a1997

temperature of tβ. In particular, when the physical temperature β is kept constant throughout1998

the selection process, the selection round t plays itself the role of a temperature: Repeatedly1999

selecting from a population with a given diversity (i.e. no mutations) is equivalent to cooling2000

down the system and to eventually approach zero temperature, i.e. β →∞, as t goes to infinity.2001

Zero temperature here means a complete takeover of the population by the variant with the2002

highest enrichment maxx∈` s(x) among all variants x as t → ∞ or, equivalently, the probability2003

of a randomly picked individual having the lowest energy minx∈` ∆G(x) is one. This is equivalent2004

to the general observation in statistical mechanics that, at T = 0, a particle resides in the ground2005

state minx∈` ∆G(x) with probability one.2006

Moreover, we can define thermodynamic quantities in complete analogy to the equilibrium2007

statistical mechanics of other systems, such as the ensemble average and variance in energy. For2008

the following discussion, we keep β constant and express all ∆G(x) in units of β, formally setting2009

β = 1. In our case, this translates into the ensemble and population-averaged binding energy2010

〈∆G〉pop(t) = 1
Z(t)

∑
x∈`

f0(x)e−t∆G(x)∆G(x) = − ∂

∂t
lnZ(t), (2.96)

where 〈·〉pop denotes population- and ensemble average. In addition, we find for the second2011
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derivative of lnZ(t) that it equals the variance over the population of the binding energy,2012

∂2

∂t2
lnZ(t) =

∑
x∈` f0(x)e−t∆G(x)∆G(x)2∑

x∈` f0(x)e−t∆G(x) −

( ∑
x∈` f0(x)e−t∆G(x)∆G(x)∑
x∈` f0(x)e−t∆G(x)∆G(x)2

)2

= 〈∆G2〉pop(t)− 〈∆G〉pop(t)2 = var(∆G)pop(t). (2.97)

Combining the results in equations (2.96) and (2.97), we can relate the population average and2013

variance of ∆G in a similar way as in Fisher’s equation [121],2014

d
dt 〈∆G〉pop = −var(∆G)pop. (2.98)

Both equations are formally identical if we define the (Malthusian) fitness of ligands under selection2015

for binding by (minus) their binding free energy ∆G. The additional sign appears as a consequence2016

of enrichments and binding energies being inversely related to each other, s(x) = e−β∆G(x).2017

2.4.2 Renormalization to library frequencies2018

We are now seeking to generalize the result of subsection 2.4.1 to the case of several ligand2019

libraries ` in competition with one another during selection. Each library is itself composed of2020

many ligands, but is characterized by a different model for the distribution of binding energies2021

∆G. We define by ft(`, x) the frequency of sequence x in the context of library ` in the total2022

population, which are normalized such that
∑
`

∑
x∈` ft(`, x) = 1,∀t ≥ 0. We also define the2023

coarse-grained frequencies ft(`) that define the frequency of library ` in the library mix, with2024

normalization
∑
` ft(`) = 1,∀t ≥ 0. They are obtained from the ft(`, x) by summing over all of a2025

library’s constituent sequences x,2026

ft(`) =
∑
x∈`

ft(`, x). (2.99)

In order to compute ft(`) as a function of enrichments and initial frequencies, we need the result2027

of equation (2.94) which generalizes to2028

ft(`, x) = s(`, x)tf0(`, x)∑
`′
∑
y∈`′ s(`′, y)tf0(`′, y) . (2.100)

Inserting into the definition of ft(`) in equation (2.99) yields2029

ft(`) =
∑
x∈` s(`, x)tf0(`, x)∑

`′
∑
y∈`′ s(`′, y)tf0(`′, y) . (2.101)

This result can be simplified under the additional assumptions that i) sequences are uniformly2030

represented in the initial population across and inside libraries, i.e. f0(`, x) = 1
|`|qL for all (`, x),2031

ii) enrichments s follow a library-specific distribution P`(s). Then, by denoting the average with2032
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respect to P`(s) as 〈·〉`, we obtain2033

ft(`) = 〈st〉`∑
`′〈st〉`′

. (2.102)

With all these assumptions, ft(`) thus involves the t-th moments of the enrichment distributions2034

P`(s).2035

2.4.3 Exact solution for lognormal interactions and implications2036

We now want to study the prediction for library frequencies ft(`) under the additional assumption2037

of lognormal distributions P`(s) of the enrichments,2038

P`(s) = 1√
2πσ`s

exp
(
− (ln(s)− µ`)2

2σ2
`

)
(2.103)

with the library-dependent parameters µ` and σ`. In this case, the t-th moments are explicitly2039

known (see section 2.3.3) and read2040

〈st〉` =
∫ ∞

0
dsP`(s)st = exp

(
tµ` + t2σ2

`

2

)
. (2.104)

Using equation (2.102), the library frequencies are then given by2041

ft(`) =
(∑

`′

et(µ`′−µ`)+ t2
2 (σ2

`′−σ
2
` )
)−1

=

1 +
∑
`′ 6=`

et(µ`′−µ`)+ t2
2 (σ2

`′−σ
2
` )
−1

. (2.105)

For the following discussion, we rewrite equation (2.105) as ft(`) =
(

1 +
∑
`′ 6=` etg`,`′ (t)

)−1
, with2042

g`,`′(t) = µ`′ − µ` + t
2
(
σ2
`′ − σ2

`

)
. We shall outline two main consequences of this result: i) Let us2043

have a look at small t: If we analytically continue ft(`) to real t ≥ 0 and take the derivative with2044

respect to t, we obtain2045

∂ft(`)
∂t

= −ft(`)2
∑
`′

g`,`′(t) etg`,`′ (t). (2.106)

It follows that2046

∂ft(`)
∂t

∣∣∣∣
t=0

= 1
|`|

(µ` − 〈µ〉) (2.107)

and thus sgn
(
∂ft(`)
∂t

∣∣∣
t=0

)
= sgn(µ` − 〈µ〉), where 〈µ〉 = 1

|`|
∑
` µ` denotes the average µ across2047

libraries. Hence, the parameter µ defines the behaviour of the library mix in the early stages2048

of selection: The frequency ft(`) of a library ` increases if its µ` exceeds the average 〈µ〉 across2049

competing libraries and decreases otherwise. ii) Without loss of generality, if we let ` be the library2050
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Fig. 2.7: Time dependence of library frequencies in an initially uniform mix of two libraries with
lognormal enrichments, given by equation (2.105) (analytical continuation to non-integer t). The
parameters of the two libraries are respectively µ = 0, σ = 1.5 and µ = 2.5, σ = 0.5. The library
with larger σ wins the competition albeit a smaller µ and initial decrease in frequency.

with highest variance σ2
` among all libraries in the mix, i.e. σ` > σ`′ , ∀`′ 6= `, then g`,`′(t)→ −∞2051

as t→∞ because of σ2
`′ < σ2

` , ∀`′ 6= ` and, hence, ft(`)→ 1 as t→∞, meaning ` will eventually2052

take over the mix. Remarkably, this result holds completely independently of the means µ`. Thus,2053

the fate of the competition at large t→∞ is controlled by σ only and the library which maximizes2054

σ dominates, even if its enrichments are in mean low compared to other competing libraries.2055

In summary, in a library mix with lognormally distributed enrichments, the parameters µ and2056

σ take effect in different limits of the selection process: The short-term response to selection2057

(t→ 0) is dominated by the mean binding energies µ, whereas the long-term response (t→∞) is2058

encoded in the variance σ2. In particular, this leads to a non-trivial prediction for a library with2059

low µ but high σ (compared to competing libraries): It is expected to first decrease in frequency2060

in the first round(s) of selection, followed by a catch-up and takeover of the mix in the long-term2061

limit. The reason for this behaviour is that such libraries consist mostly of the worst binders2062

across all libraries, as well as of few variants that on the contrary are the best binders across all2063

libraries. A majority of variants of this library will thus be selected out and removed during the2064

first round(s), before few variants of this library impose in the later rounds. An example of such2065

a case is shown in figure 2.7.2066

However, it should be noted that these conclusions reside on a number of assumptions that2067

have been made throughout this section: First, they rely on the assumption of initially uniform2068

frequencies, which is difficult to achieve in practice. Second, they require the limits of infinite2069

population size (N → ∞), followed by the limit of infinite diversity (so that the use of the full2070

distribution P`(s) is justified). In practice, stochastic finite-size effects may be important: In2071

finite populations, stochasticity of selection may lead to elimination by chance of low-frequency2072

variants, irrespectively of their binding capacity. In addition, for finite diversity, the distributions2073
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P`(s) are not sampled beyond some threshold enrichment. Thus, it may happen by chance that a2074

library features the global maximum in enrichment albeit not maximizing σ.2075

A finite-size (N <∞) analysis of this selection dynamics will no longer be deterministic and can2076

possibly be carried out analytically in terms of survival probabilities and take-over probabilities2077

within the framework of branching processes.2078

2079
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Chapter 32080

Choice and design of antibody2081

libraries and binding targets,2082

strategies for in vitro selection2083

We will here expose the experimental basis and strategies followed for our study and comparison2084

of selection potentials. Unlike former approaches to evolvability (see chapter 1), these are rooted2085

in the standard repertoire of molecular biology, using notably phage display and biopanning for2086

quantitative selection experiments, as well as deep sequencing of antibody libraries. As a reminder,2087

our goal is to test antibodies with previous maturation against HIV for their susceptibility to new2088

selective pressures unrelated to HIV. The question is about the factors that confer large enrichment2089

values to an antibody, where “large” can be defined in different ways. This is a first step towards2090

the more general question about the impact of the presence or absence of past maturation on the2091

initiation of a new maturation trajectory. To this purpose, we here propose to study synthetic2092

VH libraries built on the basis of three natural antibodies, two of which are matured in vivo to2093

different degrees as part of the immune response against HIV in human, starting from the third2094

antibody which is a naïve one (section 3.1). The VH libraries were built on the basis of these three2095

template antibodies by introducing variation at the level of the highly variable antigen binding2096

site (section 3.1). These libraries are expressed by phage display, a standard technique that allows2097

to physically link together phenotype and genotype of variants (section 3.2), and selected for their2098

binding capacity to different target molecules: We choose different protein and DNA molecules,2099

each one unrelated to HIV, as binding targets for these VH libraries (section 3.3). The protocol2100

for selection by phage display biopanning is outlined and we propose to perform selections within2101

libraries, between libraries, and from subsampled libraries. These different selection schemes2102

reflect the idea that enrichments may be considered “large” relative to sequences within the same2103

library, i.e. with same scaffold and different CDR3, or to sequences from other libraries, i.e. with2104

different scaffolds (section 3.4). As a reminder, we denote by “scaffold” the germline-encoded2105
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part of naïve VH which comprises notably the FWRs, as well as CDR1 and 2 (see also B). The2106

computation of frequencies and enrichments of variants based on high-throughput sequencing2107

of the libraries will be described (sections 3.4 and 3.5). In summary, our approach described2108

here can be regarded as an in vitro equivalent to the initiation of affinity maturation in vivo:2109

Randomized CDR3 mimick random junctions between V and D segments in primary repertoire2110

formation (see section 1.3.1). Antibody display on phage is the correspondence to their display2111

on the B cell surface [122]. Selection for randomly chosen targets translates into selection for2112

binding to antigens newly encountered by the organism. The cloning of VH libraries and setup2113

of phage display in the group’s lab were performed as part of another PhD project [1]. Detailed2114

experimental protocols of our selection experiments can be found in appendix A.2115

3.1 Combinatorial libraries of synthetic, human-based VH2116

segments with different maturation levels and random-2117

ized CDR32118

In this section, we will briefly motivate the use of VH fragments instead of complete antibod-2119

ies for our selection experiments (subsection 3.1.1). Then, we explain our choice of three VH2120

with different degrees of maturation against HIV based on [123] as templates for antibody library2121

construction (subsection 3.1.2). These three template antibodies correspond to a fully matured2122

broadly neutralizing antibody, a naïve germline(-reversed) antibody, and an antibody with in-2123

termediate maturation which we here, and henceforth, refer to as respectively BnAb, Germ, and2124

Lmtd. These are evolutionarily related, as Germ is the common ancestor of both Lmtd and BnAb,2125

though Lmtd and BnAb are located on different maturation trajectories. Finally, we explain the2126

design and construction of synthetic, recombinant VH libraries which were performed as part of2127

a former PhD project within the group [1] (subsection 3.1.3): The library design starts from a2128

template VH and introduces diversity by complete sequence randomization at the level of four2129

consecutive CDR3 residues. Our libraries thus represent libraries of random antibody binding2130

pockets operating in the context of fixed antibody scaffolds with different maturation levels that2131

consist of the framework regions FWR1, 2, 3, 4, as well as CDR1, 2.2132

3.1.1 VH domains as model system: advantages and shortcomings2133

Within this project, we will be working with a strongly reduced version of the complete antibody2134

structure discussed in chapter 1, as is done in most antibody-based therapeutic and diagnostic con-2135

texts. These reductions are necessary to accommodate large antibodies to feasible sizes for display2136

techniques. The two largest among the commonly used reduced formats are the antigen-binding2137

fragment (Fab) followed by the single-chain variable fragment (scFv). The former comprises vari-2138
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able and constant domains of the heavy and light chains (VH, VL, CH, and CL), while the latter2139

consists only of a single VH domain fused covalently to a single VL domain via a synthetic, highly2140

flexible glycine-serine linker [124]. The scFv imitates its natural counterpart, the VH-VL het-2141

erodimer called variable fragment (Fv), which was long considered as the minimal building block2142

necessary for binding. It comprises all parts of the antibody directly involved in binding: As2143

addressed in section 1, the regions most crucial for binding specificities are the complementarity-2144

determining regions located on the VH and VL, and in particular the CDR3 of VH which bears2145

extraordinary sequence diversity [21] and where sequence diversity is most likely to yield functional2146

variants [22]. It has been shown that scFv are indeed sufficient to retain affinities and specificities2147

of the underlying full antibody and to yield antibodies with specificities to nearly any therapeuti-2148

cally relevant antigen [125, 126, 122]. Here, we will use an even more reduced format that consists2149

of the VH domain only, see figure 3.1. Such standalone VH domains were also shown to be func-2150

tional [127, 128] albeit being oftentimes associated with reduced solubility (i.e. tendency to form2151

aggregates) and stability due to exposed hydrophobic residues otherwise buried inside the VH-VL2152

interface and missing contacts with VL residues [129, 130]. In addition, VH-like domains unpaired2153

to any VL and with extended, stabilizing CDR3, referred to as VHH, also appear naturally in2154

camels [131, 132]. In our case, we will be able to conclude the viability of our VH domains from2155

the enrichment of CDR3 sequences upon selection that confer to the VH domains the capacity to2156

bind (see chapter 4).2157

The use of VH domains is also beneficial in combination with high-throughput sequencing2158

methods where the sequence length is oftentimes a key limitation. Sequencing reads can not be2159

arbitrarily long and the upper bound is a strong constraint. As an example that is acute to our2160

project, consider Illumina MiSeq sequencing which provides paired-end sequencing reads of up to2161

350 bp in length (including barcodes), while the length of a single VH or VL domain is ' 100 aa,2162

i.e. ' 300 bp. Illumina MiSeq sequencing thus allows in principle for a paired-end sequencing2163

readout of a complete VH or VL domain, whereas a fusion of both including the glycine-serine2164

linker would be too long to be read at once. More generally, limitations in sequencing length are2165

relevant for the sequencing of entire genes with typical lengths of 1 kb. Within our work on VH2166

domains where only the CDR3 sequence is highly variable, sequence length does not represent a2167

strong constraint and we can design our sequencing amplicons in way that a single sequencing read2168

provides all the information about the VH sequence identity. More involved sequencing strategies2169

are required when the sequence of interest exceeds the readable length: In such cases, the total2170

sequence can be devided into several shorter, overlapping reading windows that can be sequenced2171

each one separately. To recover the complete sequence, reads from different windows then need2172

to be associated a posteriori using the sequence overlaps. But this is a non-trivial task when2173

sequences are similar, i.e. only a few mutations away from each other. Another strategy relies2174

on barcoding: Long and similar sequences (mutants of a gene) are tagged by shorter random2175

sequences (barcodes). If one ensures that each barcode represents a single mutant sequence, the2176

problem is reduced to sequencing the short barcodes. However, the non-trivial step consists in2177

establishing the mapping from barcode sequence to mutant sequence.2178
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Fig. 3.1: Left Only the variable part of the heavy chain (VH) of the full antibody is kept for our
antibody library design, leaving aside notably its adjacent light chain. Upper right In our library
design, the VH is subdivided into a scaffold region, comprising FWR1, 2, 3, 4 and CDR1, 2, that is
kept constant within a library. Diversity is introduced by complete sequence randomization at the
level of 4 consecutive residues in CDR3, a region directly involved in antibody binding. A library
thus consists of 204 = 1.6 · 105 different unique variants that display various CDR3 in the context
of a fixed scaffold. Lower right Three such libraries are considered and systematically compared
regarding their selective potentials within this project: These are built on three scaffolds with
varying degrees of maturation based on the V genes of three natural human antibodies evolved to
different degrees as part of the immune response against HIV: a germline(-reversed) antibody with
no previous maturation (Germline), a matured antibody with limited neutralization spectrum of
HIV strains (Limited), and an extensively matured antibody with broad neutralization spectrum
against HIV (bnAb). Germline is a common ancestor of Limited and BnAb which are respectively
15 and 35 somatic mutations away from Germline. Figure assembled using a drawing of the full
antibody and the library design from [133].

3.1.2 Choice of template V segments with different maturation levels2179

for library construction2180

Comparing selection potentials at different degrees of maturation by our means requires the knowl-2181

edge of antibody sequences that differ in their degrees of maturation, but are otherwise identical.2182

Upon affinity maturation, an antibody gradually accumulates mutations in its framework regions,2183

the so-called somatic mutations. Therefore, the maturation level of an antibody is encoded in the2184

set of its somatic mutations; a trajectory of somatic mutations defines the maturation trajectory2185

of an antibody. In practice, determination of the immune repertoire by deep sequencing is possible2186

and used for the purpose of vaccine development [134, 24], the understanding of physiochemical2187

properties of antibodies [135], statistical properties and constraints of repertoires [108], inference2188
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of repertoire dynamics [136], and prediction of antibody-antigen interactions [89]. However, the2189

reconstruction of single maturation trajectories from e.g. the sequencing of in vivo immune reper-2190

toires is a difficult task and only few such trajectories are available in the literature, notably [137].2191

This is because differences between any two given antibody sequences are not necessarily the result2192

of somatic mutations mapping one to the other: Simultaneous challenges to an organism’s im-2193

mune system lead to antibodies on unrelated maturation trajectories carrying unrelated somatic2194

mutations. In addition, the combinatorial use of different V, D, and J genes for initial immune2195

repertoire formation also leads to differences between antibody sequences. A similar tracking of2196

evolution trajectories by sequencing has already been performed in the context of asexual cell2197

populations [138].2198

For the purpose of this project, we use information from [123] to define a trio of antibod-2199

ies that are evolutionarily related through affinity maturation against HIV and we will compare2200

with regard to their selection potentials (see also figure 3.1). This paper studies the effect of the2201

reversal of somatic mutations from antibodies matured in vivo against HIV on their HIV neu-2202

tralization breadth and associates matured antibody sequences with their reversed-to-germline2203

counterparts obtained by reverting somatic mutations. Both antibodies with limited degrees of2204

maturation and limited neutralization spectra against HIV strains, as well as deeply matured2205

antibodies with broad neutralization of HIV strains, referred to as broadly neutralizing antibodies2206

(bnAb), are considered. These bnAb appear only in few HIV patients typically after years of2207

infection and immune response [139, 140]. They are generalists capable of neutralizing various2208

strains of the HI virus by targeting hidden, conserved parts of HIV spike proteins that are oth-2209

erwise highly variable [140]. In the literature, bnAbs are considered strong candidates for HIV2210

immune therapy [141, 142, 143], in spite of their unlikely appearance and induction through vac-2211

cination which is explained by difficult access of hidden conserved epitopes [143] and two strong2212

attractors that divert bnAb generation to respectively specialists with low neutralization breadth2213

and frustrates that result from too different and contradictory selective pressures from different2214

HIV strains [25, 6]. From the sequences provided in the paper, we inferred trios consisting of i)2215

a bnAb, ii) an antibody with limited maturation, and iii) a germline-reversed antibody that is2216

shared between i) and ii). The limited and bnAb were associated based on the similarity of their2217

respective germline-reversed: The germline-reversed of any limited was associated with the closest2218

among the germline-reversed of the bnAbs based on pairwise alignments. However, minor sequence2219

differences between the associated germline-reversed could still arise from different V gene usage,2220

in which case they would not represent a single germline. Excluding all pairs with non-identical2221

V gene (as found by comparison with the set of 51 human V genes), only three pairs of bnAb and2222

limited with common germline-reversed sequences are found, namely (10-1074, 2-491), (4E10,2223

17b), and (PGT128, 6-187). For (10-1074, 2-491) and (4E10, 17b), the paper concluded that2224

the matured antibodies do not significantly lose their HIV neutralization breadth upon reversal-2225

to-germline, suggesting that the difference between mature and germline may not be relevant in2226

these cases. Such a behaviour is also observed elsewhere [144]. The choice is thus made in favor of2227

the PGT128 [145] and 6-187 antibodies, and their common germline origin, IGHV4-39. Note that2228

the germline-reversed of Lmtd and BnAb differ at position 83 in figure 3.2 (Q in germline-reversed2229
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FWR1 CDR1 FWR2 CDR2
︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷

bnAb PAMAQPQLQESGPTLVEASETLSLTCAVSGDSTAACNSFWGWVRQPPGKGLEWVGSLSHCASYW 64
lmtd PAMAQLQLQESGPGLVKPSETLSLTCIVSGGSIGTTDHYWGWIRQSPGKGLEWIG......TTY 58
germ PAMAQLQLQESGPGLVKPSETLSLTCTVSGGSISSSSYYWGWIRQPPGKGLEWIG......SIY 58

CDR2 FWR3 CDR3 FWR4
︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷

bnAb NRGWTYHNPSLKSRLTLALDTPKNLVFLKLNSVTAADTATYYCARXXXXFDYWGQGTLVTVSSG 128
lmtd YSGKTYYNPSLKSRVTISIDTSKNHFSLRLISVTAADTAVYHCARXXXXFDYWGQGTLVTVSSG 122
germ YSGSTYYNPSLKSRVTISVDTSKNQFSLKLSSVTAADTAVYYCARXXXXFDYWGQGTLVTVSSG 122

X basic (+)
X acidic (−)
X polar

X neutral

X hydrophobic

1

Fig. 3.2: VH scaffold sequences. Alignment (using ClustalW 2.1) of the three human HIV-specific
antibody VH scaffolds of interest. The four randomized positions in the CDR3 are indicated by
XXXX.

of BnAb, H in germline-reversed of Lmtd; IGHV4-39 contains Q at this position), but which is not2230

explained by different V genes. Also note that the CDR1 and CDR2 of the germline IGHV4-392231

have been used to define Germ.2232

In what follows, we will refer to these three sequences by the less cryptic names “BnAb”,2233

“Limited” (or “Lmtd”), and “Germline” (or “Germ”). An alignment between their amino acid2234

sequences is shown in figure 3.2. In summary, both Lmtd and BnAb were derived from Germ2235

by affinity maturation in vivo, but were isolated from different patients [145, 146], meaning they2236

are located on distinct maturation trajectories [123]. Lmtd features an intermediate level of2237

maturation against HIV (15 somatic mutations in the V region compared to Germ), while BnAb2238

is the result of extensive maturation against HIV (37 somatic mutations in the V region compared2239

to Germ including insertions). They have respectively limited and broad spectra of neutralization2240

of HIV strains [123, 147]. Lmtd and BnAb are 41 mutations apart from one another. A notable2241

difference is the elongated CDR2 of BnAb that has six additional residues compared to Lmtd2242

and Germ. Note that there are changes at a few residues that were necessary to accomodate for2243

restriction sites as explained in subsection 3.1.3.2244

It should be emphasized that this restricted choice of three antibodies only provide a first step2245

towards a more systematic study of selection potentials and maturation trajectories in the future:2246

First, while tracking affinity maturation in vivo is hard, maturation trajectories under controlled2247

conditions may be obtained by mimicking the process of affinity maturation in vitro. The bene-2248

fits are well-defined and controlled selective pressures, as well as the possibility to sequence the2249

simulated immune repertoire at every discrete “maturation step” that consists of one random2250

mutagenesis along the antibody sequence followed by selection and thus to record the appearance2251

of somatic mutations over evolutionary time. In particular, this will also allow to study more2252
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than three evolutionary time points on a maturation trajectory as is done here. However, the2253

study of many maturation trajectories in parallel requires parallelization and automation of the2254

experimental protocol and efforts in this direction are being made within the group [148].2255

3.1.3 Library design and construction: mimicking the initial step of2256

maturation2257

Starting from the V genes of the three antibodies Germ, Lmtd, and BnAb identified in subsec-2258

tion 3.1.2, Boyer et al. [1] constructed VH libraries by introducing diversity at four consecutive2259

among the seven CDR3 positions and grafting a common FWR4 sequence downstream, see fig-2260

ures 3.1 and 3.2. This step is akin to initial repertoire formation in the immune system in which2261

antibody sequences with random CDR3 are created by imprecise joining of a VH segment (en-2262

coding for FWR1, 2, 3 and CDR 1, 2) and a DHJH seqment (encoding in particular for FWR4):2263

random nucleotides are added at this junction to yield the CDR3 of the newly created antibody,2264

which is thus highly variable across realizations of the VDJ recombination. The CDR3 encodes2265

for much of the chemical diversity of the primary immune repertoire [126] and can be sufficient to2266

define the binding specificity of antibodies [21].2267

The choice of a small number of random positions for our libraries, encoding for only 204 =2268

1.6 · 105 unique variants per library, is mainly grounded in limitations in sequencing depth: In2269

order to compute meaningful frequencies and enrichments of antibody sequences from sequencing2270

data, many sequences must be counted sufficiently many times (see chapter 3.4.3. At constant2271

sequencing budget, the average number of counts per sequence is increased by decreasing the num-2272

ber of unique variants. For our libraries, we can conclude a posteriori that such a small diversity2273

does contain binding sequences, again from the presence of selection for binding at the sequence2274

level (see chapter 4). This is in contrast to recombinant antibody libraries used in other, e.g.2275

therapeutical, contexts which oftentimes have (much) larger (typically > 108) sequence diversity2276

across all CDRs of VH and VL and thus chemical and conformational diversity [126]. Popular ex-2277

amples are the Tomlinson and Griffin antibody repertoires [150, 151]. However, statistical analysis2278

in combination with high-throughput sequencing is hitherto rarely performed in these contexts;2279

rather, randomly picked sequences in the selection output are tested for their secretion and true2280

binding capacity by ELISA and possibly sequenced.2281

During phage display (see section 3.2), these VH libraries will be expressed in fusion with pIII2282

phage surface protein in TG1 cells, a display strain of E. coli. To this purpose, the DNA coding2283

for our VH must be purchased as synthetic genes and cloned into a phagemid (i.e. plasmid or2284

circular dsDNA with a phage origin of replication) carrying a phage display vector with all the2285

genetic ingredients for display of the VH on phage. The phagemid that we use, (a modified version2286

of) pIT2, is presented in section 3.2. TG1 cells transformed with the pIT2-VH phagemid represent2287

the atarting point for the phage display and selection experiments and will here be referred to as2288
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not included for copyright reasons

cloning.pdf

Fig. 3.3: Classical cloning procedure. Illustrations taken, adapted, and assembled from [149]. The
goal is to insert a target gene or DNA sequence into a display vector, here in particular cloning of a
VH sequence into pIT2 display vector or cloning of a target CDR3 sequence into pIT2 with the VH
sequence already present. Top A display vector (on a circular plasmid) containing an unrelated
sequence in the insert region is used as a template: In order to remove the “old” sequence, the
plasmid is digested (cut) at restriction sites flanking the insert region using restriction enzymes.
The linearized template containing the display cassette is kept and the “old” insert region sequence
is removed by gel purification. The restriction enzymes for cloning of a gene into pIT2 are NcoI
and NotI, the ones for cloning of CDR3 into a VH are BssHII and XhoI. Bottom The insert region
containing the target sequence flanked by the same restriction sites is purchased as annealed (ds)
DNA oligo and disgested and purified in the same way as the display vector. Right The linear
template and the insert are ligated and the circular display vector containing the target gene or
DNA sequence is obtained. The ligation product is transformed into cells which are then cultured
in selective growth medium containing the antibiotic for which the display vector contains a
resistance gene. The cell strain used for transformation of ligation products is not necessarily the
display strain used later for phage display, but can be a cloning strain optimized for transformation
efficiency. To check for the correct sequence in the insert region, plasmid DNA is extracted from
the cells and is Sanger sequenced. If a cloning strain was used, the plasmid still needs to be
transformed into the display strain.

“library cells”.2289

The cloning is schematized in figure 3.3 and the protocol is provided in A.2. They proceeded as2290

follows: First, in order to obtain gene sequences optimized for TG1 codon usage, the VH amino acid2291

sequences were back-translated to nucleotide sequences by taking for each amino acid the codon2292

that maximizes E. coli codon usage. Then, the obtained gene sequences were slightly modified2293

in order to also accomodate for restriction sites at few relevant positions in the gene. The DNA2294

can be specifically cut at these restriction sites by digestion with restriction enzymes. The final2295

80



3.1 Combinatorial libraries of synthetic, human-based VH segments with different maturation
levels and randomized CDR3

   FWR1
  ----------------------------------------------------------------------
      |||||| <- NcoI

  bnAb CCGGCCATGGCGCAGCCGCAGCTGCAGGAATCTGGTCCGACCCTGGTTGAAGCGTCTGAAACCCTGTCTC  70
  lmtd CCGGCCATGGCGCAGCTGCAGCTGCAGGAATCTGGTCCGGGTCTGGTTAAACCGTCTGAAACCCTGTCTC  70
  germ CCGGCCATGGCGCAGCTGCAGCTGCAGGAATCTGGTCCGGGTCTGGTTAAACCGTCTGAAACCCTGTCTC  70

   FWR1                        ------------------------ FWR2
  ----------------------------- CDR1                   -----------------

  bnAb TGACCTGCGCGGTTTCTGGTGACTCTACTGCGGCGTGCAACTCTTTCTGGGGTTGGGTTCGTCAGCCGCC 140
  lmtd TGACCTGCATCGTTTCTGGTGGTTCTATCGGTACCACCGACCACTACTGGGGTTGGATCCGTCAGTCTCC 140
  germ TGACCTGCACCGTTTCTGGTGGTTCTATCTCTTCTTCTTCTTACTACTGGGGTTGGATCCGTCAGCCGCC 140

   FWR2                    ---------------------------------------------
  ------------------------- CDR2

  bnAb GGGTAAAGGTCTAGAATGGGTTGGTTCTCTGTCTCACTGCGCGTCTTACTGGAACCGTGGTTGGACCTAC 210
  lmtd GGGTAAAGGTCTAGAATGGATCGGT..................ACCACCTACTACTCTGGTAAAACCTAC 192
  germ GGGTAAAGGTCTAGAATGGATCGGT..................TCTATCTACTACTCTGGTTCTACCTAC 192

  --------------------- FWR3
   CDR2                -------------------------------------------------

  bnAb CACAACCCGTCTCTTAAGTCTCGTCTGACCCTGGCGCTGGACACCCCGAAAAACCTGGTTTTCCTGAAAC 280
  lmtd TACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTATCGACACCTCTAAAAACCACTTCTCTCTGCGTC 262
  germ TACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTGTTGACACCTCTAAAAACCAGTTCTCTCTGAAAC 262

   FWR3                                          ---------------------
  ----------------------------------------------- CDR3                --
                                 BssHII -> ||||||

  bnAb TGAACTCTGTTACTGCGGCGGACACCGCGACCTACTACTGTGCGCGCTCTTCTTCTTCTTTCGACTACTG 350
  lmtd TGATCTCTGTTACTGCGGCGGACACTGCGGTTTACCACTGTGCGCGCTCTTCTTCTTCTTTCGACTACTG 332
  germ TGTCTTCTGTTACTGCGGCGGACACTGCGGTTTACTACTGTGCGCGCTCTTCTTCTTCTTTCGACTACTG 332

      FWR4           ------------------------------------
  ---------------------------------- glycine linker
                  XhoI -> ||||||

  bnAb GGGTCAGGGTACCCTGGTTACCGTCTCGAGCGGTGGAGGCGGTTCAGGCGGAGGTGGCAGCGGCGGTGGC 420
  lmtd GGGTCAGGGTACCCTGGTTACCGTCTCGAGCGGTGGAGGCGGTTCAGGCGGAGGTGGCAGCGGCGGTGGC 402
  germ GGGTCAGGGTACCCTGGTTACCGTCTCGAGCGGTGGAGGCGGTTCAGGCGGAGGTGGCAGCGGCGGTGGC 402

  ------

                     NotI -> ||||||||
  bnAb GGGTCGACGGACATCCAGATGACCCAGGCGGCCGCA 456
  lmtd GGGTCGACGGACATCCAGATGACCCAGGCGGCCGCA 438
  germ GGGTCGACGGACATCCAGATGACCCAGGCGGCCGCA 438

Fig. 3.4: Synthetic genes coding for the VH sequences shown in figure 3.2. The CDR3 contains
the placeholder sequence TCTTCTTCTTCT. Restriction sites are indicated.

gene sequences are shown in figure 3.4. In particular, the CDR3 is flanked up- and downstream by2296

respectively the BssHII and XhoI restriction sites, allowing to cut and replace the CDR3 sequence.2297

The whole VH gene is flanked by the NotI and NcoI restriction sites, allowing for inserting of the2298

gene into a phagemid containing the same restriction sites, such as pIT2. The placement of such2299

restriction sites requires modification of the DNA sequence under the constraint of leaving the2300

amino acid sequence unchanged. Sometimes, however, this is not possible and slight modifications2301

of amino acid sequences are unavoidable. In our case, an N had to be changed into a K in the2302

CDR2 of Lmtd (position 70 in figure 3.2). The final antibody gene sequences with placeholder2303

CDR3 sequence TCTTCTTCTTCT (coding for amino acid sequence SSSS) were purchased as synthetic2304
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3 Choice and design of antibody libraries and binding targets, strategies for in vitro selection

genes from Genewiz (South Plainfield, NJ, USA) and cloned into the pIT2 phage display vector2305

using the NcoI and NotI restriction enzymes. Then, random CDR3s purchased as degenerate2306

oligonucleotides flanked by restriction sites from Eurogentec (Angers, France) were cloned into2307

the pIT2-VH vectors to replace the placeholder CDR3 using the restriction sites BssHII and XhoI.2308

The final products are libraries of VH in the form of library cells, i.e. cloned into a phage display2309

vector (pIT2) and transformed into a bacterial display strain (TG1). Sequencing of the libraries2310

reveiled that the distribution of CDR3 sequences is not uniform but contains biases [1], likely due2311

to differences in transformation efficiencies between sequences.2312

3.2 Phage display: physically linking genotype and pheno-2313

type2314

We briefly explain the concept and benefits of protein display (subsection 3.2.1), which is a widely2315

used technique in molecular biology and in therapeutic and diagnostic contexts. We then focus on2316

phage display where the protein of interest is displayed on a filamentous bacteriophage as display2317

platform. We remind the mechanistics of the particular variant of phage display realized by the2318

(modified) pIT2 phagemid that we use here and that fuses the protein of interest to the pIII phage2319

surface protein: How are displaying phage obtained starting from library cells? (subsection 3.2.2)2320

Finally, the experimental protocol we use for the phage display of our antibody libraries is discussed2321

(subsection 3.2.3). Our variant of the phage display protocol was set up as part of a previous PhD2322

project and was presented in a former publication [1].2323

3.2.1 The concept and variants of protein display2324

Protein display in its various flavours allows to physically link together genotype and phenotype2325

of a suitable protein of interest: The expressed protein is to carry its own gene in ways that differ2326

between display techniques. The power of this genotype-phenotype link resides in the possibility to2327

access and read out by sequencing the genetic information of certain phenotypes of interest, which2328

themselves can be enriched by screening and selection from libraries of many random proteins2329

simultaneously at display. Display and selectivity of foreign proteins on the surface of filamentous2330

phage (phage display) was first described in 1985 [152] and has since then found its way into all of2331

molecular biology, antibody-based therapeutics, and diagnostics. Directed evolution, which makes2332

extensive use of these display techniques was worth the Nobel prize for Chemistry in 2018. Many2333

alternative display platforms have been developped, using e.g. mRNA (mRNA display) [153],2334

yeast (yeast display), ribosomes (ribosome display) instead of phage [126]. But there are also2335

variants within phage display that differ mainly in the positioning of the protein of interest on2336

the phage particle (the protein of interest may also be fused to pVI, pVII, or pIX surface proteins2337

instead of pIII, see subsection 3.2.2) and in the number of times it is presented [154].2338
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3.2 Phage display: physically linking genotype and phenotype

In clinical contexts, the main goal typically consists in identifying (human) antibodies to2339

any given antigen or therapeutically relevant target [125, 126]. The solution to this problem is2340

obtained through the display and enrichment by binding affinity of recombinant antibody libraries2341

containing many random candidate sequences. The output of this procedure, phage (or other2342

platforms) carrying antibodies of the desired binding specificity and their genes, can then be used2343

for downstream analysis and applications, such as gene read-out by sequencing, cloning of the2344

winner sequences, and binding essays (ELISA). However, while this approach solves the general2345

problem in principle, selection protocols tend to be fine-tuned in not very straightforward ways,2346

depending on the target of interest. The advantage of this in vitro methods over immunization of2347

e.g. mice with these targets are numerous: First, the selective pressure can be defined controlled2348

in vitro, while the selective pressures in vivo can not precisely known and may interfer with2349

other challenges to the immune system. Second, antibodies identified from e.g. mice need to be2350

“humanized” which is a non-trivial task.2351

To accomplish the goal of identifying functional sequences, it is typically sufficient to pick at2352

random few sequences from the selected library. In combination with high-throughput sequencing2353

of selected libraries, large numbers of binding sequences can be identified [155, 156]. However,2354

such simple analysis largely underestimate the potential of display techniques and sequencing2355

for the study of more fundamental questions around evolution and in particular immunity by2356

statistical modeling and analysis of such sequencing data using the tools presented in chapter 2.2357

These allow to measure relevant quantities and observables on populations under selection (or2358

evolution), such as frequencies and enrichments (and mutation rates). Increasing availability of2359

high-throughput sequencing techniques (see section 3.5) comes with increasing opportunities to2360

sequence at larger scales and with increased depth such libraries and repertoires under selection2361

or directed evolution: For instance, the process of affinity maturation can be mimicked in vitro by2362

applying random mutagenesis and selection in controlled conditions to displayed antibody libraries2363

and repertoires such as in [157]. The tracking of such evolution by deep sequencing at various2364

time points would allow to trace the dynamics and maturation trajectories of its consitituent2365

sequences. Such an approach represents an in vitro equivalent to previous studies on in vivo2366

immune repertoires [136, 89, 158, 108]. In vitro affinity maturation of antibodies are already2367

being performed [125] but without statistical analysis of the generated in vitro repertoires or even2368

without high-throughput sequencing [159].2369

3.2.2 Phagemid architecture for phage display2370

In this subsection, we will briefly revisit phage display from the mechanistic viewpoint, starting2371

from helper phage and expression strain cells carrying a phage display vector and going towards2372

secreted phage displaying protein or peptide of interest.2373

A popular choice for the phage system used for phage display is the M13 filamentous bacte-2374
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Fig. 3.5: Phage display. (a) Schema of an antibody-displaying M13 filamentous phage (not true-
to-scale). Illustration taken from [133]. The phage capsid is assembled from pIII, pVI, pVIII, pIX
surface proteins. In our phage display, at most one among the 5 copies of the pIII is actually a
pIII-antibody fusion protein presenting the antibody in a physically accessible manner. Instead of
the M13 phage genome, the displaying phage encapsulates the phagemid which codes for the pIII-
antibody fusion. (b) The phage display vector or phagemid vector. Illustration taken from [162].
The phagemid backbone bears an E. coli origin of replication (colE1 ori), an M13 phage origin of
replication (M13 ori), as well as a resistance gene against the antibiotic ampicillin (Ampr). The
display cassette consists of an inducible lac promoter (Plac), a signal peptide for the transport of
the pIII-antibody fusion to the cell periplasm (SS), as well as the pIII-antibody fusion (M13 gene 3,
VH[-VL] flanked by the restriction sites NcoI and NotI). These are linked through tag sequences (in
our case: PolyHis tag and myc tag) and an amber stop codon TAG partially suppressed and coded
as glutamine Q by display strain cells. (c) Schema of the phage display workflow in combination
with selection (discussed later). Big gray circles, display strain cells. Small blue circles, helper
phage. Small orange (violet) circles, displaying phage with a highly (lowly) selective antibody. The
letter A (K) indicates the presence of the phagemid (phage genome) that comes with resistance
against ampicillin (kanamycin) antibiotic. Library cells containing the phagemid (A.) are grown in
selective growth medium containing ampicillin and glucose (B.) and infected with helper phage that
inject the phage genome into the cells (C.). After removal by centrifugation of excess helper phage
(D.), cell growth and phage production in selective growth medium containing both ampicillin and
kanamycin (E.). The supernatant containing the displaying phage is kept and the cells removed by
centrifugation and filtering (F.). A selection step that enriches good over bad antibody variants
can be performed (G.) and the remaining displaying phage used to infect (an excess of) fresh
display strain cells, thus injecting them the phagemids of the selected phage (H.) With these new
library cells, another iteration of library phage display and selection can be started (A.).84



3.2 Phage display: physically linking genotype and phenotype

riophage whose capsid is depicted in figure 3.5(a). Its genome contains nine genes coding for 112375

phage proteins, labelled pI through pXI, 6 of which are involved in phage replication while the2376

remaining 5, namely pIII, pVI, pVII, pVIII and pIX, are the constituent proteins of the phage2377

capsid. The genome is encapsulated as ssDNA in a phage capsid that is assembled from ' 27002378

copies of pVIII that form the lateral surface of the phage particle, as well as 5 copies of each the2379

pIII and pVI that form one base surface and a few copies of each pVII and pIX that form the other2380

base surface. The pIII protein plays a particular role as it is responsible for infectivity of the phage2381

particle and infects a cell by docking to an E. coli F’ pilus displayed on the cell surface, leading2382

to a chronical infection of the cell accompanied by production and release of new phage particles.2383

Moreover, only The M13 replication cycle is described in [160] and modelled in [161]. The pIII,2384

pVI, pVII and pIX have been used for phage display [154]; the most popular choice, however,2385

is pIII. The phage retains its infectivity when the wild-type pIII is replaced by a pIII-protein of2386

interest fusion.2387

A vector map of pIT2, a standard phage display vector that we use here, is shown in fig-2388

ure 3.5(b). It encodes for the pIII-antibody fusion and a number of genetic ingredients required2389

for the production and release of displaying phage. In this variant of phage display, at most one of2390

the 5 copies of pIII on a phage particle is a pIII-antibody fusion; the remaining ones are wild-type2391

pIII. In the case of antibodies, owing to their size and in order to control the copy number at the2392

surface of M13, phagemids and helper phage are used.2393

The phagemid backbone (see lower part in figure 3.5(b)) consists of an ampicillin resistance2394

gene (Ampr or amp), an M13 phage origin of replication (M13 ori), and an E. coli origin of2395

replication (colE1 ori). The phagemid thus confers resistance against the antibiotic ampicillin to2396

the cell that carries it. In a cell culture, cells can be selected for the presence of the phagemid by2397

adding ampicillin to the growth medium: cells with the phagemid continue to grow while those2398

without do not grow or die. Note that in absence of ampicillin, the phagemid is likely a burden2399

to the cell and cells without phagemid would then have a selective advantage over cells with2400

phagemid. colE1 ori allows for replication of the phagemid by the cell’s replication mechanism,2401

while M13 ori enables replication by the M13 replication mechanism. Replication by the cell is2402

necessary for cell division (so that all daughter cells obtain the phagemid), while replication by2403

the phage is required for encapsulation in new new phage particles.2404

The expression cassette (or display cassette, see upper part in figure 3.5(b)) notably contains2405

the gene of the protein of interest (cloned in between the NcoI and NotI restriction sites) and2406

gIII (or M13 gene 3), the gene for pIII surface protein. These genes are bridged by tag sequences2407

(Tag) that can be targeted by primary antibodies in ELISA (here: a PolyHis tag and a myc2408

tag), as well as an amber stop codon TAG (amber). In partial amber codon suppressor strains,2409

such as TG1, the amber codon allows for expression of both the antibody alone (for when the2410

translation is stopped at the amber codon) or of the pIII-antibody fusion protein required for2411

phage display (for when the amber codon is read through). These strains feature ribosomes that2412

happen to mistranslate amber codons as glutamine (Q) rather than stop (in about 1/3 of the2413
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cases). Upstream of the pIII-antibody fusion gene is the lac promoter (Plac) and the sequence2414

for a signal peptide (SS or pelB leader) that triggers the export of the (pIII-)antibody (fusion) to2415

the cell periplasm where phage particles are assembled. Expression of the whole construct which2416

is initiated by RNA polymerase binding to the lac promoter can be regulated by adding glucose2417

or IPTG (isopropyl-β-D-thiogalactopyranoside) into the cell growth medium: Glucose represses2418

expression by turning off the lac operon, while IPTG as a lactose analog induces expression by2419

turning the lac operon on. (The cells preferentially metabolize glucose over lactose.)2420

The helper phage M13KO7 is a modified version of wild-type M13 phage and is required to2421

initiate the production of displaying phage in library cells. Instead of the wild-type M13 phage2422

genome, it contains a genome with all genes of the M13 phage, but the M13 origin of replication2423

being replaced by both a high-copy plasmid origin of replication and a resistance gene against the2424

antibiotic kanamycin. After infection of library cells with helper phage, all proteins of the phage2425

are expressed inside the cell, and the phagemid is replicated via M13 ori more efficiently than the2426

helper phage genome with the corrupted origin of replication. New phage particles are produced2427

in the cell periplasm: Phage capsids are assembled by taking together expressed pIII-antibody2428

fusions and all other phage surface proteins. Importantly, the phagemid carrying the protein of2429

interest gene is more efficiently encapsulated into the new phage particles than the helper phage2430

genome.2431

As a result, M13 phage particles that display at their surface, fused to pIII surface protein,2432

the antibody of interest and that contain inside their capsids the phagemid with the genetic2433

information of the antibody are produced and secreted into the cell growth medium. In our2434

design, at most 1 among the 5 pIII copies is fused to the antibody in most phage particles, while2435

the remaining ones are wild-type pIII. In parallel, non-displaying phage, i.e. phage particles with2436

the phagemid but only wild-type pIII, and, to a lesser extent, displaying phage particles with the2437

helper phage genome rather than the phagemid are also produced and secreted as side products.2438

Non-displaying phage are expected to be removed upon selection for binding due to the absence of2439

the antibody. However, displaying phage carrying the helper phage genome can pass the selection,2440

but they are a minority (typically ' 100 x times less frequent than displaying phage carrying the2441

phagemid as a result of the helper phage ori being ' 100 x less efficient than M13 ori).2442

3.2.3 Production of displaying phage2443

The protocol for the displaying phage production that we follow in our experiments is provided2444

in section A.4. The workflow is schematized in figure 3.5(c) and goes as follows: We start an2445

overnight liquid culture of library cells with ampicillin and glucose (to select for the presence2446

of the phagemid and suppress its expression; expression of pIII-antibody is not yet needed at2447

this stage). The quantity of glycerol stock needed to start this liquid culture had to be chosen2448

carefully: The criterion is that all of the qL ' 105 unique sequences be sufficiently oversampled,2449
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say on average 5 · 102 times. Thus, the liquid culture had to be started with initially 5 · 107
2450

cells, which for a typical bacterial density in glycerol stocks of OD600 = 100 or, equivalently,2451

8 · 1010 mL−1 means that a volume of 5·107

8·1010 mL−1 ' 0.6 · 10−3 mL = 0.6µL of glycerol stock had2452

to be added. The following day, we started a fresh liquid culture with glucose and ampicillin by2453

diluting the overnight culture 100 x. As soon as the exponential growth phase was reached, i.e.2454

at a bacterial density of OD600 ' 0.4, we added an excess of helper phage to the culture. During2455

a 30min incubation, the infection of the library cells is let to happen. Then, we centrifuged the2456

culture and resuspended the pellet in fresh growth medium containing the antibiotics ampicillin2457

and kanamycin. Thus, we select for the co-presence of the phagemid (ampicillin resistance) and2458

the helper phage genome (kanamycin resistance) in the cells. In addition, the absence of glucose2459

turns on the lac promoter for the expression of pIII-antibody fusions. We incubate the culture for2460

7 h in order to let the production, assembly and secretion of up to 1011 − 1012 displaying phage2461

happen. By the end of the incubation, we separate the supernatant containing displaying phage2462

from the cells by high-speed centrifugation (11,000 g) and filtering through 0.22µm filters in order2463

remove cell debris, and store it at 4 °C for selection experiments on the following day and only2464

on the following day. These displaying phage can then be used for selections and to subsequently2465

to infect fresh TG1 cells to obtain library cells representing the selected library. Beyond 24 h2466

from the phage production step, displayed antibodies may be denatured (unfolded) and no longer2467

functional. We therefore avoided the use of displaying phage older than 24h for selections.2468

3.3 Choice and handling of target molecules for binding2469

We here present our choice of target molecules for the binding of antibodies, which includes2470

two DNA hairpin targets denoted henceforth DNA1 and DNA2, as well as two protein targets,2471

eGFP and mCherry, denoted henceforth prot1 and prot2 (subsection 3.3.1). In our selection2472

experiments, the selective pressure will be defined by the binding affinity of antibodies to bind to2473

these targets. The production of the protein targets, as well as their immobilization on magnetic2474

beads is summarized (subsection 3.3.2). The immobilization is required in order to hold and2475

separate these target molecules and displaying phage particles bound to them from unbound ones2476

by applying a magnetic field.2477

3.3.1 Choice and production of target molecules2478

The task is to define suitable targets for the binding of antibodies. Past studies have shown that2479

antibodies with affinity to almost any target can be identified from recombinant antibody libraries,2480

including metallic gold [125, 126]. Seemingly, the only constraint for the design of such binding2481

targets is the existence of a well-defined structure.2482
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<latexit sha1_base64="U0mbo4mu4RTLAnz3AhxTsHzNFTA=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LI+Fq60gn1gWySZTjU0LyYTodS69Qfc6m+Jf6B/4Z0xBbWITkhy5tx7zsy914k8N5aW9ZoxpqZnZuey87mFxaXllfzqWj0OE8F4jYVeKJqOHXPPDXhNutLjzUhw23c83nD6RyreuOUidsPgQg4i3vHt68DtucyWRF0O28I3j08PyqOrfMEqWnqZk6CUggLSVQ3zL2ijixAMCXxwBJCEPdiI6WmhBAsRcR0MiROEXB3nGCFH2oSyOGXYxPbpe027VsoGtFeesVYzOsWjV5DSxBZpQsoThNVppo4n2lmxv3kPtae624D+TurlEytxQ+xfunHmf3WqFoke9nUNLtUUaUZVx1KXRHdF3dz8UpUkh4g4hbsUF4SZVo77bGpNrGtXvbV1/E1nKlbtWZqb4F3dkgZc+jnOSVAvF0s7xfL5bqFymI46iw1sYpvmuYcKTlBFjbwDPOIJz8aZkRh3xv1nqpFJNev4toyHD6UXkrs=</latexit>

(b)
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copyright reasons
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copyright reasons
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Fig. 3.6: Target molecules for binding. ssDNA targets: (a) DNA1 (alternative name: Noire), (b)
DNA2 (alternative name: Bleue). The DNA targets have identical stem sequence, but different
loop sequences. At ambient temperature, they display hairpin structures. Protein targets: (c)
prot1 (eGFP enhanced green fluorescent protein, PDB accession: 2Y0G) [163], (d) prot2 (mCherry
red fluorescent protein, PDB accession: 2H5G) [164]. The protein targets have similar structures,
but little sequence similarity.

The target molecules that we propose for our study of selection potentials are two single-2483

stranded DNA targets, as well as two protein targets, shown in figure 3.6. The two ssDNA targets2484

in figure 3.6(a), (b), that we denote by respectively “DNA1” and “DNA2” (or alternatively “Noire”2485

and “Bleue”, the French words for “black” and “blue”), are 24 nt in length and display hairpin2486

structures at ambient temperature. This type of structure is the result of the presence of two2487

complementary subsequences of length 5 nt each along the ssDNA sequence. These associate to2488

form the stem of the DNA hairpins. The 7 nucleotides in between these stem sequences form2489

the loop of the hairpin. The stem sequence is shared between DNA1 and DNA2, whereas the2490

loop sequences are different. Generally, the antigenicity of DNA is well established. The two2491

protein targets in figure 3.6(c), (d) are derived by directed evolution from two distinct natural2492

fluorescent proteins taken from two phylogenetically distant species: They correspond to the2493

enhanced green fluorescent protein (eGFP) which is derived from the wild-type GFP produced in2494

jellyfish Aequorea victoria [163] and the red fluorescent protein (mCherry) which is derived from2495

a wild-type produced in the Discosoma (mushroom anemone) genus [164]. They correspond to2496

PDB accessions 2Y0G and 2H5G, respectively. In what follows, these proteins will be referred to2497

as simply prot1 and prot2. These proteins have similar structure (see figure 3.6(c), (d)), but have2498

little sequence identity (not shown here).2499

For the purpose of attaching the targets to streptavidin-coated magnetic beads, extensions to2500

these target molecules are necessary: The 5′ ends of the DNA targets are fused to a biotin, the2501

natural binding partner of streptavidin. The DNA targets are thus immobilized on the beads2502

via streptavidin-biotin binding, one of the strongest known non-covalent interactions in nature.2503

The protein targets are fused to a SBP tag sequence that also binds to streptavidin. It should2504

be emphasized that the effective targets seen by the antibodies are not the molecules shown in2505

figure 3.6 alone, but the whole complex formed of the magnetic bead, the streptavidin, and the2506

defined target molecules. Such a complex is shown in figure 3.7(a).2507
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3.3 Choice and handling of target molecules for binding

The biotinylated DNA hairpin targets (DNA1 and DNA2) were purchased from IDT (Leuven,2508

Belgium), diluted in deionized and filtered (MilliQ) water, and stored at −20 °C. The protein2509

targets (prot1 and prot2) in fusion with a SBP tag were, however, expressed by ourselves using2510

the corresponding genes kindly provided by Sandrine Moutel (Institut Curie, Paris, France) and2511

the following expression protocol (details in section A.5): We transformed the genes to T7 Express2512

E. Coli cells by electroporation (see section A.2) and plated them on selective growth medium2513

containing ampicillin. Then, we diluted overnight liquid cultures from colonies of transformants2514

100 x in 200mL of growth medium with ampicillin and induced the fluorescent protein expression2515

at a bacterial density of OD600 = 0.5 with 300µM Isopropyl-β-D-1-thiogalactopyranoside (IPTG,2516

Sigma-Aldrich, Saint-Louis, MO, USA) final. We incubated the induced cell cultures overnight2517

at 30 °C, shaking. The following day, the cell cultures had acquired clearly visible red or green2518

tinting, confirming successful expression of the fluorescent proteins. We harvested the fluorescent2519

proteins, i.e. extracted them from the cells, by threefold flash freezing of the cell cultures in2520

liquid nitrogen and quick thawing in a water bath at 42 °C, which leads to cell lysis. We further2521

incubated the lysates with 50µg mL−1 lysozyme final and 2.5 U.mL−1 DNase I final at 30 °C for2522

15min and subsequently centrifugated at 15, 000 g and 4 °C for 30min. Cell lysates contain fluo-2523

rescent protein, as well as other (degraded) cellular components such as cells’ proteins, DNA, and2524

membrane; during the following immobilization step (see next subsection 3.3.2), predominantly2525

fluorescent protein will bind to streptavidin-coated magnetic beads via their SBP tag. Finally,2526

we aliquoted the fluorescent proteins into protein low-bind tubes (Protein LoBind, Eppendorf,2527

Hamburg, Germany), flash froze them in liquid nitrogen and stored them at −80 °C until use.2528

3.3.2 Immobilization on magnetic beads2529

The targets must be immobilized on a controllable substrate. There are various platforms for target2530

presentation [126] and for our selection experiments, we opt for immobilization on streptavidin-2531

coated megnetic beads (Dynabeads(R) M-280 Streptavidin) that we purchased from Invitrogen2532

Life Technologies (Carlsbad, CA, USA). The detailed protocol for target immobilization can be2533

found in section A.5). We perform the binding of target molecules to streptavidin-coated magnetic2534

beads in DNA low-bind tubes (DNA LoBind tubes, Eppendorf, Hamburg, Germany) for the DNA2535

targets or protein low-bind tubes (Protein LoBind tubes, Eppendorf, Hamburg, Germany) for the2536

protein targets. First, we washed the beads in 500µL of 1 x PBS to remove any unwanted objects.2537

The liquid was removed while holding the magnetic beads back in the tube by applying a magnetic2538

field. In order to bind the DNA targets [protein targets], we first resuspended the beads in 90µL2539

1 x PBS [50µL 1 x PBS] and added 10µL of DNA at 400µM [50µL of protein]. For negative2540

control selections, we added the same volume of MilliQ water instead of targets. The binding was2541

let to happen by incubation at ambient temperature on a rocker for 15min. Finally, we removed2542

all unbound targets by, first, removing all liquid from the beads and, second, a threefold washing of2543

the beads using Bw1x buffer (1 M NaCl, 5 mM Trizma at pH = 7.4, 0.5 mM EDTA) [1 x PBS with2544

0.1 % Tween20] as washing solution: addition of 500µL of washing solution, vortexing, and removal2545
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3 Choice and design of antibody libraries and binding targets, strategies for in vitro selection
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Fig. 3.7: (a) Schema of a biotin-tagged DNA hairpin target immobilized on a streptavidin-coated
magnetic bead via streptavidin-biotin binding (not true to scale; several copies of the target per
bead in real). (b) Fluorescence measurements of fluorescent protein treated magnetic beads.
prot1 (eGFP) or prot2 (mCherry) targets were immobilized on different sorts of streptavidin-
coated magnetic beads (x-axis) by myc tag to streptavidin binding. Fluorescence intensity at
green and red wavelengths were measured (y-axis). Negative controls using water treated beads
were performed (measurement of background fluorescence and auto-fluorescence of the beads).

of all liquid from the beads using a magnetic field. The presence of NaCl [the surfactant Tween20]2546

in the washing solution is meant to screen unspecific electrostatic [hydrophobic] interactions that2547

may involve and unintentionally hold back unbound target molecules. Finally, the beads were2548

resuspended in 50µL washing buffer and stored at 4 °C for use in selection experiments on the2549

following day.2550

A simple calculation shows that the quantity of magnetic beads used in one selection has2551

a capacity of 1014 binding sites and thus allows for the uptake and presentation of 1014 target2552

molecules. This number of targets present during the selection exceeds that of possible binders,2553

1011 − 1012 in phage display, thus making competition between binders for targets unlikely. This2554

justifies the Boltzmann approximation made in the computation of enrichments s in chapter 2.2555
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3.4 The selection step and strategies for library screens by phage display

For the fluorescent protein targets, we confirmed successful immobilization by fluorescence2556

measurements on protein-treated beads after washing, see figure 3.7(b). We prepared different2557

kinds of protein-treated beads, Dynabeads(R) M-280 Streptavidin and others, according to the2558

protocol described above and diluted all 50µL in 1 x PBS to have 1mL final. After vortexing, we2559

pipetted 10µL from the dilution into a black 96-well plate and further diluted by adding another2560

90µL of 1 x PBS (200-fold dilution final) in order to cover the ground of the well. Measurement of2561

the intensity at red and green wavelengths then yielded the data reported in figure 3.7(b). Mea-2562

surements on water-treated beads, as well as crossed measurements (eGFP-treated beads at red2563

wavelength and mCherry-treated beads at green wavelength) were performed as negative controls.2564

As expected in the case of successful immobilization, the eGFP- (mCherry-) treated beads show2565

high signal at green (red) wavelengths compared to the signals obtained when the wavelengths2566

are exchanged and for water-treated beads at both wavelengths. Measurements were carried out2567

on a fluorescence plate reader (Spark, Tecan, Männedorf, Switzerland) equipped with monochro-2568

maters for excitation and emission that we set optimally to match the excitation/emission spectra2569

of either eGFP or mCherry. For DNA targets, such a check of successful immobilization is not2570

possible, but their presence during selection can be confirmed a posteriori (see chapter 4).2571

3.4 The selection step and strategies for library screens by2572

phage display2573

Given the phage displayed VH libraries from section 3.2 and immobilized targets from section 3.3,2574

we can now proceed with the selection step. We here present the protocol for selection by biopin-2575

ning which is as previously published in [1] (subsection 3.4.1). For the later analysis of these2576

selection experiments, the goal is to compute frequencies and enrichments of sequences in selected2577

and unselected libraries (subsection 3.4.2). Different selection schemes that provide complemen-2578

tary information about enrichments are possible for our three VH libraries: Selections from each2579

library separately focus on differences in enrichments between sequences of the same library, while2580

selecting from a mix of all libraries also allows to compare sequences across libraries in absolute2581

terms (subsection 3.4.3). In addition, subsampling the full libraries allows to estimate enrichments2582

for less sequences but with higher precision (subsection 3.4.4).2583

3.4.1 Protocol for and effect of selection on a diverse population2584

We here present our protocol for the selection step by biopinning which simply consists in incu-2585

bating the antibody-displaying phage together with target-coated magnetic beads the same tube,2586

followed by a washing step leaving behind only the magnetic beads and everything bound to them,2587

including the phages with affinity for the targets. The selection step is schematized in figure 3.8.2588

The effect of enriching good binders over bad or nonspecific binders is put to the numbers in2589
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3 Choice and design of antibody libraries and binding targets, strategies for in vitro selection

selection for binding
<latexit sha1_base64="zXN97C1gMpfWarnJBeitIlGlgPY=">AAAC4nicjVHLSsNAFD2Nr1pfVZciBIvgqqRV0GXBjcsK9gG2SDKd1sG8mEyEUrpy507c+gNu9WPEP9C/8M6YglpEJyQ5c+49Z+be68W+SJTjvOasmdm5+YX8YmFpeWV1rbi+0UyiVDLeYJEfybbnJtwXIW8ooXzejiV3A8/nLe/qWMdb11wmIgrP1DDm3cAdhKIvmKuIuihujzoysEnPmSY6dj+SHdsTYU+Eg/FFseSUHbPsaVDJQAnZqkfFF3TQQwSGFAE4QijCPlwk9JyjAgcxcV2MiJOEhIlzjFEgbUpZnDJcYq/oO6DdecaGtNeeiVEzOsWnV5LSxi5pIsqThPVptomnxlmzv3mPjKe+25D+XuYVEKtwSexfuknmf3W6FoU+jkwNgmqKDaOrY5lLarqib25/qUqRQ0ycxj2KS8LMKCd9to0mMbXr3rom/mYyNav3LMtN8a5vSQOu/BznNGhWy5X9cvX0oFSrZqPOYws72KN5HqKGE9TRIO8bPOIJz1bPurXurPvPVCuXaTbxbVkPHznHm3U=</latexit>

amplification
<latexit sha1_base64="wk/TiYRQOT6eZrgLPnkymec1Mp0=">AAAC2HicjVHLSsNAFD3GV62vaJdugkVwVdIq6LLgxmUF+8C2lEk6raF5MZkIpRTciVt/wK1+kfgH+hfeGVNQi+iEJGfOvefM3Hud2PcSaduvC8bi0vLKam4tv76xubVt7uw2kigVLq+7kR+JlsMS7nshr0tP+rwVC84Cx+dNZ3Sm4s0bLhIvCi/lOObdgA1Db+C5TBLVMwuTjggsFtBZM3LaM4t2ydbLmgflDBSRrVpkvqCDPiK4SBGAI4Qk7IMhoaeNMmzExHUxIU4Q8nScY4o8aVPK4pTBiB3Rd0i7dsaGtFeeiVa7dIpPryClhQPSRJQnCKvTLB1PtbNif/OeaE91tzH9ncwrIFbimti/dLPM/+pULRIDnOoaPKop1oyqzs1cUt0VdXPrS1WSHGLiFO5TXBB2tXLWZ0trEl276i3T8TedqVi1d7PcFO/qljTg8s9xzoNGpVQ+KlUujovVSjbqHPawj0Oa5wmqOEcNdfIe4xFPeDaujFvjzrj/TDUWMk0B35bx8AET4JeR</latexit>

-coated beads
<latexit sha1_base64="fLiBmjXcVGsjCRbg29Dw3syShJQ=">AAAC4XicjVHLSsNAFD3G9zvqUhfBIrixpFXQZcGNSwWrhUbKZDrVYF5MJmIp3bhzJ279Abf6M+If6F94Z0xBLaITkpw5954zc+/10zDIlOu+jlijY+MTk1PTM7Nz8wuL9tLySZbkkos6T8JENnyWiTCIRV0FKhSNVAoW+aE49S/3dfz0SsgsSOJj1U3FWcTO46ATcKaIatlrPU9GTs9T4lo5W32eMCXanuML1s76Lbvkll2znGFQKUAJxTpM7Bd4aCMBR44IAjEU4RAMGT1NVOAiJe4MPeIkocDEBfqYIW1OWYIyGLGX9D2nXbNgY9prz8yoOZ0S0itJ6WCDNAnlScL6NMfEc+Os2d+8e8ZT361Lf7/wiohVuCD2L90g8786XYtCB3umhoBqSg2jq+OFS266om/ufKlKkUNKnMZtikvC3CgHfXaMJjO1694yE38zmZrVe17k5njXt6QBV36OcxicVMuV7XL1aKdUqxajnsIq1rFJ89xFDQc4RJ28b/CIJzxb3Lq17qz7z1RrpNCs4NuyHj4As0ea3A==</latexit>

bacteria
<latexit sha1_base64="lQ4lB3O8Ug1on7NCbOWF6p/hLck=">AAAC0XicjVHLSgMxFD0d3/VVdelmsAiuyrQKuiy4caloVWirZGKswXmRyQilCOLWH3CrPyX+gf6FNzEFtYhmmJmTc+85yb03zCKZ6yB4LXlj4xOTU9Mz5dm5+YXFytLycZ4WiosWT6NUnYYsF5FMREtLHYnTTAkWh5E4Ca93TfzkRqhcpsmR7meiG7NeIi8lZ5qos0FHxX7IuBZKstvzSjWoBXb5o6DuQBVu7aeVF3RwgRQcBWIIJNCEIzDk9LRRR4CMuC4GxClC0sYFblEmbUFZgjIYsdf07dGu7diE9sYzt2pOp0T0KlL6WCdNSnmKsDnNt/HCOhv2N++B9TR369M/dF4xsRpXxP6lG2b+V2dq0bjEjq1BUk2ZZUx13LkUtivm5v6XqjQ5ZMQZfEFxRZhb5bDPvtXktnbTW2bjbzbTsGbPXW6Bd3NLGnD95zhHwXGjVt+sNQ62qs2GG/U0VrGGDZrnNprYwz5a5K3wiCc8e4de37vz7j9TvZLTrODb8h4+AItJlQk=</latexit>

antibody sequence
<latexit sha1_base64="rFt7WrQFRZ+d9J6o19Mj0s2t5hM=">AAAC3XicjVHLSsNAFD2Nr1pfVTeCm2ARXJW0CroU3LisYB/QSkmmYx2al5OJUIru3Ilbf8Ct/o74B/oX3hlTUIvohCRnzr3nzNx7vdgXiXKc15w1NT0zO5efLywsLi2vFFfXGkmUSsbrLPIj2fLchPsi5HUllM9bseRu4Pm86Q2OdLx5xWUiovBUDWN+Frj9UJwL5iqiusWNUUcGthsq4UW9YcdO+GXKQ8avu8WSU3bMsidBJQMlZKsWFV/QQQ8RGFIE4AihCPtwkdDTRgUOYuLOMCJOEhImznGNAmlTyuKU4RI7oG+fdu2MDWmvPROjZnSKT68kpY1t0kSUJwnr02wTT42zZn/zHhlPfbch/b3MKyBW4YLYv3TjzP/qdC0K5zgwNQiqKTaMro5lLqnpir65/aUqRQ4xcRr3KC4JM6Mc99k2msTUrnvrmvibydSs3rMsN8W7viUNuPJznJOgUS1XdsvVk73SYTUbdR6b2MIOzXMfhzhGDXXyvsEjnvBsda1b6866/0y1cplmHd+W9fABRjGZkg==</latexit>

library-specific
<latexit sha1_base64="Pdhp6lkasQSi2noCI1wJj81sNv8=">AAAC5HicjVHLSsNAFD3G9zvq0oXBIrixpFXQZcGNSwXbClYkmU7r0LyYTMQSunTnTtz6A271W8Q/0L/wzhhBLaITkpw595wzc2f8JBCpct2XEWt0bHxicmp6ZnZufmHRXlpupHEmGa+zOIjlie+lPBARryuhAn6SSO6FfsCbfm9f15uXXKYijo5VP+FnodeNREcwTxF1bq/lLRk6gfClJ/t5S/Er5WwNnDThTKsG53bJLbtmOMOgUoASinEY289ooY0YDBlCcERQhAN4SOk5RQUuEuLOkBMnCQlT5xhghrwZqTgpPGJ79O3S7LRgI5rrzNS4Ga0S0CvJ6WCDPDHpJGG9mmPqmUnW7G/ZucnUe+vT3y+yQmIVLoj9y/ep/K9P96LQwZ7pQVBPiWF0d6xIycyp6J07X7pSlJAQp3Gb6pIwM87Pc3aMJzW967P1TP3VKDWr56zQZnjTu6QLrvy8zmHQqJYr2+Xq0U6pVi2uegqrWMcm3ecuajjAIeqUfY0HPOLJ6lg31q119yG1RgrPCr4N6/4dte2cag==</latexit>

sca↵old
<latexit sha1_base64="X3+RrA/sGNQw/iNL+Msi04HP7qc=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmVF+4C2SjKd1GBeTCZCKQVx6w+41Z8S/0D/wjtjCmoRnZDkzLn3nJl7r5sEfiot67VgzM0vLC4Vl0srq2vrG+XNrVYaZ4LxJouDWHRcJ+WBH/Gm9GXAO4ngTugGvO3enKh4+5aL1I+jCzlKeD90hpHv+cyRRF2OeyI0U+Z4XhwMJlflilW19DJngZ2DCvLViMsv6GGAGAwZQnBEkIQDOEjp6cKGhYS4PsbECUK+jnNMUCJtRlmcMhxib+g7pF03ZyPaK89UqxmdEtArSGlijzQx5QnC6jRTxzPtrNjfvMfaU91tRH839wqJlbgm9i/dNPO/OlWLhIdjXYNPNSWaUdWx3CXTXVE3N79UJckhIU7hAcUFYaaV0z6bWpPq2lVvHR1/05mKVXuW52Z4V7ekAds/xzkLWrWqfVCtnR1W6rV81EXsYBf7NM8j1HGKBprkLfCIJzwb58bIuDPuP1ONQq7ZxrdlPHwAnDGVEA==</latexit>

4 varied
<latexit sha1_base64="HVBkpA66BVpaoEAvj5LVcHLyby8=">AAAC0XicjVHLSsNAFD3GV62vqks3wSK4CtNYq90JblxWtFpoVZJ01MG8mEyEUgRx6w+41Z8S/0D/wjtjCrooOiHJnXPPOTP3Xj8NRaYYe5+wJqemZ2ZLc+X5hcWl5crK6mmW5DLg7SAJE9nxvYyHIuZtJVTIO6nkXuSH/My/PdD5szsuM5HEJ2qQ8vPIu47FlQg8RdBFfdiTUc++86Tg/fvLSpU5zSar1xo2c3YYcxtNCti2u9do2DWHmVVFsVpJ5Q099JEgQI4IHDEUxSE8ZPR0UQNDStg5hoRJioTJc9yjTNqcWJwYHqG39L2mXbdAY9prz8yoAzolpFeS0sYmaRLiSYr1abbJ58ZZo+O8h8ZT321Af7/wighVuCH0L92I+V+drkXhCnumBkE1pQbR1QWFS266om9u/6hKkUNKmI77lJcUB0Y56rNtNJmpXffWM/kPw9So3gcFN8enviUNeDRFe3xw6jq1bcc9qlf33WLUJaxjA1s0z13s4xAttMlb4hkveLWOrYH1YD1+U62JQrOGX8t6+gLGoJUl</latexit>

positions
<latexit sha1_base64="XsEViWXUJravaQpnqEADbK0wrOo=">AAAC1XicjVHLSsNAFD3G9zvq0k2wCK7CNNba7gpuXCpYK1iRJI46mBczE0FKd+LWH3CrvyT+gf6Fd8YUdCE6Icmdc885M/feqEiE0oy9jTnjE5NT0zOzc/MLi0vL7srqscpLGfNunCe5PIlCxROR8a4WOuEnheRhGiW8F93smXzvlksl8uxI3xX8LA2vMnEp4lATdO66g75M+16RK2EANTx3a8xvt1mj3vSYv8NY0GxTwLaDVrPp1X1mVw3VOsjdV/RxgRwxSqTgyKApThBC0XOKOhgKws4wIExSJGyeY4g50pbE4sQICb2h7xXtTis0o73xVFYd0ykJvZKUHjZJkxNPUmxO82y+tM4G/c17YD3N3e7oH1VeKaEa14T+pRsx/6sztWhcomVrEFRTYRFTXVy5lLYr5ubet6o0ORSEmfiC8pLi2CpHffasRtnaTW9Dm3+3TIOafVxxS3yYW9KAR1P0fg+OA7++7QeHjVonqEY9g3VsYIvmuYsO9nGALnnf4gnPeHF6ztC5dx6+qM5YpVnDj+U8fgKbCZaj</latexit>

target
<latexit sha1_base64="qaVOZSjo3UU08PJmL1ta+o1J09o=">AAAC0HicjVHLSsNAFD3G97vq0k2wCK7CNK213QluXFaxVWiLJOm0hublZCJKEXHrD7jVrxL/QP/CO2MKuig6Icmdc885M/deNwn8VDL2PmVMz8zOzS8sLi2vrK6tFzY2W2mcCY83vTiIxYXrpDzwI96Uvgz4RSK4E7oBP3eHRyp/fsNF6sfRmbxLeDd0BpHf9z1HEtQddUTYMaUjBlzeXxaKzKrXWaVUNZm1z5hdrVPAynatWjVLFtOriHw14sIbOughhocMITgiSIoDOEjpaaMEhoSwLkaECYp8nee4xxJpM2JxYjiEDuk7oF07RyPaK89Uqz06JaBXkNLELmli4gmK1WmmzmfaWaGTvEfaU93tjv5u7hUSKnFF6F+6MfO/OlWLRB81XYNPNSUaUdV5uUumu6Jubv6oSpJDQpiKe5QXFHtaOe6zqTWprl311tH5D81UqNp7OTfDp7olDXg8RXNy0LKtUtmyTyrFQzsf9QK2sYM9mucBDnGMBprkfY1nvODVODVujQfj8ZtqTOWaLfxaxtMXPyKU8w==</latexit>

Fig. 3.8: Principle of our antibody selections. Left Antibody library design: A scaffold sequence
(in gray, comprising the framework regions, as well as CDR1 and CDR2) is kept constant and
defines the library, while four positions of the CDR3 (in orange) are randomized. Right Selection
for binding of a population of antibodies with different sequences (here: different colors) displayed
on phage by incubation with target-coated beads: Antibodies bind or not to targets according to
their binding affinity. Amplification to original population size by replication in fresh bacteria.
During this procedure, good binders (here: in orange) are enriched, while poor binders (here: in
violet) are depleted.

figure 3.9(b). The detailed selection protocol is provided in section A.6.2590

As a first step, we adjust the culture supernatant containing the displaying phage to pH = 7.02591

by adding Na2HPO4 and NaH2PO4 and centrifuge to collect possible cell debris leftovers at the2592

bottom of the tube. Prior to the actual, positive selection, we perform a null selection by incubation2593

of displaying phage with water-treated beads (this step was defined in a previous work [1], but2594

as binding probabilities are globally low compared to 1, the effect of negative selection should2595

be close to absent): We remove the washing solution from the naked beads and add 1mL of2596

supernatant containing ' 1011 displaying phage particles. We incubate the tube, shaking (to avoid2597

sedimentation of the beads), at ambient temperature for 90min. We then proceed likewise using2598

target-treated beads: We remove the washing solution from the target-treated beads and transfer2599

the supernatant from the water-treated beads to the target-treated beads. Again, we incubate2600

shaking at ambient temperature for 90min to let the binding reaction between the displaying phage2601

and the targets happen. By the end of the incubation, we pour away the supernatant containing2602

the unbound phage and subject the beads to a 10-fold washing step with the goal of diluting and2603

discarding all dead volumes and “stuck” but unbound phage: We add 10mL of PBS with 0.1%2604

Tween20 surfactant to the beads, let the beads traverse the liquid by relocating the magnetic2605

field, pour away the liquid and repeat the same procedure for another 9 times. Finally, we incubat2606

the beads in 1mL of 1.4% triethylamine (TEA, Sigma-Aldrich, Saint-Louis, MO, USA) to elute2607

the bound phage from the beads and transfer the eluted phage to 330mM Trizma (2-Amino-2-2608

(hydroxymethyl)-1,3-propanediol or Tris(hydroxy-methyl)aminomethane) final. Throughout the2609

entire procedure, whenever we add any liquid to the beads or pour it away, the beads are hold2610

back by applying a magnetic field.2611

The eluted phage represent the selected population of “survivors” and contain the genes of the2612

VH segments that allowed them to bind to the targets. We use these phage particles to infect a2613
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antibody displaying
phages

excess of
bacteria

dilution: 10−1 10−2 10−3 10−4

. . . . . . . . .

plating 100 µL in Amp

# colonies: 104 103 102 10

# phages / mL:106 106 106 106

(a) (b)

Fig. 3.9: Selection yield. (a) Estimation of selection yield. The number of displaying phage
(among the ' 1011 present) bound to targets during the selection step is estimated by performing
serial dilutions of the phage elution, infection with an excess of cells and plating on selective
growth medium containing ampicillin (thus selecting for the presence of the phagemid acquired
upon infection). Each colony on the plate is the result of an infection event and thus of a selected
phage. The number of colonies provides an estimation of the number of selected phage, e.g.
100 colonies from 100µL of a 103-fold dilution resumes to 100 · 103 = 105/100µL = 106 mL−1,
i.e. 106 selected phage, as a volume of 1 mL of displaying phage is used for a selection. (b)
Increase of selection yield with the number of selection rounds [133]. The number of good binders
(red numbers, binding probability 10−4) and bad/unspecific binders (black numbers, binding
probability 10−6) is multiplied by their respective binding probabilities upon selection (S) and by
a common factor to recover a population size of 1012 upon amplification (A). While the initial
library is dominated by bad binders (109 good and 1012 bad), good binders are enriched upon
several selection rounds to eventually become dominant (1012 good and 109 bad at round t = 3).

fresh exponential liquid culture of TG1 E. coli cells. This infection step is performed in a way to2614

ensure that every phage gives rise to one infected cell, i.e. the number of cells exceeds the number2615

of phage (otherwise a competition of phage for cells may lead to distortion of frequencies in the2616

selected library). Then, we plate the cell culture on a large Petri dish containing selective growth2617

medium with ampicillin and glucose and incubate overnight at 37 °C for cell growth and phagemid2618

replication by the cells (amplification). The ampicillin allows only infected cells to grow, while the2619

glucose suppresses expression of pIII-antibody fusion which is needless at this step. In parallel,2620

we also plate serial dilutions of the infected cell culture, as well as serial dilutions of the input2621

library separately on ampicillin (with glucose) and kanamycin. Counting the colonies on ampicillin2622

allows to estimate the number of phage carrying a phagemid in the selection input and output,2623

and thus the selection yield (how many among the initially present phage particles survived the2624

selection step?), see figure 3.9(a). Counting the colonies on kanamycin allows to estimate the2625

number of phage particles carrying the helper phage genome instead of the phagemid, which is2626

typically ' 100 x lower. On the following day, the plates were covered by cell colonies that are2627

indistinguishably many in platings of the undiluted cell culture (cell carpet), but distinguishable2628
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3 Choice and design of antibody libraries and binding targets, strategies for in vitro selection

and countable in platings of the serial dilutions. Each colony is the result of one bound phage2629

during the selection step. We scrape the cell colonies in the large Petri dish are scraped into 25%2630

glycerol in growth medium and mix well by brief vortexing. The glycerol stock of selected library2631

cells are then stored at −80 °C. At this stage, we are technically back to the beginning of the2632

experiment, except that the newly obtained library cells represent the selected antibody library2633

and display the shift in frequencies due to selection. These are used to initiate a new round of2634

selection by phage displaying the selected antibody library. More generally, the selection can be2635

iterated as many times as necessary. Also, the library cells at several selction rounds are the input2636

for sequencing of the selected libraries (see section 3.5.2).2637

3.4.2 Empirical enrichments as proxy for binding affinity2638

A statistical analysis of these selection experiments will be performed in light of the theoretical2639

aspects presented in chapter 2. We here propose to study empirically distributions of enrichments2640

P (s) (see chapter 4) and the inference of simple biophysical models that provide predictions for the2641

mapping from sequence to binding energy x 7→ ∆G(x) (see chapter 4). Computing enrichments2642

and inferring biophysical parameters require the measurement of sequencing counts and frequencies2643

in the initial libraries and after (several rounds of) selection. This can be achieved through high-2644

throughput sequencing of the initial and selected libraries which allows to determine sequence2645

identities of a large number of randomly picked individuals in the libraries. Upon counting the2646

number of times a sequence x appears at selection round t in the sequencing data of size Nt, nt(x)2647

such that
∑
x nt(x) = Nt, we may compute (relative) enrichments according to equation (2.91)2648

from2649

s(x) = λ−1
t

ft+1(x)
ft(x) = λ−1

t

nt+1(x)
nt(x) , (3.1)

where the sequence-independent amplification factor λt is unknown but irrelevant for the study2650

of differences between sequences x. (An order of magnitude for λt can be estimated from the2651

ratio of the total number of phages in the selection input over output, but this method is rather2652

imprecise.) Within a single selection experiment, it can be set to an arbitrary value as long as only2653

differences in enrichments matter. (Note that amplification biases may amplify some sequences x2654

more than others, but this effect can be absorbed into s(x).) Note however that the lack of λt does2655

not allow for the comparison of enrichments between different selection experiments. In another2656

and more involved approach based on multi-type branching processes [63, 68, 138, 64, 61], one2657

writes down a model for P
(
{nt(x), nt+1(x)}x|Ji1,...,ip(a1, . . . , ap)

)
, where the Ji1,...,ip(a1, . . . , ap)2658

are parameters of a biophysical model for ∆G of the form of equation (2.25). Such a model can2659

then be used to infer the values of Ji1,...,ip(a1, . . . , ap) given the data for {nt(x), nt+1(x)}x, see2660

section 4.5.2661

However, such analysis will be limited by finite sequencing depth: Current sequencing tech-2662

niques allow to sequence N =
∑
x nt(x) = 105 − 107 individuals as opposed to population sizes of2663
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Npop = 1011 − 1012 in phage display. To sequence our selection experiments, we will use Illumina2664

MiSeq 2× 250bp paired-end sequencing that provides sequencing reads for 105 − 106 individuals2665

per sample, i.e. per library-target combination and per selection round. (A complete Illumina2666

Miseq 2× 250bp paired-end run guarantees 107 sequencing reads but these need to be dispensed2667

over several samples that are sequenced simultaneously.) Poorly represented (but non-absent) se-2668

quences may therefore not be observed in sequencing data albeit being present with low frequencies2669

in the libraries. In our experiments, sequences with frequencies lower than N
Npop

' 10−6−10−5 will2670

typically remain unseen. This may affect bad sequences that are depleted below this observation2671

threshold, but also good but rare sequences that are not yet enriched above this threshold. Con-2672

versely, sequences x with a few counts, nt(x) . 10, may be observed by chance and counts may2673

not represent frequencies well. In summary, counts represent frequencies well only if the sequence2674

count numbers are sufficiently high. Here, we compute empirical enrichments from equation (3.1)2675

only if nt(x) ≥ nthr and nt+1(x) ≥ nthr to ensure they are meaningful. We use nthr = 10 for all2676

full-library selections [1] and nthr = 100 for mini library selections (see subsection 3.4.4).2677

3.4.3 Isolate versus library mix selections2678

Two different selection scenarios are conceivable: i) Each of the three libraries Germ, Lmtd, and2679

BnAb is subjected to selection separately and independently from each other. ii) All three libraries2680

are pooled together in equal proportions and are subjected to the same selection altogether. We can2681

expect these two selection strategies to reveal complementary aspects of comparing enrichments2682

across all antibody variants involved: Selecting according to scheme i) is governed by differences2683

in binding affinities and enrichments between variants of the same library, i.e. between antibodies2684

with identical scaffold but different CDR3 sequences. On the contrary, selection trajectories2685

according to scheme ii) would additionally be determined by global differences in enrichments2686

between scaffolds in a way that, in the case of lognormally distributed enrichments, is encoded in2687

equation (2.105).2688

We shall recapitulate these ideas in terms of the theory developped in chapter 2 that led to the2689

assumption in which each library ` is characterized by a lognormal distribution of enrichments with2690

parameters µ` and σ` encoding roughly for the global level of binding energy and the variance in2691

binding energies among members of the same library, respectively. In scenario i), only the variance2692

σ` within library `, which represents the variance of binding energies between CDR3 sequences2693

given the scaffold, determines the evolution of frequencies according to Fisher’s equation (2.98).2694

The parameter µ` should not matter for selection in this case as it only encodes for the overall2695

binding capacity of a scaffold, irrespectively of the CDR3 sequence. In the scenario ii), however,2696

differences in both differences in µ` and σ` among libraries should matter in a particular way that2697

is encoded in equation (2.105) and that was discussed in section 2.4.3.2698

In summary, while selections according to scenario i) are expected to yield better resolution2699
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3 Choice and design of antibody libraries and binding targets, strategies for in vitro selection

of enrichment differences between sequences of the same library, selections using scenario ii) put2700

emphasis on differences across libraries. Selections from a mix of libraries are required to learn2701

differences between the libraries, as relative enrichments computed from equation (3.1) are not2702

comparable between experiments. Within this project, we realize both selection strategies: On2703

the one hand, we generated selection trajectories against all four targets independently starting2704

from a uniform mix of all three libraries Germ, Lmtd, and BnAb. On the other hand, we also2705

generated trajectories against the DNA1 and DNA2 targets for all three libraries separately. Note2706

that the number of experiments required is multiplied by three when selecting the three libraries2707

separately rather than in mix. In practice, the uniform mix of libraries is achieved by simply2708

pooling together the culture supernatants of the three phage-displayed libraries (see section 3.2)2709

in equal volumes before the first selection round (this assumes equal concentrations of displaying2710

phage in all three phage-displayed libraries, but this is more or less true).2711

3.4.4 Trade-off between diversity and degeneracy: mini libraries2712

One goal is to infer and compare the values of µ` and σ` of the different libraries under the2713

lognormal model using enrichment data from selection experiments. While this is feasible from2714

lists of empirical enrichments determined according to equation (3.1) from mixed selections using a2715

MLE approach (see chapter 4), a more direct measurement of these parameters can be achieved by2716

yet another selection strategy that uses “mini libraries”. These mini libraries represent subsamples2717

of the full CDR3 diversity with drastically reduced number of unique variants (' 10 instead of2718

' 105). The advantage of using mini libraries is twofold: i) If such mini libraries are designed in2719

a way to contain few strongly binding as well as few randomly chosen sequences, which represent2720

respectively the extremes and the mode (most likely value) of the enrichment distribution, the2721

measurement of their enrichments can immediately lead to the values of µ` and σ`. This uses the2722

fact that the maximum and mode of qL lognormal enrichments are given by2723

max(s) ' exp
(
µ+

√
2 ln(qL)σ

)
, mode(s) = exp

(
µ− σ2) . (3.2)

Note that the mean 〈s〉 = exp
(
µ+ σ2

2

)
is very different from the mode in case of large σ, as2724

a consequence of the strong skew of the lognormal distribution in this case and the mean being2725

dominated by large outliers. ii) At constant sequencing budget, a decrease in diversity implies an2726

increase in degeneracy, meaning that more sequencing counts will be recorded per variant when2727

fewer unique variants are present in the library. As a consequence, frequencies and enrichments2728

can be computed with higher accuracy in mini libraries compared to full libraries. To put this2729

argument into the numbers, consider that sequencing allows to read out the identities of ' 106
2730

individuals. With a diversity of ' 105, we thus have on average ' 10 sequencing counts per2731

variant. While good binders are enriched far beyond 10 counts upon selection, bad binders are2732

depleted below 10 counts and are not taken into account for the computation of enrichments. If the2733

diversity is, however, only of ' 10 different sequences, then we have on average ' 105 sequencing2734
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not included for copyright reasons
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Fig. 3.10: Comparison of commonly used high-throughput sequencing technologies.

counts per sequence. Thus, enrichments can be computed even for strongly depleted sequences2735

and the overall increase in sequence counts improves the accuracy of empirical enrichments.2736

In practice, such mini libraries can be obtained by cloning of few strongly binding sequences2737

and pooling them together, along with a few randomly picked sequences from the initial full2738

libraries. Strongly binding CDR3 sequences need to identified from preceding selections using the2739

full libraries. Once the relevant CDR3 sequences are defined, they can be purchased as dsDNA and2740

cloned into the pIT2-VH phage display vector similarly to the cloning of the full libraries described2741

in section 2.1.3. Rather than cloning the full VH into pIT2 again, the pIT2 already containing the2742

VH gene and an arbitrary CDR3 sequence is used as template. Digestion is performed using the2743

restriction sites BssHII and XhoI. The detailed cloning protocol is given in section A.2.2744

3.5 (High-throughput) Sequencing: measurement of fre-2745

quencies and enrichments2746

To sequence our libraries, we opt for Illumina Miseq 2× 250 bp paired-end sequencing that guar-2747

antees for ≥ 107 paired forward and reverse reads, each 250 bp in length, of a sequencing amplicon2748

(subsection 3.5.1). We describe our sequencing amplicon design and the preparatory PCR re-2749

actions under the premise that we seek to identify the scaffold and CDR3 sequences from the2750

sequencing data (subsection 3.5.2). The preprocessing pipeline that we use to “clean” the raw2751

data and to read out VH sequence identities is also described (subsection 3.5.3).2752
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3.5.1 A comment on sequencing methods used in this project2753

A very good review of “next-generation” sequencing (NGS) technologies can be found in [165].2754

In general, these methods allow to read out the sequences of large numbers of copies of a given2755

DNA construct. They rely on a variety of different conceptual basis and have been and are still2756

subject to continuous improvement and innovation, allowing for ever-increasingly deep and large-2757

scale sequencing. However, they are not exchangable with one another in general as they apply2758

to different regions of a “phase diagram” spanned notably by the number of sequencing reads,2759

the sequence length, and the sequencing error level as relevant parameters: Figure 3.10 compares2760

different commonly used high-throughput sequencing platforms with respect to these and other2761

parameters. A few trade-offs between these parameters exist: i) High-throughput methods allow2762

for many reads at once, but are also prone to various levels of sequencing errors. This is in2763

contrast to e.g. Sanger sequencing, a more conventional, first-generation sequencing technique,2764

which allows for a single read at a time but is (next to) error-free. ii) NextSeq and HiSeq provide2765

more but shorter sequencing reads than MiSeq sequencing. iii) Pacbio and Nanopore provide very2766

long but much more erroneous sequencing reads than MiSeq, HiSeq and NextSeq. The genetic2767

construct that one wishes to sequence, as well as the information that one wishes to obtain thus2768

determine the most useful among these sequencing methods.2769

Within this project, we used Sanger sequencing and Illumina MiSeq 2 × 250 bp paired-end2770

sequencing; the workflow for these first- and second-generation techniques is comparatively de-2771

scribed in [165] and figure 1 therein. To sequence our VH libraries, we opted for Illumina MiSeq2772

2× 250 bp paired-end sequencing that provides ≥ 107 (per run) paired forward and reverse reads,2773

each 250 bp in length, of a given DNA amplicon. A VH gene already exceeds 250 bp and can thus2774

not be read without fragmentation from a single such sequencing read (if one wishes the paired2775

forward and reverse reads to be fully overlapping). But, as discussed below, the budget of 250 bp2776

is sufficient to read at once the CDR3 and a sufficiently long part of the scaffold in order to identify2777

the scaffold identity of a read. It allows us to obtain 105−106 sequencing reads per sample (given2778

that several samples are sequenced within one run of ≥ 107 reads in total) in order to estimate2779

frequencies and enrichment of variants. Sanger sequencing was used mainly on two purposes:2780

First, it was used to check and confirm VH sequences in the phagemid. Most importantly, we re-2781

cloned single VH variants from our full libraries into the pIT2 plasmid in order to construct mini2782

libraries (see section 3.4). Transformants after the cloning were Sanger sequenced to check for the2783

correctness of the cloned VH sequence (which is far from obvious, see chapter A). Second, Sanger2784

sequencing was typically performed on few (typically ' 10) colonies prior to high-throughput2785

sequencing of a complete library as a plausibility check and a way to exclude to exclude failure2786

of the selection experiment that created the library. For instance, in selections with a mix of the2787

three VH libraries, 10 reads allowed to obtain a rough estimate of the frequencies of the three2788

libraries within the mix. This practice allows to check the success of the selection experiment and2789

to draw predictions for the outcome of the Illumina sequencing. The Illumina sequencing was used2790

to count sequences and compute frequencies from initial and selected libraries and library mixes.2791
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The primers used here for Sanger sequencing were either M13-rev which is located upstream of2792

the VH, or pHEN which is located right upstream of the amber stop codon and extends against2793

the VH reading frame.2794

3.5.2 Amplicon design and preparatory PCR reactions for Illumina2795

MiSeq sequencing2796

The setup of the sequencing amplicon for Illumina MiSeq 2 × 250 bp paired-end sequencing and2797

its generation through two subsequent PCR reactions are shown in figure 3.11. The sequence2798

of the amplicon for our case which is 316 bp in length is given in figure E.1(b). To generate the2799

amplicon, the region of interest must be amplified from the plasmid by PCR and completed in two2800

steps (PCR1 and PCR2) by random barcodes (represented by NNNNN) that allow to discriminate2801

between neighboring clusters that differ in the realization of these 5 random positions, sample-2802

specific DNA barcode sequences (index P5 and index P7) encoding library, target and selection2803

round, the primer sequences used for annealing during the sequencing procedure (read 1 and read2804

2), as well as the adapter sequences for the Illumina sequencing platform (adapter f and adapter2805

r) at both ends, see figure 3.11(a).2806

The amplicon design for the MiSeq sequencing of our VH libraries must account for two essential2807

requirements: i) In order to uniquely identify VH sequences, the sequencing data must provide the2808

information about both the scaffold identity, which takes only on the three possible values Germ,2809

Lmtd, and BnAb, and the CDR3 identity, which is determined by its sequence of 12 bp. However,2810

it is not possible to sequence the full VH when we want the forward and reverse reads to be (fully)2811

overlapping: Excluding the space required for primer and barcode sequences, this sequencing2812

method only allows to define a region of around 200bp in length along the VH, but the full VH2813

(from CDR1 to FWR4) is > 400 bp in length (see figure 3.1). ii) The primer sequences used for the2814

preparatory PCR reactions must be common to all three different VH scaffold sequences (otherwise2815

sequences from either of the three libraries would not be PCR amplified and be projected out in2816

the sequencing data). Thus, the challenge consists in defining a region along the VH gene that2817

satifies the length and primer sequence constraints, yet provides sufficient information about VH2818

sequence identities. A region that satisfies all these requirements and that we use for the sequencing2819

of our selection experiments is shown in figure 3.12 and is 128 bp in length (170 bp including the2820

primer sequences): It consists of essentially FWR3, CDR3, and FWR4 and is flanked both up- and2821

downstream by sufficiently long sequences in CDR2 and FWR4 that are conserved across the three2822

VH scaffolds and can thus be used as PCR primers: GCTCGAGACGGTAACCAGG as forward primer (F1)2823

and ACAACCCGTCTCTTAAGTCTCGT as reverse primer (R1). Note that the forward primer is opposite2824

to the VH reading frame; this choice was made to maximize the reading quality of CDR3 (as the2825

reading quality is highest on forward reads and on the first nucleotides along a sequence read). The2826

Hamming distances between the library-specific FWR3 sequences are dH(Germ,Lmtd) = 10 nt,2827

dH(Lmtd,Bnab) = 25 nt and dH(Germ,Bnab) = 22 nt, sufficient to discriminate between them2828
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(a)

(b)

(c)

(d)

Fig. 3.11: The amplicon for Illumina MiSeq sequencing. Illustrations by Mégane Matysiak,
adapted. (a) 1. A region of interest must be defined along the DNA sequence, under the re-
spect of certain criteria specified in the main text (notably sequence length). 2. Primer sequences
flanking the region of interest must be defined (here labelled F1 and R1), again under the respect
of contraints given in the main text. 3. A first PCR reaction (PCR1) amplifies the region of in-
terest from the plasmid while adding cluster barcode sequences 5 bp in length (NNNNN) and primer
sequences for a second PCR reaction and the sequencing procedure later (Read1 and Read2). 4.
A second PCR reaction (PCR2) amplifies the product of the first while adding sample-specific
barcodes (P5 and P7 indices), as well as adapter sequences (adapter f and r), thus yielding the
final sequencing amplicon. The adapter are used to immobilize the amplicon during the sequenc-
ing procedure by annealing to a surface that displays the complementary adapter sequences. (b)
The forward and reverse degenerate (on the 5 random positions) oligo required for PCR1. (c)
The forward and reverse oligo required for PCR2, one forward (or reverse) oligo per P5 (or P7)
barcode sequence. (d) Content of the forward and reverse paired-end sequencing reads.
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      CDR2       primer rev PCR1   FWR3
  --------------------------------------------------
          --------------------
           ---------------------->

  germ GTTCTATCTACTACTCTGGTTCTACCTACTACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTGTTGA
  lmtd GTACCACCTACTACTCTGGTAAAACCTACTACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTATCGA
  bnAb CGTCTTACTGGAACCGTGGTTGGACCTACCACAACCCGTCTCTTAAGTCTCGTCTGACCCTGGCGCTGGA

 germ <-> lmtd   - - -             ---                                          - -  
 germ <-> bnAb --   --  ---  --     --      -                       - -   - -- -- -  
 lmtd <-> bnAb --- ---  ---  --    ---      -                       - -   - -- -- -  

  FWR3
  ----------------------------------------------------------------------

  germ CACCTCTAAAAACCAGTTCTCTCTGAAACTGTCTTCTGTTACTGCGGCGGACACTGCGGTTTACTACTGT
  lmtd CACCTCTAAAAACCACTTCTCTCTGCGTCTGATCTCTGTTACTGCGGCGGACACTGCGGTTTACCACTGT
  bnAb CACCCCGAAAAACCTGGTTTTCCTGAAACTGAACTCTGTTACTGCGGCGGACACCGCGACCTACTACTGT

 germ <-> lmtd                -         ---   ---                              -     
 germ <-> bnAb     - -       - - - --         ---                    -   ---         
 lmtd <-> bnAb     - -       --- - --   ---    -                     -   ---   -     

     FWR3  CDR3            FWR4  primer fwd PCR1
    ------            ---------------------------------
          ---------------------  <------------------

  germ GCGCGCNNNNNNNNNNNNTTCGACTACTGGGGTCAGGGTACCCTGGTTACCGTCTCGAGCGGTGGAGGCG
  lmtd GCGCGCNNNNNNNNNNNNTTCGACTACTGGGGTCAGGGTACCCTGGTTACCGTCTCGAGCGGTGGAGGCG
  bnAb GCGCGCNNNNNNNNNNNNTTCGACTACTGGGGTCAGGGTACCCTGGTTACCGTCTCGAGCGGTGGAGGCG

  germ GTTCAGGCGGAGGTGGCTCTGGCGGTAGTGCACAGGTCCAACTGCAGGAGCTCGATATCAAACGGGCGGC
  lmtd GTTCAGGCGGAGGTGGCTCTGGCGGTAGTGCACAGGTCCAACTGCAGGAGCTCGATATCAAACGGGCGGC
  bnAb GTTCAGGCGGAGGTGGCTCTGGCGGTAGTGCACAGGTCCAACTGCAGGAGCTCGATATCAAACGGGCGGC

Fig. 3.12: The region of the VH sequences targeted by PCR reactions and Illumina sequencing,
comprising essentially FWR3, CDR3, and FWR4. This region is flanked on both sides by the
forward and reverse primer sequences (indicated by arrows) for the first of two preparatory PCR
reactions (PCR1). These primer sequences are common to all three scaffolds. Note that the primer
which defines the forward direction of the Illumina sequencing is opposite to the VH reading frame.
The region of interest including the primer sequences is 170 bp in length. Mutations in DNA
sequence between the three scaffolds used later for scaffold identification are indicated below.
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even in the presence of sequencing errors.2829

The detailed protocol for amplicon generation is provided in section A.7. In short, we first2830

defrost glycerol stocks of library cells at relevant selection cycles and extracted the plasmids using2831

purification kits (Macherey-Nagel, Düren, Germany). No liquid cultures are performed prior to2832

plasmid extraction to avoid potential additional biases in frequencies that may arise from growing2833

an overnight culture beforehand. The resulting plasmids as well as primers of the form shown in2834

figure 3.11(b)) were used as input for the first Illumina sequencing preparation PCR (PCR1): This2835

adds the random cluster barcode sequences and the read 1 and read 2 sequences. The sequence2836

of the product of PCR1 is 247 bp in length and is shown in figure E.1(a). The read 1 and read2837

2 sequences are targeted as primer sequence for the second PCR reaction (PCR2): We amplify2838

the product of PCR using primers of the form shown in figure 3.11(c) which adds the P5 and2839

P7 indices, as well as the forward and reverse adapter sequences. The P5 and P7 indices encode2840

for the sample from which the amplicon originates: For each library, target and selection round,2841

we use a different combination of P5 and P7 indices. A list of P5 and P7 barcode combinations2842

used is provided in table D.3. The product of PCR2 is the final amplicon with sequence shown in2843

figure E.1(b) which is 316 bp in length.2844

After each PCR reaction, the PCR products are gel-purified before going ahead: We subject the2845

PCR products to electrophoresis on agarose gels, in parallel to a ladder sample containing DNA of2846

referenced sizes. The PCR products are treated with a DNA intercalating dye that is excited and2847

emits in the visible part of the spectrum (to avoid UV-induced DNA damage). Under blue light,2848

the signal of the amplicon was checked for the expected size by locating the bands (fluorescence2849

signals) of the PCR products with respect to the ladder. Examples of gel electrophoresis of PCR12850

and PCR2 are shown in figure 3.13(a) and (b), respectively. Sometimes, weak bands or smear is2851

observed off the expected size. We excise the main bands at the expected amplicon sizes from2852

the gel and purify the PCR products by agarose gel purification kits (Macherey-Nagel, Düren,2853

Germany). The purified product of PCR1 was used as template for PCR2. The purified products2854

of PCR2 were mixed together to obtain the final amplicon mix. To know in which volumic2855

proportions the samples have to be mixed, the DNA concentrations of all samples are measured2856

using a Qubit fluorometer. The concentrations and projected number of sequencing reads (and2857

amplicon sizes if they differ between samples) then determine how much of each sample has to be2858

added to the final amplicon mix. These calculations are conveniently performed using an excel2859

file; an example is shown in figure E.2. A final check for correct amplicon size is performed by2860

running the amplicon mix on a TapeStation (a kind of high precision electrophoresis; from Agilent2861

Technologies). An example of a fluorescence profile as a function of DNA size, with a peak at the2862

expected amplicon size is shown in figure 3.13(c), (d).2863

An independent quality control, as well as the MiSeq sequencing itself, as well as the demulti-2864

plexing, i.e. assigning sequencing reads to samples based on P5 and P7 barcodes, were performed2865

at I2BC, Gif-sur-Yvette, France. For this purpose, the amplicon mix, as well as a table of sample2866

names and their respective P5 and P7 barcodes had to be handed to the the sequencing platform2867
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(a) (b) (c)

(d)

Fig. 3.13: Preparation of libraries for Illumina MiSeq sequencing. (a) Agarose gel of the products
of the first PCR reaction targeting the DNA region of interest on the plasmid and adding random
barcodes. Different lanes contain various samples corresponding to different library-target com-
binations and selection rounds. The leftmost lanes contain a 1 kb ladder sample with dsDNA of
known sizes of 100, 200, 300, . . . bp. All samples show strong fluorescence signal at the expected
size of the amplicon of ≈ 250 bp. Unspecific signal around this size is removed by gel purification.
(b) Agarose gel of the products of the second PCR reaction adding sample-specific barcodes and
the Illumina adapter sequences to obtain the final amplicon. The strongest bands appear at the
expected size of ≈ 320bp. Once again, unspecific bands are eliminated by gel purification. (c)
Tape Station (high-precision gel) run of the final gel-purified amplicon mix in which all samples are
pooled together. Left lane: ladder, right lane: amplicon mix along with upper and lower markers
at 25 bp and 1500 bp. (d) Fluorescence intensity profile of the right lane in (c). The signal peaks
at 341 bp which is within 10 % of the expected 316 bp, a typical error for gels. The samples shown
here correspond to selections of the library mix against the DNA1 and DNA2 targets, as well as
the first replica of the mini-library selections against the DNA1 and DNA2 targets.
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staff.2868

3.5.3 Sequencing data preprocessing and availability2869

The Illumina sequencing yields for each sample (i.e., each library, target and selection round)2870

between 105 and 5 · 106 sequencing clusters and paired reads. The sequencing data is organized2871

into two files per sample containing respectively the forward and reverse reads for all clusters,2872

which in our case are entirely overlapping, also see figure 3.11(d). The forward and reverse data2873

thus provide two (more or less) independent readings of the same sequences and are expected2874

to be identical up to reverse-complementarity and sequencing errors. In addition, each identified2875

nucleotide is tagged by a quality read Q that encodes for the confidence on the correctness of the2876

given nucleotide according to the Illumina machinery. Q is given as an ASCII character comprised2877

between !, ?, #, . . . , G, H, I that represents an integer between (including) 33 and 73 and translates2878

into an error probability perr via2879

perr = 10−
Q−33

10 . (3.3)

For the following preprocessing of the sequencing data, we have first reverse-complemented all2880

the forward reads (which are themselves opposite to the VH reading frame) so as to have both2881

forward and reverse reads in VH reading direction. The python code used for the proprocessing2882

is provided as supplementary material in section F.1.2883

For the purpose of sequencing data analysis, we first subjected the raw data to a “cleaning”2884

step that notably selects for the presence and correct length of the VH region of interest and2885

its primer and restriction site sequences, as well as for sufficiently high average quality read Q.2886

Each cluster was accepted or discarded based on the following simple procedure: First, both the2887

forward and reverse reads were screened for the presence of the primer sequences F1 and R1 (up2888

to 4 nt mismatch accepted for each) and cut to keep only the part between the primers (including2889

the primers) which corresponds to the region of interest containing FWR3, CDR3, and FWR4.2890

Either one the two reads was discarded if the primer search was unsuccessful; the whole cluster2891

was discarded if primer search was unsuccessful on both reads. Second, we checked if the forward2892

and/or reverse sequence fragments of the remaining cluster had the expected length of 170 nt. If2893

only one direction had the expected length, only this direction was kept and the other one was2894

discarded. If both directions did not have expected length, the complete cluster was discarded.2895

Finally, if both reads had expected length, a consensus sequence was generated by taking on2896

each position with disagreement between both reads the nucleotide measured with highest quality2897

read Q. A final check was performed for (i) a sufficient average quality read over the whole2898

region of interest (〈Q〉 ≥ 59) and (ii) the restriction sites immediately up- and downstream CDR32899

(TGTGCGCGC and TTCGACTAC) are located at their expected positions (positions 108-116 and 129-2900

137 in reverse direction, repectively; up to 4 nt mismatch accepted for each). The cluster was2901

discarded if either one of these two criteria was not fulfilled. The output of this procedure are2902
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sequences of length 170 bp (one per cluster) and their associated quality reads which are written2903

to files named <sample name>_cleaned.txt. The typical yield of this procedure is 95−99%, i.e.2904

< 5% of the clusters are discarded as they fail to any one of the above criteria. Exceptions where2905

the yield is lower occur when the Germline library is selected (alone or in mixture with others)2906

against the DNA2 and protein targets where contaminant CDR3 sequences with respectively 7 aa2907

(sequence: RGGGRRF) and 3 aa (sequences: GPA and GPM) rather than 4 aa appear and which are2908

projected out by the region length requirements.2909

In a second preprocessing step, we determined the sequence identities for all of the remaining2910

clusters. This task consists in identifying (i) the scaffold (Germ, Lmtd, or BnAb) and (ii) the CDR32911

sequence identity. Task (i) was performed by computing the Hamming distance of the library-2912

specific FWR3 (of length 116 nt) to all three scaffold reference sequences. The read was assigned to2913

the nearest scaffold if the Hamming distance to the nearest scaffold was ≤ 7 nt and the difference2914

in Hamming distances between the nearest and next-nearest scaffolds was ≥ 3 nt. For task (ii),2915

the CDR3 sequences were simply extracted from the read in the case of samples from full-library2916

experiments. For the mini-library selections with reduced CDR3 diversity a similar procedure2917

as for FWR3 was applied to CDR3: the measured CDR3 sequence was assigned to the nearest2918

among ' 20 reference CDR3 sequences if the Hamming distance was ≤ 3 nt and the difference2919

in Hamming distances between nearest and next-nearest was ≥ 1 nt. After assessment of the VH2920

sequence identity of all clusters in a dataset, the CDR3 sequences were translated into amino acids2921

and the number of occurrences of each VH sequence identity (determined by its scaffold and CDR32922

sequence identities in either nucleotides or amino acids) was counted. The results were stored2923

in files named <sample name>_counted_nt.txt and <sample name>_counted_aa.txt. For the2924

mixed full-library selections, these final data files contain three columns: 1) scaffold identity2925

(’germ’ for Germline, ’lmtd’ for Limited, ’bnAb’ for BnAb, ’????’ if scaffold inference failed), 2)2926

CDR3 identity given by the sequence of either 4 amino acids or 12 nucleotides (’????’ is given2927

if the CDR3 readout failed), 3) the number of counts of this sequence in the sequencing data of2928

the corresponding sample. The sequence identities are sorted in decreasing order with respect to2929

their number of occurrences in column 3).2930

Finally, we checked that the results are unaffected by the choice of the various parameters in2931

the preprocessing described here. In total, we analyzed in this way sequencing data from three2932

full Illumina MiSeq 2 × 250bp sequencing runs with a combined total of ' 4.2 · 107 sequencing2933

reads distributed over 45 samples that were generated throughout the PhD project. Note that the2934

procedure described here only applies to this new sequencing data. Data from previous selection2935

experiments, some of which were reported in [1], was obtained on the basis of a different amplicon2936

design and slightly different preprocessing. This data was reused in its preprocessed form for2937

our analysis. Their amplicon design included all of the VH gene but non-overlapping paired-end2938

sequencing reads and made use of the same forward primer (F1) but a different reverse primer2939

sequence (R1) that is located upstream of FWR1. See [133] for more details on their data analysis.2940

We deposited the raw high-throughput sequencing data from selection experiments performed2941
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during this PhD project, as well as from previously reported experiments [1] to the NCBI Sequence2942

Read Archive with respective SRA accessions PRJNA592656 (' 57GB in size) and PRJNA6008012943

(≥ 1.5GB in size). The preprocessed high-throughput sequencing data from all (new and previous)2944

selection experiments (' 220MB in size) is available through a shared Dropbox folder.2945

2946
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Chapter 42947

Inference of selection potentials2948

from high-throughput sequencing2949

of VH libraries2950

The matter of this chapter is the analysis of selections of the VH libraries in light of the biophysical2951

models discussed in chapter 2. From selections that combine the three VH libraries and four2952

targets defined in chapter 3, this leads to the following main conclusion: The parameter σ, a2953

priori different for different antibody-target combinations, is independent of the target and thus a2954

property of the VH library. Moreover, σ appears to decrease with increasing degree of maturation2955

of the underlying VH scaffold of a library, suggesting that the Germ library, which is based on a2956

naïve human antibody, maximizes selection potential.2957

First, we will provide a brief summary of the experiments performed as a part of this project,2958

notably selections of the three libraries Germ, Lmtd, and BnAb each one separately and alto-2959

gether in a mixture against each of the four targets. General features of selection trajectories are2960

discussed, including optimality and reproducibility of enrichments, as well as unspecific binding,2961

and amplification biases (section 4.1). Given histograms of empirical enrichments from sequencing2962

data, we ask for lognormal and generalized Pareto distributions that best describe these empirical2963

enrichment distributions P (s). The model parameters are inferred by a simple MLE approach2964

and the quality of fit is assessed graphically by quantile-quantile plots and probability-probability2965

plots (section 4.2). The ensemble of model parameters for the various experiments is plotted and2966

interpreted, which leads to the aforementioned conclusions. These simple models are confronted2967

with mini library measurements to check for consistency and with library frequencies, i.e. observ-2968

ables that were not used for model inference, to assess their predictive power (section 4.3). Finally,2969

we plot sequence logos based on frequencies and enrichments which reveal target specificities, and2970

perform “crossed” selections on mini libraries to also reveal antibody specificities (section 4.4).2971
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Beyond the study of enrichments, we also propose extensions to our simplistic (but sufficient for2972

the purposes of this project) biophysical model inference from high-throughput sequencing data2973

of selected combinatorial libraries (section 4.5). These should reveal more insights into our model2974

system and its underlying interactions using the same data presented here again and are likely to2975

be required for the modeling of any selection beyond unimodal, additive binding.2976

In the main text of this chapter, we will show examples of plots that have been generated for2977

a number of different selection experiments. A more complete enumeration of these figures for2978

various datasets are provided as supplementary figures in chapter E.2979

4.1 Selection trajectories2980

In this introductory section, we will provide a brief summary of the entirety of selection experi-2981

ments performed as part of the PhD project and that are the basis of most of the results presented2982

in later sections (subsection 4.1.1). Then, we will showcase at a single representative example the2983

effect of the selection step on a library and at the level of sequencing data before and after selection2984

and motivate the computation of empirical enrichments from sequencing counts (subsection 4.1.2.2985

These empirical enrichments computed from sequencing data are reproducible and thus meaning-2986

ful (subsection 4.1.3), and we verify by phage ELISA that differences in enrichments are related to2987

differences in binding affinities (subsection 4.1.4). Finally, we show the existence of non-zero mini-2988

mal enrichments as a signature of non-specific binding which defines a lower bound to the binding2989

probability (subsection 4.1.5). This minimal enrichment differs between libraries but not inside2990

libraries, suggesting that the level of unspecific affinity to non-cognate targets may be determined2991

by the scaffold and its degree of maturation.2992

4.1.1 Summary of selection experiments performed2993

We performed and sequenced selection experiments involving the three VH libraries Germ, Lmtd,2994

and BnAb (see section 3.1) and the four binding targets DNA1, DNA2, prot1, and prot2 (see2995

section 3.3) in three different selection contexts (i) to (iii) (see section 3.4): (i) We selected from2996

a uniform mix of the three libraries (which we call Mix3) independently against all four targets.2997

The selections against the protein targets were performed in two replicates. The two replicates2998

are used to conclude reproducibilty on empirical enrichments. (ii) Moreover, each of the three2999

libraries was also selected separately against the two DNA targets. (iii) Finally, we identified,3000

cloned, and pooled the most enriched sequences from these separate selections to construct two3001

mini libraries containing ' 10 top DNA1- and ' 10 top DNA2-specific sequences, respectively.3002

In addition, we prepare a third mini library by pooling ' 10 randomly picked sequences from3003

the full libraries. We then pool the the top mini libraries with the random mini library and3004
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selected against the corresponding cognate DNA target in order to directly measure differences in3005

enrichments between top and random sequences from all three libraries. We also pool the two top3006

mini libraries and select independently against both DNA1 and DNA2 to learn about specificities3007

and cross-reacticity of the top enriched sequences. In control experiments, we selected these mini3008

libraries against naked beads (without targets) and against nothing (no beads, no targets). As in3009

most other phage display contexts, we perform three to four rounds of selection for full libraries,3010

while a single selection round is found to be sufficient for the mini libraries. Using full libraries,3011

the first 1 to 2 selection rounds are typically still dominated in frequency by bad binders. The full3012

library selections (i) and (ii) are used to infer parameters in models for P (s), the distribution of3013

enrichments in libraries, that were discussed in chapter 2. The direct measurement of the mode3014

and maximum of P (s) by mini library also allows for a consistency check.3015

We also consider previously published selection data [1] for a re-analysis under the lognormal3016

model for P (s) and comparison with the new data. This includes in particular selection experi-3017

ments in which i) the three libraries Germ, Lmtd, and BnAb were selected in the context of 203018

other VH libraries (Mix24) of the same design but using other natural VH scaffolds from various3019

species (nurse shark, frog, etc.), ii) those 20 were selected together but in absence of the three3020

libraries studied here (Mix21).3021

4.1.2 Characteristics of selection trajectories and optimality of infer-3022

ence3023

The effect of iterated selection on a library is showcased on two examples of selection trajectories3024

in figure 4.1 which compares the number of counts of CDR3 sequences at round t with those at3025

round t+ 1 for t = 0, 1, 2(, 3). These examples correspond to Germ selected alone against DNA13026

and the Germ part of Mix3 selected against DNA1, where 3 and 4 selection rounds have been3027

performed, respectively. Each dot thus represents a single CDR3 sequence in the context of the3028

Germ scaffold. The presence of selection is clearly visible from this representation: As an example,3029

the selection is particularly strong in the first selection round of Germ alone. There are sequences3030

x with n0(x) < 10 but n1(x) > 104 counts in sequencing datasets of approximately equal size at3031

t = 0, 1, meaning that they were strongly enriched. By the end of the selection trajectory at round3032

t = 3, the library consists of essentially sequences with the maximum selection probability and3033

there is no effect of further selection (sequences are no longer enriched over others as all points3034

are concentrated along the diagonal y = x). These findings are in line with Fisher’s fundamental3035

theorem of selection which relates the strength of selection response to the (population) variance of3036

enrichments and predicts that selection stops as there is no more variance in enrichment values (i.e.3037

diversity). The same selection effect is observed for the Germ part in Mix3, but the intra-selection3038

selection response seems delayed, likely as a result of simultaneous selection at the inter-library3039

level between Germ and the other libraries.3040
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(a)

(b)

Fig. 4.1: The effect of selection on a library, as shown by directly comparing frequencies of
sequences at consecutive rounds of selection: For all qL = 1.6 · 105 sequences, the number of
counts at round t + 1 is plotted against the number of counts at round t. Each point represents
one unique sequence. The color encodes the density of points. The window in which enrichments
can be computed (nt+1(x) ≥ 10 and nt(x) ≥ 10) is delimited by bold black lines. The example
shown is the Germline library selected against the DNA1 target, (a) alone, (b) in a uniform mix
with Limited and BnAb. A complete enumeration of count plots from all experiments can be
found in E.

This has implications for the computation of empirical enrichments from sequencing counts. On3041

the one hand, we have argued in section 3.4 that enrichments computed from sequence counts as3042

s(x) = λ−1
t nt+1(x)/nt(x) are meaningful and non-random only if the count numbers are sufficiently3043

high. The window in which enrichments can be computed confidently (nt+1(x) ≥ 10 and nt(x) ≥3044

10) is highlighted in figure 4.1 by bold black lines. In early selection rounds, most sequences of3045

the specific signal are outside this window, as they are not sufficiently enriched yet. On the other3046

hand, non-optimal binders become increasingly depleted as selection progresses and enrichments3047

computed in late selection rounds thus do no longer represent well the diversity of enrichment3048

values of the initial libraries. As a consequence, there exists an optimal selection round for the3049

computation of empirical enrichments, which in our case is located between rounds t = 1 and3050

t + 1 = 2 or between t = 2 and t + 1 = 3. Note that this is a limitation due to finite sequencing3051

depth: Increasing sequencing depth would lift sequences with low or no counts to values ≥ 10, thus3052

allowing to compute more enrichment values. Future perspectives of this approach may consider3053

improved sequencing strategies.3054
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Fig. 4.2: Direct comparison of the level of unspecific binding across the libraries. The frequencies
between rounds t = 1 and t+1 = 2 of selection are compared for the three libraries selected in mix
against the DNA1 target. All three exhibit bulks of sequences concentrating alongs lines of slope
one, thus representing large numbers of unspecifically (irrespectively of CDR3 sequence) binding
sequences. (Unity slope, i.e. ln(f2) = ln(f1) + const, implies s ∝ f2/f1 = const.) They differ
in the value of the unspecific binding probability (as indicated by their vertical stacking). This
unspecific binding probability appears to increase with the maturation level of the library.

4.1.3 Library-dependent levels of unspecificity3055

The overall selection signal that we obtain is typically a superposition of specific (CDR3 sequence-3056

dependent) and unspecific (CDR3 sequence-independent) signal. The figures 4.1 and 4.2 reveal3057

the existence of a non-zero minimal enrichment value that no sequence can go below: Its signature3058

is the accumulation of many sequences around a line of slope one in plots of nt+1(x) against nt(x)3059

(in log-log scale). This implies that in addition to binding, there is one (or are several) alternative3060

strategies to survive the selection protocol which do(es) not depend on CDR3 sequence. The most3061

likely explanation is the presence of one (or several) unspecific binding modes allowing the antibody3062

to bind without using its CDR3. Note that unspecific binding occurs not necessarily only to the3063

binding target but my involve the whole complex formed by the streptavidin-coated bead and the3064

target, as well as the selection tube made of polypropylene. From negative control selections of3065

mini libraries in the case of beads with targets (polypropylene+, bead+, target+) against beads3066

without targets (polypropylene+, bead+, target−), as well as without beads and without targets3067

(polypropylene+, bead−, target−), we conclude that specific binding occurs against the target3068

and that unspecific binding also occurs against the streptavidin of the beads but not against3069

polypropylene. (In what concerns the specific binding mode, the relevance of the target over the3070

bead also follows from target-dependent CDR3 pattern, i.e. different CDR3 sequences are selected3071

for different targets.)3072
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The presence of unspecific binding modifies the expression for the enrichment of sequence x,3073

s(x), to include a CDR3 sequence-independent unspecific binding energy ∆Gus,3074

s(x) = e−β∆G(x) + e−β∆Gus

1 + e−β∆G(x) + e−β∆Gus
(4.1)

It sets a lower, non-zero bound for the enrichment given by3075

sus = e−β∆Gus

1 + e−β∆Gus
= 1

1 + eβ∆Gus
, (4.2)

independently of sequence x.3076

Figure 4.2 compares the level of unspecific binding between the three scaffolds; in comparison3077

to figure 4.1, it shows the data for sequences from all three libraries (instead of only Germ) from3078

a Mix3 selection against DNA1, which allows for a direct comparison. The bulks of nonspecific3079

sequences of the three libraries are non-coincident which implies non-identical levels of unspecific3080

binding across the libraries. This suggests that this unspecific mode is a property of the scaffold3081

and that the scaffold itself (which also includes CDR1, 2) engages in binding rather than mediating3082

the binding through CDR3. If this were true, it would relate to the “stickiness” of the scaffold,3083

i.e. an affinity of the scaffold for a random target. Interestingly, the level of unspecific binding3084

increases with the degree of maturation of the scaffold; Germ features lowest while BnAb has the3085

highest unspecific binding. However, the comparison of only three libraries does not allow yet3086

to draw a general conclusion in this regard. More points on a maturation trajectory should be3087

studied in order to provide evidence.3088

4.1.4 Empirical enrichments are reproducible, target-dependent, and3089

related to binding affinity3090

From the sequencing counts at consecutive rounds of selection, we compute enrichments for all3091

sequences (`, x) (` denotes scaffold identity: Germ, Lmtd, or BnAb; x denotes CDR3 identity)3092

with nt(`, x) ≥ 10 and nt+1(`, x) ≥ 10 according to3093

s(`, x) = λ−1
t

nt+1(`, x)
nt(`, x) . (4.3)

For all other sequences with lower sequencing counts, we do not compute enrichments (which3094

does not mean they have vanishing enrichment!) due to the relevance of sampling stochasticity.3095

Two choices of the arbitrary factor λt coexist throughout this work. Choosing λt such that3096 ∑
`

∑
x s(`, x) = 1, where the sums run over all sequences (`, x) for which an enrichment s(`, x)3097

could be computed, is in line with [1] and inspired by the idea of s(`, x) representing the probability3098

of a randomly picked clone in the selected library having sequence identity (`, x) rather than the3099

binding probability of (`, x) (see section 2.3). Note however that the choice of λt is irrelevant and3100
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4.3: Reproducibility of selection experiments and target specificity of selected libraries. In
all plots, each point represents one CDR3 sequence, colors encode the library, blue Germline,
green Limited, red BnAb. (a) Comparison of frequencies at selection round t = 3, f3(x) =
n3(x)/

∑
y n3(y) of two independent replicate selections of the Mix3 library mix against the prot1

target. It shows the same sequences are selected in both replicates (points are concentrated on
the diagonal) and thus reproducibility of the experiment. (b) Same as (a) for the prot2 target.
(c) Comparison of frequencies f3(x) between selections of the Mix3 library mix against the prot1
(x-axis) and prot2 (y-axis) targets at selection round t = 3. This shows very similar sequences
are selected for the protein targets, but still more difference than between replicates ((a) and
(b)). (d) Comparison of frequencies f3(x) between selections of the Mix3 library mix against the
prot1 (x-axis) and DNA1 (y-axis) targets at selection round t = 3 showing different sequences
are selected (points far away from the diagonal to either side) and thus target specific selection
response. (e,f,g,h) Enrichments s(x) ∝ f3(x)/f2(x) ∝ n3(x)/n2(x) are compared for the same
experiments as in (a,b,c,d). Sequences where no enrichments could be calculated in either of the
two experiments are drawn to the left or lower edge of the panel.

affects in no way the results of this chapter, as long as the Boltzmann limit for s is true and the3101

theory of sections 2.2 through 2.4 is thus invariant under rescale of s.3102

In figure 4.3, we compare frequencies and enrichments computed from replicate experiments3103

using the same target and between experiments using different targets on scatter plots. These plots3104

allow for two main observations and conclusions: (i) The plots show obvious correlation between3105

replicate experiments. Thus, the selection experiments, as well as the enrichment values are3106

reproducible and meaningful in a sense that they represent properties of the underlying antibody3107

sequences. (ii) Comparing selections with different targets, notably prot1 and DNA1, shows3108

weaker correlation, in particular for sequences from the Germ library. Note the sequences enriched3109

to high frequencies for one target that are depleted to (apparent) zero frequency for the other.3110

Thus, frequencies after several rounds of selection and enrichment values are target-dependent,3111
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suggesting that enrichments are indeed related to different interaction mechanisms of the antibody3112

with different binding targets. The case of prot1 versus prot2 shows evident correlation, likely as3113

a consequence of structural similarity that allows for similar binding mechanisms in both cases.3114

However, there are a few sequences that are relatively strongly enriched in all selections with3115

any target; these can be explained by amplification biases unrelated to binding that favor certain3116

sequences over others as a result of differences in replication efficiency (see next subsection 4.1.5).3117

We check that high enrichment is indeed related to binding affinity to the target molecule.3118

From selections of the Germ library (alone) against DNA1, we have identified the sequences3119

RKKH and RTKH as the ones with respectively strongest and third-strongest enrichment, whence3120

their parallel names VH Top1 and VH Top3. The enrichment of RKKH is roughly twice the one3121

of RTKH. We questioned if these antibodies were enriched as a result of affinity for the DNA13122

target and tested their binding capacity to DNA1 by phage ELISA. ELISA is a binding essay in3123

which the presence of affinity of a candidate antibody for a given target is tested: The target is3124

presented on a surface and incubated with the antibody in question. After washing and removal3125

of all unbound antibodies, as well as downstream treatment with secondary antibodies targeting3126

the tag sequences between antibody and pIII (see section 3.2) and fused to the HRP enzyme3127

(horseradish peroxidase) catalyzing a fluorescent reaction, the binding of the antibody in question3128

to the target is revealed or ruled out by the turning-on or silence of the blue fluorescence upon3129

adding a TMB substrate of HRP. In phage ELISA, the antibody is not presented in solution but3130

displayed on the M13 phage. The binding essay was carried out by Guillaume Villain and the3131

result is shown in figure 4.4 and in particular the rows 1−5 therein; after adding hydrochloric acid3132

which turns the blue into a yellow fluorescence, the absorbances of the samples at a blue-to-violet3133

(complementary to yellow) wavelength were measured. Row 3 corresponds to a positive control3134

with an antibody called ScFv C1 that strongly binds to another DNA target C1. In rows 4 and 5,3135

RKKH and RTKH are tested against various targets including C1, DNA1, prot1 and prot2. Negative3136

controls containing non-displaying phage (row 2) and nothing (row 1), as well as no targets (last3137

column) were also performed. As expected, the positive control shows strong signal against C1,3138

but also cross-specific signal for the DNA1 target and strong background fluorescence unrelated3139

to binding (see negative control with no target). While the negative controls are all off, there3140

is significant signal for both against only the DNA1 target. This finding essentially shows that3141

both Germ antibodies bind specifically to DNA1, which is a rationale for their strong enrichment3142

during the selection. Interestingly, the fluoresence signal is twice as strong for RKKH as for RTKH,3143

possibly reflecting the difference by a factor of 2 of their enrichments. More generally, enrichments3144

can indeed be calibrated on binding affinities measured from binding essays [59].3145

4.1.5 Orthogonality of binding and amplification biases3146

The previous subsection showed that strong enrichments are linked to binding. In another negative3147

control experiment, we aim at studying shifts in frequencies and (contributions to) enrichments3148
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4.1 Selection trajectories

(a) (b)

Fig. 4.4: Phage ELISA showing specific binding to their targets of top clones selected by phage
display. (a) Binding assay in a 96-well plate revealed with anti-pVIII phage surface protein
antibody. (b) Absorbance at 450 nm wavelength (blue to violet, complementary to the yellow
fluorescence color) of the plate in (a) measured by a plate-reader. The lines correspond to different
antibodies displayed on phages, the columns correspond to different targets. The first two and
the last line are negative controls with no phage and non-displaying phage. The last column is
a negative control with no target. Within each row (i.e. each antibody), the signal is constant
across non-cognate and no targets which represents the background absorbance level; the signals
to cognate targets are higher (probably significantly higher) than these background levels. The
experiment was performed and the plot generated by Guillaume Villain [148].

that may be unrelated to binding. We perform selections without the selection for binding step but3149

otherwise unmodified protocol, i.e. phage production from library cells, followed by immediate3150

reinfection of fresh cells and growth in a solid cell culture/on a plate. This protocol involves3151

amplification by replication of the phagemid carrying the VH gene using the phage’s replication3152

mechanism (phage production) and the cells’ replication mechanism (in the solid cell culture).3153

To assure that we measure the amplification bias of enriched sequences, we perform the control3154

experiment on a library mix (Mix3) selected for binding twice rather than on the initial libraries.3155

Figure 4.5 compares enrichments computed from experiments with and without selection for3156

binding to DNA1. Enrichments have been computed on amino acid sequences or nucleotide3157

sequences, as binding is a phenotype of the antibody while replication biases occur at the genotypic3158

level. The conclusions are, however, identical in both representations: Some sequences are equally3159

enriched with and without selection for binding, showing that these are enriched purely as a result3160

of amplification biases. On the other hand, there are sequences more strongly enriched with3161

selection for binding while being among the worst performing sequences without this selection3162
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4 Inference of selection potentials from high-throughput sequencing of VH libraries

step. In consequence, binding and amplification bias are orthogonal in sequence space. This effect3163

is particularly obvious in the case of DNA targets that select for positively charged amino acids3164

in the CDR3 (K, R, H, see section 4.4) which appear to be the least easily replicated sequences. A3165

closer look on the well-amplified sequences shows a small effect for V- and L-rich sequences, but a3166

dominant effect comes from outliers (see upper right corners in panels of figure 4.5) with isolated3167

CDR3 sequences. This suggests that these strong biases may not be related to the antibody3168

sequence itself, but possibly elsewhere on the phagemid and outside the reading window, such as3169

a mutation in the regulatory network of the M13 phage [166].3170

Note that figure 4.5 provides evidence that there is selection for binding in the BnAb library as3171

well, even though the effect is weaker than in Germ and comparable to amplification bias: There3172

are sequences in the upper left corners of panels in figure 4.5 that, in addition, display the same3173

sequence patterning as enriched Germ sequences, e.g. K-, R-, and H-rich sequences.3174

4.2 Parameter inference from truncated enrichment data3175

The parameters of the most simple models for the distribution of enrichments P (s), the generalized3176

Pareto and the lognormal distributions, are inferred by maximum-likelihood estimation, taking3177

into account the fact that P (s) is not uniformly sampled. This requires conditioning P (s) to3178

lower threshold enrichments (subsection 4.2.1) which are themselves inferred by threshold scanning3179

(subsection 4.2.2). Finally, the quality of fit of these simple models is assessed graphically by QQ3180

and PP plots (subsection 4.2.3). The python code associated with this inference procedure is3181

provided as supplementary material in section F.2.3182

4.2.1 Threshold-conditioned maximum-likelihood estimators3183

Given a list of enrichments s(x) computed from sequencing data of selection experiments according3184

to equation (4.3) and a model for the distribution of enrichments P (s), we seek to infer and later3185

compare the model parameters of P (s). Two possible candidates for P (s) justified in chapter 23186

are the generalized Pareto distribution3187

P (s|s ≥ s∗) = 1
τ

(
1 + κ

s− s∗

τ

)−1− 1
κ

(4.4)

and the lognormal distribution3188

P (s) = 1√
2πσs

exp
(
− (ln(s)− µ)2

2σ2

)
. (4.5)
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4.2 Parameter inference from truncated enrichment data

(a)

(b)

Fig. 4.5: Orthogonality of binding and amplification bias. Enrichments due to amplification sampl
are computed as count ratios from before/after amplification. Comparison of total enrichments
s(x) (comprising binding and amplification bias) and amplification enrichments sampl(x) (com-
prising only amplification bias). Total enrichments computed between selection rounds (a) t = 2,
t+1 = 3, (b) t = 3, t+1 = 4 of the library mix (Mix3) selection against the DNA1 target are used.
Left Enrichments are computed for amino acid sequences. Right Enrichments are computed for
nucleotide sequences. Similar plots using total enrichments at rounds t = 1, t+ 1 = 2 and t = 3,
t+ 1 = 4 are shown in figure E.24.

The generalized Pareto distribution from EVT is a model for the tail of P (s) only, whereas the3189

lognormal model is a global prediction for the full distribution P (s).3190

Possibly suitable parameter values can be inferred by a standard maximum likelihood esti-3191

mation (MLE) which maximizes the log-likelihood function L =
∏
x P (sx) with respect to the3192

parameters of P (s). In these and the following computations, the products and sums run again3193

only over sequences x for which an empirical enrichment value s(x) is available. The challenge,3194

however, consists in the fact that P (s) is not uniformly sampled in finite sequencing data as only3195
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4 Inference of selection potentials from high-throughput sequencing of VH libraries

high values of s can be typically observed. While this justifies the use of the generalized Pareto3196

model for the inference precisely in the form of equation (4.4) and with log-likelihood function3197

−L(κ, τ, s∗) = ln(τ) +
(

1 + 1
κ

)
ln
(

1 + κ
s− s∗

τ

)
, (4.6)

further considerations are needed in the case of the lognormal model in equation (4.5). Its pa-3198

rameters must be inferred from truncated data representing only the tail of the full distribution.3199

The inverse situation of Gaussian data where only the bulk of the distribution is sampled and its3200

tail(s) are truncated and projected out is discussed in the literature [167]. For analytical and nu-3201

merical purposes, it is beneficial to consider log-transformed enrichments yi = ln(si), which should3202

obey a Gaussian distribution with the same parameters µ and σ. We opt for a similar threshold3203

exceedance approach as is done in the generic case to asymptotically obtain the EVT model: If3204

restricting to values yi larger than a given threshold y∗, the probability density P (Y = y|Y ≥ y∗)3205

of observing y given that y ≥ y∗ is3206

P (Y = y|Y ≥ y∗) = P (Y = y)
P[Y ≥ y∗] = 1

1− F (y∗)
d
dyF (y) =

√
2
π

e−
(y−µ)2

2σ2

σ
[
1− erf

(
y∗−µ√

2σ

)] , (4.7)

where erf(x) = 2√
π

∫ x
0 e−ξ2dξ is the Gauss error function and the last equality invokes the cumu-3207

lative distribution function of the Gaussian distribution F (y) with3208

F (y) = P[Y ≤ y] =
∫ y

−∞
P (y)dy = 1

2

[
1 + erf

(
y − µ√

2σ

)]
. (4.8)

The log-likelihood function L(µ, σ, y∗) then verifies3209

− 1
N
L(µ, σ, y∗) = − 1

N

N∑
i=1

lnP (Y = yi|Y ≥ y∗)

= ln(σ) + ln
[
1− erf

(
y∗ − µ√

2σ

)]
+ 1

2Nσ2

N∑
i=1

(yi − µ)2, (4.9)

up to irrelevant additive constants independent of the parameters µ and σ. For a given y∗, we3210

minimize this quantity with respect to the parameters σ and µ to obtain σ̂(y∗) and µ̂(y∗). In the3211

limit y∗ → −∞, we recover the log-likelihood function of the Gaussian distribution,3212

lim
y∗→−∞

(
− 1
N

)
L(µ, σ, y∗) = ln(σ) + 1

2Nσ2

N∑
i=1

(yi − µ)2, (4.10)

again up to irrelevant additive constants. In practice, equations (4.6) and (4.9) are optimized3213

with respect to κ, τ or µ, σ given the value of s∗ or y∗, respectively. The values of s∗ and y∗ are3214

themselves fixed in a different way; the two constraints for y∗ (s∗) are as follows: (i) Both µ(y∗)3215

and σ(y∗) (κ(s∗)) must be constant as functions of y∗ (s∗) within uncertainty bars for all y ≥ y∗3216

(s ≥ s∗), i.e. the enrichments with y ≥ y∗ (s ≥ s∗) are described by unique values of µ and σ3217
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Fig. 4.6: Example of threshold scan plots showing the values of model parameters as functions
of truncation values for enrichment data from the Germline library selected in Mix3 against the
DNA1 target. Left Enrichments s and log-enrichments y = ln(s) sorted in decreasing order as a
function of their rank r. CenterML genralized Pareto model parameter κ̂ (τ̂ in inset) as a function
of s∗. Right ML lognormal model parameter σ̂ (µ̂ in inset) as a function of y∗. Error bars show
90 % confidence intervals (1.96 x the standard deviation) estimated from the Fisher information
matrix and the Cramér-Rao bound. The vertical dashed cyan lines indicate the chosen values of
s∗ and y∗ used for the inference. More examples are shown in figures E.26, E.27, E.28, E.29.

(κ). (ii) As discussed, the specific binding to the target to which the lognormal model applies3218

is superposed by unspecific binding. Thus, y∗ must be chosen to exclude unspecific enrichment3219

values (with s such that ln(s) < y∗) and to include only specific enrichments (with s such that3220

ln(s) ≥ y∗). In the generalized Pareto case, the enrichments with s < s∗ are declared as being3221

insufficiently far in the tale of the distribution. The lognormal distribution provides a prediction3222

for the complete distribution of enrichments and, thus, the argument here is that enrichments with3223

ln(s) < y∗ are dominated by unspecific binding; in the absence of unspecificity, we should have in3224

principle y∗ = minx ln(s(x)). The different interpretations of s∗ and y∗ imply that they are not3225

necessarily directly related to each other, i.e. y∗ 6= ln(s∗) in general. In practice, both thresholds3226

can be identified in a similar way by threshold scanning. In previous work [1], only condition (i)3227

was considered to define s∗; some cases of previously published values of s∗ do not account for3228

the presence of unspecificity and need to be modified to also satisfy criterion (ii). Finally, lower3229

bounds on the uncertainties of the model parameter values are estimated using the Cramér-Rao3230

bound for unbiased estimators, varθ(θi) ≥
(
I(θ)−1)

ii
≥ (I(θ)ii)−1 with θ = (κ, τ) or θ = (µ, σ)3231

and I(θ) is the Fisher information matrix, I(θ)ij = ∂2L
∂θi∂θj

.3232

Note that the generalized Pareto model has larger representational power than the lognormal3233

model: It represents the limiting case for all three universality classes (corresponding respectively3234

to κ > 0, κ = 0, and κ < 0) and can therefore be expected to fit a wide range of qualitatively3235

different data, while the lognormal distribution falls into the class of κ = 0 (asymptotically for3236

finite data, though very slowly converging, see section 2.3). In addition to providing a prediction3237

for the bulk of P (s), the lognormal assumption is in this respect also more constraining to the3238

shape of the tail. As found by numerical experiments (not shown), equation (4.9) is not even3239

guaranteed to have a global maximum at finite parameter values when the data is seemingly3240

inconsistent with the lognormal assumption.3241
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4 Inference of selection potentials from high-throughput sequencing of VH libraries

(a) (b)

Fig. 4.7: Examples for the choice of the threshold enrichment s∗ for model inference. The selection
in- and output counts nt(x), nt+1(x) are plotted one against another along with the window
defined by the upper triangle between the black and pink lines containing the sequences taken
into account for model inference. The black and pink lines represent respectively the count
threshold for reliable enrichment computation (nt(x) ≥ 10, nt+1(x) ≥ 10) and the choice of s∗
(the line is parametrized by nt+1(x)/nt(x) = s∗). (a) Germline library in Mix3 against the DNA1
target, t = 1, t + 1 = 2, (b) BnAb library in Mix3 against the DNA1 target, t = 2, t + 1 = 3.
More examples from [1] in figure E.25.

4.2.2 Threshold scanning3242

The goal is to identify threshold parameter y∗ (s∗) such that for any y ≥ y∗ (s > s∗) both3243

σ̂(y) and µ̂(y) (κ̂(s)) are nearly constant within their uncertainty intervals. Such values are3244

sufficient to satisfy the criteria (i) and (ii) in the previous subsection 4.2.1. In figure 4.6, we3245

show the enrichment-rank plot sr(r), as well as the inferred model parameters as a function of3246

the corresponding threshold parameter for enrichment data from selection rounds 1 and 2 of the3247

Germ part of Mix3 selected against DNA1 (same example as in figure 4.1(b), second panel). The3248

presence of unspecific binding creates a plateau in sr(r) and renders sr(r) non-convex, which is3249

inconsistent with the assumption of lognormality. We observe three regimes: (i) For small s∗ and3250

y∗, the unspecific enrichments are included which leads to non-contant κ̂(s∗) and the failure of3251

inference of µ and σ. (ii) For large s∗ and y∗, too few data points lead to large uncertainty intervals3252

on the model parameters. (iii) In between (i) and (ii), we can identify optimal threshold values3253

ŝ∗ and ŷ∗ (vertical cyan dashed lines in figure 4.6) with minimal uncertainty bars and such that3254

the inferred parameter values remain unchanged for y > ŷ∗ (s > ŝ∗) within confidence intervals.3255

The choice of y∗ is again plotted together with the sequence count data in figure 4.7 (fig-3256

ure 4.7(a) again in the same example as in figures 4.1(b), second panel, and 4.6). In a plot3257

of nt+1(x) versus nt(x), the condition s > exp(y∗) translates into nt+1 > exp(y∗)nt; the curve3258
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4.2 Parameter inference from truncated enrichment data

nt+1 = exp(y∗)nt is shown in magenta in figure 4.7. Indeed, the bulk of unspecific sequences below3259

the threshold curve are excluded in the inference which uses only sequences x with s(x) > exp(y∗).3260

Note that this explicit exclusion of the nonspecific binding mode is required only for enrichment3261

data from the first 1 to 2 selection rounds of a selection trajectory. In later rounds, non-specific3262

sequences become increasingly depleted from the libraries and the sequencing data is dominated3263

by specific binders. The gradual disappearance of unspecific sequences from sequencing data (at3264

constant sequencing depth) with increasing selection round can be observed in the examples shown3265

in figure 4.1.3266

4.2.3 Graphical assessment of quality of fit3267

In figure 4.8, we show examples of enrichment histograms (empirical enrichment distributions3268

P (s)) together with model distributions for P (s) inferred as described in the previous subsections.3269

These examples correspond to enrichment data from rounds t = 2 and t + 1 = 3 of the Germ,3270

Lmtd, and BnAb parts of Mix3 selected against DNA1. These show rough agreement between3271

histograms and the simple model distributions, especially for Germ. Note, however, that our goal3272

does not consist in representing local details of the true P (s), which the simple models considered3273

here are likely unable to account for, and we do not claim that the lognormal distribution is an3274

accurate model for P (s). Rather, our hope is to be able to capture global aspects of P (s) such as3275

its first few moments (which will be the focus of the next section 4.3).3276

A way to graphically assess the quality of fit are quantile-quantile (QQ) and probability-3277

probability (PP) plots [112]. PP plots compare the empirical cumulative distribution function3278

(CDF) which is given at yi by F (yi|y∗) = i
N+1 with the model CDF which for the lognormal3279

model reads3280

z = F (y|y∗) = P[Y ≥ y|Y ≥ y∗] =
erf
(
y−µ√

2σ

)
− erf

(
y∗−µ√

2σ

)
1− erf

(
y∗−µ√

2σ

) (4.11)

and for the generalized Pareto model3281

z = F (s|s∗) = 1−
(

1 + κ
s− s∗

τ

)− 1
κ

. (4.12)

Both are estimates for the fraction of enrichment data points yi that satisfy y∗ ≤ yi ≤ y. When3282

the model exactly reproduces the data, i.e. F (yi) ≡ i
N+1 , the PP plot coincides with the diagonal3283

y = x. QQ plots compare the data yi itself with the i-th quantile of the model which is given by3284

inverse distribution function y = F−1(z|y∗) with3285

y = F−1(z|y∗) = µ+
√

2σ erf−1
[(

1− erf
(
y∗ − µ√

2σ

))
y + erf

(
y∗ − µ√

2σ

)]
. (4.13)
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Fig. 4.8: Example of enrichment histograms plotted with the fitted generalized Pareto and lognor-
mal models. The histogram of enrichment values s(x) ≥ max(s∗, exp(y∗)) is plotted for all three
libraries of the Mix3 selections against the DNA1 target at selection round t = 2, t+ 1 = 3, top,
blue Germline library, center, green Limited, bottom, red BnAb. The inferred models for
P (s) with the parameters from figure 4.10 are shown, black solid lognormal P (s), cyan dashed
generalized Pareto P (s|s ≥ s∗). Similar figures for the other targets and separate selections are
shown in figures E.30 and E.31.

in the lognormal case and3286

s = F−1(z|s∗) = s∗ + τ

κ

(
(1− z)−κ − 1

)
(4.14)

in the generalized Pareto case, taking z = i
N+1 . These provide estimates of the i-th data point3287

(sorted) and, as for PP plots, plotting one against another yields the diagonal y = x in case of3288

perfect agreement between data and model. Both plots contain identical information, strictly, but3289

in complementary representations, namely in probability space and data space. These spaces are3290

mapped non-linearly into each other by equations (4.11) to (4.14). As a consequence, good agree-3291

ment in one representation does not necessarily imply good agreement in the other representation.3292

(To see this, take the example of a single outlier in data that is otherwise perfectly reproduced by3293

the model. This changes few in PP, but generates a point far off y = x in QQ.)3294

The QQ and PP plots for the examples of figure 4.8 are shown in figure 4.9, which shows satis-3295

factory agreement of the Germ enrichments with a lognormal distribution and rough consistency3296

of the BnAb data with a lognormal distribution. Deviations from lognormality in the case of3297

BnAb may also arise from contributions of amplification biases to overall enrichments which are3298

not neglectable here. However, mean and variance of enrichments should be correctly captured by3299

the lognormal model even in this case. In section 4.5, we will study the validity of the independent3300

CDR3-site assumption, which is the basis of the lognormal distribution for P (s), especially for the3301
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share a common origin
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Fig. 4.9: Example of quality of fit assessment for the generalized Pareto and lognormal distribu-
tions. Germline (top) and BnAb (bottom) library selected in Mix3 against the DNA1 target, at
selection round t = 2, t + 1 = 3. Left Histograms of enrichment values s(x) ≥ max(s∗, exp(y∗))
are plotted along with the inferred model probability densities, black solid lognormal P (s), cyan
dashed generalized Pareto P (s|s ≥ s∗). Center PP plot and QQ plot (inset) in cyan for the
generalized Pareto distribution comparing respectively the model and empirical cumulative distri-
bution functions, and the model and empirical enrichments. Right PP plot and QQ plot (inset)
in black for the lognormal distribution. Red dashed and red dash-dotted lines represent the
expected plots in case of perfect agreement between model and data. More such plots for various
experiments reported here are shown in figures E.32 to E.38.

Germ library.3302

4.3 Hierarchies in and between libraries are maturation-3303

dependent, target-independent, and share a common3304

origin3305

Analysis of the inferred models for P (s) for the set of experiments summarized in section 4.1 leads3306

to the following conclusions: The three libraries differ notably in their values of σ in a way seem-3307

ingly correlated with the degree of maturation but irrespective of the target. The Germ (BnAb)3308

library systematically features the maximum (minimum) σ among the three libraries, with the3309

Lmtd library having intermediate values of σ. This reveals strong intra-library hierarchies that3310

confer high affinity for the target to few CDR3 sequences in the Germ library (subsection 4.3.2).3311

Different values of σ translate into different apparent shape parameters κ, showing that κ also3312

captures intra-library hierarchies as previously suggested, but has less predictive power (subsec-3313
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4 Inference of selection potentials from high-throughput sequencing of VH libraries

tion 4.3.1). In combination with the theory in section 2.4, the inferred values of σ and µ reproduce3314

correctly the observed non-trivial selection dynamics in a mix of the three libraries: The Germ3315

library, which maximizes σ and minimizes µ, eventually takes over the mix after an initial drop in3316

frequency. This is at the basis of a hierarchy at the inter-library level which is also governed by σ3317

and thus shares a common origin with the intra-library hierarchies (subsection 4.3.3). We directly3318

measure maximum and mode of P (s) by mini library selections with few top enriched and few3319

random sequences and find that they are consistent with the values of σ found from full-library3320

selections (subsection 4.3.4).3321

4.3.1 Parameters and intra-library hierarchies are scaffold-dependent3322

Lognormal and generalized Pareto models are fitted as described in section 4.2 to data from the3323

selections summarized in section 4.1.1, typically using enrichments computed between selection3324

rounds t = 2, t+ 1 = 3 and t = 3, t+ 1 = 4, sometimes also between t = 1, t+ 1 = 2. An (almost)3325

complete listing of inferred model parameters can be found in table D.4. Earlier in the selection3326

trajectory, the libraries are dominated by unspecific binders and too few specific enrichments are3327

available to perform a meaningful inference. The quality of these fits is systematically challenged3328

by QQ and PP plots, see figures E.32 to E.38. Generally, inferred models are consistent between3329

replicates (see figure 4.10(a)), between selections of a library alone or in mixture with the other3330

(see figure 4.10(a)), and between different rounds of the same selection trajectory (see table D.4).3331

This is expected as enrichments, unlike frequencies, are fully determined by binding affinity and3332

therefore independent of time t (as a reminder, “time” t here means selection round).3333

The parameters µ, σ of lognormal models for P (s) inferred notably fromMix3 selections against3334

all 4 targets are shown in figure 4.10(a). In Mix3 selections, the inferred values of µ can be directly3335

compared between co-selected libraries, while this is not possible when they are selected separately3336

due to the missing multiplicative constant λ in equation (4.3) that differs between experiments.3337

In this case, we profitably used information from minimal library selections for calibration of µ,3338

see subsection 4.3.4. Enrichments are here normalized such that µGerm = 0 as a reference value,3339

which corresponds to a particular choice of λ.3340

Strikingly, the various inferred models clusterize in the (µ, σ)-plane based on scaffold identity3341

of the underlying library; Germ, Lmtd, and BnAb libraries are all located in different regions of3342

this plane. This has two major implications: (i) The distribution of CDR3 enrichments P (s) is3343

determined by the scaffold that displays the CDR3 sequence, but is independent of the binding3344

target. (ii) This implies a hierarchy between libraries that holds irrespectively of the antigenic3345

context. From figure 4.10, we observe that this hierarchy is defined by σGerm ≥ σLmtd ≥ σBnAb3346

but µBnAb ≥ µLmtd ≥ µBnAb. Again, the comparison on only 3 scaffolds and 4 targets is an3347

inherent weakness of the approach, but the above result is already significant in the biological3348

nomenclature: The probability of observing the same hierarchy by chance (p-value) if the scaffold3349
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had no effect, all 4 targets were independent, and each outcome were thus equally likely, is (3!)−4 '3350

7 · 10−4 � 5 · 10−2.3351

The parameter σ is associated with differences between CDR3 sequences of the same library,3352

see section 2.3: Small σ indicates that all sequences are equally likely selected and no sequence3353

is enriched over others upon selection, while large σ implies large differences between sequences3354

of a library and a strong effect of selection that enriches top binding sequences over many bad3355

sequences. Note that phenomenologically, the difference between a lognormal distribution with3356

σ ' 0.5 and σ ' 1.5 is notable: The top enrichments among qL ' 105 sequences (as in our3357

libraries), which scales as exp(µ +
√

2 ln(qL)σ), are respectively 10 x and 104 x larger than a3358

random enrichment characterized by the mode exp(µ− σ2). In figure 4.10, the more the scaffold3359

is matured, the smaller is σ, suggesting that maturation is a key determinant of σ with the3360

unmatured Germ scaffold allowing for a large diversity in terms of CDR3 enrichments and thus3361

for efficient selection of strongly binding CDR3 sequences. It is characterized by strong intra-3362

library hierarchies that favor few CDR3 sequences over most others, whereas BnAb has weak3363

such hierarchies. These differences in enrichment spread are already visible in histograms as in3364

figure 4.8. σ also has implications for specificities and selected sequence motifs, see section 4.4.3365

The parameter µ has opposite dependence on maturation degree compared to σ: It increases3366

with the maturation level of the scaffold. These differences in µ are likely related to library-3367

dependent unspecific binding strengths that were discussed in section 4.1.3, as they reproduce the3368

same hierarchy of the three scaffolds in terms of unspecific binding strength shown in figure 4.2.3369

In the theory, the lognormal model does not account for unspecific binding. In practice, however,3370

it may be difficult to distinguish between lognormal numbers shifted by a constant (see equa-3371

tion (4.1)) and purely lognormal numbers with an increased µ from extreme values that sample3372

only the tail of the distribution. But importantly, values for µ are consistently inferred from3373

enrichments in early selection rounds where nonspecificity is important and later selection rounds3374

where the library is already depleted of unspecific binders. To fit lognormal distributions to en-3375

richments from early selection rounds, we exclude purely unspecific enrichments by the choice of3376

enrichment thresholds (see section 4.2), but we do not subtract unspecific contributions from all3377

remaining enrichments with a specific component.3378

While the existence of few strongly binding sequences in the Germ library appears to hold3379

irrespectively of the target, their precise CDR3 sequences differ between targets, see section 4.4.3380

4.3.2 Relation between lognormal and generalized Pareto models3381

In figure 4.10(b), we compare σ of lognormal models with the shape parameter κ of generalized3382

Pareto models fitted to identical enrichment datasets, along with the expectation from numerical3383

experiments already discussed in section 2.2 and shown in figure 2.4. Here, we show the same3384
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Fig. 4.10: Inferred EVT and lognormal model parameters κ, σ, µ. Different colors encode dif-
ferent libraries as indicated in the legend. Different symbols encode different targets, circle
DNA1, cross DNA2, triangle down prot1, triangle up prot2. Black encircled and white
encircled points are from mixed selections (different replica), pink encircled points are from
separate selections. The error bars correspond to a single standard deviation around the maximum
likelihood estimate as given by the Cramér-Rao bound. (a) The lognormal model parameters σ̂
and µ̂ inferred from the library mix selections are plotted. (b) The EVT parameter κ̂ is plotted
against σ̂. The behaviour is compared to the apparent κ̂ as a function of σ (dash-dotted line) as
found from a numerical experiment in which truncated iid lognormal numbers with given σ were
fitted to a generalized Pareto distribution. A more complete version of (b) including values from
previous experiments [1] is shown in figure E.39.

experiments as in subsection 4.3.1, as well as previously published ones [1], see also figure E.393385

for a more complete version of figure 4.10(b). We observe that optimal values of κ are oftentimes3386

non-zero. Moreover, QQ and PP plots reveal that both generally fit the data equally well. This is3387

seemingly inconsistent with the fact that lognormal distributions fall into the Gumbel class with3388

κ = 0 for any values of µ, σ [113]. In practice, this holds only asymptotically in the double limit3389

N →∞, followed by s∗ →∞ (where N is the number of samples from the lognormal distribution3390

and s∗ is the cut-off defined in section 4.2), which is not achieved due to finite sequence space3391

and finite sequencing depth. However, relaxing the double-limit first to finite s∗ < ∞ allows3392

for negative κ < 0 according to numerical simulations; relaxing also to finite N < ∞ allows for3393

positive κ > 0 predicted by power-law mimicry to be κ = σ/(2 lnN)1/2 [111].3394

Taken together, these findings provide a simple explanation for previous observations of all3395

three classes κ > 0, κ = 0, and κ < 0 in selection data [1] in terms of σ in combination with finite-3396

size effects. Figure 4.10(b) shows that σ maps one-to-one to κ, showing that κ is a valid measure3397

of intra-library hierarchies as is σ, though it does not feature the same convenient physical and3398

information-theoretical interpretations as σ (see chapter 2). Moreover, the predictive power of the3399
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associated generalized Pareto distribution is certainly questionable as it provides a prediction on3400

only the tail of P (s), but bulk properties may be important, too, as pointed out in section 2.4.3401

4.3.3 Implications for evolutionary dynamics, model validation, and3402

inter-library hierarchies3403

The observed pattern of lognormal model parameters µ and σ and their dependence on the matura-3404

tion level of the underlying scaffold gives rise to a highly non-trivial selection dynamics: According3405

to the findings of section 2.4, the library that maximizes µ initally increases in frequency in a uni-3406

form library mix, whereas the library that maximizes σ eventually invades the mix and wins the3407

selection. Since we have in particular µGerm < µBnAb but σGerm > σBnAb, we expect BnAb to3408

grow before being ultimately taken over by sequences of the Germ library.3409

Figure 4.11 compares predicted library frequencies according to equation (2.105) with measured3410

library frequencies from a Mix3 selection against DNA1. The discussed qualitative features of ft(`)3411

are indeed observed experimentally. Deviations between theory and experiment can be explained3412

by the numerous assumptions that led to the expression in equation (2.105) for ft(`), but that are3413

not met in practice, notably the uniform distribution of CDR3 sequences in the initial libraries3414

and the lognormal distribution being itself an approximation to the true enrichment distribution3415

P (s). Note that this prediction of frequencies from lognormal models provides a validation of the3416

inferred lognormal distributions; these observables have not been used to establish the fits but do3417

qualitative reproduce the observations.3418

The outcome of selection is thus the library that maximizes σ; this library is typically the most3419

frequent one by the end of a selection trajectory. This finding generalizes as selections against3420

the other target molecules show similar behaviour, see figure E.41. Thus, there exists an intrinsic3421

hierarchy at the inter-library level encoded in the scaffolds that determines the winner library of3422

a selection. Curiously, this inter-library hierarchy is determined by the set of σs of the competing3423

libraries and thus by the same parameters that determine the intra-library hierarchies. As a3424

consequence, the number of unique CDR3 sequences from the winning library still present at the3425

end of the selection trajectory are few (compared to the initial diversity of the library), see also3426

section 4.4; not only all other libraries but also most sequences within the winning library are3427

selected out to give place to a few strongly binding sequences.3428

The selection against DNA2 is particular in the following sense: We observed strong enrich-3429

ment of an antibody with Germ scaffold and a CDR3 of length 7 aa instead of 4 aa and amino3430

acid sequence RGGGRRF. This is a contaminant sequence that was likely present in the purchased3431

degenerate oligonucleotides used for library construction, see section 3.1, and carried over during3432

library cloning and selections. While the presence of this sequence can be simply ignored for3433

the matter of computating enrichments for all other sequences, it cannot for the computation of3434
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Fig. 4.11: Example of observed versus predicted selection dynamics. For the Mix3 selection against
the DNA1 target, the frequencies for all three libraries (see legend) within the mix ft(`) is shown
as a function of the selection round t. The observation (solid) is compared to the prediction
of the lognormal model (dashed, shaded area corresponding to 68 % confidence intervals in the
parameters µ and σ) under the assumption of initially (at t = 0) uniform distribution of sequences
within the libraries. The same plot for Mix3 selections against target molecules are shown in
figure E.41.

library frequencies. Therefore, an analysis of library frequencies as for the other three targets is3435

not possible for DNA2.3436

4.3.4 Mini library selections and consistency3437

We seek to access the extremes and modes (most often enrichments) of enrichment distributions3438

P (s) more directly. To this goal, we construct mini libraries and identify relevant CDR3 sequences3439

from independent selections of the three full libraries Germ, Lmtd, and BnAb against the DNA13440

and DNA2 targets, and re-clone them into the corresponding pIT2-VH phagemids. These comprise3441

sequences among the most enriched to either target to build the mini libraries “top DNA1” and3442

“top DNA2”, as well as a few randomly picked sequences from the initial libraries to build a3443

mini library “random”. The top and random sequences are supposed to represent respectively the3444

maximum and the mode of the enrichment distribution P (s) of the full libraries and can provide3445

a more direct estimate of σ and µ following equation (3.2). In particular, the (relative) modes3446

can be used to calibrate selections in which libraries are selected independently one from another.3447

The CDR3 sequences used in our mini libraries are summarized in table 4.1.3448

In figures 4.12 and 4.13, we show high-precision enrichments computed from sequencing counts3449

before and after a single round of selection of mini library mixes of top DNA1 and random3450

(top DNA2 and random) against DNA1 (DNA2). In addition, two controls were performed by3451
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top DNA1 top DNA2 random
library CDR3 rank r CDR3 rank r CDR3

Germ RKKH 1 3 KVRR 4 4 GLRS

RSKH 2 10 KVRQ 5 7 GRAT

RTKH 5 9 GRKR 11 1 GTLA

RKLH 62 8 GRRR 18 8 GWWI

RSSH 170 13 GRRK 19 3

Lmtd ARYH 2 2 SVDT 1 5 CTSQ

ARYK 3 3 WAWA 2 6 GAGP

GSHK 19 8 RSCS 3 2 GLLP

ARHK nb 1 EGGR 12 3 GRQL

GRYK nb 7 YRIE 8380 4 WLLG

BnAb SATG 4658 18 CPLS 6 6 GCST

VFFS 4785 14 CTVV 3151 15 GRTK

GVAR 5635 3 FRWQ 8968 8 RGVE

CWNA 6170 13 AKMV nb 5 RTPV

RCTP 7967 15 CASL nb 2 Y*MG

Tab. 4.1: Single VH sequences re-cloned into the pIT2 phagemid for the construction of three mini
libraries: “top DNA1”, “top DNA2”, and “random” comprising respectively sequences selected
against DNA1, DNA2, or randomly picked from the initial, unselected libraries. Successfully
cloned sequences are indicated in black and are pooled together to obtain the mini libraries. Their
ranks r according to enrichments s in separate selections of Germ, Lmtd, and BnAb against DNA1
or DNA2 between rounds t = 1, t+ 1 = 2, as well as between t = 2, t+ 1 = 3 are indicated. If no
enrichment could be computed, and thus no ranking for the corresponding sequence is available,
“nb” is given instead. The * in Y*MG is encoded by an amber stop codon which is sometimes
expressed as Q in partial amber codon suppressor cell strains.

selecting the mix of top DNA1 and random against naked beads and in a void tube. First, these3452

measurements are consistent with the results of the previous subsections: The top Germ sequences3453

are 102 − 103 x enriched over random Germ sequences, which is consistent with σ ' 1.0 − 1.5 in3454

figure 4.10(a), while the differences between top and random BnAb sequences are minor, which3455

is consistent with small σ. The random BnAb sequences are ' 10 x more enriched than random3456

Germ sequences, consistent with a difference in µ of ∆µ ' 2 in figure 4.10(a).3457

Finally, it should be noted that these high-precision measurements of enrichments are no longer3458

limited by sequencing depth but by the reproducibility of the selection experiment: Significant3459

differences in BnAb enrichments (relative to Germ and Lmtd sequences) between replicates of the3460

mini library selections, resulted from the use of different batches of magnetic beads, see figure E.40.3461

Here, we are thus limited by the reproducibility of the target.3462
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Fig. 4.12: Mini library selections against DNA targets revealing target specificities. High-precision
enrichments from libraries with around 20 different sequences are plotted in decreasing order and
the CDR3 sequences are indicated. (a) DNA1-specific and random clones from all three libraries
selected against DNA1, (b) DNA2-specific and random clones against DNA2. Error bars are
20 x enlarged. Reproducibility of and consistency between mini library selections is shown in
figure E.40. Selections against beads in absence of targets is shown in figure 4.13.
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Fig. 4.13: Unspecific binding to magnetic beads. DNA1-specific and random clones from all three
libraries (the same as in figure 4.12(a)) selected against magnetic beads in absence of targets.
Error bars are 20 x enlarged.
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4.4 CDR3 sequence motifs and binding specificities3463

The analysis of the previous section actually ignored an essential part of the information provided3464

by the sequencing of the libraries: It considered only sequence counts and enrichment values,3465

but ignored the CDR3 identities behind these enrichments. We here show sequence logos based3466

on frequencies at each selection round (subsection 4.4.1), as well as based on enrichments which3467

provide in principle a measure of the information content of the selection process as discussed3468

in section 2.3 (subsection 4.4.2). We comment on the difference between two specificities that3469

are captured by this sequence motif approach, namely the specificity of a target in light of a3470

variety of ligands and, vice versa, the specificity of a ligand (CDR3) in light of a variety of3471

targets (subsection 4.4.3). Finally, we confirm by mini library selections the specificities of Germ3472

sequences enriched against the DNA targets, showing that they are indeed able to discriminate3473

between DNA1 and DNA2 (subsection 4.4.4).3474

4.4.1 Emergence of target-specific CDR3 patterns3475

We plot sequence logos based on frequencies ft,i(a) that measure the frequency of amino acid a3476

on CDR3 site i at selection round t and are estimated from sequencing counts nt(x) as3477

ft,i(a) =
∑
x

ft(x)δ(xi, a) =
∑
x nt(x)δ(xi, a)∑

x nt(x) . (4.15)

For each position i, a bar of total height3478

Ht,i =
q∑
a=1

ft,i(a) ln ft,i(a)
gi(a) , (4.16)

with q = 20 the size of the alphabet and gi(a) = 1
q independently of a, is divided into letters3479

with heights Ht,i(a) proportional to ft,i(a), i.e. Ht,i(a) = ft,i(a)Ht,i. In figures 4.14 (separate3480

selections against DNA targets), 4.15 (Mix3 selections against DNA targets), and 4.16 (Mix33481

selections against protein targets), we plot such sequence logos as a function of selection round t.3482

This illustrates how certain sequence motifs are enriched over others, which appears to happen3483

particularly efficiently in the case of the Germ library and, sometimes, the Lmtd library. This3484

is consistent with the observation of strong inter-library hierarchies within these libraries. The3485

sequence logos based on f0,i(a) represent the initial bias in amino acid use in the initial libraries3486

and before any selection; these are non-uniform due to differences in cloning efficiencies between3487

CDR3 sequences (see section 3.1).3488

Inconveniently, these logos based on frequencies depend on selection round t, as well as on the3489

realization of initial bias in CDR3 sequences f0(x) in the libraries. These are therefore unsuitable3490

to represent binding properties of the underlying sequence diversity. In section 2.3, we motivated3491
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Fig. 4.14: Sequence logos based on amino acid frequencies ft,i(a). Data from all rounds t of
separate selections against the DNA targets is shown. The total height at position i is given
by Ht,i = Si,max − S[ft,i(a)] = ln(q) +

∑
a ft,i(a) ln(ft,i(a)), where ft,i(a) =

∑
x ft(x)δ(xi, a) is

the PWM, thus representing the information content (negative relative entropy) at position i.
The larger the logo is, the more different the PWM is from the uniform distribution of amino
acids. The height of letter (amino acid) a at position i is proportional to its frequency, Ht,i(a) =
ft,i(a)Ht,i, thus highlighting enriched amino acids. The logos for library mix selections are shown
in figures 4.15 and 4.16. The logos for previously reported experiments [1] are shown in figures E.42
and E.43.

based on information-theoretic considerations the use of (in principle) selection round-independent3492

enrichments instead of frequencies to construct time- and bias-independent and PWMs.3493

4.4.2 Enrichment sequence logos and the curse of finiteness of data3494

Instead of using frequencies ft(x), we construct time-independent PWMs ft,i(a) from enrichments3495

s(x) as3496

ft,i(a) =
∑
x s(x)δ(xi, a)∑

x s(x) . (4.17)

Formally, this is identical to setting gi(a) = ft−1,i(a) in equation (4.16). In theory, such PWMs3497

eliminate time-dependence and the effect of initial biases in CDR3 sequences. We used enrichments3498
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Fig. 4.15: Sequence logos based on amino acid frequencies ft,i(a). Similar to figure 4.14. Data
from all rounds t of library mix (Mix3) selections against the DNA targets is shown.

s(x) computed between selection rounds t = 1, t+1 = 2 for separate selections and t = 2, t+1 = 33499

for Mix3 selections. In practice, however, this constancy over selection rounds is hardly observed in3500

sequencing data due to finite sequencing depth which implies that empirical enrichments s(x) are3501

available only for a small subset of all qL sequences x, and due to unspecific binding which super-3502

poses the specific contributions to enrichment in weakly binding sequences. In figures E.44, E.45,3503

and E.46, we show enrichments sequence logos in which the effect of unspecific binding is removed3504

by taking only sequences x with enrichments s(x) such that s(x) ≥ max(s∗, exp(y∗)). The same3505

enrichments sequence logos without this correction are shown in figures E.49, E.50, and E.51.3506

Taking only a subset of sequences into account systematically overestimates sequence logos, as3507

found in section 2.3 and in figure 2.6. This is also observed here as, for instance, the area under3508

the curve of enrichment sequence logos for the Germ library largely exceed the theoretical value3509

from equation (2.89) of σ2

2 ' 1.1 for σGerm ' 1.5. The main conclusion of these logos that we3510

present in the following subsection 4.4.3 remains, however, unaffected by these finite-size effects.3511

4.4.3 Target specificity and antibody specificity3512

In figure 4.17, we summarize the enrichment sequence logos obtained between selection rounds3513

t = 2, t + 1 = 3 for Mix3 selections and between t = 1, t + 1 = 2 for separate selections. These3514

logos give insight into two orthogonal specificities, namely the specificity of (i) the target and3515

(ii) the antibody. In section 2.3, we defined and studied the overall specificity of interactions in3516

the general case of many ligands interacting with many targets, before restricting to the case of3517
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Fig. 4.16: Sequence logos based on amino acid frequencies ft,i(a). Similar to figure 4.14. Data
from all rounds t of library mix (Mix3) selections against the protein targets is shown.

a library of ligands and a single target and deriving equation (2.89) which constrains the area3518

under the curve of enrichment sequence logos in terms of σ. But this result does not constrain3519

which sequences contribute to this area under the curve. These two pieces of information reflect3520

respectively the marginals of the overall specificity of binding, i.e. the specificities of respectively3521

the target and the ligand, but only the former one is predicted by the theory when considering a3522

single target.3523

Importantly, when selecting a library of antibodies against a fixed target, as we do in our3524

phage display biopanning experiments, we screen for the specificity of the target (rather than3525

for the one of the antibody) in the context of a diversity of potential ligands. Inversely, the3526

specificity of antibodies is defined in light of a set of several possible targets. A way to assess the3527

specificity of antibodies by means of the same tools is to select a library independently against3528

different targets. This resumes to either comparing sequence logos between targets or to direct3529

measurements of specificities by crossed mini library selections. In subsection 4.4.4, we test for the3530

specificity of Germ sequences that are enriched in selections against DNA1 and DNA2 by selecting3531

them in mixture against either DNA1 or DNA2. More generally, the specificity of DNA-binding3532

proteins can be assessed by SELEX experiments [168, 169, 103] that “reverse” the respective roles3533

of ligands and targets compared to phage display biopanning experiments: Instead of selecting a3534

library of ligands against a given DNA target, a library of DNA targets is selected against a given3535

ligand. In the literature, such SELEX-based mathods are extensively used to measure specificities3536

of transcription factors [63, 170, 64].3537
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Fig. 4.17: Sequence logos based on enrichments s(x). PWMs s̃i(a) are constructed from s(x)
according to s̃i(a) = (

∑
x s(x))−1∑

x s(x)δ(xi, a), using only values s(x) ≥ s∗ in order to exclude
non-specific enrichments. Logo is empty if there is no specific signal. (a) Separate selections
against the DNA targets. Here, enrichments s(x) computed at round t = 1, t + 1 = 2, i.e.
s(x) ∝ f2(x)/f1(x). (b) Library mix (Mix3) selections against DNA and protein targets. En-
richments computed at round t = 2, t + 1 = 3 are used, i.e. s(x) ∝ f3(x)/f2(x). In addition,
logos for the same experiments but using enrichments computed at other rounds t are shown in
figures E.44, E.45, and E.46. Logos from previously reported data [1] are shown in figures E.47
and E.48. Logos using all values of s(x) (including those with s(x) < s∗) are shown in fig-
ures E.49, E.50, E.51, E.52, and E.53.

Although the areas under the curve are not predicted well by equation (2.89) in combination3538

with the inferred values of σ, the sequence logos nonetheless seem to reproduce the same hierarchy3539

found in terms of σ: In figure 4.17, the logos of the Germ library are systematically larger than3540

those of the BnAb library. Remarkably, the Lmtd library behaves either like Germ or BnAb,3541

depending on the target: A clear motif emerges when Lmtd is selected (alone) against DNA1,3542

while it does not when selected against DNA2. Similarly, a Lmtd motif seems to appear when3543

selected against prot2, but not against prot1. Moreover, the amino acids represented in the3544

motifs are different between different targets and are consistent with the nature of the targets:3545

The CDR3 sequences most enriched in both the Germ and Lmtd libraries in selections against3546
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Fig. 4.18: Cross-selections of mini libraries against DNA targets revealing CDR3 sequence speci-
ficities. High-precision enrichments from mini libraries with around 20 different sequences are
plotted in decreasing order and the CDR3 sequences are indicated. DNA1- and DNA2-specific
clones against (a) DNA1 and (b) DNA2. Error bars are 20 x enlarged. Consistency with the
other mini library selections in figure 4.12 is shown in figure E.40.

the negatively charged DNA targets are rich in positively charged amino acids (K, R, H, letters3547

in blue). Selections against the protein targets, which are close homologs and thus structurally3548

similar, are dominated by similar CDR3 sequences in these libraries. Note that the same CDR33549

sequence patterns may also be enriched in BnAb though much weaker than in Germ and similarly3550

strongly as the amplification bias, see figure 4.5. These different sequence logos are in line with3551

the discussion of target-specific selection responses already discussed in section 4.1.4.3552

A few final remarks: (i) Large sequence logos are also observed in the winner libraries of former3553

Mix24 and Mix21 selections, see figures E.42 and E.43, consistent with the finding that inter- and3554

intra-library hierarchies are connected. (ii) Moreover, the conclusion about the chemical properties3555

of Germ and Lmtd sequences enriched against DNA targets extends to third DNA target, DNA3,3556

that was previously studied, see figure E.42. (iii) There is a significant difference in sequence motif3557

between the Germ library selected alone or in Mix3 against DNA1, notably on position i = 2,3558

though the chemical properties of the selected CDR3 are overall the same. This is likely due to3559

stochasticity in the initial libraries where these sequences are rare.3560

4.4.4 Cross-selections with mini libraries3561

The selections against DNA1 and DNA2 resulted in different CDR3 sequences being strongly3562

enriched, with consensus sequence RKKH against DNA1 versus GRRR against DNA2 in the Germ3563

library and GRRR against DNA1 versus no strongly enriched sequence against DNA2 in the Lmtd3564
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4.5 Beyond enrichments: inference of more detailed biophysical models

library (see figure 4.17). To test for the specificity of sequences in the top DNA1 and top DNA23565

mini libraries, which are defined in table 4.1, we pool them together and perform a single round3566

of selection independently against DNA1 and DNA2. The enrichments are shown in figure 4.18:3567

The Germ top sequences are 102 x more enriched against their cognate DNA target than the top3568

sequences against the other DNA target, which shows their specific binding to the respective DNA3569

target. The same holds for the highly enriched Lmtd sequence with CDR3 ARYK which is strongly3570

enriched against DNA2. This shows that the electric charges, which are common to DNA1- and3571

DNA2-specific sequences are not sufficient to explain these specificities to either of the DNA3572

targets. Moreover, this result confirms that both DNA targets can be regarded as independent as3573

different binding mechanisms are used by the antibody to presumably target epitopes that differ3574

between these two DNA targets. Curiously, the consensus sequence GRRR is shared between Germ3575

against DNA1, Lmtd against DNA2, and also Germ against DNA3 (see figures E.47 and E.52),3576

which could be explained by binding to the common stem sequence which is shared between all3577

three DNA targets.3578

4.5 Beyond enrichments: inference of more detailed bio-3579

physical models3580

Our very abecedarian analysis of the selection data turned out sufficient for major conclusions3581

on selection potentials in antibody libraries. However, a re-analysis of the same and future se-3582

quencing data under a more efficient use of the provided information as well as a refined modeling3583

of both the biophysics of selection steps and the stochasticity of sampling steps should allow for3584

more detailed insights into the interactions that drive selection and evolution in our model system3585

(subsection 4.5.1). Skipping the mathematical details, we here motivate that the inference of bio-3586

physical models, such as those presented in chapter 2, can occur in the framework of multi-type3587

branching processes (subsection 4.5.2). Additionally and importantly, a more careful modeling3588

should also allow to deconvolute several selection-related and -unrelated factors of biasing in se-3589

quence frequencies, such as several binding modes, unspecific binding, cooperative/adverse effects,3590

and amplification biases (subsection 4.5.3). We recently implemented the learning of biophysical3591

models from our sequencing data in python and showcase here a result obtained for the data from3592

the Germline library selected (in Mix3) against the DNA1 target assuming a binding model with3593

one specific, additive and one unspecific binding mode (subsection 4.5.4).3594

4.5.1 Shortcomings of empirical enrichments3595

Our approach based on empirical enrichments comes with a number of inconvenients: (i) Empirical3596

enrichments are simply inconclusive for rare and unseen sequences. Computing enrichments as3597

the after-to-before selection ratios in count numbers, semp(x) ∝ nt+1(x)
nt(x) , is meaningless for unseen3598
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4 Inference of selection potentials from high-throughput sequencing of VH libraries

sequences with nt(x) = 0 and/or nt+1(x) = 0 and dominated by sampling noise rather then3599

selection for low-count sequences. Here, we sequenced up to 106 individuals in populations of3600

up to 1012 individuals. Sequences with nt(x) < 10−6 · 1012 = 106 copies in the population are3601

thus typically not observed in the data despite being present in the library and taking part in3602

selection; sequences with nt(x) < 107 copies are observed only a few times, typically nt(x) < 103603

times, and have to be excluded from the empirical enrichment analysis. However, low-count3604

sequences typically represent a significant part of the sequence space and do certainly provide3605

useful information beyond sampling noise (see figure 4.1(a), rounds t = 0, t + 1 = 1) that could3606

be profitably integrated into an alternative sequencing data analysis. (ii) The random-energy3607

assumption (p = L with L the number of sequence positions and p defined in section 2.1.4), which3608

is the basis for empirical enrichments, discards any non-random structure that may exist in the3609

actual binding energy landscape x 7→ ∆G(x) (remember the positively charged amino acids in3610

the CDR3 selected against the negatively charged DNA targets). However, the sequencing data3611

does contain information about the shape of these landscapes, as it does provide not only the3612

mere histogram of sequence counts, but also the connection between sequence count and sequence3613

identity. Points (i) and (ii) imply that a significant amount of information in our sequencing data3614

has remained unused so far. (iii) Empirical enrichments a priori are blind to the mechanisms that3615

have generated them (“any model”) while prior knowledge about these mechanisms, such as the3616

physics of binding and stochasticity of sampling, could be profitably used to constrain the inference3617

to certain relevant model spaces and to possibly dissect several selection pressures simultaneously3618

at play and subtract selection-unrelated biasing. For instance, our empirical enrichments were3619

found to be a superposition of binding and amplification biases. (iv) This blindness of empirical3620

enrichments also implies the absence of predictive power of the approach towards unseen sequences.3621

At the other extreme, statistical models with one-point, two-point, etc. interactions (p = 1, 2, . . . )3622

have been shown to be generative in other contexts such as contact and structure prediction [87,3623

88].3624

4.5.2 Biophysical models and multi-species branching processes3625

The modeling of the experimental evolutionary process occurs at two levels: A model for (i)3626

the binding landscape (or fitness landscape in general), x 7→ ∆G(x), as well as for (ii) how3627

true enrichments, or survival/offspring number probabilities upon selection and amplification,3628

s(x) ' exp(−β∆G) translate into sequencing counts, s(x) 7→ nt(x) for all t. Models for (i) have3629

been discussed in section 2.1.4, while (ii) is stochastic in nature due to finiteness of population size3630

and sequencing depth and conveniently captured by multi-type branching processes [63, 68, 138, 61,3631

171]. Denote by Nt(x) and nt(x) the number of copies of sequence x at round t in respectively the3632

full population and the sequenced sample. The conditional probabilities P[Nt+1(x)|Nt(x), s(x)]3633

and P[nt(x)|Nt(x), φ] define the selection and sampling steps. They represent respectively the3634

probability of having Nt+1(x) copies of x after selection (and amplification) given Nt(x) copies3635

before selection and selection probability s(x), and the probability of seeing nt(x) times sequence x3636

138



4.5 Beyond enrichments: inference of more detailed biophysical models

in the sample (sequencing data) at selection round t given Nt(x) copies of x in the full population3637

and CDR3 sequence-independent sampling probability φ ' 106

1012 = 10−6. With a suitable choice3638

of these distributions, typically Nt+1
d= Bin(Nt, s) for selection and nt

d= Bin(Nt, φ) for sampling,3639

a likelihood function can be derived and used for maximum-likelihood estimation of model para-3640

meters, see subsection 4.5.4. The system can be reformulated as a hidden Markov model where3641

the time series of Nt(x) and nt(x) represent the hidden states and observed variables, respectively,3642

and with transition and emission probabilities involving s(x) and φ, respectively [172].3643

4.5.3 Dissecting binding and non-binding modes, epitope inference3644

The unimodal, additive (p = 1) binding model with3645

s(x) = e−β∆G(x), β∆G(x) =
L∑
i=1

hi(xi) (4.18)

in the Boltzmann limit as the simplest case can be extended to take into account other factors3646

of selection (possibly) present in the system [63, 64, 66]: (i) In the presence of one or several3647

additional binding modes with different amino acid preferences, i.e. other local field functions,3648

the enrichment becomes3649

s(x) =
K∑
k=1

e−β∆Gk(x) (4.19)

with K the number of binding modes, each of which could again be assumed additive in the3650

simplest case. The co-presence of several binding modes may be mediated by several non-identical3651

epitopes on the binding target. (ii) Unspecific binding, as observed in our data, can be accounted3652

for by introducing a binding mode with CDR3 sequence-independent binding energy ∆Gus,3653

s(x) = e−β∆G(x) + e−β∆Gus(x). (4.20)

(iii) An apparent second mode of selection may also be linked to factors unrelated to binding, such3654

as amplification bias. Compared to a second binding mode, an amplification mode is multiplicative3655

and we thus have a total enrichment of the form s(x)a(x), where s(x) is the binding enrichment3656

and a(x) the amplification enrichment. However, upon performing a Taylor expansion using3657

s(x) = s0 + s1(x) and a(x) = a0 + a1(x) with s0 and a0 representing global levels of binding and3658

amplification, and small sequence-dependent perturbations s1(x), a1(x), we obtain s(x)a(x) =3659

s0a0+s0a1(x)+a0s1(x) to first order, which may be indistinguishable from a model with unspecific3660

binding and two sequence-dependent binding modes in practice upon formally taking s0a0 =3661

e−β∆Gus , s0a1(x) = e−β∆Ga(x), and a0s1(x) = e−β∆Gs(x). (iv) To go beyond the additive model3662
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for ∆G(x), the next-order term accounts for pair-wise interactions (p = 2) between sites,3663

β∆G(x) =
L∑
i=1

hi(xi) +
L∑
i=1

i−1∑
j=1

Jij(xi, xj). (4.21)

The interpretation of these couplings Jij is, however, not straightforward; they could stem from3664

cooperative and adverse effects between residues or from perturbative effects coming from the3665

superposition of several binding and/or non-binding modes or from a global non-linearity, such as3666

the Fermi-Dirac statistics (see section 2.1), due to ligand or target saturation effects.3667

4.5.4 Biophysical model inference for Germline against DNA13668

We exemplify the approach on the Germline part of the Mix3 selections against the DNA1 target,3669

taking the sequencing counts at selections rounds t = 1 and t+ 1 = 2, {n1(x)} and {n2(x)} for all3670

CDR3 sequences x, as input for the binding model inference. This data was fitted to a binding3671

model which comprises one unspecific and one specific, additive binding mode,3672

s(x) = e−β∆G(x) + e−β∆Gus , β∆G(x) =
L∑
i=1

hi(xi) (4.22)

where ∆Gus is an unspecific, i.e. CDR3 sequence-independent, binding energy and where we3673

assumed the validity of the Boltzmann regime. The relevance of unspecific binding in this data3674

results from the presence of many sequences at a minimal, non-zero enrichment sus = e−β∆Gus3675

which is conveyed by an accumulation of points around a line parametrized by n2 = susn1 in the n2-3676

n1 plane, see figure 4.19(a). The model parameter hi(a) and ∆Gus are taken to be the ones that3677

maximize the log-likelihood function L (s(x)|{nt(x), nt+1(x)}) =
∑
x lnP[nt+1(x)|nt(x), s(x), φ]3678

with3679

P[nt+1|nt, s, φ] =
∞∑

Nt,Nt+1=0

P[nt|Nt, φ]P[Nt]
P[nt]

P[Nt+1|Nt, s]P[nt+1|Nt+1, φ]

' φnt+1(sφ)nt+1

nt!nt+1!

∫ ∞
0

e−(1+s)φξξnt+nt+1dξ

=
(
nt + nt+1

nt+1

)(
s

1 + s

)nt+1 ( 1
1 + s

)nt+1
, (4.23)

independently of φ, which assumes deterministic selection, i.e. P[Nt+1|Nt, s] = δ(Nt+1 − sNt)3680

with the amplification factor λ absorbed into s, a Poisson distribution for the sampling step (as a3681

limiting case of the binomial distribution), P[nt|Nt, φ] = e−Ntφ (Ntφ)nt
nt! , and a uniform prior P[Nt]3682

which implies P[nt] = φ−1. Thus, we have up to terms independent of s3683

L (s(x)|{nt(x), nt+1(x)}) =
∑
x

nt+1(x) ln(s(x))− (nt(x) + nt+1 + 1) ln(1 + s(x)) . (4.24)
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(a) (b)

(c)

Fig. 4.19: Biophysical model inference beyond the random-energy model. For the Germline part
of Mix3 at rounds t = 1 and t+ 1 = 2 against DNA1, a binding model with one additive binding
mode, β∆G(x) =

∑4
i=1 hi(xi), and one unspecific binding mode, β∆Gus = hus, was inferred from

the sequencing counts {n1(x), n2(x)} by maximum-likelihood estimation using equation (4.24).
(a) Sequencing counts at round t+ 1 = 2, n2(x), plotted against those at round t = 1, n1(x); one
point per CDR3 sequence. Color bar between blue and red indicates density of points. Sequences
x classified as specific binders to DNA1, as per the condition ∆G(x) < ∆Gus, are colored in pink.
(b) Model enrichments smodel(x) = exp

(
−
∑4
i=1 hi(xi)

)
+ exp(−hus) plotted against meaningful

(i.e. n1(x) ≥ 10 and n2(x) ≥ 10) empirical enrichments semp(x) ∝ n2(x)/n1(x). Sequences
where no empirical enrichment is available are drawn to the left of the plot. Same classification
into specific versus unspecific sequences as in (a). Dashed black line indicates minimal model
enrichment equal to exp(−hus). (c) Cross-validation of the inferred binding model. Sequence
space is randomly partitioned into 4 batches; 1 batch is used for testing while the 3 others are
used for training; this is repeated for all 4 possible choices of the test batch. The plots compare
the model enrichments smodel(x) with empirical enrichments semp(x); the test batch is indicated
in each plot and the sequences therein are colored in pink.

In figure 4.19(b), we show preliminary results: We compare model enrichments computed as3684

smodel(x) = exp
(
−
∑4
i=1 hi(xi)

)
with empirical enrichments computed as semp(x) ∝ n2(x)

n1(x) (as3685

long as n1(x) ≥ 10 and n2(x) ≥ 10 for a given sequence x). The correlation between smodel and3686

semp for high-enrichment sequences suggests that an additive binding model explains enrichments3687

in the Germline CDR3 and may provide an a posteriori support for the relevance of the central-3688
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4 Inference of selection potentials from high-throughput sequencing of VH libraries

limit theorem to the distribution of enrichments P (s). The slope of the correlation is close to 13689

which suggests that empirical enrichments and the inferred binding model find similar values for σ.3690

Such a model can be validated in several ways: Classifying sequences into specific versus unspecific3691

binders according to whether ∆G(x) < ∆Gus (specific binder) or ∆G(x) > ∆Gus (unspecific3692

binder), correctly identifies the bulk of sequences at low enrichment as unspecific binders while3693

asserting that most sequences above the bulk are specific binders, see figure 4.19(a), (b). Sequences3694

well above the bulk of minimal enrichment but classified as unspecific (red circle in figure 4.19(a))3695

are well-amplified sequences in the amplification bias which is not taken into account here. On3696

the contrary, sequences poorly represented but predicted to be specific binders (green circle in3697

figure 4.19(a)) are likely underrepresented in the initial library. Furthermore, a cross-validation is3698

performed by randomly partitioning the sequence space of all 204 CDR3 sequences into 4 batches3699

of approximately equal size and only the sequences in any 3 of them are used as training set for3700

the maximum-likelihood estimation of model parameter, while the sequences in the remaining3701

batch are used for the prediction of enrichments. In figure 4.19(c), these predicted enrichments3702

are compared with empirical enrichments: high-enrichment sequences in the test set are predicted3703

by the inferred models.3704

3705
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Chapter 53706

Conclusion and perspectives3707

As usual, the work presented in this manuscript raises more questions than it answers. In this3708

wrap-up chapter, we summarize again the answers and main contributions that this project was3709

able to provide (section 5.1), and discuss possible directions for future research, experimentally3710

and theoretically, that are motivated by this work (section 5.2).3711

5.1 Definition and measurement of selection potential, im-3712

plications for evolvability3713

In this project, we performed quantitative selection experiments to study selection potentials of3714

antibodies, a model system where evolvability is presumably a key evolutionary property (see3715

chapter 1), which is amenable to controlled, experimental evolution and quantifiable through3716

high-throughput sequencing (see chapter 3), and which is suitable for mathematical and modeling3717

purposes (see chapters 2 and 4). Our notion of selection potential, which is captured by a single3718

scalar parameter σ in the case of unimodal binding, encodes for the scale in which sequence di-3719

versity translates into phenotypic diversity and thus for the efficacy of selection to a new selective3720

pressure. We describe a procedure to infer σ from in vitro selections and high-throughput se-3721

quencing of libraries of variants and thus provide answers to the following question: How to read3722

evolvability from the sequence? (See subsection 5.1.1) Then, what determines evolvability? Upon3723

measuring the selection potentials of several antibody libraries built around different antibody3724

scaffolds for several binding targets, we identified the maturation degree of the scaffold, i.e. its3725

amount of previous maturation towards another, unrelated binding target, as a key determinant3726

of selection potentials. (See subsection 5.1.2) Beyond that, we may also ask: How does evolv-3727

ability depend on the maturation degree? What other biophysical and/or structural properties3728

does evolvability thus correlate with, and in which way? Our work also provides a preliminary3729
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answer to the first question: Within the lineage of HIV-specific antibody scaffolds we studied, the3730

selection potential tends to decrease as its maturation degree increases. (See subsection 5.1.3.)3731

The second question, as well as the generality of the preliminary result to the first question will3732

be targeted in future work, as discussed in the next section 5.2.3733

5.1.1 Reading selection potentials from the sequence3734

Evolvability defines the ability of an object to efficiently respond to and quickly yield improve-3735

ment with regard to a new selective pressure. It is required for the success of any evolutionary3736

optimization procedure with regard to a given target property or feature, starting from some ini-3737

tial condition with certain evolutionary degrees of freedom. Evolvability is oftentimes taken for3738

granted and appears as a rather peculiar property or phenotype [15], but its potential relevance3739

and selectivity has been repeatedly demonstrated [9, 10, 31, 11, 33, 12, 13]. We introduced the3740

notion of “selection potential” to specifically refer to the amplitude of the initial response to selec-3741

tion and ability to enrich high-fitness mutants, i.e. the susceptibility to selection at the beginning3742

of an evolutionary trajectory. Evolvability itself is usually defined with respect to the end-product3743

of such a trajectory, but selection potential can be expected to favor evolvability. Our experiments3744

targeted the selection potential as a component of evolvability, but our approach can be easily3745

generalized to study evolvability, as discussed in the next chapter 5.2.3746

The major contribution of this work resides in the definition and inference of a quantity directly3747

related to evolvability in an experimental model system. As yet, evolvability was only studied on3748

the basis of mathematical and computational model systems or emerged as a side-product in3749

studies of other properties (see chapter 1). None of these works resulted in suggestions and3750

protocols to experimentally assess and measure evolvability. Our work should have implications3751

in any context which relies on the optimization through (Darwinian) evolutionary procedures3752

and where high evolvability of the initial guess is thus crucial for success, such as in the adaptive3753

immune response, directed evolution of proteins, derivation of clinically relevant biomolecules, but3754

possibly also for the training of neural and elastic networks. Being able to measure evolvability3755

should open the doors towards the understanding and control of evolvability in the future.3756

Our model system consists of antibody libraries built from fixed scaffold sequences and ran-3757

domized binding site sequences, which are selected for binding affinity to various targets. It is3758

defined on a sequence space and governed by selection for unimodal binding at thermodynamic3759

equilibrium. This is particularly convenient as the mapping (evolutionary degrees of freedom)3760

7→ (property/phenotype) 7→ (selection coefficient) can be modeled under the use of physics and3761

universality arguments; the evolutionary degrees of freedom are the residues (or Potts spins) of3762

a sequence x, the relevant phenotype is the binding free energy ∆G(x), and the selection coeffi-3763

cient s is the probability to be in bound state at thermodynamic equilibrium. The first mapping,3764

x 7→ ∆G(x), can be represented by a class of random models and we show that the second map-3765
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ping, ∆G 7→ s, reads s = exp(−β∆G) in a regime of intermediate target concentrations. The3766

central-limit theorem predicts the distribution of binding energies in a library of randomized bind-3767

ing site sequences to be close to Gaussian, and we denote the mean and variance of (−β∆G) in3768

this case by µ and σ2. This argument notably relies on the assumption of close-to non-interacting3769

binding site residues. In section 4.5, we confirm that an additive binding model can indeed capture3770

the observed enrichments reasonably well. The selection coefficients s = exp(−β∆G) should then3771

obey a lognormal distribution with the same parameters. The parameter µ sets the scale of binding3772

affinities within libraries while σ is associated with the phenotypic diversity. The parameter σ can3773

be equated to the selection potential of the system based on its alternative, information-theoretic3774

interpretation as the interaction specificity between ligands and targets and its implications for3775

selection dynamics within and between libraries of ligands: It determines the outcome of compe-3776

titions between libraries with different values of σ and relates inter- and intra-library hierarchies3777

between sequences. Moreover, σ relates to the time-derivative of the population fitness via Fisher’s3778

fundamental theorem of natural selection and thus to the efficacy of selection.3779

Lognormal model distributions for P (s) fit the observed histograms of enrichments s reason-3780

ably well, as revealed by PP and QQ plots. We suggest the use of σ preferentially to another3781

parameter, κ, previously proposed to quantify phenotypical diversity based on extreme-value the-3782

ory [1]. We here show that both approaches fit our selection data equally well, but σ has the3783

advantage of immediate physical and information-theoretic interpretations, its applicability to the3784

full distribution of enrichments P (s) rather than only the tail, as well as its predictive power:3785

Beyond satisfactory quality of fit, lognormal distributions for P (s) are good predictors of selection3786

dynamics in competitive selections of library mixtures as we demonstrated by validation on the3787

observed time series of library frequencies.3788

While σ is a parameter particular to our model selective pressure (unimodal binding at equilib-3789

rium), we think that the concept can be readily generalized to other, more complicated selective3790

pressures and model systems.3791

5.1.2 The degree of maturation determines selection potentials3792

We performed and studied selections for equilibrium binding to 4 different target molecules of3793

3 antibody libraries built from different antibody scaffolds with no (naïve), intermediate, and3794

profound (bnAb) maturation degree against HIV, respectively, and identical sequence diversity at3795

the CDR3 (antibody binding site). These scaffolds are evolutionarily related, as the naïve scaffold3796

is the common ancestor of both the intermediate and profoundly matured scaffolds, although the3797

2 mature scaffolds are on different branches of the phylogeny. Despite identical sequence diversity,3798

which consists of 4 CDR3 residues completely randomized to all 20 amino acids each, the libraries3799

show vastly different phenotypic diversities represented by significant different values of σ. As3800

predicted by the theory (see chapter 2) and confirmed in the experiments (see chapter 4), this has3801
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strong implications for their interaction specificities and behaviour under selection both within3802

and between libraries, that is, for their selection potential. Curiously, the values of σ are largely3803

unaffected by the precise HIV-unrelated binding target in use: Here, we used DNA and fluorescent3804

proteins as binding targets, all unrelated to HIV and also unrelated among them. These findings3805

suggest that the selection potential is fully determined by, and thus a property of, the antibody3806

library and the underlying antibody scaffold. As the antibody scaffolds used here differ only by3807

their maturation status (against HIV) as encoded in the quantity of fixed somatic mutations (0 for3808

the naïve, 15 for the intermediate, 34 for the fully mature scaffold), these differences in selection3809

potentials can be traced back to the maturation degree.3810

5.1.3 How do selection potentials depend on maturation degree?3811

The way in which selection potentials, as represented by σ, depend on the maturation degree is3812

remarkable: For all binding targets we used, the selection potential decreases as the maturation3813

degree of the library increases; the library based on a naïve scaffold systematically dominates the3814

mature ones and the library based on a deeply matured bnAb scaffold systematically shows the3815

least selection potential. As mentioned above, this hierarchy holds irrespectively of the binding3816

target in use. Interestingly, the same CDR3 sequence patterns are selected in all 3 libraries for3817

a given target and can sometimes be explained by the nature of the target, such as positively3818

charged amino acids in the CDR3 being presumably selected for their electrostatic interactions3819

with negatively charged DNA binding targets. Yet, the same beneficial CDR3 pattern features3820

higher affinity and selectivity when appearing in the context of the naïve scaffold than in the3821

context of the deeply matured scaffold which fails to provide high affinity and selectivity. This3822

context-dependance is oftentimes termed “epistasis” [68, 106, 173] and has already been introduced3823

in the context of antibodies [60]. Here, epistasis occurs between the CDR3 and the scaffold, but3824

not necessarily among CDR3 residues as shown in section 4.5. A suited CDR3 sequence for a new3825

binding target requires the naïve scaffold and, inversely, the naïve scaffold requires a suited CDR33826

sequences, as most naïve antibodies were actually found to perform very poorly. The library3827

based on the intermediate maturation degree features intermediate values of σ and displays an3828

intermediate selection behaviour in the following way: Depending on the target, it is sometimes3829

selectable and behaves more closely to the naïve one, sometimes it is not selectable and behaves3830

more closely to the deeply matured one.3831

The picture raised by our measurements of selection potentials fits into a picture abundantly3832

evoked in the literature and obtained from various viewpoints and approaches (see chapter 1):3833

Upon specializing towards high affinity to its cognate target (here: some epitope on HIV), a naïve3834

antibody loses its selection potential for other, non-cognate targets in the course of its affinity3835

maturation. The naïve antibody itself, which is assembled from inheritable, germline-encoded3836

gene fragments, may be evolved through generations towards high evolvability and high selection3837

potentials to a variety of different binding targets. However, alternative but similar scenarios of3838
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changes to the antibody upon affinity maturation have been proposed as well [54, 49, 51, 50, 174]3839

and may be revealed upon screening an increased number of antibodies for their selection potentials3840

compared to what was done here.3841

The significance of this particular hierarchy between the 3 libraries consistently found against3842

4 binding targets can be captured by a simple p-value, (3!)−4 ' 8 · 10−4. To more systematically3843

address the question of how selection potential depends on maturation degree, the approach needs3844

to be scaled up on several accounts: The selection potential should be measured for more antibody3845

scaffolds by choosing scaffolds and building antibody libraries from (i) more affinity maturation3846

trajectories (only a single trajectory here) and (ii) more timepoints per affinity maturation tra-3847

jectory (only 3 timepoints here). Moreover, (iii) the selection potentials of these libraries should3848

be determined for more binding targets (only 4 targets here). Such a scale-up of the selection3849

potential assessment the will likely require a change in the experimental setup, as discussed in the3850

following section 5.2.3851

5.2 Evolvability: what’s next?3852

Combining library-based screening techniques with high-throughput sequencing is not completely3853

new in general but has not yet been used to define and measure selection potentials and evolv-3854

ability. While we show that our approach is able to capture differences in selection potentials and3855

evolvability and to identify its major determinants, the quantity of data is currently insufficient3856

to read out precise dependencies of evolvability on other protein properties. However, we think3857

that this is simply a matter of scale-up and extension of the experiments reported here, as well3858

as of the depth of the data analysis and thus does not call our new approach into question. We3859

propose the next steps to be as follows: (i) To systematically assess selection potentials of many3860

antibodies from several maturation trajectories and several timepoints per trajectory reequires a3861

speed-up and parallelization of selection trajectories and will likely require a change in the selec-3862

tion protocol (subsection 5.2.1). (ii) A better control of the maturation status can be achieved by3863

studying in vitro matured rather than in vivo matured antibodies, as was done here. Details of se-3864

lective pressures during in vivo affinity maturation are generally unknown and may vary especially3865

across patients. The choice of antibodies could thus be based on more informative in vitro affinity3866

maturation trajectories with controlled evolutionary circumstances and sufficient sampling along3867

evolutionary time (subsection 5.2.2). (iii) Our approach allows to probe selection potentials of an-3868

tibody libraries and the undelying antibody scaffolds. By measuring the biophysical properties of3869

the same antibodies, dependencies and interdependencies between evolvability and other protein3870

properties such as binding specificity and stability could be systematically studied. Some of these3871

opportunities have recently been initiated by other students within the group (subsection 5.2.3).3872

(iv) Finally, we should also seek to thoretically understand the basis of evolvability, as well as3873

its evolution and connections with other properties. Spin-glass models and elastic networks are3874

intuitive candidates that have already been used in the literature and are relevant beyond the3875
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context of biomolecules (subsection 5.2.4).3876

5.2.1 Improving and scaling up the assessment of selection potentials3877

The currently used display and selection protocols are costly in terms of time and manual labor3878

which limits the number of antibodies that can be tested for their selection potentials. A single3879

cycle of library display and selection takes at least 3 continuous days packed with laboratory work3880

(without preparatory tasks and sequencing), i.e. at least 2 weeks for a selection trajectory with3881

4 rounds of selection as was done here. At most 4 selections can be performed in parallel. The3882

scaling in time and amount of repetitive work is inadequate if one wants to perform a large-scale3883

assessment of selection potentials: Take as an example the study of 10 maturation trajectories3884

(instead of 1 here) at 10 time points each (instead of 3 here) against 10 different target molecules3885

(instead of 4 here), which would require 103/4 · 2 = 500 weeks of continuous work which already3886

far exceeds the PhD time scale of three years, i.e. 150 weeks.3887

Efforts to condense the duration of the experiment by parallelization and automation without3888

sacrifice of controllability of the experimental evolution have been and are being made within the3889

group, in parallel with the introduction of a mutagenesis step to extend the in vitro selection to in3890

vitro maturation [175, 148] (see next subsection 5.2.2). In fact, more rapid laboratory evolution3891

do exist but are essentially in vivo, which is detrimental for the controllability of the experimental3892

evolution. One example is phage-assisted continuous evolution (PACE) [176] in which the evolu-3893

tionary steps happen continuously and hands-off rather than iteratively with significant hands-on3894

parts. In addition, the protocol is currently being modified to replace phage display by ribosome3895

display. This allows to perform the selection step entirely in vitro and thus for an even improved3896

control of selection conditions; as yet, the library display step occurs in vivo in an E. coli expres-3897

sion strain (see chapter A), which is probably responsable for the significant amplification biases3898

we observed.3899

Finally, the precision of the selection potential inference can also be improved in two ways: (i)3900

Increasing the sequencing depth will provide more sequencing reads per sequence and thus allow3901

for the computation of empirical enrichments for an increased number of sequences. For instance,3902

switching from the Illumina MiSeq sequencing used here to the Illumina HiSeq sequencing can3903

increase the number of sequencing reads by a factor of 100 with no sacrifice in the sequencing error3904

level, yet to the expense of shorter sequencing reads which would thus require a change in the3905

sequencing strategy and a redefinition of the “region of interest” along the antibody gene. (ii) The3906

overly simplistic analysis of sequencing data via empirical enrichments can itself be discarded in3907

favor of a more involved, but more accurate and stable modeling of the both the binding landscape3908

and the selection and sampling processes (section 4.5).3909
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Fig. 5.1: Principle of controlled affinity maturation and SELEX experiments for DNA-binding
antibodies. Taken from [177]. (1) Controlled affinity maturation by repeated cycles of selection
and mutation of the antibody lineage: A selection step for binding to the DNA target, e.g. in vitro
by phage display and biopanning as was done here, enriches strongly binding antibody sequences
(orange rectangle) over others, while a subsequent mutagenesis step, e.g. in vitro by error-prone
PCR of antibody genes, introduces fresh, random sequence diversity. (2) The recognition spectrum
of any antibody of interest (orange rectangle) can be defined and assessed by a SELEX experiment
which simply swaps the respective roles of the antibody and DNA target: A library of DNA targets,
e.g. hairpins with random loop sequences, is selected against the immobilized antibody of interest
which enriches DNA targets with high affinity for the antibody.

5.2.2 In vitro affinity maturation: from selection potentials to evolv-3910

ability3911

For this project, we chose 3 antibody scaffolds that are the products of the in vivo immune response3912

and were isolated from different HIV patients. However, the use of in vivo matured scaffolds comes3913

with major caveats, whence the motivation for in vitro affinity maturation of antibodies: (i)3914

Selective pressures in the in vivo affinity maturation are generally unknown: Selection for binding3915

to pathogenic epitopes may be superposed with e.g. negative selection for autoreactivity (binding3916

to self antigens) and may differ between maturation trajectories, especially between patients, and3917

may vary over time, especially when the pathogen coevolves with the antibody. Evolvability can3918

in principle be impacted by all these black box factors. (ii) Phylogenies of antibodies under in vivo3919

maturation with sufficient temporal sampling (intervals at which blood is taken from a patient3920

and sequenced), such as in [137], are rare.3921

To guarantee a meaningful definition of maturation degree, antibodies should therefore be3922

matured in vitro under controlled selective pressures and mutational protocols; in vitro mutation3923

and selection steps are repeatedly cycled to introduce fresh sequence diversity and enrich for3924

sequences with improved performance, see figure 5.1(1). The selection steps would be identical to3925

the ones performed here, or an improved version of it (see subsection 5.2.1). The mutation step3926

could be simply performed by PCR replicating the antibody gene with a low-fidelity, error-prone3927

DNA-polymerase which introduces (close-to) uniform, i.e. unbiased mutations along the gene3928

sequence. The drawback of this in vitro mutagenesis method is the need for plasmid extraction and3929

re-cloning the PCR-amplified gene back into the plasmid, which is a tedious task (see chapter A).3930

A recent technique developed with the group [148] uses in vivo mutagenesis which is faster,3931
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but operates at low mutation rates and is far less controlled than the in vitro mutagenesis. Here,3932

mutations can also occur outside the antibody gene, e.g. in the regulatory network of the M133933

phage [166, 178], which is invisible in sequencing data and may induce unwanted amplification3934

biases unrelated to the antibody phenotype. An example of an in vitro affinity maturation tra-3935

jectory obtained with this method is shown in figure 5.2 where the third-best Germline VH chain3936

against the DNA1 target with CDR3 sequence RTKH was evolved for binding against DNA1 and3937

resulted in the best Germline VH chain with CDR3 sequence RKKH.3938

5.2.3 Selection potentials and evolvability versus other biophysical prop-3939

erties3940

In the literature, various biophysical and structural protein properties have been proposed to deter-3941

mine or correlate with evolvability, most notably thermal stability [11, 57], polarity of the fold [56],3942

and modularity of functional organization within the fold [10, 179, 16]. Moreover, evolvability oc-3943

casionally emerges as a by-product in theoretical models of protein evolution under fluctuating3944

selection pressures for other properties [9, 10, 11, 12, 13]. However, none of these hypothesis have3945

been put to the test on an experimental, real-life system as yet. We here designed a suitable model3946

system in which we were able to define and infer selection potentials and which can be extended to3947

measure evolvability (see subsection 5.2.2). Upon measuring both selection potentials/evolvabil-3948

ity and biophysical properties of the same objects, precise dependencies between these properties3949

can be revealed. Within the group, experimental techniques to quickly and efficiently measure3950

thermal stability of proteins by limited proteolysis [180] and binding specificities by SELEX ex-3951

periments [177] are being or have been set up. As a first step, these techniques could be used to3952

measure thermal stabilities and recognition spectra of the antibodies that have been studied here3953

and to confront these with the values of σ reported in this manuscript.3954

It should be noted that σ encodes for the binding specificity of the target molecule, not the one3955

of the antibody. To measure the binding specificity of an antibody, the SELEX experiment reverses3956

the respective roles of the antibody and the binding target in an otherwise identical experimental3957

concept to the one we used here: The antibody of interest is immobilized on magnetic beads (or3958

any other platform) and a library of potential binding targets is selected based on binding affinity3959

towards the antibody; a schema of SELEX is shown in figure 5.1(2). In the literature, SELEX is3960

used e.g. to measure the recognition spectra of transcription factors which are regulatory, DNA-3961

binding proteins. Within our context, such an approach would be particularly meaningful to3962

define and measure the specificities of our DNA-binding antibodies: DNA targets can themselves3963

be defined on a sequence space and a library of DNA targets can be realized e.g. by randomizing3964

the loop sequence of the DNA hairpin on each position to all four nucleotides. The DNA1 and3965

DNA2 targets used here would be two distant sequences in such a target library.3966

It should also be noted that thermal stability possibly plays a particularly important role in3967
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(a)

(b)

(c)

(d)

Fig. 5.2: Directed affinity maturation of an anti-DNA1 antibody. Sequence logos show the amino
acids appearing in single mutants of the VH chain after several rounds of random mutation and
selection, starting from top-3 Germline antibody against DNA1 (CDR3 sequence RTKH). The
letter heights represent their frequency in the evolved library. (a) After 5 rounds of mutation
and selection for binding to DNA1: evolution of the top-3 sequence recovers the top-1 sequence
(CDR3 sequence RKKH) which is only 1 nucleotide mutation away from top-3. (b) As (a), but after
10 rounds of maturation: Mutations in other CDRs and in framework regions (FWRs) are now
selected. (c) After 5 rounds of drift, i.e. random mutation and no selection for binding, showing
beneficial mutations unrelated to binding. (d) As (c), but after 10 rounds. The experiments were
performed and the figures generated by Guillaume Villain [148].
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our antibody model: Instead of using scFv fragments which consist of a VH chain paired with a3968

VL chain, we are working with standalone VH chains which puts them into a rather unnatural3969

context. As noted earlier, scFv particles typically retain the properties of the full antibody, while3970

VH chains are known to be less stable. This loss in stability may be particularly pronounced3971

in mature VH chains, as somatic mutations are found to be not always affinity-enhancing and3972

sometimes stability-enhancing [58], especially those far from the binding site. Such stability-3973

enhancing mutations may rescue stability of the overall construct in the aftermath of affinity-3974

enhancing but stability-impairing mutations by increasing the entanglement between the VH and3975

VL chains (increased interface, increased number of inter-domain hydrogen bonds, etc.) [52, 53].3976

Taking away the VL chains from mature VH-VL constructs may thus be more stability-affecting3977

than in naïve VH-VL constructs. On the contrary, naïve VH chains may be more self-sufficient as3978

they require tolerance to a variety of VL chains upon combinatorial primary repertoire formation3979

(see section B.1).3980

5.2.4 Theoretical models of evolvability3981

Besides the experimental opportunities for future work, further study of theoretical models is re-3982

quired to understand the emergence and physical origins of evolvability, as well as its coevolution3983

with other observables. Some other interesting questions are: How to reverse the affinity mat-3984

uration process? That is, if we believe that affinity maturation (or any time-constant selective3985

pressure) converts an evolvable antibody (or any object with evolutionary degrees of freedom)3986

into a highly specialized, non-evolvable antibody, how to go the other way round? For this pur-3987

pose, can evolvability be directed targeted by selection? These questions are somewhat related3988

to the problem of inducing and maintaining “generalists” that are moderately fit across several,3989

time-alternating environments, as opposed to “specialists” that are very fit in one but unviable3990

in other environments. This problem has already been studied elsewhere [34, 30], but, in the3991

most general formulation of the problem, the universe of possible environments (aka pathogenic3992

challenges in the adaptive immune system) is virtually infinite and cannot be entirely sampled on3993

relevant timescales. This turns the problem of inducing evolvable variants into a learning problem;3994

the idea of the immune system predicting its future challenges has already been formulated [181].3995

The relevant framework to address all these questions is probably the one of spin glasses and/or3996

neural and elastic networks, which have already been used in the past for the study of evolution3997

in biological contexts [9, 10, 182]. Moreover, such abstract models should supposably allow to3998

define and unify the concept of evolvability and selection potentials across various biological and3999

non-biological contexts, such as material sciences [38, 39, 182].4000

4001
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Chapter A4002

Experimental protocols4003

In this chapter, we will provide the experimental protocols that are behind the results of this thesis.4004

These methods are, up to customizations, part of the common experimental repertoire in molecular4005

biology, including notably phage display [162], in vitro selection, bacterial genetics (regulation of4006

cell growth using antibiotics and protein expression using the lac operon) and cloning [183], and4007

(Illumina) sequencing. Standard tasks also performed here are cell cultures in liquid [184] and4008

solid [185] cell growth media [186], as well as transformations [187]. A phage display and selection4009

protocol customized to our antibody libraries was established and defined as part of a former PhD4010

project within our group [1]. Here, the goal consists not only in providing a “manual” to reproduce4011

or learn our experiments, but also to open up the black box that they may represent to theorists4012

working on/with biological data.4013

The following sections cover all steps of a single selection round, starting from bacterial library4014

cells stored at −80 °C and containing the randomized antibody genes on a plasmid (1 plasmid4015

and thus 1 antibody sequence per cell). By the end of the selection round, we end up again with4016

such cells, modulo the bias in sequence frequencies due to selection, i.e. more cells than before4017

contain the beneficial sequences whereas less cells than before contain the deleterious sequences.4018

These cells can then be used as input for another round of selection, be sequenced to measure the4019

frequency of each antibody sequence, or be stored at −80 °C for later use. In short, the procedure4020

is as follows: The initial cells express the antibodies, in such a way that they are displayed and4021

released from the cell on phage particles containing the plasmid and thus the genetic information4022

of the antibody on display. The target molecules will be placed on magnetic beads, so to be4023

controllable by the experimenter. Antibodies and targets are brought into contact to let the4024

binding reaction occur. Then, antibody-target complexes are held back by a magnet, whereas4025

unbound antibodies are washed away. The complexes are destroyed using a suitable chemical4026

and the selected phage are used to infect fresh cells (that have no plasmid yet), the plasmids4027

being injected by the phage into the cells. A schematic of the experimental workflow is shown in4028

figure 3.5(c). (See sections A.4, A.5, and A.6.)4029
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We will start by some preparatory tasks required for the selection experiments, in particular4030

the preparation of a number of reagents (see section A.1). In practice, these reagents may be4031

produced in such quantities sufficient for lots of selection experiments, so they do not need to be4032

repeated each time. Moreover, the cloning and mixing of isolated antibody sequences for mini4033

library construction is described (see sections A.2 and A.3). Subsequently to the selections, the4034

preparation steps for Illumina MiSeq sequencing involving several PCR reactions are described4035

(see section A.7).4036

Following the protocols presented here, a single selection round (without preparatory tasks4037

and sequencing preparation) is set to take 3 days, a lower bound being defined by the various4038

incubation times in the protocol. This means that automatization would not reduce this length; it4039

could at best allow for parallel realization of independent selection trajectories. There have been4040

efforts within our group to accelerate the selections, e.g. by letting the so-far-consecutive steps4041

of phage production and selection happen simultaneously, but these imply major changes in the4042

biological constructs used here (cell strain, plasmid setup and combinations).4043

A.1 Reagents and materials4044

Plastics4045

Typical recipients for liquids used here are Eppendorf tubes (1.5mL, 2.0 mL, 0.5mL; Eppendorf,4046

Hamburg, Germany), Falcon(R) tubes (50mL, 15mL; Corning Inc., Corning, NY, USA), PCR4047

tubes (0.2 mL) and cold-resistent cryotubes (1.0mL, 1.8mL; Thermo Fisher Scientific, Waltham,4048

MA, USA) for storage at −80 °C and −20 °C. Pipettes are used with standard tips or filtered tips4049

(Sorenson and Starlab) when working with liquids containing phage. Falcon(R) pipettes (Corning4050

Inc., Corning, NY, USA) are used for larger volumes. Eppendorf tubes intended to contain cells4051

and those used during selecion are sterilized by autoclaving before use.4052

MilliQ water4053

We systematically use MilliQ water, i.e. distilled and deionized water, with resistivity of '4054

16 MΩ cm across all experimental steps. Notably for PCRs, digestions, and ligations, we use4055

DNase-free MilliQ water (Invitrogen Life Technologies, Carlsbad, CA, USA).4056
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Cell growth medium4057

A growth medium containing the required ingredients for the cells’ metabolism is needed for cell4058

growth and antibody production. Growth media are typically purchased in powder form. It is4059

then dissolved in MilliQ water to obtain liquid growth media for liquid cell cultures. Alternatively,4060

it is dissolved along with Agar powder in MilliQ water in order to obtain solid growth media that4061

is used for solid cell cultures in Petri dishes. Here, we use 2xYT an LB growth medium (both4062

from Sigma-Aldrich, Saint-Louis, MO, USA) for all our E. coli cell cultures. 2xYT is used for4063

phage display and selection, while LB is used to prepare competent cells and transformation.4064

For 2xYT, 15.5 g of powder, containing 5 g yeast extract (Y), 8 g tryptone (T), and 2.5 g NaCl,4065

are dissolved in 1 L of MilliQ water. For LB, 25 g of powder, containing 5 g yeast extract (Y),4066

10 g tryptone (T), and 10 g NaCl, are dissolved in 1L of MilliQ water. To obtain solid growth4067

medium, 7.5 g of Agar powder are added. The solution is then autoclaved at 121 °C for 30min4068

in order to eliminate any contamination it may contain (otherwise background bacteria and fungi4069

spores from the atmosphere may easily grow in there). If Agar is added, the liquid will solidify4070

after autoclaving upon cooling down to room temperature. From now on, the growth media is4071

systematically handled in sterile condition to prevent any contamination, i.e. under a biological4072

hood.4073

Cell growth medium with glycerol4074

For the purpose of long-term storage of cells at −80 °C, the cells must be kept in around 25%4075

glycerol. These cell stocks are thus also called “glycerol stocks”. The presence of glycerol notably4076

prevents lethal cell membrane damage upon freezing and the increase in volume of water. We pro-4077

duced glycerol stock media by mixing (well!) 1 volume of unsterile 100% glycerol (92.09 g.mol-1;4078

Sigma-Aldrich, Saint-Louis, MO, USA) with 1 volume of sterile 2xYT growth medium from A.1,4079

thus 50% glycerol final. Glycerol is a very viscuous liquid, thus much care is needed upon pipetting4080

it and mixing it with the growth media (otherwise it separates into two phases of different viscosi-4081

ties with a visible interface). The glycerol stock medium then is then sterilized using a 0.22µm4082

vacuum-driven millipore Stericup(R) filter system (Sigma-Aldrich, Saint-Louis, MO, USA). Au-4083

toclaving is not recommended with glycerol. The glycerol stock medium is then stored at room4084

temperature but handled only in sterile condition (biological hood). For the storage of cells from a4085

liquid culture, 1 volume of glycerol stock medium is mixed (well!) with 1 volume of liquid culture4086

(25% glycerol final) in a cryotube (cold-resistent plastic tube), and finally stored in the −80 °C4087

freezer.4088
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Antibiotic stocks4089

We need the antibiotics ampicillin (Amp) and kanamycin (Km) to select for respectively the4090

presence of the pIT2 plasmid carrying an Amp resistance gene and the helper plasmid featuring4091

a Km resistance gene. Antibiotics are added into the cell growth medium from a stock. In liquid4092

and solid cell cultures, Amp and Km are used at concentrations of 100µg.mL-1 and 50µg.mL-1,4093

respectively. These antibiotics are also purchased as powders (ampicillin sodium salt, kanamycin4094

sulfate; both Sigma-Aldrich, Saint-Louis, MO, USA) to be stored in the fridge at 4 °C. Stock4095

solutions at 100mg.mL-1 for Amp or 50mg.mL-1 for Km are produced by weighing 2 g of Amp4096

powder or 1 g of Km powder into a 50mL Falcon tube and adding 20mL of MilliQ water. The4097

tube is then vortexed until complete dissolution of the powder and filtered through a 0.22µm4098

syringe-driven filter system (Biosigma) used with syringes from Terumo (Tokyo, Japan). The4099

stocks are then stored in the −20 °C freezer. For use in a cell culture, they are diluted 1000 x, i.e.4100

1 volume of antibiotic stock solution for 1000 (more precisely: 999) volumes of growth medium.4101

Glucose stock solution4102

Glucose is used to regulate the lac operon in E. coli cells and thus the expression of the anti-4103

body or antibody-pIII fusion which is under the control of the lac promoter: Allowing cells to4104

metabolize glucose ba adding it to the growth medium turns off the lac operon and thus represses4105

expression of antibody(-pIII). We add glucose at all amplification (cell culture growth) steps4106

where antibody(-pIII) expression is not needed and allows to prevent possible biases in antibody4107

sequence frequencies due to antibody sequence-dependent effects of antibody(-pIII) expression on4108

cell growth rates. Inversely, no glucose is added for antibody(-pIII) and displaying phage produc-4109

tion steps which are however accompanied by unavoidable amplification biases. Glucose is used4110

at a concentration of 1 % in liquid and solid cultures to prevent expression of antibody-pIII, i.e.4111

1 g/100mL. Glucose stock solution is produced at 40 % concentration and then diluted 40 x in the4112

liquid culture to obtain 1 % concentration final, that is 1 volume of glucose stock solution for 394113

(more precisely: 40) volumes of growth medium. To make to stock solution, 80 g of D-(+)-glucose4114

(180.16 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA) powder is dissolved in MilliQ water to4115

obtain 250mL of glucose stock solution final. Note that this does not mean that the powder has4116

to be dissolved in 250mL of MilliQ water but less, due to the tare volume of the glucose powder.4117

In practice, we dissolved the glucose powder first in 100mL of MilliQ water and, after complete4118

dissolution, added as much MilliQ water as needed to obtain 250mL volume final. Dissolving4119

that much glucose in such a small volume of MilliQ water takes several hours even under violent4120

stirring. To accelerate the dissolution, the MilliQ water is slightly heated during dissolution (we4121

worked at ≈ 40 °C which takes about 2 h), but not too much to prevent caramelization of the4122

glucose. Also, the glucose powder needs to be poured continuously over an extended amount4123

of time into the MilliQ water. Pouring the MilliQ water onto the glucose powder will yield in4124

agglutination of the glucose powder and dissolution is set to fail. After dissolution, we filtered the4125
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glucose stock solution through a 0.22µm vacuum-driven Stericup filter system (Sigma-Aldrich,4126

Saint-Louis, MO, USA) to filter out any contaminants. Autoclaving is not recommended due4127

to the risk of caramelization. 40% glucose is non-viable for bacteria, but contamination with4128

fungi occurs very easily. After filtration, the glucose solution is systematically handled in sterile4129

condition (biological hood) and kept at room temperature to quickly reveal any contamination.4130

Calcium chloride solution (with and without glycerol)4131

Calcium chloride (CaCl2) is needed to make cells chemically competent (for DNA uptake). The4132

CaCl2 is purchased as powder (110.98 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA) and dis-4133

solved in sterilized MilliQ water. CaCl2 at a concentration of 0.1M is obtained by mixing 1 volume4134

of CaCl2 at 1M with 9 volumes of sterilized MilliQ water. CaCl2 at 0.1M and 15% glycerol is4135

obtained by mixing 2 volumes of CaCl2 at 1M with 15 volumes of sterilized MilliQ water and4136

3 volumes of 100% glycerol (92.09 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA). Finally, both4137

the CaCl2 at 0.1M and the CaCl2 at 0.1M with glycerol are each one filtered through a 0.22µm4138

vacuum-driven millipore Stericup(R) filter system (Sigma-Aldrich, Saint-Louis, MO, USA).4139

IPTG4140

IPTG (Isopropyl β-D-1-thiogalactopyranoside) also regulates of the lac operon. Unlike the glucose,4141

it induces expression of the protein construct which is cloned into an expression vector carrying4142

an Amp resistance gene and which is under the control of the lac promoter (here, antibody(-pIII),4143

eGFP and mCherry). It is purchased as powder (Sigma-Aldrich, Saint-Louis, MO, USA) and4144

stored at −20 °C. IPTG stock solutions at a concentration of 300mM are produced in MilliQ4145

water and filtered similarly to the antibiotic stocks. It is diluted 1000 x into liquid cell cultures4146

by adding 1 volume of IPTG stock for 1000 (more precisely: 999) volumes of cell culture, i.e.4147

300µM. It is not stable and degrades upon frequent freezing and defrosting; therefore, it must4148

not be defrosted for use in liquid cell cultures more than once or twice.4149

PBS4150

PBS (phosphate buffered saline; NaCl, KCl, Na2HPO4, KH2PO4 in MilliQ water; pH ' 7.4) is4151

a pH buffer solution used for the storage of proteins and phage. It is purchased either as 10 x4152

concentrated liquid (Sigma-Aldrich, Saint-Louis, MO, USA; 1 volume of 10 x PBS concentrate is4153

mixed with 9 volumes of MilliQ water to obtain 1 x PBS) or as pellets (Sigma-Aldrich, Saint-Louis,4154

MO, USA) to be dissolved in MilliQ water (5 pellets in 1 L of MilliQ water for 1 L of 1 x PBS).4155

The 1 x PBS is stored at room temperature.4156
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Trizma4157

Trizma (2-Amino-2-(hydroxymethyl)-1,3-propanediol or Tris(hydroxy-methyl)aminomethane) is4158

another pH buffer solution here used for the storage of phage. It is prepared at 1M stock concen-4159

tration and a pH of 7.4. 15.76 g Trizma hydrochloride (157.6 g.mol-1; Sigma-Aldrich, Saint-Louis,4160

MO, USA) powder is dissolved in MilliQ water until 100mL of solution (Trizma acid) is obtained.4161

In addition, 12.11 g Trizma base (121.14 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA) powder4162

is dissolved in MilliQ water until 100mL of solution (Trizma basic) is obtained. Then, Trizma4163

acid and Trizma basic are mixed such that Trizma at pH = 7.4 is obtained. The pH is checked in4164

real-time upon adding the Trizma basic to the Trizma acid (or vice versa) using a pH-meter. The4165

Trizma is stored at room temperature.4166

Sodium hydroxyde4167

250mL of sodium hydroxyde (NaOH) solution at 1M final stock concentration is obtained by4168

dissolving 10.0 g NaOH (40.00 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA) powder in MilliQ4169

water until 250mL of solution are obtained. The dissolution of the powder is difficult and is4170

supported by stirring. The dissolution is performed under the chemical hood because vaporizing4171

NaOH solution is very corrosive and damaging to the inhalatory organs of the body. The product4172

is stored at room temperature.4173

EDTA4174

EDTA (disodium ethylenediamine tetraacetate, 2H2O) is a divalent cation chelator. 100mL of4175

EDTA solution at 0.5M final stock concentration are obtained according to the protocol in [188]:4176

9.305 g EDTA (292.24 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA) powder are added to 40mL4177

of MilliQ water and stirred. The powder will not dissolve until the pH reaches 8.0. Using a pH-4178

meter to scan the pH of the solution in real-time, NaOH solution at 1M is added until pH = 8.0.4179

Then, another 50mL of MilliQ water are added and the solution is violently stirred until complete4180

dissolution of the powder. The EDTA solution is stored at room temperature.4181

Bw1x washing buffer4182

Bw1x buffer washing liquid containing sodium chloride (NaCl) at 1M final, Trizma at 5mM final4183

and pH = 7.4, as well as EDTA at 0.5mM final is needed for the washing of streptavidin-coated4184

magnetic beads. In order to produce 100mL of Bw1x washing liquid, MilliQ water is poured onto4185

5.85 g NaCl (58.44g/mol; Sigma-Aldrich, Saint-Louis, MO, USA) powder until a volume of 50mL4186
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are obtained and stirred until all NaCl powder is dissolved. Then, 500µL of Trizma at 1M and4187

pH = 7.4 and 100µL EDTA at 0.5M are added. Finally, MilliQ water is added until 100mL of4188

final volume are reached. The washing liquid is stored at room temperature.4189

Other reagents4190

Other notable chemicals and products needed later for phage display and selection comprise Dyn-4191

abeads(R) M-280 Streptavidin and others (see figure 3.7; Invitrogen Life Technologies, Carlsbad,4192

CA, USA), Na2HPO4 (sodium phosphate dibasic, 141.96 g.mol-1; Sigma-Aldrich, Saint-Louis, MO,4193

USA), NaH2PO4 (sodium phosphate monobasic, 119.98 g.mol-1; Sigma-Aldrich, Saint-Louis, MO,4194

USA), Tween20 surfactant (viscous liquid, 1.095 g.mL-1; Sigma-Aldrich, Saint-Louis, MO, USA),4195

as well as triethylamine (TEA) at >99% (101.19 g.mol-1; Sigma-Aldrich, Saint-Louis, MO, USA),4196

and Javel water for neutralization of phage. DNase I (Sigma-Aldrich, Saint-Louis, MO, USA) and4197

lyzozyme (Sigma-Aldrich, Saint-Louis, MO, USA) are needed for the harvest of expressed fluores-4198

cent proteins from cells. For electrophoresis, Agar (Sigma-Aldrich, Saint-Louis, MO, USA), 6 x4199

Gel Loading Dye (purple) without SDS (New England Biolabs, Ipswich, MA, USA), and 10,000 x4200

SYBR(R) Safe DNA gel stain in DMSO (Invitrogen Life Technologies, Carlsbad, CA, USA) are4201

needed. The restriction enzymes XhoI and BssHII, CutSmart 10 x buffer, as well as T4 DNA ligase4202

and its buffer 10 x concentrated (all from New England Biolabs, Ipswich, MA, USA) are needed.4203

All these chemicals and products are all used as purchased. The E. coli TG1 and C3019 cell4204

strains relevant for cloning and phage display, respectively, we purchased (New England Biolabs,4205

Ipswich, MA, USA).4206

Petri dishes for bacterial growth4207

Here, we describe how we make bacterial growth plates that are used for various purposes across4208

the project: counting the number (or concentration) of cells in a liquid cell culture and obtain-4209

ing isogenic cells. The bottled solid growth medium with Agar is heated and thus melted in a4210

microwave. The heating must be slow and with regular shaking over a longer period of time4211

in order to melt the bulk without boiling the boundaries. Upon cooling down, glucose and an-4212

tibiotics, if needed, are added only when right above the solidification temperature in order to4213

avoid caramelization of the glucose and degradation of the antibiotics. After shaking, the growth4214

medium is poured or pipetted into the Petri dishes, approximately 25mL per small Petri dish4215

(round, 4.25 cm radius; Greiner Bio-One, Kremsmünster, Austria), 250mL per large Petri dish4216

(quadratic, 24.5 cm edge length; Corning Inc., Corning, NY, USA). Air bubbles are destroyed or4217

at least moved to the boundary of the plate using pipette tips. After solidification, the Petri dishes4218

are stored in the fridge at 4 °C until use and discarded when unused within roughly a month.4219
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M13 helper phage stock4220

To start the production of displaying phage, library cells need to be infected with helper phage.4221

A stock of several mL of helper phage at a concentration of approximately 1012 mL-1 (meaning4222

1012 phage particle per mL) starting from a droplet of highly concentrated phage (5µL phages4223

at 1013 mL-1) is produced according to the following protocol: First, the droplet is defrosted and4224

diluted to 50µL to a concentration of 1012 mL-1 by adding 20µL of 2xYT growth medium and4225

25µL of 50% glycerol in 2xYT.4226

Then, fresh exponential cells are infected with this helper phage solution in order to then4227

produce even more helper phage: A fresh liquid culture of TG1 cells is started with 10mL of4228

2xYT growth medium and 100µL of an overnight TG1 liquid culture (100 x dilution) in a 50mL4229

Falcon tube. The culture is incubated at 37 °C temperature and a rotational speed of 180 rpm4230

(rounds per minute) until a bacterial density of OD600 = 0.4 is reached (exponential growth4231

phase; OD600 measures the absorbance of monochromatic light of a wavelength of 600 nm shined4232

through a liquid cell culture), which takes approximately 2 h. At this point, 10µL of helper phage4233

at 1012 mL-1 are added to the cell culture. In order to let the infection happen, the culture is4234

incubated for another 30min at 37 °C, at rest. In the meantime, the next liquid culture for the4235

phage production is prepared: 50mL 2xYT growth medium and 50µL kanamycin antibiotic are4236

given to a 250mL flask. By the end of 30min, the infected cells are centrifuged at 3,200 g (a4237

velocity leading to a centrifugal force equivalent to the force acting on a body in a gravitational4238

field 3,200 x as strong as the one at the Earth’s surface), 25 °C for 10min. As a result, the heavy4239

cells (heavy compared to all other things in the culture) accumulate at the bottom of the tube.4240

The supernatant is then poured away, leaving behind only the cells in the tube. The supernatant4241

is neutralized under the chemical hood using Javel water. The cells are now resuspended into4242

the new culture (which was prepared during the 30min wait). The culture is incubated overnight4243

(meaning for ≥ 16h) at 30 °C, 180 rpm. During this time, the infected cells will produce and4244

release into the culture new helper phage particles. The presence of kanamycin antibiotic assures4245

that only infected cells can survive and grow in the culture, as infected cells acquired a plasmid4246

carrying a kanamycin resistance gene. In the absence of kanamycin, cells who lose the helper4247

plasmid may have a fitness advantage, as they do not need to produce phage particles and are not4248

penalized upon losing the resistance gene, and may therefore take over the cell culture.4249

On the following day, the cell culture is transferred to a new Falcon tube and centrifuged at4250

10’800 g, 25 °C for 10min. This time, however, we are interested in the supernatant as it contains4251

the produced phage particles. Thus, the supernatant is poured into yet another Falcon tube, while4252

the one with the cell pellet is discarded.4253

In order to obtain an estimation of the helper phage concentration, we proceed with serial4254

dilutions and infection of fresh exponential cells: 500µL of 102,4,6,8,9,10,11,12 x dilutions of helper4255

phage solution is made in 1.5mL Eppendorf safe-lock tubes by pipetting into each tube 495µL4256
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of 2xYT growth medium and 5µL of previous dilution for a dilution factor of 100 x, or 450µL of4257

2xYT growth medium and 50µL of previous dilution for a dilution factor of 10 x. The dilutions are4258

vortexed before going forward with the next dilution in order to have the phage well-mixed in the4259

liquid. Then, 500µL of a fresh exponential cell culture are added to each dilution and incubated for4260

infection at 37 °C, at rest for 30min. The helper phage are exposed to an excess of cells, meaning4261

that each phage should give rise to one infected cell (no competition of phage for cells): The number4262

of helper phage per tube for the 10−d x dilution is 10−d · 1012 mL−1 · 5 · 10−1 mL = 5 · 1011−d,4263

whereas the number of cells at OD600 = 0.4 is 108 mL−1 · 5 · 10−1 mL = 5 · 107. Thus, the cells4264

outnumber the helper phage for dilutions higher than 105 x. As infection is very efficient, each4265

phage present in the tube will give rise to an infection event. Moreover, each cell can be infected4266

only once. As a result, the number of phage in the tube directly translates into the number of4267

infected cells and cell colonies after cell growth on a plate. This allows to infer the number of4268

helper phage indirectly by counting the number of cell colonies. In order to count the number of4269

infected cells, 100µL of each dilution is distributed over a Petri dish coated with 2xYT-kanamycin4270

selective growth medium. Each infected cell should give rise to one colony upon cell growth, due to4271

its kanamycin resistance, whereas uninfected cells should not grow. In the end, counting colonies4272

is somewhat equivalent to counting the number of helper phage, see also figure 3.9(a). The plates4273

are incubated overnight at 37 °C for cell growth. The supernatant is kept in the fridge at 4 °C.4274

On the following day, the helper phage concentration [Hφ] in the supernatant is estimated4275

using4276

[Hφ] = 2 · 10d+1 ·Ncol.(d)mL−1, (A.1)

for various d where Ncol.(d) is the number of colonies observed for the 10−d x dilution. If the4277

estimated phage concentration is satisfactory, i.e. ≥ 1011 mL−1, the helper phage at 4 °C is4278

prepared for long-term storage at −80 °C for later use in phage display experiments: 1 volume of4279

helper phage is mixed with 1 volume of glycerol stock medium from A.1, aliquoted into cryotubes,4280

and moved to the −80 °C freezer.4281

A.2 Cloning4282

The goal of cloning is to insert a target gene into the expression vector plasmid pIT2 which in turn4283

must be taken up by expression strain cells, here TG1 cells. For the purpose of this project, we4284

need to clone VH genes with specific CDR3 sequences into TG1 cells. To this goal, we streak cells4285

from the relevant library cell glycerol stock on Petri dish with 2xYT-ampicillin-glucose growth4286

medium and grow them overnight at 37 °C. The colonies seen on the following day contain the4287

plasmid with the relevant library scaffold but random CDR3 sequences. Any colony can be used4288

as a template for the cloning procedure in which the random CDR3 sequence is to be replaced4289

by the target CDR3. An overnight liquid culture is grown according to and miniprepped on the4290
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following day to extract the plasmid. The idea for what follows is to remove the random CDR34291

sequence by cutting the plasmid DNA immediately up- and downstream of the CDR3 by digestion4292

with restriction enzymes, removing it, and replacing it by the target CDR3 sequence by ligation,4293

see also figure 3.3. We proceeded this way with all target CDR3 sequences presented in table 4.1.4294

A similar strategy was followed by Boyer et al. [1] to clone the VH genes into the pIT2 plasmid4295

using other restriction sites up- and downstream of the target gene region, where a default target4296

gene in the plasmid was replaced by the VH genes.4297

As an example, consider here the cloning of the best CDR3 sequence of the Germline library4298

against the DNA1 target which has the CDR3 nucleotide sequence CGGAAGAAGCAT. By picking4299

randomly from the Germline library, a plasmid is obtained, that around the CDR3 has the4300

sequence (GCGCGC)XXXXXXXXXXXXTTCGACTACTGGGGTCAGGGTACCCTGGTTACCGT(CTCGAG) with some4301

random CDR3 denoted by Xs, see also figure 3.4. Restriction enzymes can cut double-stranded4302

DNA at specific sequences. For instance, the restriction enzyme XhoI recognizes the sequence4303

C’TCGA,G, while BssHII recognizes G’CGCG,C. The cut of the DNA is performed at the location4304

indicated by ’ on the 5′ → 3′ strand; note that sequences recognized by restriction enzymes map4305

onto themselves upon reverse-complementation and the 3′ → 5′ strand is thus cut at a different4306

position, indicated by ,. These two sequences are contained in the VH genes right upstream and a4307

bit further downstream of the CDR3 sequence, indicated above by brackets (). Thus, the CDR34308

sequence can be cut away from the template plasmid using these two restriction enzymes.4309

The target CDR3 sequences including the sequences recognized by XhoI and BssHII are4310

purchased as dsDNA from IDT, Leuven, Belgium. In our example, the purchased sequence4311

is thus (GCGCGC)CGGAAGAAGCATTTCGACTACTGGGGTCAGGGTACCCTGGTTACCGT(CTCGAG). After cutting4312

this sequence with the same restriction enzymes, an insert that fits into the template plasmid4313

digested with the same restriction enzymes is obtained. This insert is glued into the template in4314

a reaction called ligation.4315

Digestion, agarose gels4316

As a first step, template plasmids are extracted from an overnight grown liquid culture using a4317

commercial DNA purification kit (Macherey-Nagel, Düren, Germany; see manual for a detailed4318

protocol), and ≥ 1µg of template plasmids are digested with XhoI and BssHII. The concentration4319

of template plasmids is measured by Nanodrop (BioPhotometer(R), Eppendorf, Hamburg, Ger-4320

many), allowing to compute the volume required for ≥ 1µg of plasmid DNA, say 5.0µL. XhoI4321

and BssHII are active at two different temperatures, 37 °C and 50 °C, respectively. Hence, the4322

digestions can not be done simultaneously, but need to be performed sequentially. On ice, the4323

5.0µL of plasmid DNA is pipetted into a PCR tube, along with 12.0µL of DNase-free MilliQ4324

water, 2.0µL of 10 x CutSmart buffer (1 x CutSmart buffer final, as required), the buffer in which4325

the enzyme is optimally active, and 1.0µL of BssHII enzyme (20.0µL volume final). The enzyme4326
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is added last. The tube is flipped, centrifuged briefly and then incubated at 50 °C in a PCR4327

machine for 90min. Subsequently, 3.5µL of DNase-free MilliQ water, 0.5µL of 10 x CutSmart4328

buffer (again 1 x CutSmart buffer final), and 1.0µL of XhoI enzyme (again lastly) are added to the4329

tube (3.5µL volume final), which is then flipped, centrifuged, and incubated at 37 °C in a PCR4330

machine for another 90min. A negative control is performed simultaneously where the above steps4331

are followed in the exact same way except for the BssHII and XhoI which are respectively replaced4332

by the same volume of additional DNase-free MilliQ water.4333

The product of the ligation is then submitted to electrophoresis, i.e. run on an agarose gel:4334

In an electric field, the negatively charged DNA is dragged through the gel lattice, with smaller4335

pieces of DNA going across more easily/rapidly than larger ones. Hence, the digestion products4336

are separated according to their size and the CDR3 sequence is separated from the much larger4337

remaining part of the plasmid. A 1% agarose gel is prepared by dissolving 1 g of agarose powder4338

in 100mL of 1 x TAE running buffer upon heating in a microwave. Then, 10µL of 104 x SYBR(R)4339

Safe DNA gel stain are added (1 x SYBR(R) Safe final) and the liquid is poured into a gel mold,4340

and let to cool down to room temperature to obtain the gel upon solidification. SYBR(R) Safe4341

is a DNA intercalating dye which settles on the “ladders” of the double-stranded molecules and4342

must, for this very reason and the associated suspected cancerogenicity, be handled very carefully4343

by the experimenter. The gel is placed into the electrophoresis station, immersed in TAE running4344

buffer, and connected at its extremities to electrodes.4345

1 volume of 6 x Purple Loading Dye are added to 5 volumes of digestion product so that the4346

final product is 1 x Gel Loading Dye, i.e. 5µL of Loading Dye for 25µL of digestion product.4347

After pipetting up and down until the volume is well-mixed, the sample is loaded into a well of the4348

gel by careful pipetting. In addition, 5µL of ladder, i.e. a sample containing DNA molecules of4349

various known sizes, is loaded into a separate well. These are used later as a reference to estimate4350

the size of the sample. An electric tension of 100V is then applied to the gel for approximately4351

40min, with the electric field being parallel to the direction of motion and the anode (positive4352

electrode) on the opposite site of the gel, such that the DNA is forced to traverse the gel. The4353

electrophoresis is finished when the visible violet spots from the Loading Dye have reached the4354

lowest quarter of the gel. The gel is removed, wiped to remove any liquid, and shined with blue4355

or UV light. Any DNA becomes visible as bands on the gel due to the SYBR(R) Safe which4356

is fluorescent in blue and UV light. The location of the band(s) is compared with those of the4357

reference bands in the lane with the ladder to estimate the size of the digestion product. The4358

observed size is then compared with the expected size. Finally, the plasmid DNA is purified by4359

cutting out the band from the gel and removing the agarose using a commercial gel extraction4360

and purification kit (Macherey-Nagel, Düren, Germany; see manual for a detailed protocol). As4361

a result, around 30µL of purified plasmid DNA in MilliQ water (alternatively: in elution buffer)4362

with DNA concentrations of typically around 20 ngµL−1 is obtained.4363

The similar procedure is followed for 500 ng of the purchased DNA with the new CDR3 sequence4364

to obtain purified insert DNA. The purchased DNA is first resuspended in MilliQ water and4365
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aliquoted so to have it at a concentration of 50 ngµL−1. Thus, the first digestion is started with4366

10µL of DNA, 2.5µL of DNase-free MilliQ water, 1.5µL of 10 x CutSmart buffer (1 x final), and4367

1.0µL of BssHII enzyme (15µL volume final). For the second digestion, 3.5µL of DNase-free4368

MilliQ water, 0.5µL of 10 x CutSmart buffer (1 x final), and 1.0µL of XhoI enzyme (20µL volume4369

final) are added. The enzymes are added last in each digestion. The digestion product is directly4370

purified without running a gel, using a commercial PCR clean-up kit (Macherey-Nagel, Düren,4371

Germany; see manual for a detailed protocol) which does not retain the tiny DNA fragments that4372

were cut off at the 5′ and 3′ ends of the DNA sequences. The insert of a size of ' 50 bp is too small4373

to obtain a clear band on an agarose gel. The concentration of the purified insert is measured by4374

Nanodrop, in this example it amounts to 10 ngµL−1, but insert concentrations are way smaller4375

and even indistinguishable in other cases. Still, this is not crucial for the following ligation and4376

transformation as few copies of the insert DNA can in principle be sufficient. (This holds only for4377

the cloning of a single sequence at a time; for the cloning of libraries, a sufficient oversampling is4378

indeed required.)4379

Ligation4380

The two pieces of the “puzzle”, i.e. the linearized template plasmid (backbone) and the CDR34381

insert are now sticked together by a ligation reaction. The volume of insert DNA Vi required for4382

the ligation is typically calculated by ligation calculators from4383

Ni = [i]Vi
Li

!= r
[b]Vb
Lb

= rNbminsert = lengthinsert
lengthbackbone

1
insert ratiombackbone. (A.2)

where, i and b refer to the insert and backbone, respectively, N , [·], V·, and L· refer to number4384

of copies, mass concentration, volume, and sequence length, respectively, and r is an insert (to4385

backbone) ratio typically chosen to be r = 3. Here, we have typically [b] ' [i] ' 10 ngµL−1,4386

Li ' 70bp, and Lb ' 4500 bp and we typically choose Vb = 3µL. The required volume of insert4387

DNA Vi according to equation (A.2) is then much less than 1µL, so we simply provide insert DNA4388

in excess by taking 3µL. Thus, 3.0µL of plasmid backbone and 3.0µL of insert DNA are pipetted4389

to a PCR tube, along with 11.0µL of MilliQ water, 2.0µL of 10 x T4 DNA ligase buffer (thus 1 x4390

final), and 1.0µL of T4 DNA ligase (20.0µL volume final). The ligase is added last. The tube4391

is incubated at 25 °C in a PCR machine for 15min. A negative control is realized by performing4392

an identical ligase reaction, but simply leaving out the insert. In this case, the 1.0µL of insert4393

DNA is replaced by 1.0µL of additional DNase-free MilliQ water. This negative control should4394

not give rise to an intact circular plasmid, unless at least one of the previous digestion steps was4395

unsuccessful and the plasmid can recircularize by itself.4396
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Competent cells4397

In order to transform the ligated plasmid into cells, i.e. incorporate the new plasmid into the4398

cells, the cells must be “competent” for transformation. There are two major methods of transfor-4399

mation: 1) by heat shock using chemically competent cells where the cell membrane is fractured4400

for a short period of time by a sudden increase in temperature so that the plasmid DNA can4401

enter the cell, 2) by electroporation using electrocompetent cells, where the same is achieved by4402

applying a voltage. Electroporation is more delicate in practice, but generally leads to a higher4403

transformation efficiency, i.e. a larger amount of transformed cells. It is therefore the preferred4404

choice for the transformation of libraries where many different sequences are transformed at the4405

same time and a sufficient oversampling of sequence space is needed to avoid biases and elimi-4406

nation of sequences by chance. But here, we only need to clone ∼ 20 single antibody sequences4407

each at a time, and we therefore opt for chemical transformation. Competent can be either pur-4408

chased (expensive!) or self-made, but commercial competent cells again generally have higher4409

transformation efficiencies and are therefore again preferred for library transformation. We opt4410

for self-made chemically competent cells as, in principle(!), a single transformant should be enough4411

for successful transformation of a single sequence. We also decided to not directly transform into4412

the expression strain for phage display E. coli TG1, but to first transform to the E. coli C30194413

strain which is optimized for transformation efficiency and then transfer to TG1. The transfer of4414

an intact plasmid by extraction from one cell strain and retransformation into another cell strain4415

comes with higher efficiency and less pathologies (see A.2) than the transformation of ligation4416

products.4417

In the following steps, the growth medium does not contain antibiotics; it is thus necessary4418

to work under the biological hood to avoid growth of and contamination by bacteria/fungi from4419

the environment. It is beneficial to use (close to) isogenetic cells for transformations. Therefore,4420

we start a liquid cell culture with cells from a single cell colony rather than a glycerol stock: For4421

both cell strains, C3019 and TG1, a few cells are streaked on a plate with LB growth medium4422

and grown overnight at 37 °C. On the following day, a liquid cell culture in 5mL of LB growth4423

medium in a 50mL Falcon tube is started using cells from a single colony on the LB plates and4424

grown overnight at 30 °C, 180 rpm. On the following day, a new liquid culture is started in a larger4425

volume of 100mL of LB growth medium in a 500mL flask with 1mL of overnight culture (100 x4426

dilution) and grown at 37 °C, 180 rpm until OD600 = 0.4 (not more!) which takes around 1.5−2 h.4427

In the meantime, the centrifuge is cooled to a temperature of 4 °C. As the cell culture reaches4428

the required OD600, it is partitioned into two equal volumes which are decanted into two 50mL4429

Falcon tubes. The culture is placed on brayed ice for 10min to cool down. Henceforth, the cells4430

need to be permanently kept in a cold environment. The cultures are centrifuged at 4000 rpm,4431

4 °C for 10min. The supernatant is poured and the pellets are resuspended gently in 5mL of4432

cold 0.1M CaCl2 (which was stored in the fridge at 4 °C beforehand) each by slow pipetting up4433

and down. The cells’ membrane is mechanically fragile and prone to disruption. The cells are4434

then further chilled on ice for 20min. After another centrifugation at 4000 rpm, 4 °C for 10min,4435
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the supernatant is again poured away and the pellets resuspended gently in 5mL of cold 0.1M4436

CaCl2 with 15% glycerol (which was also stored in the fridge at 4 °C). The cells are aliquoted4437

into sterilized and pre-cooled (on ice) 1.5mL Eppendorf tubes, 300µL of cells per cells. Finally,4438

the cell aliquots are shock-freezed at liquid nitrogen and stored at −80 °C. (The competence of4439

cells decreases with time and the cells should no longer be used after 6 months.)4440

Transformation4441

The ligated plasmid with the replaced CDR3 is inserted into chemically competent C3019 cells by4442

heat shock. Competent C3019 cells are taken from the −80 °C freezer and placed on ice for 10min,4443

so they can defrost. 50µL of competent cells are mixed with 7.5µL of ligation product in a tube4444

and chilled on ice for another 30min. Then, the cells are quickly moved to a water bath at 42 °C for4445

30 s, before being put back on ice for 1min. Due to the heat shock, the cells are exhausted and must4446

be fed and oxygenated: 400µL of pre-heated LB growth medium is added to the cells, followed4447

by incubation at 37 °C for 30min under intense shaking, ≥ 300 rpm (1 h of incubation should4448

be performed when transforming plasmids with resistances different from ampicillin). Finally,4449

the transformed cells are centrifuged, resuspended in 150µL of LB growth medium, and plated4450

on selective LB-ampicillin plates with 1% glucose for growth at 37 °C overnight. The ampicillin4451

assures only transformed cells with the pIT2 plasmid and thus an ampicillin resistance gene would4452

grow. The glucose inhibits expression of the antibody which is not needed at this step. Another4453

transformation without ligation product, as well as a transformation with pUC19 plasmid are4454

performed in parallel as negative and positive controls, respectively. The negative control should4455

not give rise to colonies, while the positive control should if the transformation was successful. The4456

next day, if the transformation was successful and colonies appear on the plate, liquid cultures are4457

started in 6mL of 2xYT growth medium, ampicillin, and 1% glucose, and then grown overnight4458

at 37 °C, 180 rpm using cells from one or several colonies (1 culture for each colony to be tested).4459

On the following day, 1mL of culture is used to make a glycerol stock of the transformed cells:4460

mixing with 1mL of 50% glycerol in 2xYT and storage at −80 °C. The remaining 5mL of culture4461

are used to check if the plasmid has the expected sequence by Sanger sequencing: The plasmids4462

are extracted from the cells using a commercial DNA extraction kit (Macherey-Nagel, Düren,4463

Germany; see manual for a detailed protocol) and and sent for Sanger sequencing to GATC,4464

Konstanz, Germany (now owned by Eurofins, Luxembourg, Luxembourg). If the sequencing4465

yielded the expected sequence, the glycerol stock of transformed cells is used for transfer into4466

TG1, otherwise it is discarded. While the testing of a single colony of transformants is in principle4467

sufficient, if it carries the correct sequence right away, the cells do not necessarily carry the correct4468

sequence and finding a colony with the correct sequence (if any) is more or less a matter of pure4469

luck: In our case, we had to test many transformants per CDR3 sequence in some cases (' 2004470

colonies and Sanger sequencings in total for the ' 20 sequences in table 4.1) to find the correct4471

sequence and for some sequences the cloning was unsuccessful (see table 4.1). The cells tend to4472

introduce many kinds of pathologies to the ligated plasmids upon transformation (ranging from4473
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point mutations and indels of single or several base pairs, especially near the restriction sites, to4474

the deletion of the entire antibody gene), presumably linked to the potential toxicity or at least4475

uselessness of the expressed antibody for the cells. This is a general feature of the cloning of any4476

non-self protein into cells and is not restricted to antibodies.4477

Transfer to the expression strain4478

If the correct antibody sequence was found in a tested cell colony in the previous step, a final4479

transfer of the plasmid from the cloning strain C3019 to the expression strain TG1 for the phage4480

display is performed. This is done by plasmid extraction using commercial DNA extraction kits4481

(Macherey-Nagel, Düren, Germany) and transformation of the extracted plasmid to chemically4482

competent TG1 cells. The transformation protocol is identical to the one of the first transforma-4483

tion, except that 1.5µL of plasmid (instead of the 7.5µL of ligation product) are added to the4484

competent cells. Again, glycerol stocks of transformed TG1 cells are prepared after transforma-4485

tion and overnight liquid cultures, and the sequence of the antibody gene is checked by plasmid4486

extraction and Sanger sequencing. Here, testing of a single colony to find the correct sequence4487

was indeed sufficient in all cases.4488

A.3 Mini libraries4489

The mini libraries are obtained by cloning the CDR3 sequences in table 4.1 individually according4490

to the protocol in A.2 and then mixing cells carrying plasmids with DNA1-specific, DNA2-specific,4491

or randomly picked CDR3: One liquid culture per sequence is started from the corresponding TG14492

cell glycerol stocks in 5mL 2xYT, ampicillin, and 1% glucose each, and grown overnight at 37 °C,4493

180 rpm. On the following day, 4mL from each of the 10 DNA1-specific cultures are poured4494

together (40mL final), as well as 4mL from each of the 9 top-DNA2 (36mL final) and 4mL from4495

all 10 random clones (40mL final), thus yielding the “top DNA1”, “top DNA2”, and “random”4496

mini libraries. Each mini library is centrifuged at 3200 g, 25 °C for 10min, the supernatants are4497

discarded and the pellets resuspended in 2mL of 2xYT growth medium and 2mL of 50% glycerol4498

in 2xYT (thus 25% glycerol final), aliquoted into cryotubes, and stored at −80 °C. The density4499

of these glycerol stocks is measured by Nanodrop to be around OD600 ≈ 36 (100 x dilutions had4500

OD600 ≈ 0.36).4501
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A.4 Phage display4502

In this step, antibody displaying phage particles are produced by starting from library TG1 cells4503

that are stored at −80 °C (the full Germ, Lmtd, and BnAb libraries, as well as the DNA1-specific,4504

DNA2-specific, and random mini libraries are available in this format, see A.3). The steps to be4505

followed here are somewhat similar to the ones in the helper phage production protocol in A.1:4506

First, a liquid culture of library cells is started, which is then infected by helper phage. As a4507

consequence, the infected library cells then produce and release antibody displaying phage. If4508

several selection experiments on different libraries are planned in parallel, the following steps4509

apply independently to all libraries to be screened.4510

A liquid culture with 5mL 2xYT growth medium, 1% glucose, and ampicillin is started from4511

the library’s glycerol stock and grown overnight at 30 °C, 180 rpm. On the following day, a new4512

liquid culture of library cells is started from the overnight culture and grown until exponential4513

growth phase is reached: 20mL 2xYT growth medium with 1% glucose and ampicillin are pipetted4514

to a 250mL erlenmeyer flask and 200µL of library cells from the overnight culture are added (100 x4515

dilution). The bacterial density OD600 is measured by Nanodrop and should be OD600 < 0.1. The4516

culture is then incubated at 37 °C, 180 rpm until OD600 = 0.4 which takes approx. 2 h (bacterial4517

density is regularly checked). Then, the culture is transferred to a 50mL Falcon tube, 150µL of4518

helper phage stock from A.1 is defrosted and added to the culture, which is then further incubated4519

for infection at 37 °C, at rest for ≥ 30min. Here, it should be checked that helper phage are in4520

excess, as we want all cells in the culture to be infected: Indeed, if the concentration of the helper4521

phage stock is at least 1011 mL−1, then the number of cells, 0.4 · 8 · 108 mL−1 · 20 mL ' 6.4 · 109
4522

(OD600 = 1.0 corresponds to 8 · 108 mL−1), is by a factor of at least 2 less than the number of4523

phage 1011 mL−1 ·1.5 ·10−1 mL = 1.5 ·1010. Note that increasing the volume of helper phage stock4524

added may be harmful to the culture: The helper phage stock contains kanamycin from the helper4525

phage production step in A.1, but the library cells are not kanamycin-resistant before infection.4526

In the meantime, the next liquid culture is prepared: 50mL of 2xYT growth medium is pipetted4527

along with both ampicillin and kanamycin to a 250mL flask. After infection, the library cell4528

culture is centrifuged at 25 °C, 3’200 g for 10min, the supernatant is poured away and neutralized4529

with Javel water (to kill remaining helper phage), and any remaining liquid is aspired with a4530

filtered pipette in order to remove as much as helper phage as possible. The cell pellet is then4531

resuspended into the new culture and incubated at 30 °C, 180 rpm for 7 h. The selective growth4532

medium with ampicillin and kanamycin is viable only for infected library cells carrying both the4533

pIT2 plasmid and the helper plasmid. These cells produce antibody-displaying phage particles4534

during this incubation time. By the end of 7 h, the cultures are transferred to 50mL Falcon tubes4535

and centrifuged at 10’800 g, 25 °C for 10min. The supernatant containing the displaying phage is4536

poured into new Falcon tubes and stored in the fridge at 4 °C, the cell pellet is discarded. The4537

supernatant can be kept and used for antibody screen for at most 24 h. We should expect a rather4538

limited VH stability and lifetime in this unnatural context and assume unfolding beyond 24 h from4539

expression where they would be no longer functional. The selection step should thus be performed4540
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within this time window of 24 h and a fresh phage production should be preferred otherwise. We4541

do not precipitate the displaying phage before the selection step, as advised by Philippe Minard4542

(Université Paris-Sud), in order to minimize phage-phage interactions which contribute to the4543

noise level of the experiment.4544

A.5 Target production and immobilization4545

Target molecules are immobilized on streptavidin-coated magnetic beads (Dynabeads(R) M-2804546

Streptavidin). The immobilization is achieved by strong binding of the target molecules to the4547

streptavidin molecules, either through an attached biotin in the case of the DNA targets or through4548

a SBP tag in the case of the case of the protein targets. The targets bind to the beads (via4549

streptavidin) sufficiently strongly to not dissociate upon any upcoming incubation and washing4550

steps during immobilization and selection.4551

The biotinylated DNA hairpin targets (DNA1 and DNA2) are purchased from IDT (Leuven,4552

Belgium); the fusion with a biotin is realized at their 5′ ends. The affinity between biotin with4553

streptavidin is of the order of K ' 10−14 M and known to be one of the strongest naturally4554

occuring non-covalent interactions. The DNA targets are shipped in purified, solid form. In order4555

to have them in solution, DNase-free MilliQ water is added in such a quantity as needed for a4556

stock concentration of 400µM target DNA final (the volume to be added is typically indicated on4557

a data sheet). The purified target DNA is scratched from the tube wall with a pipette tip and4558

is then incubated in the water at room temperature for 1 h. Finally, the DNA target solution is4559

aliquoted into DNA low-bind tubes (DNA LoBind tubes, Eppendorf, Hamburg, Germany) and4560

stored in the −20 °C freezer.4561

The protein targets are produced by ourselves with a SBP tag sequence downstream of the4562

protein sequence that binds to the streptavidin. The genes of protein targets (eGFP and mCherry,4563

corresponding respectively to PDB IDs 2Y0G and 2H5Q) in fusion with a SBP tag were kindly4564

provided by Sandrine Moutel (Institut Curie, Paris, France). The genes are each one located on4565

a plasmid with an ampicillin resistance cassette and under the control of the T7 promoter. The4566

plasmids are transformed to T7 Express E. coli cells (similarly to the transformations in A.2)4567

which have the T7 RNA polymerase inside the lac operon. Expression of the fluorescent proteins4568

in T7 Express cultures can thus be induced by adding IPTG; this induces the lac operon and4569

thus T7 RNA polymerase which in turn transcribes the fluorescent protein genes: First, a liquid4570

culture of transformed T7 Express cells is started in 5mL of 2xYT growth medium, 1% glucose,4571

and ampicillin and grown overnight at 37 °C, 180 rpm. On the next day, a 200mL liquid culture is4572

started in a 1L flask with 2xYT growth medium, ampicillin, and 2mL of cells from the overnight4573

culture (100 x dilution). The culture is grown at 37 °C, 180 rpm until a density of OD600 = 0.484574

is reached. At this point, 200µL of IPTG at 300mM are added to the culture (300µM IPTG4575

final). The culture is incubated overnight at 30 °C, 180 rpm. The IPTG induces the expression4576
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of the fluorescent proteins. On the following day, the cultures visibly changed their color from4577

brownish (the color of the 2xYT) into reddish and greenish respectively for the mCherry and4578

GFP expressing cultures. The proteins need to be harvested, i.e. extracted and isolated from the4579

cells. To this aim, the cultures are transferred to 50mL Falcon tubes and centrifuged at 3220 g for4580

10min and the supernatant is poured away. The cell pellets are resuspended in 5mL of 1 x PBS.4581

The cells are threefold flash-freezed in liquid nitrogen and quick thawed in a water bath at 42 °C4582

in order to burst the cells. Then, the lysate is incubated at 30 °C, 180 rpm for 15min with 5µL of4583

DNase I (2.5 U.mL−1 final) and 5µL of lysozyme (50µg mL−1 final). The DNase degrades all DNA4584

in the lysate, the lysozyme degrades the cell wall. The lysate is centrifuged at very high speed4585

(15000 g), 4 °C for 30min in order to collect all cell debris at the bottom of the tube. The visibly4586

red or green supernatants are poured into new 50mL Falcon tubes and the pellets are discarded.4587

The fluorescent proteins are then aliquoted into 1.5mL Eppendorf tubes, flash-freezed in liquid4588

nitrogen, and stored in the −80 °C freezer. We did not purify the proteins before immobilization4589

on magnetic beads. However, everything with no affinity for streptavidin (including cell DNA,4590

cell proteins, and cell membranes) is removed upon washing of the target-bead complexes in the4591

next step.4592

The binding of target molecules to streptavidin-coated magnetic beads is performed in DNA4593

low-bind tubes (DNA LoBind tubes, Eppendorf, Hamburg, Germany) for the DNA targets or4594

protein low-bind tubes (Protein LoBind tubes, Eppendorf, Hamburg, Germany) for the protein4595

targets. Compared to the usual Eppendorf tubes, these tubes minimize non-specific interactions4596

between the tube walls and respectively the DNA and proteins. After vortexing the magnetic4597

beads stock (where the magnetic beads are suspended in a buffer and tend to sediment) for 30 s,4598

50µL of magnetic beads are pipetted to each low-bind tube which is then kept on ice during the4599

remaining procedure to prevent streptavidin degradation. As a first step, the magnetic beads are4600

washed: The beads are collected on the side of the tube using a magnet and the buffer liquid4601

is removed and replaced by 500µL of washing liquid. Bw1x is used as washing liquid for beads4602

to be treated with DNA targets, 1 x PBS with 0.1% of Tween20 (1 volume of Tween20 in 10004603

volumes of PBS; careful shaking is required while dissolving the Tween20 in PBS due to the risk4604

of generating foam) is used for beads to be treated with protein targets. This choice of washing4605

solutions further helps screening respectively non-specific electrostatic interactions in the case of4606

DNA targets and non-specific hydrophobic interactions in the case of protein targets. The tubes4607

are vortexed for 5 s, then the washing liquid is removed after collecting the beads again on one4608

side of the tube. Now, the beads are brought into contact with the targets: For DNA targets,4609

90µL of washing liquid are added to the beads, as well as 10µL of targets or 10µL of MilliQ water4610

for a null selection tube. Given that the DNA targets are at a stock concentration of 400µM, we4611

can check they are in excess compared to the number of available streptavidin binding sites in4612

the tube which assures that all binding sites have high chance to be filled with target molecules:4613

6 · 1023 DNA.mol−1 · 400.10−6 mol.L−1 · 10−5 L = 2.4 · 1015 DNA target molecules compared to4614

6 · 1023 DNA.mol−1 · 775 pmol DNA.(mg beads)−1 · 10 mg beads.mL−1 · 50 · 10−3 mL = 2 · 1014
4615

binding sites. Thus, we may expect the beads’ surface to be saturated with target molecules. For4616

protein targets, 50µL of 1 x PBS is added to the beads, as well as 50µL of protein targets or 50µL4617
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of MilliQ water for a null selection tube, thus 0.5 x PBS final. The beads are resuspended in the4618

target solution by vortexing and incubated smoothly (' 30 rpm) shaking at room temperature for4619

15min to let the target molecules bind to the beads’ surface. Then, another washing of the beads4620

is performed in order to remove all unbound targets from the tube: The beads are collected on one4621

side of a tube with a magnet, the target solution is removed and 3 washing steps are performed.4622

One washing step consists of adding 500µL of washing liquid to the beads, vortexing for 5 s, brief4623

centrifugation in order to collect all liquid at the bottom of the tube including those stuck in the4624

lid after vortexing, and removal of all liquid while holding back the beads with a magnet. Finally,4625

the beads are resuspended in 50µL of washing liquid and stored in the fridge at 4 °C for use in4626

selections on the following day. In the case of the protein targets, we confirm successful binding4627

of fluorescent protein to the magnetic beads by fluorescence measurements of treated beads at4628

green and red wavelengths versus naked beads using a fluorescence plate reader (Spark, Tecan,4629

Männedorf, Switzerland) as described in the main text (see section 3.3.2).4630

A.6 Selection4631

The selection is performed on the day immediately following the one of the phage production and4632

target immobilization steps. The workflow is as follows: The magnetic beads covered with target4633

molecules from A.5 are suspended in the solution of antibody displaying phage particles from A.4.4634

After some waiting to let the binding reaction happen, the unbound phage are removed, while the4635

beads with bound and “stuck” phage particles are held back and washed. Finally, the antibody-4636

target complexes are broken and the retrieved phage particles used to infect fresh exponential4637

cells.4638

In a first place, a pH adjustment of the phage solution is performed by dissolving 236mg of4639

Na2HPO4 and 102mg NaH2PO4 per 50mL of library phage solution. The final pH should be4640

around 7.0, as measured by a pH-meter. A null selection step is performed using bare magnetic4641

beads that were treated with MilliQ water rather than targets: The magnetic beads are collected4642

on one side of the tube with a magnet, and the washing liquid is removed and trashed using a4643

pipette and replaced by 1mL of phage solution. The beads are resuspended in the phage solution4644

by vortexing and incubated at rest for 1 h, then smoothly shaking (' 30 rpm) for 30min. Then,4645

the beads are collected on the side both in the null selection tube and in the positive selection tube4646

containing beads covered with target molecules. The washing liquid is removed from the latter one4647

and the phage solution is transferred from the null selection tube to the positive selection tube.4648

As before, the beads are resuspended in the phage solution by vortexing and incubated smoothly4649

shaking (' 30 rpm) for 90min (alternatively for 30min). The shaking prevents sedimentation of4650

the beads at the bottom of the tube. Meanwhile, a washing liquid is prepared by pipetting 100µL4651

of Tween20 surfactant into 100mL of 1 x PBS (0.1% Tween20 final) and shaked smoothly in order4652

to prevent the formation of foam. Due to its high viscosity, the Tween20 is conveniently pipetted4653

by cutting away the cusp of the pipette tip, thus increasing the size of the tip entry.4654
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By the end of the binding step, the complete volume is transferred to a 15mL Falcon tube,4655

the beads are collected at the side using a magnet and the liquid is poured away. Then, a 10-fold4656

washing step is performed by repeatedly adding 9mL of 1 x PBS-Tween20 (0.1%), quickly rotating4657

the tube twice by an angle of π around its axis of symmetry while keeping the magnet fixed, and4658

pouring away the PBS-Tween20; this way, the beads run across the liquid to the opposite site4659

of the tube upon the quick rotation. We expect the washing to have an effect on two accounts:4660

First, phage that are not bound but just “stuck” are removed from the beads and diluted into4661

the liquid. Second, the tubes have a conical shape at the bottom, leading to some “dead” volume4662

left behind upon pouring away the liquid due to surface tension effects. The phage contained in4663

the dead volume are hence gradually diluted away as well during the repeated washing. Finally,4664

elution of bound phage is achieved through resuspending the beads in 1mL of triethylamine4665

(TEA) dilution (14µL of 100% TEA in 1mL of MilliQ water) and incubating smoothly shaking4666

at ambient temperature for 10min. The TEA solution has pH ≥ 11 which is harmless to the phage4667

particles but breaks protein-protein (here: antibody-target and target-streptavidin) interactions,4668

thus removing the phage particles from the beads. Then, the beads are collected at the side4669

of the tube using a magnet and half of the volume (500µL) containing eluted phage particles4670

is transferred to another tube containing 500µL of Trizma at 1M, pH = 7.4. The beads are4671

then resuspended in the remaining 500µL of TEA by vortexing and incubated smoothly shaking4672

for another 10min. Once again, the beads are collected at the side, the remaining volume is4673

transferred to the tube with Trizma as well, and the beads are resuspended in 200µL of Trizma4674

at 1M, pH = 7.4. All steps involving the TEA are carried out under the chemical hood because4675

of its high toxicity and penetrant odor.4676

The solution of eluted phage is now used to infect fresh exponential TG1 cells and thus inject4677

them with the plasmids carrying the genes of the selected antibodies: 30mL of liquid culture are4678

started with 2xYT growth medium and 300µL of an overnight liquid culture (100x dilution) of4679

TG1 in a 250mL flask and incubated at 37 °C, 180 rpm until OD600 = 0.4 (takes approx. 2 h).4680

Then, 4mL of culture are added to the beads, while another 10mL of culture are infected in a4681

50mL Falcon tube with half of the retrieved phage, i.e. with 750µL of the 1.5 mL; the other4682

half is stored in the fridge at 4 °C as backup in case another infection must be performed later.4683

Cells are given onto the beads because some phage may not have been detached from the targets4684

and infection of cells is done directly from bound phage. Infection is then let to occur during4685

incubation at 37 °C, at rest for 30min. Then, the 4mL are added to the other 10mL of culture4686

and centrifuged at 3’200 g, 25 °C for 10min. The supernatant is discarded and neutralized, and4687

the pellet is resuspended in 1.2mL of fresh 2xYT growth medium. All 1.2mL are plated on a large4688

Petri dish coated with selective 2xYT-ampicillin growth medium and 1% glucose and incubated4689

overnight at 37 °C. Growing the output library on a plate is preferred here to a liquid culture4690

because it is expected to be less prone to additional amplification biases from competition between4691

colonies for ressources (growth medium and space) which would lead to further unwanted shifts4692

in frequencies unrelated to selection for binding.4693

We estimate the efficiency of the selection, i.e. the ratio of the number of phage particles in4694
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the selection output (number of bound phage) and number of phage particles in the input, by4695

an equivalent approach as for the helper phage stock production in A.1: To count the number of4696

phages in the input (per mL), we infect TG1 cells with serial dilutions of the phage solution and4697

count the number of colonies on 2xYT-ampicillin-1% plates after overnight growth. To count the4698

number of phages in the input (per mL), we perform serial dilutions of the infected cells (for the4699

output) and plate and grow them as well on 2xYT-ampicillin-glucose (1%) plates. For the input,4700

dilutions of up to 1011 are useful, whereas dilutions up to 105 are sufficient for the output because4701

the selection typically reduces the number of phage by a factor of 106.4702

On the following day, if the selection was successful, phage concentrations of around 1011 mL−1
4703

are observed in the input and around 105 mL−1 or more in the output. 105 mL−1 are typically4704

counted in first selection rounds which are dominated by unspecific binders with binding proba-4705

bilities of ' 10−6. Moreover, the large Petri dish is then covered by a uniform carpet of library4706

cell colonies that define the selected library. The library cells are brought into a storable, liquid4707

form by pouring 5mL of 25% glycerol in 2xYT growth medium (made up of 1 volume of 2xYT4708

growth medium and 1 volume of stock growth medium which is at 50% glycerol). The cells are4709

scraped into the liquid using a cell scraper. The liquid is collected at the corner of the plate and4710

transferred into a Falcon tube using a pipette. This procedure is repeated once after rotating the4711

plate by π/2 and scraping in the orthogonal direction. The outcome are cells in liquid form at4712

a density of the order of OD600 ' 100. After mixing and homogenization by vortexing, the cells4713

are aliquoted into cryotubes and stored at −80 °C. At this point, we are technically back to the4714

initial point of the experiment, i.e. glycerol stocks of library cells, modulo the bias in antibody4715

sequence frequencies introduced by selection.4716

A.7 Illumina sequencing preparation4717

In order to sequence a glycerol stock of library cells using Illumina technology and to read out4718

the antibody identities, “amplicons” must be produced starting from these glycerol stock of cells4719

carrying various antibody sequences and whose frequencies are the matter of interest. Amplicons4720

are pieces of double-stranded DNA carrying the sequence of interest in the center, as well as4721

technically required barcode and adapter sequences at the extremities, see figure 3.11. These4722

barcodes and adapters must be added by (two) PCR reactions. The PCR primers must be chosen4723

as a function of the region of interest on the plasmid, as well as a few other technical and conceptual4724

criteria: 1) The melting temperature Tm of the primer sequence (when it is understood as double-4725

stranded, i.e. in fusion with its complementary-reversed sequence) must be around 55 °C, which4726

leads to primer sequences of a typical length of ' 20bp. 2) The primer sequence should optimally4727

start and end with a G or a C since they imply 3 instead of 2 hydrogen bonds at the extremities4728

of the primer sequence. Here, we are interested in the CDR3 sequence as well as a part of the4729

library-specific scaffold sequence which allows to determine the scaffold identity (Germ, Lmtd,4730

or BnAb). 3) In addition, since we opt for Illumina MiSeq 250 bp paired-end sequencing and4731
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require fully overlapping forward and reverse reading of the sequence for higher confidence, the4732

final amplicon must not be longer than 250 bp. This sets an upper bound to the effective readable4733

sequence length for the region of interest of about 170 bp, the full amplicon length minus the4734

length used up by adapters and primers. 4) The primer sequences must be common to all three4735

libraries in play. Otherwise, either of the three libraries would be simply projected out in the4736

PCR reactions and later in the sequencing results. The task thus consists in finding a common4737

sequence within a scaffold that is globally library-specific. Figure 3.12 shows our choice of the4738

region of interest and primer sequences according to these criteria: The forward primer is located4739

downstream of CDR3, by the end of FWR4, and is directed against the antibody reading frame;4740

the reverse primer is located right upstream of FWR3, by the end of CDR2.4741

The two primers are purchased only as single-stranded DNA from IDT, Leuven, Belgium.4742

This is because directional symmetry is broken by the DNA polymerase during PCR reactions4743

that copies the DNA only in 5′ → 3′ direction. Thus, the primers in 3′ → 5′ direction are not4744

needed. Note that as the forward primer applies to the complemented strand from the one shown4745

in figure 3.12, the reverse-complemented sequence of the one highlighted in this figure needs to4746

be ordered for the forward primer. Thus, the ordered sequences are ACAACCCGTCTCTTAAGTCTCGT4747

and GCTCGAGACGGTAACCAGG. The shipped primer DNA is resuspended in DNase-free MilliQ water4748

in the same fashion as the DNA targets in A.5 to stock concentrations of 100µM and/or 10µM.4749

The required volume of water needed is indicated on the data sheet.4750

All glycerol stocks of interest are defrosted and diluted to a volume of 5mL with a bacterial4751

density of OD600 ≈ 4.3 using 2xYT growth medium, thus mimicking the outcome of an overnight4752

culture which is skipped here to avoid introducing additional, unwanted biases in antibody se-4753

quence frequencies. The amount of glycerol stock needed is calculated as 4.3/OD600,stock · 5 mL.4754

Thus, for a glycerol stock of OD600,stock = 150, the diluted volume is 143µL. Plasmids are ex-4755

tracted using commercial DNA purification kits (Macherey-Nagel, Düren, Germany; see manual4756

for a detailed protocol) and gradually diluted to a DNA concentrations of 1 ngµL−1. A calculation4757

shows that 1µL at 1 ngµL−1, thus 1 ng of plasmids still amounts to 108 copies of the plasmids,4758

thus conveniently higher than the upper limit from the sequencing depth of Illumina sequencing.4759

The first PCR reaction (PCR1) is set up in 25µL of final volume as follows: 1.0µL of plasmid,4760

15.75µL of DNase-free MilliQ water, 1.25µL of forward primer at 10µM, 1.25µL of reverse primer4761

at 10µM, 5.0µL of 5 x Q5 reaction buffer (1 x final), 0.5µL of dNTPs at 10 mM, and 0.25µL of Q54762

HotStart HF (high-fidelity) DNA polymerase. Alternatively, it is set up with 1.0µL of plasmid,4763

9.0µL of DNase-free MilliQ water, 1.25µL of forward primer at 10µM, 1.25µL of reverse primer4764

at 10µM, and 12.5µL of 2 x Q5 HotStart Master Mix (1 x final). The Master Mix already contains4765

the polymerase, its buffer, and dNTPs all mixed together. The parameters of the PCR reaction4766

are chosen as follows: initial denaturation at 98 °C for 3min, then 18-fold cycling of (denaturation4767

at 98 °C for 10 s, annealing at 68 °C for 20 s, extension at 72 °C for 20 s), then final extension at4768

72 °C for 5min and hold at 4 °C. The low number of PCR cycles (usually 30) is chosen to minimize4769

potential biases from differential amplification of different sequences during PCR. The PCR prod-4770

uct is run on an agarose gel with the same protocol as in A.2 to check for a band at the expected4771
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size and the presence of unspecific other bands, see figure 3.13(a). The band at the expected size4772

is excised from the gel with a sterile blade and purified using a commercial gel extraction and4773

purification kit (Macherey-Nagel, Düren, Germany; see manual for a detailed protocol).4774

Then, a second PCR reaction (PCR2) is performed using the gel-purified products of PCR1 and4775

primers containing sample-specific barcode called P5 and P7 indices, as well as adapter sequences4776

down- and upstream of these indices linking to the product of PCR1 and the Illumina machinery,4777

respectively (see main text in subsection 3.5.2 for details). The purified PCR1 product is diluted4778

10 x in DNase-free MilliQ water and the second PCR reaction is set up equivalently to the first4779

one, except for using different primers and the purified PCR1 product instead of the plasmid. The4780

parameters of the reaction are the same as well, except for the annealing temperature which is4781

set to 65 °C for these primers. Equivalently to the first PCR, the products of the second PCR are4782

run on an agarose gel, checked for correct size (see figure 3.13(b)), and purified, ending up with4783

the amplicons required for Illumina sequencing. The amplicon concentrations are measured by4784

Qubit, thus with higher precision than by Nanodrop. Knowing the concentrations of all samples,4785

lengths of the amplicons, and given the intended number of sequencing reads for each of them,4786

the samples are all mixed together in proportions that are conveniently calculated in an excel4787

table, see figure E.2. The final product is again run on a TapeStation (Agilent Technologies,4788

Santa Clara, CA, USA), a high-precision gel, to check for the correct size(s) of the amplicon mix4789

(see figure 3.13(c), (d)), before being handed over to the sequencing platform at the Institut de4790

biologie intégrative (I2BC) at Gif-sur-Yvette, France, where the amplicons are again checked for4791

quality, sequenced, and demultiplexed. Demultiplexing means classifying reads according to their4792

P5 and P7 indices defining together which sample a read belongs to.4793

All new selection experiments performed as part of this PhD were prepared as described here4794

and distributed over 3 complete Illumina MiSeq 2 × 250bp paired-end sequencing runs all being4795

taken care of at Gif-sur-Yvette and yielding an overall dataset of about 40 million reads in size.4796

Data that was obtained by Sébastien Boyer during his PhD used a different primer design (same4797

forward primer, but different reverse primer such that the whole antibody could be sequenced, but4798

without overlap of forward and reverse reads) and a commercial sequencing platform at Eurofins.4799

4800
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Chapter B4801

Antibody affinity maturation4802

Here, we convey the current picture of the process of antibody affinity maturation based on litera-4803

ture. In short, a primary repertoire of naïve antibody genes is assembled by recombination of the4804

gene fragments with additional random sequence diversity at the fragment junctions (section B.1).4805

Then, successful naïve variants with an initial affinity for epitopes located on the pathogen serve4806

as starting point for the evolutionary process by which they are further improved upon somatic4807

hyper-mutation and selection for beneficial, notably affinity-enhancing, mutations (section B.2).4808

This way, naïve antibodies gradually fixate more and more beneficial somatic mutations over time4809

and we define the “maturation degree” of an antibody as the time since initiation of the affinity4810

maturation or, somehow equivalently, as the number of accumulated somatic mutations. It has to4811

be noted that while many aspects of affinity maturation are known, some details are still debated,4812

in particular the randomness of and mechanisms behind the somatic hyper-mutation. The typical4813

timescale of the overall process is in the weeks and months [19] by which the variable domain of4814

the antibody (VH and VL together) fixate up to 20 somatic mutations [189]. Some antibodies4815

even evolve over years of chronic infection, leading to so-called broadly-neutralizing antibodies4816

(bnAbs), which fixate between 40 and 100 somatic mutations [20] (section B.3).4817

B.1 Primary repertoire formation upon VDJ recombina-4818

tion4819

Genetically, the variable VH and VL chains involved in antibody binding are not encoded into a4820

single continuous gene in the germline. Rather, the VH region is sectioned into, and assembled4821

from 3 gene fragments, namely the variable (V), diversity (D), and joining (J) gene fragments.4822

These fragments cover respectively FWR1 through FWR3 (V), the center part of CDR3 (D), and4823

FWR4 (J). The genome does not contain a single, but several templates for each of these 3 gene4824
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fragments, in human, 51 V [190], 27 D, and 6 J fragment templates that are sequentially grouped4825

along the genome, see figure B.1(a). A full VH gene is obtained from recombination of this pool of4826

gene fragments (VDJ recombination), which is catalyzed by DNA recombinases and occurs upon4827

initial repertoire formation: One template is randomly (but not uniformly) chosen for each of the4828

segments in a way that is depicted in figure B.1(a); segments of DNA are removed in between the4829

chosen V and D (D and J) gene fragments, including the rejected V and D (D and J) fragments.4830

The blunt ends are ligated and additional random nucleotides may be inserted at the junctions,4831

called the N regions (note however the strong constraint of continuance in reading frame). As a4832

result, the three chosen fragments are recombined together to form the full VH coding sequence4833

(VDJ), including random sequences at the level of CDR3. Finally, there are two sources of diversity4834

in the initial antibody repertoire, each unique variant of which can possibly serve as starting point4835

for affinity maturation trajectories, see next subsection 1.1.3: (i) combinatorial diversity in the4836

FWRs, as well as CDR1 and 2 with in total 51·27·6 = 8282 possibilities for human VH scaffolding,4837

(ii) enormous diversity in the CDR3 stemming from the randomness of length and sequence of the4838

insertions. Human VL are recombined in a similar way as VH, but using a reduced pool of only4839

40 V and 5 J gene fragments (no D fragment here; 40 · 5 = 200 possibilities for VL scaffolding in4840

the initial repertoire) to give rise to recombined VJ genes. Overall, the number of possible naïve4841

antibodies is estimated to 1057, 1045 alone for naïve VH chains, while only 1014 of them can be4842

sampled within a lifetime [191]. As a consequence, CDR3 stands out compared to CDR1 and4843

2 in terms of initial diversity and likelihood of epitope complementarity. The recombination is4844

performed independently by each B cell; thus one repertoire sequence corresponds to one B cell.4845

B.2 Mechanistic details of affinity maturation4846

Upon encounter of a pathogen, the goal of the adaptive immune response is to produce antibodies4847

with high binding affinity and specificity to epitopes located on the pathogenic particles. Specificity4848

here, means in particular that the antibody should generally minimize binding affinities to self4849

epitopes, while maximizing affinity to foreign epitopes; if this constraint is a strong one (i.e.4850

when self and foreign epitopes are structurally similar), there may be trade-offs between affinity4851

and specificity. Generally, the combinatorial and junctional diversity of the primary repertoire4852

is sufficiently sampled by the naïve B cell population to have among them one or a few that4853

display receptors with binding affinities that are high compared to most other B cells, but still4854

weak in absolute terms. These are selected to serve as starting points of the affinity maturation4855

process [192, 18], upon which their affinity is further improved. The fact that potential pathogens4856

exceed realized naïve B cell receptor sequences in numbers, but (relatively) high-affinity naïve B4857

cell receptors are still being identified, implies that one B cell receptor sequence accounts for many4858

potential pathogens. This property is known as antibody multispecificity [193] and is mediated by4859

conformational isomerism [194]. The affinity maturation is an evolutionary process that follows4860

the rules of Darwinian evolution; a schematic of affinity maturation with biological details is shown4861

in figure B.1(b): The naïve B cells iteratively undergo periods of (somatic hyper-)mutation of their4862
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(a)

not included for copyright reasons
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(b)

Fig. B.1: Primary repertoire formation through VDJ recombination and affinity maturation. (a)
Genetic structure of the heavy chain of the antibody variable domain (VH) and primary repertoire
formation by VDJ recombination. Taken and adapted from [148]. (b) Details of the antibody
affinity maturation process. Taken from [19].

receptor sequences and selection for (increased) binding affinity to the pathogen. Upon fixation of4863

beneficial mutations, the naïve B cells (or the antibodies they encode for) “maturate”, i.e. they4864

are turned into mature B cells with high-affinity receptor sequences.4865

Naïve (coming from the bone marrow; after tolerance check for non-autoreactivity) and pre-4866

viously matured memory B cells (if any), displaying receptors with highest (in relative terms)4867

binding affinity to relevant epitopes, obtain T cell help, which is limiting and thus, competitive.4868

Antigen-stimulated (or -activated) naïve and memory B cells, as well as antigen-specific T helper4869

cells migrate towards lymphoid tissue to form germinal centers [195] together with local antigen-4870

displaying follicular dendritic cells (FDC). FDC non-specifically collect and display at their surface4871

foreign antigens present in the body, i.e. they sample from all antigen types the body is currently4872

coping with, generally provided by non-specific B cells. These 3 essential players take part in the4873

germinal center reaction, which consists of clonal expansion of B cells accompanied by somatic4874

hyper-mutation (SHM) and pre- and post-clonal selection for binding capacity and T cell help.4875

Mutation and selection take place respectively in the dark and light zones of the germinal center.4876

In the dark zone, B cells start to proliferate and the enzyme activation-induced cytidine deaminase4877

(AID or AICDA) is turned on after some temporal delay, which results in somatic hyper-mutation4878

in the immunoglobulin (Ig) region [196, 197, 198, 199]: Several mechanisms of somatic hyper-4879

mutation are mediated by AID, which catalyzes the conversion of cytosines C in the DNA motif4880

WRC(Y) (W=A/T, R=A/G, Y=C/T) into uracil U by deamination, while keeping the complemented4881

guanine G in place. This creates a U:G mismatch in the double-stranded genomic DNA, which4882

is resolved notably in 3 different ways: (i) The DNA is replicated as such by DNA polymerases4883

with the mismatched U:G being replaced through two replication steps by U:A (and C:G; DNA4884

polymerases consider U as equivalent to T), then T:A (and U:A). (ii) The U:G mismatch is excised4885

by the enzyme uracil-DNA glycosylase (UNG) and randomly replaced upon repair by error-prone4886

DNA polymerase η, also in two steps: from -:G to -:N (and C:G) to N:N (and -:N). (iii) The4887
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mismatch is recognized by the DNA mismatch repair (MMR) system, which also involves repair4888

by DNA polymerase η. As DNA polymerase η reinstates the DNA sequence in a neighborhood of4889

the mismatch, it can insert wrong nucleotides not only by false negatives at the mismatched site,4890

but also by false positives at close-by residues and lead to one or several point mutations along4891

the sequence. Even if mechanisms (ii) and (iii) sample point mutations uniformly, there will be4892

mutational hotspots along the sequence and a bias in favor of the transition C:G 7→ T:A due to4893

mechanism (i). Overall, the somatic hyper-mutation operates at a mutation rate of ' 10−3−10−2
4894

mutations per bp and cell division, i.e. ' 1 mutation per gene per cell division [200], which is4895

103 − 104 x higher than elsewhere in the genome under the usual DNA polymerases. This applies4896

to somatic mutations upon introduction, i.e. before fixation of the mutations by selection; AID4897

hotspots typically do not correlate with the location of fixed mutations [201]. Insertions and dele-4898

tions are also possible. B cells may become nonfunctional upon frame shift, introduction of stop4899

codons, or deleterious mutations corrupting e.g. B cell receptor stability. After hyper-mutation,4900

B cells displaying folded receptors enter into the light zone, where they undergo positive selection4901

for binding capacity and are required to collect two survival signals; failure to collect any of these4902

signals results in apoptosis (B cell suicide). First, B cells obtain a survival signal upon binding to4903

and internalizing antigen, displayed on the surface of antigen-displaying FDC. Success or failure to4904

do so is binding affinity-dependent: Detachment and internalization of antigen requires applying4905

a certain minimal force that the B cell can exert with little probability of breaking the receptor-4906

antigen complex only if its binding affinity is sufficiently strong (in absolute terms, which implies4907

that this survival signal is non-limiting, i.e. does not depend on the performance of other B cells).4908

However, if availability of displayed antigen is limiting, B cells are in competition with each other4909

for antigen, which may put selective pressure not on K directly, but on k+ and k− separately.4910

Low-affinity B cells failing to internalize antigen are destined for apoptosis. Second, remaining B4911

cells seek for T cell help, which provides the second survival signal: B cells display peptides from4912

internalized and digested antigen in fusion with major histocompatibility complex (p and MHC,4913

to give pMHC) at their surface, which is recognized and bound to by antigen-specific (but not4914

peptide- or epitope-specific!) T helper cells. T cell help is a limiting ressource, with T cell help4915

being most probably provided to those B cells displaying highest amounts of pMHC among all B4916

cells, i.e. the ones most strongly binding to antigen in the first selection step (binding affinity in4917

relative terms). Absence of T cell help again induces apoptosis. The majority of selected mature4918

B cells returns to the dark zone and reiterates the mutation-selection procedure; the rest differ-4919

entiates in equal proportions into (i) antibody-expressing and -secreting plasma cells, which are4920

released into the blood and (ii) memory B cells for long-term storage of the genetic information of4921

maturation outcome and reactivation into a germinal center upon later re-encounter of the same4922

or a similar pathogen. Differentiation of mature B cells is accompanied by a change in antibody4923

isotype from IgM to IgG, also mediated by AID.4924

To put affinity maturation to the numbers, the antibody binding affinity towards the cog-4925

nate epitope is typically increased 101 x to 103 x from naïve to final mature. In absolute terms,4926

the affinity given by the equilibrium constant K = k−/k+ of the antibody-antigen binding re-4927

action is lowered from the µM to the nM range [202], with the limiting on- and off-rates being4928
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k+ ' 104 M.s−1 and k− ' 10−4 s−1 [100]. So achieve this, ' 10 − 20 (fixed) somatic mutations4929

within the VH or VL chains [189], as well as a period of weeks to months of immune response are4930

typically required to go from naïve to final mature. However, deeply matured broadly-neutralizing4931

antibodies that may arise in the immune response against highly mutable pathogens after years4932

of chronic infection (see next subsection 1.2.2), accumulate up to ' 40 − 100 (fixed) somatic4933

mutations [20]. Altogether, combinatorial recombination and random junction during primary4934

repertoire formation, as well as somatic hyper-mutation are able to yield such high-affinity anti-4935

bodies to virtually any foreign target [203].4936

Antibody affinity maturation during the adaptive immune response, together with possible4937

simultaneous, evasive co-evolution of the pathogen, stands out from all other known evolutionary4938

processes that occur over unobservable (beyond human lifetime) time scales and with the precise4939

meaning of “variation” and “fitness” being oftentimes unclear: In affinity maturation, the evo-4940

lutionary process does not occur over many generations of the protected organism, but within a4941

given organism’s lifetime; the relevant notion of “generation” here is with respect to B cell popu-4942

lations. To understand this, it should be noted that adaptive immune protection is not inherited,4943

that is, the genetic code of the product of affinity maturation (mature B cells), is not passed on4944

from the parent organism to its progeny; only the pool of (naïve) V, D, and J gene fragments4945

is. (ii) The variation step is realized by somatic point mutations in a sequence space and is4946

thus well-defined, as is the selective pressure, which is grosso modo expected to act on binding4947

(modulo the necessary conditions of protein stability, solubility, reading frame conservation, and4948

possible affinity-specificity trade-offs as mentioned above). Note, that selection for binding does4949

not necessarily imply selection on binding affinity K = k−/k+, but may also involve selection4950

on both k+ and k−. The relevance of kinetic in addition to thermodynamic selection has been4951

demonstrated [204].4952

B.3 Broadly-neutralizing antibodies4953

The adaptive immune responses against highly mutable pathogens, such as HIV [139], influenza [137],4954

and hepatitis C, face particular challenges: These pathogens are able to evolve on similar time4955

scales as B cell receptors and, thus, significantly diverge and evade from B cell specificities, lead-4956

ing to B cell-pathogen co-evolution [25]. Typical features of such pathogens are easily accessible,4957

but highly structurally variable (conformationally within a pathogen variant and in mean between4958

variants), low-density epitopes burying more hardly accessible, but conserved (within and between4959

pathogen variants) epitopes that are required for pathogen stability and/or function [143, 6, 205].4960

Access of B cell receptor binding sites to these vulnerable epitopes is the key towards binding4961

to various pathogen variants, but requires significant efforts to e.g. circumvent steric exclusion4962

from variable epitopes. The solution to this task that is sometimes found by the adaptive im-4963

mune response, are so-called broadly-neutralizing antibodies (bnAb) [142, 206, 147, 145, 146].4964

The name stems from their ability to bind to and neutralize a spectrum of different variants of a4965
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given pathogen. Typical properties of bnAbs that distinguish them from usual mature antibodies4966

against fixed pathogens, are high numbers of fixed somatic mutations both in FWR and CDR4967

regions (typically 40− 100 across the entire variable region [20]), as well as significantly elongated4968

CDR3 loops in VH [140]. Despite the large number of fixed somatic mutations, bnAbs targeting4969

the same epitope are found to be typically similar in sequence and structure [207]. Long CDRs are4970

presumably required to bypass variable epitopes and access hidden conserved epitopes upon pro-4971

viding flexibility and/or contact [123]. However, mutations at contact positions are not sufficient:4972

It was found that somatic mutations far from the actual binding site [123], which are most often-4973

times in FWR regions, as well as both VH and VL together [208], are required for neutralization4974

breadth of bnAbs. Interestingly, bnAb keep neutralization breadth upon reversal of most somatic4975

mutations [144, 209], albeit somatic mutations being generally required [123]. Mature antibod-4976

ies are usually specific to a cognate target epitope, but bnAbs display autoreactivity [210, 211],4977

polyreactivity [210], and heteroligation [210] (meaning binding affinities for self epitopes, foreign4978

epitopes unrelated to cognate, and different epitopes on cognate, respectively) to higher extents4979

than in non-neutralizing antibodies (nnAb) [212]. These characteristics provide increased neu-4980

tralization breadth [210], with a possible rationale being (selection for) structural mimicry of self4981

antigens by the pathogen [212]. BnAbs have been a strong candidate for vaccine design in partic-4982

ular against HIV [141, 143, 5, 6, 139], but with no definitive success, as elicitation of bnAb turns4983

out intricate [208]. As a matter of fact, bnAbs naturally appear in few HIV patients after years4984

of chronic infection, a rationale being the subtle weighing between too similar and too dissimilar,4985

contradictory (i.e. frustrated) selection pressures that direct B cell maturation towards epitopes4986

that are specific to few ubiquitous pathogen variants, and extinction of the B cell lineage [5, 6],4987

respectively. To understand mechanisms and possible controls of affinity maturation, mathemat-4988

ical models of affinity maturation have been considered in numerous studies [25, 79, 101, 82],4989

interrogating e.g. fixation probabilities of bnAbs versus nnAbs in models of affinity maturation4990

against variable pathogens [25].4991

4992
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Chapter C4993

Computations4994

C.1 Binding kinetics4995

We seek to solve the kinetics of the binding reaction A + T 
 AT between a ligand A and its4996

target T . The reaction equations are given by4997

d
dt [AT ] = k+[A][T ]− k−[AT ], (C.1)

d
dt [A] = d

dt [T ] = k−[AT ]− k+[A][T ], (C.2)

where [A], [T ], and [AT ] denote respectively the concentrations of the ligand, the target, and4998

their complex formed upon binding. k+ (k−) is the association (dissociation) rate of the binding4999

reaction. Equations (C.2) are consequences of equation (C.1) and the overall conservation of5000

ligands and targets,5001

[A](t) + [AT ](t) = [A]tot, (C.3)

[A](t) + [AT ](t) = [T ]tot, (C.4)

which holds for every t ≥ 0. [A]tot and [T ]tot are the initial total concentration of ligands and5002

targets injected into the system. Two concentrations, say the concentrations of reactants [A] and5003

[T ], can thus be eliminated by inserting equations (C.3) and (C.4) into equation (C.1). This5004

reduces the problem to solving a non-linear equation for [AT ],5005

d
dt [AT ] = k+

(
[AT ]2 − ([A]tot + [T ]tot) [AT ] + [A]tot[T ]tot

)
− k−[AT ], (C.5)
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which is separable, i.e.5006 ∫ [AT ]

[AT ]0

dξ
ξ2 − (KAT + [A]tot + [T ]tot) ξ + [A]tot[T ]tot

= k+

∫ t

0
dζ = k+t, (C.6)

where KAT = k−/k+ denotes the dissociation constant. We can make use of the standard inte-5007

gral [213]5008 ∫ dξ
aξ2 + bξ + c

= 1√
−∆

ln
(

2aξ + b−
√
−∆

2aξ + b+
√
−∆

)
= −2√

−∆
artanh

(
2ax+ b√
−∆

)
, (C.7)

as the discriminant ∆ = 4ac− b2 is strictly negative or zero in our problem,5009

∆ = 4[A]tot[T ]tot − (KAT + [A]tot + [T ]tot)2

= −K2
AT − ([A]tot − [T ]tot)2 − 2KAT ([A]tot + [T ]tot)

= − (KAT + [A]tot − [T ]tot)2 − 4KAT [T ]tot

≤ −4KAT [T ]tot

≤ 0. (C.8)

Note that ∆ is symmetric in [A]tot and [T ]tot, reflecting a symmetry related to the arbitrariness5010

of labeling the reagents “ligand” and “target”. By solving for [AT ] using the functional identity5011

f(ξ + ζ) = (f(ξ) + f(ζ)) / (1 + f(ξ)f(ζ)) of the hyperbolic tangent f = tanh, this yields with the5012

initial condition [AT ](t = 0) = 05013

[AT ](t) = 1
2

γ1 −
√
−∆

tanh
(
k+t
√
−∆

2

)
+ γ1√

−∆

1 + γ1√
−∆ tanh

(
k+t
√
−∆

2

)
 ,

=
2γ0 tanh

(
k+t
√
−∆

2

)
√
−∆ + γ1 tanh

(
k+t
√
−∆

2

) , (C.9)

where ∆ = 4γ0 − γ2
1 , γ0 = KAT + [A]tot[T ]tot and γ1 = KAT + [A]tot + [T ]tot. For generic initial5014

condition [AT ](t = 0) = [AT ]0, the solution reads5015

[AT ](t) = 1
2

γ1 −
√
−∆

tanh
(
k+t
√
−∆

2

)
+ γ1−2[AT ]0√

−∆

1 + γ1−2[AT ]0√
−∆ tanh

(
k+t
√
−∆

2

)


=

√
−∆[AT ]0 + (2γ0 − γ1[AT ]0) tanh

(
k+t
√
−∆

2

)
√
−∆ + (γ1 − 2[AT ]0) tanh

(
k+t
√
−∆

2

) . (C.10)

At infinite time t→ +∞, the concentration of the complex [AT ] converges to its equilibrium value5016

[AT ]∞ = 2γ0√
−∆ + γ1

= γ1 −
√
−∆

2
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= 1
2

(
KAT + [A]tot + [T ]tot −

√
(KAT + [A]tot + [T ]tot)2 − 4[A]tot[T ]tot

)
= 1

2

(
KAT + [A]tot + [T ]tot −

√
(KAT − [A]tot + [T ]tot)2 + 4KAT [A]tot

)
, (C.11)

which is indeed a solution to d[AT ]
dt = 0 in equation (C.5). The second equilibrium point at5017

(γ1 +
√
−∆)/2 is not achievable because it is located above the maximum possible concentration5018

of complex which is given by min([A]tot, [T ]tot) as can be seen by the following chain of inequalities,5019

γ1 +
√
−∆

2 ≥ γ1

2 ≥
[A]tot + [T ]tot

2 > min([A]tot, [T ]tot) . (C.12)

As expected, [AT ]∞ depends on the rates k± only via their ratio which defines the equilibrium5020

constant KAT = k−/k+.5021

An expansion of the right-hand site of equation (C.5) around the equilibrium point [AT ]∞ by5022

setting [AT ] = [AT ]∞ + c and Taylor expanding to linear order in c yields5023

ċ = (2C∞ − γ1) k+c = −
√
−∆k+c. (C.13)

This equation is solved by c ∝ exp(−t/τ), where τ =
(
k+
√
−∆

)−1 defines the equilibration time5024

scale of the binding reaction. Interestingly, τ diverges in the case of equal initial ligand and target5025

concentrations and no dissociation, i.e. [A]tot = [T ]tot = C and k− = 0. Here, the binding5026

reaction continues until all ligands and all targets are engaged,5027

[AT ]∞ = 1
2 ([A]tot + [T ]tot − |[A]tot − [T ]tot|) = min([A]tot, [T ]tot) = C, (C.14)

where the first equality holds for k− = 0 and the third equality if, in addition, [A]tot = [T ]tot = C.5028

In another special case in which the quantity of target exceeds the quantity of ligands, i.e.5029

[A]tot � [T ]tot, we can expand equation (C.11) for small ε = [A]tot/[T ]tot � 1 to find5030

[AT ]∞ '
[T ]tot

[T ]tot +KAT
[A]tot −

KAT [T ]tot

(KAT + [T ]tot)3 [A]2tot

+ KAT (KAT − [T ]tot) [T ]tot

(KAT + [T ]tot)5 [A]3tot +O
((

[A]tot

[T ]tot

)4
)
. (C.15)

To first order, we thus obtain [AT ]∞ ' 1
1+KAT /[T ]tot

[A]tot. The quantity [AT ]∞
[A]tot

= 1
1+KAT /[T ]tot

5031

represents to first order the fraction among all ligands that is engaged in binding at equilibrium,5032

or, equivalently, the equilibrium probability for a single copy of the ligand to be in bound state,5033

and leads to the Fermi-Dirac distribution discussed in section 2.1.5034

The solution in equation (C.9) may also be reparametrized to a simpler form using the equi-5035

librium complex concentration [AT ]∞, the time scale τ , and the additional quantity α = γ1√
−∆ ,5036
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instead of k+, γ1 and ∆ or k+, k−, [A]tot and [T ]tot,5037

[AT ](t)
[AT ]∞

=
(α+ 1) tanh

(
t

2τ
)

α+ tanh
(
t

2τ
) . (C.16)

5038
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D Supplementary tables

D.1 List of acronyms5041

acronym explanation

Germ, Germline VH library based on a naïve antibody scaffold

Lmtd, Limited VH library based on an antibody matured against HIV

BnAb VH library based on a profoundly matured, broadly neutralizing antibody
against HIV

Mix3 uniform (at selection round t = 0) mix of the Germ, Lmtd, and BnAb libraries

DNA1 DNA hairpin with loop sequence CCCATAGCG

DNA2 DNA hairpin with loop sequence TTGGTAATA

prot1 eGFP green fluorescent protein (PDB accession 2Y0G) in fusion with an SBP
tag

prot2 mCherry red fluorescent protein (PDB accession 2H5G) in fusion with an SBP
tag

top DNA1 mini library of 10 clones from across Germ, Lmtd, BnAb selected against
DNA1

top DNA2 mini library of 9 clones from across Germ, Lmtd, BnAb selected against DNA2

random mini library of 10 randomly picked clones from across Germ, Lmtd, BnAb

PCR polymerase chain reaction

VH (VL) heavy (light) chain of the antibody variable region

FWR framework regions in VH and VL chains, numbered from 1 to 4

CDR complementary determining regions in VH and VL chains, numbered from 1
to 3

nt, bp, aa nucleotide, base pair, amino acid (as sequence length units)

CDF cumulative distribution function

PDF probability distribution function

EVT extreme-value theory

ML(E) maximum-likelihood (estimation)

iid independently and identically distributed

PP plot probability-probability plot

QQ plot quantile-quantile plot

PWM position weight matrix

Tab. D.1: List of acronyms used throughout the manuscript.
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D.2 List of variables5042

symbol explanation

A, T , AT ligand (antibody), binding target (epitope), and the complex of both formed
upon binding

[·] concentration of species ·
β (inverse) temperature, β = (kBT )−1

∆G free energy of binding
K, KD equilibrium constant of a binding reaction, K = exp(β∆G)
L length of a sequence given by the number of amino acid or nucleotide residues

q
number of Potts spin states per position, q = 20 for the alphabet of amino acids,
q = 4 for the alphabet of nucleotides

x
sequence identity, given by the sequence of L letters, x = {x1, x2, . . . , xL}, where
xi takes on the alphabet of q letters for all i ∈ {1, . . . , L}

` library/scaffold identity which takes on {Germ,Lmtd,Bnab}
s enrichment/binding probability

P (s) probability distribution function of enrichments

t
discrete time, t = 0, 1, 2, . . . , where one unit of time is defined as one cycle of
selection

Nt(x) number of copies of sequence x in the population at selection round t
nt(x) number of occurrences of sequence x in a sequenced sample at selection round t

ft(x) frequency of sequence x in the population at selection round t:
ft(x) = Nt(x)∑

y
Nt(y)

' nt(x)∑
y
nt(y)

ft,i(a) frequency of letter a (among the alphabet of q letters) on residue i at time t
(position weight matrix)

λt
amplification factor of a population after selection round t to recover its initial
size

σ2 parameter of the probability density function of a lognormal variable S; corre-
sponds to the variance 〈ln(S)2〉 − 〈ln(S)〉2 of the Gaussian variable ln(S)

µ
chemical potential OR parameter of the probability density function of a log-
normal variable Z; corresponds to the mean 〈ln(S)〉 of the Gaussian variable
ln(S)

κ, τ shape and scale parameter, respectively, of a generalized Pareto distribution

s∗, y∗ threshold (log-)enrichment for the inference of generalized Pareto and lognormal
models, respectively, from truncated data

p order of a p-spin glass model (p-body interaction)

hi(a), Jij(a, b)
local field functions and pairwise couplings in one- and two-spin glass models
(p = 1, 2), respectively

Tab. D.2: Recap of the most prevalent variables and their definitions used throughout the
manuscript.
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D.3 List of P5 and P7 indices5043

library target round P5 index (5′ → 3′) P7 index (5′ → 3′) run
Mix3 0 cctatcct acgaattc 1
Mix3 DNA1 1 atagaggc ttctgaat 3
Mix3 DNA1 2 aggcgaag acgaattc 1
Mix3 DNA1 3 caggacgt acgaattc 1
Mix3 DNA1 4 tatagcct acgaattc 3
Mix3 DNA2 1 tatagcct ttctgaat 3
Mix3 DNA2 2 ggctctga acgaattc 1
Mix3 DNA2 3 taatctta acgaattc 1
Mix3 0 cctatcct ttctgaat 2
Mix3 prot1 replica 1 1 aggcgaag ttctgaat 3
Mix3 prot1 replica 1 2 tatagcct acgaattc 2
Mix3 prot1 replica 1 3 atagaggc acgaattc 2
Mix3 prot1 replica 2 1 taatctta ttctgaat 3
Mix3 prot1 replica 2 2 cctatcct acgaattc 2
Mix3 prot1 replica 2 3 ggctctga acgaattc 2
Mix3 prot1 replica 2 4 cctatcct acgaattc 3
Mix3 prot2 replica 1 1 cctatcct ttctgaat 3
Mix3 prot2 replica 1 2 ggctctga ttctgaat 2
Mix3 prot2 replica 1 3 aggcgaag ttctgaat 2
Mix3 prot2 replica 1 4 atagaggc acgaattc 3
Mix3 prot2 replica 2 1 ggctctga ttctgaat 3
Mix3 prot2 replica 2 2 taatctta ttctgaat 2
Mix3 prot2 replica 2 3 caggacgt ttctgaat 2
Mix3 2 ggctctga acgaattc 3
Mix3 ampl replica 1 3 aggcgaag acgaattc 3
Mix2 ampl replica 2 3 taatctta acgaattc 3
topDNA1+rand 0 ggctctga agcttcag 1
topDNA1+rand DNA1 replica 1 1 taatctta agcttcag 1
topDNA2+rand 0 cctatcct agcttcag 1
topDNA2+rand DNA2 1 aggcgaag agcttcag 1
topDNA1+rand 0 ggctctga agcttcag 3
topDNA1+rand DNA1 replica 2 1 aggcgaag agcttcag 3
topDNA1+rand beads 1 taatctta agcttcag 3
topDNA1+topDNA2 0 aggcgaag acgaattc 2
topDNA1+topDNA2 DNA1 1 caggacgt acgaattc 2
topDNA1+topDNA2 DNA2 1 taatctta acgaattc 2
Germ RKKH caggacgt agcttcag 1
Germ RKKH caggacgt agcttcag 2
Germ RKKH caggacgt agcttcag 3

Tab. D.3: Combinations of P5 and P7 indices added during the second se-
quencing preparation PCR in order to identify corresponding library, target
and selection round for all sequencing cluster. The primer sequences used are
AATGATACGGCGACCACCGAGATCTACACxxxxxxxxACACTCTTTCCCTACACGAC (forward, 5′ → 3′) and
CAAGCAGAAGACGGCATACGAGATxxxxxxxxGTGACTGGAGTTCAGACGTG (reverse, 5′ → 3′), where the
xxxxxxxx invoke the listed barcodes and the sequences upstream and downstream the barcode
are respectively the sequencing adapter and the primer annealing to the products of the first
PCR. In total, three complete sequencing runs were performed to obtain the data presented here.
Index combinations are unique within a given run.
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D.4 List of model parameter5044
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Tab. D.4: Parameters obtained from fits of the distribution of enrichments to generalized Pareto
distributions (κ, τ) and lognormal distributions (σ, µ) for experiments performed by Sébastien
Boyer [1] and within this project. N/A indicates that data was insufficient to make a meaningful
fit. For enrichments against the protein targets between rounds t = 2 and t + 1 = 3, values are
given for two independent replica of the experiment. The given uncertainties correspond to a
single standard deviation around the maximum likelihood estimate as given by the Cramér-Rao
bound.
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E.1 Amplicon design and preparation for high-throughput5047

sequencing5048

         primer fwd PCR1    primer rev PCR1
    -------------------------------------------------------->    <------------------

         primer fwd PCR2  FWR4       FWR2
      ------------------->  -------------------...       ----------------

5' ACACTCTTTCCCTACACGACGCTCTTCCGATCTNNNNNGCTCGAGACGGTAACCAGG... ...ACGAGACTTAAGAGACGGG
3' TGTGAGAAAGGGATGTGCTGCGAGAAGGCTAGANNNNNCGAGCTCTGCCATTGGTCC... ...TGCTCTGAATTCTCTGCCC

primer rev PCR1
-------------------------------------------
         primer rev PCR2

  ----        <-------------------
TTGTNNNNNAGATCGGAAGAGCACACGTCTGAACTCCAGTCAC 3'
AACANNNNNTCTAGCCTTCTCGTGTGCAGACTTGAGGTCAGTG 5'

(a)

       adapter f index P5 primer fwd PCR1
    ----------------------------- ----------------------------------------------

         primer fwd PCR2 --------        FWR4
     -------------------------------------------------------->        -------

5' AATGATACGGCGACCACCGAGATCTACACXXXXXXXXACACTCTTTCCCTACACGACGCTCTTCCGATCTNNNNNGCTCGAGA 
3' TTACTATGCCGCTGGTGGCTCTAGATGTGXXXXXXXXTGTGAGAAAGGGATGTGCTGCGAGAAGGCTAGANNNNNCGAGCTCT

          primer rev PCR1 index
 ---------->   <-------------------------------------------------------------

           FWR2     primer rev PCR2     ------
   -----------...      --------------------     <-------------------------

CGGTAACCAGG... ...ACGAGACTTAAGAGACGGGTTGTNNNNNAGATCGGAAGAGCACACGTCTGAACTCCAGTCACXXXXXX
GCCATTGGTCC... ...TGCTCTGAATTCTCTGCCCAACANNNNNTCTAGCCTTCTCGTGTGCAGACTTGAGGTCAGTGXXXXXX

 P7 adapter r
  ------------------------
--
--------------------------
XXATCTCGTATGCCGTCTTCTGCTTG 3'
XXTAGAGCATACGGCAGAAGACGAAC 5'

(b)

Fig. E.1: Design of the Illumina MiSeq sequencing amplicon. Only the flanking regions added up-
and downstream of the region of interest on the antibody sequence and the primers linking to the
antibody are shown; the region of interest in the center is replaced by dots. Both DNA strands
are shown. (a) Amplicon after the first PCR: Two random 5 bp cluster barcodes indicated by
NNNNN encompass the region of interest and allow for discrimination between clusters later during
the sequencing. The sequences at the extremities of the amplicon are used as primers for the
second PCR. (b) Amplicon after the second PCR: Two non-random, 8 bp sample-specific barcodes
(indices) indicated by XXXXXXXX, as well as adapter sequences at the extremities defined by the
Illumina platform now encompass the product of the first PCR. The sample barcodes allow to
assign clusters back to samples they originate from. The sample barcodes used throughout the
project are provided in table D.3.
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Total # of reads Final molar concentration Final concentration Total volume to submit Final DNA mass

Input C_fin [nM] c_fin [ng/uL] V_tot [uL] m_fin [ng]

Output 1,00E+07 50,00 9,164 100,00 916,41

Amplicon length Molar mass Sample concentration Projected # of reads Final molar concentration Final concentration Sample volume to add Final DNA mass

L [bp] M [ng/nmol] c [ng/uL] C_fin [nM] c_fin [ng/uL] V_tot [uL] m_fin [ng]

GLB 0 PCR2 316 208560 17,10 2,00E+05 1,00 0,209 1,22 20,86

GLB-B2 PCR2 316 208560 16,50 5,00E+05 2,50 0,521 3,16 52,14

GLB-N2 PCR2 316 208560 15,20 5,00E+05 2,50 0,521 3,43 52,14

GLB-B3 PCR2 316 208560 12,50 5,00E+05 2,50 0,521 4,17 52,14

GLB-N3 PCR2 316 208560 15,40 5,00E+05 2,50 0,521 3,39 52,14

TOP Bleue Input PCR2 316 208560 12,90 2,00E+05 1,00 0,209 1,62 20,86

TOP Noire Input PCR2 316 208560 13,70 2,00E+05 1,00 0,209 1,52 20,86

TOP Bleue Output PCR2 316 208560 17,00 2,15E+06 10,75 2,242 13,19 224,20

TOP Noire Output PCR2 316 208560 14,00 2,15E+06 10,75 2,242 16,01 224,20

Gm-N TOP1 PCR2 316 208560 16,20 1,00E+05 0,50 0,104 0,64 10,43

Megane 1 191 126060 18,70 2,00E+05 1,00 0,126 0,67 12,61

Megane 2 191 126060 10,90 2,00E+05 1,00 0,126 1,16 12,61

Megane 3 191 126060 15,50 2,00E+05 1,00 0,126 0,81 12,61

Megane 4 191 126060 9,46 2,00E+05 1,00 0,126 1,33 12,61

Megane 5 187 123420 7,74 1,00E+06 5,00 0,617 7,97 61,71

Megane 6 187 123420 10,80 1,00E+06 5,00 0,617 5,71 61,71

Megane 7 191 126060 13,30 1,00E+05 0,50 0,063 0,47 6,30

Megane 8 191 126060 12,50 1,00E+05 0,50 0,063 0,50 6,30

Water to add: [uL] 33,01

Fig. E.2: Example of an amplicon multiplexing for Illumina sequencing. Given the size and
concentration of the final amplicon, as well as the desired number of counts for each sample, final
volume, and final molar DNA concentration (all in yellow), the volume of each sample and of
additional water to be mixed together is calculated (output quantities in green).
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E.2 Sequence counts5049
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(a)

(b)

Fig. E.3: Raw data from selection experiments. Mix3 library mix against the DNA1 target. (a)
Selection round t = 1 versus round t+1 = 2, (b) t = 2, t+1 = 3. Top The number of counts after
selection nt+1(x) is plotted against the number of counts before selection nt(x) for all libraries `
and CDR3 sequences x at several rounds of selection t. The color code encodes the number of
sequences per dot. The solid black line defines the window, nt+1(`, x) ≥ 10, nt(`, x) ≥ 10, in which
enrichments can be reliably computed from the ratios nt+1(`, x)/nt(`, x). Bottom Enrichments
s(`, x) = ant+1(`, x)/nt(`, x) sorted in decreasing order plotted against their rank within the
sample. Here, a is chosen such that

∑
`,r sr(`) = 1. Left Germline library, center Limited

library, right BnAb library. Continuation in figure E.4.
197



E Supplementary figures

Fig. E.4: Continuation of figure E.3. Mix3 library mix against the DNA1 target, t = 3, t+ 1 = 4.
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(a)

(b)

Fig. E.5: Raw data from selection experiments. Similar figure as figure E.3 for the Mix3 library
mix against the DNA2 target. (a) Selection round t = 1 versus round t + 1 = 2, (b) t = 2,
t+ 1 = 3.
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(a)

(b)

Fig. E.6: Raw data from selection experiments. Similar figure as figure E.3 for replica 1 of the Mix3
library mix against the prot1 (eGFP) target. (a) Selection round t = 1 versus round t + 1 = 2,
(b) t = 2, t+ 1 = 3.
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(a)

(b)

Fig. E.7: Raw data from selection experiments. Similar figure as figure E.3 for replica 2 of the Mix3
library mix against the prot1 (eGFP) target. (a) Selection round t = 1 versus round t + 1 = 2,
(b) t = 2, t+ 1 = 3.
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Fig. E.8: Continuation of figure E.7. Replica 2 of the Mix3 library mix against the prot1 (eGFP)
target, t = 3, t+ 1 = 4.
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(a)

(b)

Fig. E.9: Raw data from selection experiments. Similar figure as figure E.3 for replica 1 of the
Mix3 library mix against the prot2 (mCherry) target. (a) Selection round t = 1 versus round
t+ 1 = 2, (b) t = 2, t+ 1 = 3.
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Fig. E.10: Continuation of figure E.9. Replica 1 of the Mix3 library mix against the prot2
(mCherry) target, t = 3, t+ 1 = 4.
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(a)

(b)

Fig. E.11: Raw data from selection experiments. Similar figure as figure E.3 for replica 2 of the
Mix3 library mix against the prot2 (mCherry) target. (a) Selection round t = 1 versus round
t+ 1 = 2, (b) t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.12: Raw data from selection experiments. Similar figure as figure E.3 for the Germline
library (alone) against the DNA1 target. (a) Selection round t = 1 versus round t + 1 = 2, (b)
t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.13: Raw data from selection experiments. Similar figure as figure E.3 for the Limited
library (alone) against the DNA1 target. (a) Selection round t = 1 versus round t + 1 = 2, (b)
t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.14: Raw data from selection experiments. Similar figure as figure E.3 for the BnAb library
(alone) against the DNA1 target. (a) Selection round t = 1 versus round t + 1 = 2, (b) t = 2,
t+ 1 = 3.
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(a) (b)

Fig. E.15: Raw data from selection experiments. Similar figure as figure E.3 for the Germline
library (alone) against the DNA2 target. (a) Selection round t = 1 versus round t + 1 = 2, (b)
t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.16: Raw data from selection experiments. Similar figure as figure E.3 for the Limited
library (alone) against the DNA2 target. (a) Selection round t = 1 versus round t + 1 = 2, (b)
t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.17: Raw data from selection experiments. Similar figure as figure E.3 for the BnAb library
(alone) against the DNA2 target. (a) Selection round t = 1 versus round t + 1 = 2, (b) t = 2,
t+ 1 = 3.
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(a) (b)

Fig. E.18: Raw data from selection experiments. Similar figure as figure E.3 for the Chicken
library (in Mix21) against the DNA1 target. (a) Selection round t = 1 versus round t + 1 = 2,
(b) t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.19: Raw data from selection experiments. Similar figure as figure E.3 for the Frog3 library
(alone) against the DNA1 target. (a) Selection round t = 1 versus round t + 1 = 2, (b) t = 2,
t+ 1 = 3.
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(a) (b)

Fig. E.20: Raw data from selection experiments. Similar figure as figure E.3 for the NurseShark
library (in Mix24) against the PVP target. (a) Selection round t = 1 versus round t+ 1 = 2, (b)
t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.21: Raw data from selection experiments. Similar figure as figure E.3 for the NurseShark
library (in Mix21) against the PVP target. (a) Selection round t = 1 versus round t+ 1 = 2, (b)
t = 2, t+ 1 = 3.
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(a) (b)

Fig. E.22: Raw data from selection experiments. Similar figure as figure E.3 for the Frog3 library
(alone) against the PVP target. (a) Selection round t = 1 versus round t + 1 = 2, (b) t = 2,
t+ 1 = 3.
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E.3 Amplification bias5050

Fig. E.23: Reproducibility of amplification bias. Comparison of two replicates of the amplification
step (complete experiment except for the selection for binding that is left out) showing repro-
ducibility and thus sequence-dependent amplification. Enrichments due to amplification sampl are
computed as count ratios from before/after amplification. Left Enrichments are computed for
amino acid sequences. Right Enrichments are computed for nucleotide sequences.
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(a)

(b)

Fig. E.24: Orthogonality of binding and amplification bias. Same as figure 4.5(b), but total
enrichments at rounds (a) t = 1, t + 1 = 2 and (b) t = 3, t + 1 = 4 of the library mix (Mix3)
against the DNA1 target are compared to amplification bias enrichments.
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E.4 Choice of threshold enrichments s∗5051

(a) (b)

(c) (d)

Fig. E.25: Choice of the threshold enrichment s∗ for model inference for previous selection data
published in [1]. The selection in- and output counts nt(x), nt+1(x) are plotted one against another
along with the window defined by the upper triangle between the black and pink lines containing
the sequences taken into account for model inference. The black and pink lines represent respec-
tively the count threshold for reliable enrichment computation (nt(x) ≥ 10, nt+1(x) ≥ 10) and the
choice of s∗ (the line is parametrized by nt+1(x)/nt(x) = s∗). The dashed line represent values of
s∗ chosen in [1] but which are illegitimate because they cut through the unspecific binding mode.
Solid lines represent valid or corrected values for s∗. (a) Germline library in Mix24 against the
DNA1 target, t = 2, t+ 1 = 3, (b) Frog3 library alone against the DNA1 target, t = 2, t+ 1 = 3,
(c) NurseShark library in Mix21 against the PVP target, t = 1, t+ 1 = 2, (d) Frog3 library alone
against the PVP target, t = 2, t+ 1 = 3.
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E.5 Threshold scans5052
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Fig. E.26: Threshold scan plots showing the values of model parameters as functions of trunca-
tion values for enrichment data from the Germline library in some of the Mix3 selections. Left
Enrichments s and log-enrichments y = ln(s) sorted in decreasing order as a function of their rank
r. Center ML EVT model parameter κ̂ (τ̂ in inset) as a function of s∗. Right ML lognormal
model parameter σ̂ (µ̂ in inset) as a function of y∗. Error bars show 90 % confidence intervals
estimated from the Fisher information matrix and the Cramer-Rao bound. The vertical dashed
cyan lines indicate the chosen values of s∗ and y∗ used for the inference.
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Fig. E.27: Threshold scan plots showing the values of model parameters as functions of truncation
values for enrichment data from the Limited and BnAb library in some of the Mix3 selections.
Left Enrichments s and log-enrichments y = ln(s) sorted in decreasing order as a function of
their rank r. Center ML EVT model parameter κ̂ (τ̂ in inset) as a function of s∗. Right ML
lognormal model parameter σ̂ (µ̂ in inset) as a function of y∗. Error bars show 90 % confidence
intervals estimated from the Fisher information matrix and the Cramer-Rao bound. The vertical
dashed cyan lines indicate the chosen values of s∗ and y∗ used for the inference.
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Fig. E.28: Threshold scan plots showing the values of model parameters as functions of truncation
values for enrichment data from the Germline and Limited libraries selected alone. Left Enrich-
ments s and log-enrichments y = ln(s) sorted in decreasing order as a function of their rank r.
Center ML EVT model parameter κ̂ (τ̂ in inset) as a function of s∗. Right ML lognormal model
parameter σ̂ (µ̂ in inset) as a function of y∗. Error bars show 90 % confidence intervals estimated
from the Fisher information matrix and the Cramer-Rao bound. The vertical dashed cyan lines
indicate the chosen values of s∗ and y∗ used for the inference.

222



E.5 Threshold scans

100 101

rank r

10−3

10−2

10−1

en
ri

ch
m

en
t
s

Chicken1 DNA1 (Mix21)

0.00 0.01 0.02 0.03
threshold s∗

−1

0

1
es

ti
m

at
ed
κ̂

−7 −6 −5 −4
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

100 101 102

rank r

10−3

10−2

10−1

en
ri

ch
m

en
t
s

Germ DNA1 (Mix24)

0.000 0.005 0.010 0.015
threshold s∗

0

1

es
ti

m
at

ed
κ̂

−7 −6 −5 −4
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

100 101 102

rank r

10−3

10−2

10−1

en
ri

ch
m

en
t
s

Germ DNA1 (Mix21)

0.000 0.005 0.010 0.015
threshold s∗

0

1

es
ti

m
at

ed
κ̂

−7 −6 −5 −4
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

−8

−6

−4

−2

y
=

ln
(s

)

0.00

0.05

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

−6

−4

−2

y
=

ln
(s

) 0.00

0.02

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

−6

−4

−2

y
=

ln
(s

) 0.00

0.02

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

Fig. E.29: Threshold scan plots showing the values of model parameters as functions of truncation
values for enrichment data from some of previously reported experiments [1]. Left Enrichments s
and log-enrichments y = ln(s) sorted in decreasing order as a function of their rank r. CenterML
EVT model parameter κ̂ (τ̂ in inset) as a function of s∗. Right ML lognormal model parameter
σ̂ (µ̂ in inset) as a function of y∗. Error bars show 90 % confidence intervals estimated from the
Fisher information matrix and the Cramer-Rao bound. The vertical dashed cyan lines indicate
the chosen values of s∗ and y∗ used for the inference.
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E.6 Enrichment histograms and model distributions P (s)5053
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Fig. E.30: Enrichment histograms plotted with the fitted generalized Pareto and lognormal models.
The histogram of enrichment values s(x) ≥ max(s∗, exp(y∗)) is plotted for all three libraries of the
Mix3 selections at selection round t = 2, t+ 1 = 3 against the (a) DNA1, (b) DNA2, (c) prot1,
(d) prot2 target. Top, blue Germline library, center, green Limited, bottom, red BnAb. The
inferred models for P (s) with the parameters from figure 4.10 are shown, black solid lognormal
P (s), cyan dashed generalized Pareto P (s|s ≥ s∗).
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E.6 Enrichment histograms and model distributions P (s)
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Fig. E.31: Enrichment histograms plotted with the fitted generalized Pareto and lognormal models.
The histogram of enrichment values s(x) ≥ max(s∗, exp(y∗)) is plotted for the Germline library
selected alone against the DNA1 target at selection round t = 1, t+1 = 2. The inferred models for
P (s) with the parameters from figure 4.10 are shown, black solid lognormal P (s), cyan dashed
generalized Pareto P (s|s ≥ s∗).
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E.7 Quality of fit: PP plots and QQ plots5054
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Fig. E.32: Quality of fit assessment for the generalized Pareto and lognormal distributions.
Germline library selected in Mix3 against various targets (as indicated), at selection round t = 2,
t + 1 = 3. Left Histograms of enrichment values s(x) ≥ max(s∗, exp(y∗)) are plotted along with
the inferred model probability densities, black solid lognormal P (s), cyan dashed generalized
Pareto P (s|s ≥ s∗). Center PP plot and QQ plot (inset) in cyan for the generalized Pareto
distribution comparing respectively the model and empirical cumulative distribution functions,
and the model and empirical enrichments. Right PP plot and QQ plot (inset) in black for the
lognormal distribution. Red dashed and red dash-dotted lines represent the expected plots in
case of perfect agreement between model and data.
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Fig. E.33: Quality of fit assessment for the generalized Pareto and lognormal distributions. Sim-
ilar plots as in figure E.32 for the Germline library selected in Mix3 against various targets (as
indicated), at selection round t = 3, t+ 1 = 4.
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E.7 Quality of fit: PP plots and QQ plots
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Fig. E.34: Quality of fit assessment for the generalized Pareto and lognormal distributions. Similar
plots as in figure E.32 for the Limited library selected in Mix3 against various targets (as indicated),
at selection round t = 2, t+ 1 = 3.
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Fig. E.35: Quality of fit assessment for the generalized Pareto and lognormal distributions. Similar
plots as in figure E.32 for the BnAb library selected in Mix3 against various targets (as indicated),
at selection round t = 2, t+ 1 = 3.

230



E.7 Quality of fit: PP plots and QQ plots
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Fig. E.36: Quality of fit assessment for the generalized Pareto and lognormal distributions. Similar
plots as in figure E.32 for the BnAb library selected in Mix3 against various targets (as indicated),
at selection round t = 3, t+ 1 = 4.
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Fig. E.37: Quality of fit assessment for the generalized Pareto and lognormal distributions. Similar
plots as in figure E.32 for libraries selected alone against DNA targets (as indicated), at selection
round t = 1, t+ 1 = 2.
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Fig. E.38: Quality of fit assessment for the generalized Pareto and lognormal distributions. Similar
plots as in figure E.32 for previously reported experiments (as indicated) [1].
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E.8 κ versus σ5055
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Fig. E.39: The EVT parameter κ̂ is plotted against the lognormal parameter σ̂ for various selection
experiments reported here and elsewhere [1]. Different colors encode different libraries as indicated
in the legend. Different symbols encode different targets, circle DNA1, cross DNA2, triangle
down prot1, triangle up prot2. Black encircled and white encircled points are from mixed
selections (different replica), pink encircled points are from separate selections. The precise
experiments the points originate from are listed in the legend. The behaviour is compared to
the apparent κ̂ as a function of σ as found from a numerical experiment in which truncated iid
lognormal numbers with given σ were fitted to a generalized Pareto distribution.
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E.9 Mini library selections5056
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Fig. E.40: Reproducibility and correlation of mini library selections against DNA targets. Contin-
uation of figure 4.12. High-precision enrichments from libraries with around 20 different sequences
are plotted in decreasing order and the CDR3 sequences are indicated. (a), (b) Two replica of
DNA1-specific and random clones from all three libraries selected against DNA1. Correlating en-
richments between experiments shown in figure 4.12: (c) Enrichments from 4.12(a) versus 4.12(c),
(d) 4.12(b) versus 4.12(d), (e) (a) versus (b). Error bars are 20 x enlarged.
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E.10 Selection dynamics5057
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Fig. E.41: Observed versus predicted selection dynamics. For the Mix3 selection against the (a)
prot1 and (b) prot2 targets, the frequencies for all three libraries (see legend) within the mix is
shown as a function of the selection round t. The observation (solid) is compared to the prediction
of the lognormal model (dashed, shaded area corresponding to 68 % confidence interval in the
parameters µ and σ) under the assumption of initially (at t = 0) uniform distribution of sequences
within the libraries.
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E.11 Frequency sequence logos5058
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Fig. E.42: Sequence logos based on amino acid frequencies ft,i(a). Similar to figure 4.14. Data
from all rounds t ≥ 1 of previously reported library mix selections (Mix24) against the DNA
targets [1] is shown.
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Fig. E.43: Sequence logos based on amino acid frequencies ft,i(a). Similar to figure 4.14. Data
from all rounds t ≥ 1 of previously reported selections against (a) the DNA target, (b) the PVP
target [1] is shown.
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E.12 Enrichment sequence logos (with truncation)5059
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Fig. E.44: Sequence logos based on enrichments s(x). Similar to figure 4.17. Data from all rounds
t of separate selections against the DNA targets is shown. Logo is empty if there is no specific
signal.
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Fig. E.45: Sequence logos based on enrichments s(x). Similar to figure 4.17. Data from all rounds
t of library mix (Mix3) selections against the DNA targets is shown. Logo is empty if there is no
specific signal.
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Fig. E.46: Sequence logos based on enrichments s(x). Similar to figure 4.17. Data from all rounds
t of library mix (Mix3) selections against the protein targets is shown. Logo is empty if there is
no specific signal.
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Fig. E.48: Sequence logos based on enrichments s(x). Similar to figure 4.17. Data from all rounds
t ≥ 1 of previously reported selections against (a) the DNA target, (b) the PVP target [1] is
shown. Logo is empty if there is no specific signal.
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E.13 Enrichment sequence logos (without truncation)5060

1 2 3 4
0

1

2

3

4

ge
rm

(a
lo

n
e)

in
fo

rm
at

io
n

[b
it

s]

DNA1
1− 2

1 2 3 4

2− 3

1 2 3 4

DNA2
1− 2

1 2 3 4

2− 3

1 2 3 4
0

1

2

3

4

lm
td

(a
lo

n
e)

in
fo

rm
at

io
n

[b
it

s]

1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4
CDR3 site

0

1

2

3

4

b
n

A
b

(a
lo

n
e)

in
fo

rm
at

io
n

[b
it

s]

1 2 3 4
CDR3 site

1 2 3 4
CDR3 site

1 2 3 4
CDR3 site

Fig. E.49: Sequence logos based on enrichments s(x). Same as figure E.44, but using all available
enrichment values (i.e. including those with s(x) < s∗). Data from all rounds t of separate
selections against the DNA targets is shown.
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Fig. E.50: Sequence logos based on enrichments s(x). Same as figure E.45, but using all available
enrichment values (i.e. including those with s(x) < s∗). Data from all rounds t of library mix
(Mix3) selections against the DNA targets is shown.
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Fig. E.51: Sequence logos based on enrichments s(x). Same as figure E.46, but using all available
enrichment values (i.e. including those with s(x) < s∗). Data from all rounds t of library mix
(Mix3) selections against the protein targets is shown.

244



E.13 Enrichment sequence logos (without truncation)

1 2 3 4
0

1

2

3

4

ge
rm

(m
ix

24
)

in
fo

rm
at

io
n

[b
it

s]

DNA1
1− 2

1 2 3 4

2− 3

1 2 3 4

DNA2
1− 2

1 2 3 4

2− 3

1 2 3 4

DNA3
1− 2

1 2 3 4

2− 3

1 2 3 4
0

1

2

3

4

lm
td

(m
ix

24
)

in
fo

rm
at

io
n

[b
it

s]

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4
CDR3 site

0

1

2

3

4

b
n

A
b

(m
ix

24
)

in
fo

rm
at

io
n

[b
it

s]

1 2 3 4
CDR3 site

1 2 3 4
CDR3 site

1 2 3 4
CDR3 site

1 2 3 4
CDR3 site

1 2 3 4
CDR3 site

Fig. E.52: Sequence logos based on enrichments s(x). Same as figure E.47, but using all available
enrichment values (i.e. including those with s(x) < s∗). Data from all rounds t ≥ 1 of previously
reported library mix selections (Mix24) against the DNA targets [1] is shown.
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Fig. E.53: Sequence logos based on enrichments s(x). Same as figure E.48, but using all available
enrichment values (i.e. including those with s(x) < s∗). Data from all rounds t ≥ 1 of previously
reported selections against (a) the DNA target, (b) the PVP target [1] is shown.
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Chapter F5061

Code5062

F.1 Sequencing data preprocessing5063

Code F.1: The class Illumina is used to preprocess the demultiplexed Illumina MiSeq 2 x 250 bp
paired-end sequencing data. It takes as input the pairs of .fastq files listing respectively the
measured forward and reverse sequences and quality reads of all sequencing cluster of a sample. It
tests for sufficient reading quality, extracts the region of interest, and defines consensus sequences
from the forward and reverse reads. For each sample, an output file containing the preprocessed
sequencing reads and their respective quality reads is written. See section 3.5.3 for more details.
import numpy as np5064
from Bio.Seq import Seq5065

5066
def hamdist (s1 , s2 ):5067

# Hamming distance between two sequences of same length5068
assert len(s1) == len(s2), ’strings of different lengths : %g, %g’ % (len(s1), len(s2 ))5069
dist = 05070
for l1 , l2 in zip(s1 , s2 ):5071

if l1 != l2: dist += 15072
return dist5073

5074
class Illumina :5075

# a class to represent Illumina sequencing raw data files5076
def __init__ (self , filename = ’’, nr_reads = np.inf , rev_compl = False ):5077

# load the fwd (and rev if any) raw sequencing data5078
self.ids , self.seqs , self.quals , self.notes , tmp = [], {}, {}, {}, 05079
if filename :5080

print ( filename [1+ filename . rfind (’/’): filename . rfind (’.’)])5081
for line in open(filename , ’r’):5082

if tmp %4 == 0: self.ids. append (line [: -10])# -25])5083
elif tmp %4 == 1: self.seqs[self.ids [ -1]] = line [: -1]5084
elif tmp %4 == 3: self. quals [self.ids [ -1]] = line [: -1]5085
tmp += 15086
if tmp == 4* nr_reads : break5087

# reverse - complement the sequencing data5088
if rev_compl :5089

for ID in self.ids:5090
self.seqs[ID] = Seq(self.seqs[ID ]). reverse_complement (). _data5091
self. quals [ID] = self. quals [ID ][:: -1]5092

print (’number of reads :\t%g’ % len(self.ids ))5093
5094

def mk(self , ID , data = ’’, note = ’’):5095
# add a read to a sequencing dataset5096
# assert ID not in self.ids , ’a sequence with this id already exists ’5097
’’’if ID in self.ids:5098

self.seqs[ID], self. quals [ID] = [self.seqs[ID]], [self. quals [ID ]]5099
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if type(data) is list:5100
if type(data [0]) is str:5101

self.seqs[ID ]. append (data [0])5102
self. quals [ID ]. append (data [1])5103
for dat in data:5104

self.seqs[ID ]. append (dat.seqs[ID ])5105
self. quals [ID ]. append (dat. quals [ID ])5106

elif type(data) is Illumina : self.seqs[ID], self. quals [ID] = data.seqs[ID], data. quals [ID]5107
else: ’’’5108
self.ids. append (ID)5109
if type(data) is list:5110

if type(data [0]) is str: self.seqs[ID], self. quals [ID] = data [0] , data [1]5111
else : self.seqs[ID], self. quals [ID] = [dat.seqs[ID] for dat in data], [dat. quals [ID] for dat in data]5112

else : self.seqs[ID], self. quals [ID] = data.seqs[ID], data. quals [ID]5113
if note: self. notes [ID] = note5114

5115
def rm(self , ID ):5116

# remove a read from a sequencing dataset5117
if ID in self.ids:5118

self.ids. remove (ID)5119
del self.seqs[ID], self. quals [ID]5120
if ID in self. notes : del self. notes [ID]5121

5122
def crop(self , p1 , p2 , tol = 0, out = 10000):5123

# extract region of interest between two primer sequences (if found ; including the primers )5124
cnt = 15125
for ID in self.ids:5126

if cnt%out == 0: print (’cropping : %g/%g’ % (cnt , len(self.ids )))5127
seq = self.seqs[ID]5128
xcut1 , xcut2 = seq.find(p1), seq.find(p2)5129
if xcut1 == -1:5130

xscan = [ hamdist (p1 , seq[x:x+len(p1 )]) for x in range (len(seq)-len(p1 ))]5131
if min( xscan ) in np. unique ( xscan ) and min( xscan ) <= tol: xcut1 = np. argmin ( xscan )5132

if xcut2 == -1:5133
xscan = [ hamdist (p2 , seq[x:x+len(p2 )]) for x in range (len(seq)-len(p2 ))]5134
if min( xscan ) in np. unique ( xscan ) and min( xscan ) <= tol: xcut2 = np. argmin ( xscan )5135

if xcut1 >= 0 and xcut2 > xcut1 +len(p1 ):5136
self.seqs[ID] = seq[ xcut1 : xcut2 +len(p2 )]#seq[ xcut1 +len(p1 ): xcut2 ]5137
self. quals [ID] = self. quals [ID ][ xcut1 : xcut2 +len(p2 )]#self. quals [ID ][ xcut1 +len(p1 ): xcut2 ]5138

cnt += 15139
5140

def cleaning (L, fout , fwd , rev = Illumina (), out = 10000):5141
# cleaning the raw data from sequences with wrong length , bad quality read and absence of restriction sites5142
clean , trash = Illumina (), Illumina ()5143
# check for correct sequence length5144
cnt , trash1 = 1, 05145
if rev:5146

for ID in fwd.ids:5147
if cnt%out == 0: print (’cleaning step 1: %g/%g’ % (cnt , len(fwd.ids )))5148
l_fwd , l_rev = len(fwd.seqs[ID]), len(rev.seqs[ID ])5149
if l_fwd == L and l_rev == L:5150

if fwd.seqs[ID] == rev.seqs[ID ]:5151
clean .mk(ID , fwd)5152

else :5153
cseq , cqual = [], []5154
for x in range (L):5155

if ord(fwd. quals [ID ][x]) >= ord(rev. quals [ID ][x]):5156
cseq. append (fwd.seqs[ID ][x])5157
cqual . append (fwd. quals [ID ][x])5158

else :5159
cseq. append (rev.seqs[ID ][x])5160
cqual . append (rev. quals [ID ][x])5161

clean .mk(ID , [’’.join(cseq), ’’.join( cqual )])5162
elif l_fwd == L:5163

clean .mk(ID , fwd)5164
trash .mk(ID , rev , ’incorrect length : %g (only rev)’ % l_rev )5165

elif l_rev == L:5166
trash .mk(ID , fwd , ’incorrect length : %g (only fwd)’ % l_fwd )5167
clean .mk(ID , rev)5168

else :5169
trash .mk(ID , [fwd , rev], ’incorrect lengths : %g, %g (fwd and rev)’ % (l_fwd , l_rev ))5170
trash1 += 15171

cnt += 15172
else :5173

for ID in fwd.ids:5174
if cnt%out == 0: print (’cleaning step 1: %g/%g’ % (cnt , len(fwd.ids )))5175
l = len(fwd.seqs[ID ])5176
if l == L: clean .mk(ID , fwd)5177
else :5178

trash .mk(ID , fwd , ’incorrect length : %g’ % l)5179
trash1 += 15180

cnt += 15181
cnt , cnttot , trash2 , trash3 , trash4 = 1, len( clean .ids), 0, 0, 05182
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for ID in clean .ids:5183
if cnt%out == 0: print (’cleaning step 2: %g/%g’ % (cnt , cnttot ))5184
# check for sufficient mean quality read5185
avg_qual = np.mean ([ ord( clean . quals [ID ][x]) for x in range (L)])5186
tag_qual = ( avg_qual > (33+25))5187
# check for presence of restriction sites5188
tag_restr = ( hamdist (’TGTGCGCGC ’, clean .seqs[ID ][107:116]) <= 4 and hamdist (’TTCGACTAC ’, clean .seqs[ID ][128:137]) <= 4)5189
if not tag_qual and not tag_restr :5190

trash .mk(ID , clean , ’bad average quality read & unrecognizable restriction sites ’)5191
clean .rm(ID)5192
trash2 += 15193

elif not tag_qual :5194
trash .mk(ID , clean , ’bad average quality read: %.2f’ % avg_qual )5195
clean .rm(ID)5196
trash3 += 15197

elif not tag_restr :5198
trash .mk(ID , clean , ’unrecognizable restriction sites ’)5199
clean .rm(ID)5200
trash4 += 15201

cnt += 15202
print (’-----------------------------------’)5203
print (’total number of reads :\t%g’ % len(fwd.ids ))5204
print (’number of clean reads :\t%g’ % len( clean .ids ))5205
print (’number of trash reads :\t%g’ % sum ([ trash1 , trash2 , trash3 , trash4 ]))5206
print (’-----------------------------------’)5207
print (’incorrect length : %g’ % trash1 )5208
print (’bad average quality read: %g’ % trash3 )5209
print (’unrecognizable restriction sites : %g’ % trash4 )5210
print (’bad average quality read & unrecognizable restriction sites : %g’ % trash2 )5211
print (’-----------------------------------’)5212
fout. write (’ -----------------------------------\n’)5213
fout. write (’total number of reads :\t%g\n’ % len(fwd.ids ))5214
fout. write (’number of clean reads :\t%g\n’ % len( clean .ids ))5215
fout. write (’number of trash reads :\t%g\n’ % sum ([ trash1 , trash2 , trash3 , trash4 ]))5216
fout. write (’ -----------------------------------\n’)5217
fout. write (’incorrect length : %g\n’ % trash1 )5218
fout. write (’bad average quality read: %g\n’ % trash3 )5219
fout. write (’unrecognizable restriction sites : %g\n’ % trash4 )5220
fout. write (’bad average quality read & unrecognizable restriction sites : %g\n’ % trash2 )5221
fout. write (’ -----------------------------------\n’)5222
return [clean , trash ]5223

5224
def writefile (res , filename ):5225

fout = open( filename + ’.txt ’, ’w’)5226
if type(res) is list:5227

tag1 = False5228
for j in range (len(res )):5229

if tag1: fout. write (’\n’)5230
tag2 = False5231
for k in range (len(res [0])):5232

if tag2: fout. write (’\t’)5233
fout. write (str(res[j][k]))5234
tag2 = True5235

tag1 = True5236
elif type(res) is Illumina :5237

tag1 = False5238
for ID in res.ids:5239

if tag1: fout. write (’\n’)5240
if type(res.seqs[ID ]) is list:5241

tag2 = False5242
for j in range (len(res.seqs[ID ])):5243

if tag2: fout. write (’\n’)5244
fout. write (res.seqs[ID ][j] + ’\n’ + res. quals [ID ][j])5245
tag2 = True5246

else :5247
fout. write (res.seqs[ID] + ’\n’ + res. quals [ID ])5248

if ID in res. notes : fout. write (’\n’ + res. notes [ID ])5249
fout. write (’\n&’)5250
tag1 = True5251

fout. close ()5252

Code F.2: For a given Illumina run, the following code loops over all samples and makes use of the
Illumina class to preprocess the raw data. It then counts the number of occurrences in a sample
of each unique sequence defined by the scaffold identity and the CDR3 sequence. One output file
is written per sample containing the identity and number of counts of all unique sequences that
were observed at least once organized in three columns and sorted in decreasing order: scaffold
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identity, CDR3 nucleotide sequence, number of counts. See section 3.5.3 for more details.
import time5253
import numpy as np5254
import os5255
from Bio.Seq import Seq5256
import illumina_TOOLS as illu5257

5258
# primers to extract region of interest from sequencing reads5259
miseq_human_fwd = Seq(’GCTCGAGACGGTAACCAGG ’). reverse_complement (). _data # 5’ -> 3’5260
miseq_human_rev = ’ACAACCCGTCTCTTAAGTCTCGT ’ # 5’ -> 3’5261

5262
# framework sequence references5263
fwk_refs = \5264
{’germ ’: ’ ACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTGTTGACACCTCTAAAAACCAGTTCTCTCTGAAACTGTCTTCTGTTACTGCGGCGGACACTGCGGTTTACTACTGTGCGCGC ’,5265

’lmtd ’: ’ ACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTATCGACACCTCTAAAAACCACTTCTCTCTGCGTCTGATCTCTGTTACTGCGGCGGACACTGCGGTTTACCACTGTGCGCGC ’,5266
’bnAb ’: ’ ACAACCCGTCTCTTAAGTCTCGTCTGACCCTGGCGCTGGACACCCCGAAAAACCTGGTTTTCCTGAAACTGAACTCTGTTACTGCGGCGGACACCGCGACCTACTACTGTGCGCGC ’}5267

5268
# location of raw sequencing data and output files5269
loc_in , loc_out = ’illumina_2018_12 / fastq /’, ’illumina__clean / clean /’5270

5271
# list of all raw sequencing datafiles5272
files_fwd , files_rev = [], []5273
for file in sorted (os. listdir ( loc_in )):5274

if file. endswith (’_L001_R1_001 . fastq ’): files_fwd . append (file)5275
if file. endswith (’_L001_R2_001 . fastq ’): files_rev . append (file)5276

#files_fwd , files_rev = [’ CTRL_S10_L001_R1_001 . fastq ’], [’ CTRL_S10_L001_R2_001 . fastq ’]5277
5278

# number of reads to take into account from each file; screen output produced during raw data processing5279
nr_reads , out = np.inf , 1000005280

5281
# log file5282
lout = open(’1 _cleaning_counting_log .txt ’, ’w’)5283

5284
# measure processing time5285
T0 = time.time ()5286

5287
# data processing5288
for f_fwd , f_rev in zip(files_fwd , files_rev ):5289

lout. write ( f_fwd + ’ & ’ + f_rev + ’\n’)5290
5291

# reading in the raw sequencing data from files ( forward reads )5292
data_fwd = illu. Illumina ( loc_in + f_fwd , nr_reads , True )5293
data_fwd .crop( miseq_human_rev , miseq_human_fwd , 4, out)5294
# reading in the raw sequencing data from files ( reverse reads )5295
data_rev = illu. Illumina ( loc_in + f_rev , nr_reads , False )5296
data_rev .crop( miseq_human_rev , miseq_human_fwd , 4, out)5297

5298
# cleaning the raw sequencing data5299
clean , trash = illu. cleaning (170 , lout , data_fwd , data_rev , out)5300

5301
# identifying framework and CDR35302
cntnt , cntaa , cnt = {}, {}, 15303
for ID in clean .ids:5304

if cnt%out == 0: print (’counting : %g/%g’ % (cnt , len( clean .ids )))5305
cnt += 15306
fwk_read = clean .seqs[ID ][:116]5307
cdr3_read = clean .seqs[ID ][116:128]5308

5309
# framework5310
fwk_ds = {lib: illu. hamdist ( fwk_refs [lib], fwk_read ) for lib in fwk_refs }5311
ref1 , ref1_d = min(fwk_ds , key= fwk_ds .get), min( fwk_ds . values ())5312
fwk_ds [ref1] = np.inf5313
ref2 , ref2_d = min(fwk_ds , key= fwk_ds .get), min( fwk_ds . values ())5314
if ref1_d <= 7 and ref2_d - ref1_d >= 3: fwk = ref15315
else : fwk = ’???? ’5316

5317
# CDR35318
cdr3 = cdr3_read5319

5320
# add read to result dicts5321
IDnt , IDaa = fwk + ’\t’ + cdr3 , fwk + ’\t’ + Seq(cdr3 ). translate (). _data5322
if IDnt in cntnt : cntnt [IDnt] += 15323
else : cntnt [IDnt] = 15324
if IDaa in cntaa : cntaa [IDaa] += 15325
else : cntaa [IDaa] = 15326

5327
# sort result dicts5328
print (’sorting ’)5329
cntnt = sorted ( cntnt . items (), key= lambda x: x[1] , reverse = True )5330
cntaa = sorted ( cntaa . items (), key= lambda x: x[1] , reverse = True )5331

5332
# output files5333
foutname = f_fwd [1+ f_fwd . rfind (’/’): f_fwd . rfind (’.’) -12]5334
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illu. writefile (clean , loc_out + foutname + ’_clean ’)5335
illu. writefile (trash , loc_out + foutname + ’_trash ’)5336
illu. writefile (cntnt , loc_out + foutname + ’_counted_nt ’)5337
illu. writefile (cntaa , loc_out + foutname + ’_counted_aa ’)5338
print (’time elapsed : %.2f s’ % (time.time () - T0 ))5339
lout. write (’time elapsed : %.2f s\n\n’ % (time.time () - T0 ))5340

5341
lout. close ()5342

F.2 Lognormal and generalized Pareto model parameter in-5343

ference5344

Code F.3: These functions were used to fit truncated lognormal and generalized Pareto distri-
butions to a histogram of enrichments. The input is a list of enrichments that was computed
from any two consecutive rounds of selections. The function do_threshold_scans plots the fit
parameter as a function of the lower enrichment threshold s∗. The function do_fits performs the
parameter inference given a value for s∗ and assesses the quality of fit by QQ- and PP-plots. The
code for the generalized Pareto case was written by Sébastien Boyer and adapted by me. The idea
was extended to the lognormal case and the code was written by me. See section 4.2 for more
details.
import numpy as np5345
np. random .seed (1)5346
import scipy5347
import scipy . stats as ss5348
from scipy . special import erf , erfc , erfinv5349
import numdifftools as nd5350

5351
#% matplotlib inline5352
import matplotlib . pyplot as plt5353

5354
import warnings5355
warnings . filterwarnings (’ignore ’)5356

5357
’’’ Functions for the lognormal model ’’’5358

5359
def log_likelihood_fct_logn (para , data_sorted ):5360

’’’ Log - likelihood function for the lognormal model ’’’5361
mu , sigma , estar = para [0] , para [1] , min( data_sorted )5362
result = -len( data_sorted [: -1]) * ( np.log( sigma ) + np.log( erfc (( estar -mu )/( np.sqrt (2)* sigma )) ) )5363
result -= sum ([(x-mu )**2/(2* sigma **2) for x in data_sorted [: -1]])5364
return -result5365

5366
def info_mat_logn (para , data_sorted ):5367

’’’ Fisher information matrix for the lognormal model ’’’5368
return np. linalg .inv(nd. Hessian ( log_likelihood_fct_logn )( para , data_sorted )). diagonal ()5369

5370
def threshold_scan_logn (en_sorted , min_points , max_points , para =[ -7. ,1.]):5371

’’’ Fit to the lognormal model for different values of threshold5372
min_points sets the minimum number of points that are kept ’’’5373
para_list , err_list = list (), list ()5374
for i in range (min( max_points , len( en_sorted )), min_points , -1):5375

para_hat = scipy . optimize .fmin( log_likelihood_fct_logn , para ,\5376
args =( en_sorted [:i],), disp= False , maxiter =1000)5377

para_list . append ( para_hat )5378
err = info_mat_logn (para_hat , en_sorted [:i])5379
err_list . append ([1.96* np.sqrt(err [0]) , 1.96* np.sqrt(err [1])])5380

return para_list , err_list5381
5382

def cumF_logn (e, mu , sigma , estar ):5383
’’’ Cumulative distribution function for the lognormal model ’’’5384
e = (e-mu )/( np.sqrt (2.)* sigma )5385
estar = (estar -mu )/( np.sqrt (2.)* sigma )5386
return ( erf(e) - erf( estar ) ) / ( 1. - erf( estar ) )5387

5388
def invcumF_logn (y, mu , sigma , estar ):5389

’’’ Inverse cumulative distribution function for the lognormal model ’’’5390
estar2 = (estar -mu )/( np.sqrt (2.)* sigma )5391
return mu + np.sqrt (2.)* sigma * erfinv ( (1. - erf( estar2 ))*y + erf( estar2 ) ) - estar5392
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5393
def log_likelihood_fct_logn2 (para , data_sorted , mode ):5394

’’’ Log - likelihood function for the lognormal model (when the mode is fixed ) ’’’5395
mu , sigma , estar = mode+para [0]**2 , para [0] , min( data_sorted )5396
result = -len( data_sorted [: -1]) * ( np.log( sigma ) + np.log( erfc (( estar -mu )/( np.sqrt (2)* sigma )) ) )5397
result -= sum ([(x-mu )**2/(2* sigma **2) for x in data_sorted [: -1]])5398
return -result5399

5400
def info_mat_logn2 (para , data_sorted ):5401

’’’ Fisher information matrix for the lognormal model (when the mode is fixed ) ’’’5402
return np. linalg .inv(nd. Hessian ( log_likelihood_fct_logn2 )( para , data_sorted )). diagonal ()5403

5404
5405

’’’ Functions for the EVT model ’’’5406
5407

def log_likelihood_fct_exp (para , data_sorted ):5408
’’’ Log - likelihood function for the exponential model ’’’5409
tau , mu = para [0] , min( data_sorted )5410
return -sum ([ np.log(np.exp (-(x-mu )/ tau )/ tau) for x in data_sorted [: -1]])5411

5412
def log_likelihood_fct_evt (para , data_sorted ):5413

’’’ Log - likelihood function for the general model ’’’5414
kappa , tau , mu = float (para [0]) , para [1] , min( data_sorted )5415
return -sum ([ np.log ((1+(x-mu )*( kappa /tau ))**( -(( kappa +1))/ kappa )/ tau )\5416

for x in data_sorted [: -1]])5417
5418

def info_mat_exp (tau , data_sorted ):5419
’’’ Fisher information matrix for the exponential model ’’’5420
mu = min( data_sorted )5421
data = [x-mu for x in data_sorted [: -1]]5422
return -1/ sum ([( tau -2*x)/ tau **3 for x in data ])5423

5424
def info_mat_evt (para , data_sorted ):5425

’’’ Fisher information matrix for the general model ’’’5426
matrix = np. zeros ((2 ,2))5427
kappa , tau , mu = para [0] , para [1] , min( data_sorted )5428
data = [x-mu for x in data_sorted [: -1]]5429
matrix [0][0] = -sum ([( - kappa *x**2+ tau **2 -2* tau*x)/( tau *( kappa *x+tau ))**2 for x in data ])5430
matrix [0][1] = -sum ([x*(tau -x)/( tau *( kappa *x+tau )**2) for x in data ])5431
matrix [1][0] = -sum ([x*(tau -x)/( tau *( kappa *x+tau )**2) for x in data ])5432
matrix [1][1] = -sum ([( kappa *x*( kappa *( kappa +3)*x +2* tau )\5433

-2*( kappa *x+tau )**2* np.log (1+ kappa *x/tau ))/( kappa **3*( kappa *x+tau )**2) for x in data ])5434
return np. linalg .inv( matrix )5435

5436
def threshold_scan_evt ( sel_sorted , min_points , max_points , para =[1 ,0.001]):5437

’’’ Fit to the general model for different values of threshold5438
min_points sets the minimum number of points that are kept ’’’5439
para_list , err_list = list (), list ()5440
for i in range (min( max_points , len( sel_sorted )), min_points , -1):5441

para = scipy . optimize .fmin( log_likelihood_fct_evt , para ,\5442
args =( sel_sorted [:i],), disp= False , maxiter =1000)5443

para_list . append (para)5444
err = info_mat_evt (para , sel_sorted [:i])5445
err_list . append ([1.96* np.sqrt(err [1][1]) , 1.96* np.sqrt(err [0][0])])5446

return para_list , err_list5447
5448
5449

’’’ Repeated code ’’’5450
5451

def do_threshold_scans (dataset , min_points , max_points_evt , max_points_logn ):5452
# reading selectivities and errors into dictionaries :5453
sel_dict , err_dict = dict (), dict ()5454
for line in open(dataset , ’r’):5455

seq , sel , err = line. split (’\t’)5456
sel_dict [seq], err_dict [seq] = float (sel), float (err)5457

5458
# sorting the data by decreasing values of selectivies :5459
seq_sorted = sorted (sel_dict , key= lambda s: -sel_dict [s])5460
sel_sorted = [ sel_dict [s] for s in seq_sorted ]5461
# err_sorted = [ err_dict [s] for s in seq_sorted ]5462
en_sorted = [np.log(sel) for sel in sel_sorted ]5463

5464
# selectivity -rank and energy -rank plots5465
plt. rcParams [’figure . figsize ’] = 11, 5; plt.rc(’font ’, size =16)5466
plt. subplot (121)5467
plt. loglog ( range (1 ,1+ len( sel_sorted )), sel_sorted ,’or ’, lw = 2);5468
plt. xlabel (’rank ’, fontsize =20); plt. ylabel (’selectivity ’, fontsize =20)5469
plt. subplot (122)5470
plt. scatter ( range (1 ,1+ len( en_sorted )), en_sorted );5471
plt. xlabel (’rank ’, fontsize =20); plt. ylabel (’- energy ’, fontsize =20)5472
plt. xscale (’log ’)5473
plt.show ()5474

5475
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# threshold scan (EVT model )5476
para_list , err_list = threshold_scan_evt ( sel_sorted , min_points , max_points_evt )5477

5478
plt. rcParams [’figure . figsize ’] = 12, 5; plt.rc(’font ’, size =12)5479
plt. subplot (121)5480
plt. errorbar ( sel_sorted [ min_points :min( max_points_evt ,len( en_sorted ))][:: -1] ,[p[0] for p in para_list ],\5481

[e[0] for e in err_list ],fmt=’k.’,linewidth =3)5482
plt.plot( sel_sorted [ min_points :min( max_points_evt ,len( en_sorted ))][:: -1] ,[p[0] for p in para_list ],’go ’,markersize =8)5483
plt. xlabel (r’threshold $s ^*$’,fontsize =20); plt. ylabel (r’estimated $\ kappa$ ’,fontsize =20)5484
plt. subplot (122)5485
plt. errorbar ( sel_sorted [ min_points :min( max_points_evt ,len( en_sorted ))][:: -1] ,[p[1] for p in para_list ],\5486

[e[1] for e in err_list ],fmt=’k.’,linewidth =3)5487
plt.plot( sel_sorted [ min_points :min( max_points_evt ,len( en_sorted ))][:: -1] ,[p[1] for p in para_list ],’go ’,markersize =8)5488
plt. xlabel (r’threshold $s ^*$’,fontsize =20); plt. ylabel (r’estimated $\tau$ ’,fontsize =20)5489
plt. tight_layout ();5490
plt.show ()5491

5492
# threshold scan ( lognormal model )5493
para_list , err_list = threshold_scan_logn (en_sorted , min_points , max_points_logn )5494

5495
plt. rcParams [’figure . figsize ’] = 12, 5; plt.rc(’font ’, size =12)5496
plt. subplot (121)5497
plt. errorbar ( en_sorted [ min_points :min( max_points_logn ,len( en_sorted ))][:: -1] ,[p[1] for p in para_list ],\5498

[e[1] for e in err_list ],fmt=’k.’,linewidth =3)5499
plt.plot( en_sorted [ min_points :min( max_points_logn ,len( en_sorted ))][:: -1] ,[p[1] for p in para_list ],’go ’,markersize =8)5500
plt.ylim (0. , 5.)5501
plt. xlabel (r’threshold $e ^*$’,fontsize =20); plt. ylabel (r’estimated $\ sigma$ ’,fontsize =20)5502
plt. subplot (122)5503
plt. errorbar ( en_sorted [ min_points :min( max_points_logn ,len( en_sorted ))][:: -1] ,[p[0] for p in para_list ],\5504

[e[0] for e in err_list ],fmt=’k.’,linewidth =3)5505
plt.plot( en_sorted [ min_points :min( max_points_logn ,len( en_sorted ))][:: -1] ,[p[0] for p in para_list ],’go ’,markersize =8)5506
plt.ylim ( -20. , 0.)5507
plt. xlabel (r’threshold $e ^*$’,fontsize =20); plt. ylabel (r’estimated $\mu$ ’,fontsize =20)5508
plt. tight_layout ();5509
plt.show ()5510

5511
def do_fits (dataset , sel_star , en_star , plotflag = False , nr_bin = 50. , logscalex = False , logscaley = False ):5512

# reading selectivities and errors into dictionaries :5513
sel_dict , err_dict = dict (), dict ()5514
for line in open(dataset , ’r’):5515

seq , sel , err = line. split (’\t’)5516
sel_dict [seq], err_dict [seq] = float (sel), float (err)5517

5518
# sorting the data by decreasing values of selectivies :5519
seq_sorted = sorted (sel_dict , key= lambda s: -sel_dict [s])5520
sel_sorted , err_sorted = [ sel_dict [s] for s in seq_sorted ], [ err_dict [s] for s in seq_sorted ]5521

5522
# truncation of the data given the selectivity threshold :5523
sel_trunc = [s for s in sel_sorted if s > sel_star ]5524
mu = min( sel_trunc )5525
N_samples = len( sel_trunc )5526

5527
# fit to the EVT model (2 parameters ):5528
print (’General EVT fit:’)5529
para = scipy . optimize .fmin( log_likelihood_fct_evt , [.5 ,.01] , args =( sel_trunc ,), maxiter =10000)5530
kappa , tau = para [0] , para [1]5531
para_u = info_mat_evt (para , sel_trunc )5532
kappa_u , tau_u = 1.96* np.sqrt( para_u [1 ,1]) , 1.96* np.sqrt( para_u [0 ,0])5533
print (’kappa = %.3f +- %.3f, tau = %.5f +- %.5f’ % (kappa , kappa_u , tau , tau_u ))5534

5535
if plotflag :5536

# plotting the results for the EVT model :5537
x_range = np. linspace (0, 1 -1./ N_samples , num= N_samples )5538
sel_model = [((1 -x)**( - kappa ) -1)/ kappa *tau for x in x_range ]5539
sel_pp = [1 -(1+ kappa *(s-mu )/ tau )**( -1/ kappa ) for s in sel_trunc [:: -1]]5540
fig , ax = plt. subplots ( figsize =(14 ,7))5541
plt.rc(’font ’, size =14)5542
# Q-Q plot5543
plt. subplot (121); plt. title (’Q-Q plot ( general model )’, fontsize =18);5544
plt.plot ([0 , max( sel_model )] ,[mu ,mu+max( sel_model )],’k -. ’,linewidth =2);5545
plt. errorbar (sel_model , sel_trunc [:: -1] , yerr= err_sorted [: N_samples ][:: -1] ,\5546

fmt=’b.’, markersize =15)5547
plt. xlabel (’model ’, fontsize =20); plt. ylabel (’data ’, fontsize =20)5548
# P-P plot5549
plt. subplot (122); plt. title (’P-P plot ( general model )’, fontsize =18);5550
plt.plot ([0 ,1] ,[0 ,1] , ’k--’, lw =2)5551
plt.plot(sel_pp , x_range ,’r’,lw =3)5552
plt. xlabel (’model ’, fontsize =20); plt. ylabel (’data ’, fontsize =20);5553
plt.show ()5554

5555
# sorting the data by decreasing values of energies :5556
en_sorted , err_sorted = [np.log(sel) for sel in sel_sorted ], [ err_sorted [j]/ sel_sorted [j] for j in range (len( sel_sorted ))]5557

5558
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# truncation of the data given the selectivity threshold :5559
en_trunc = [en for en in en_sorted if en > en_star ]5560
#mu = min( en_trunc )5561
N_samples = len( en_trunc )5562

5563
# fit to the lognormal model (2 parameters ):5564
print (’Lognormal fit:’)5565
para = scipy . optimize .fmin( log_likelihood_fct_logn , [ -7. ,1.] , args =( en_trunc ,), maxiter =10000)5566
mu , sigma = para [0] , para [1]5567
para_u = info_mat_logn (para , en_trunc )5568
mu_u , sigma_u = 1.96* np.sqrt( para_u [0]) , 1.96* np.sqrt( para_u [1])5569
print (’mu = %.3f +- %.3f, sigma = %.3f +- %.3f’ % (-mu , mu_u , sigma , sigma_u ))5570

5571
if plotflag :5572

# plotting the results for the lognormal model :5573
x_range = np. linspace (0, 1 -1./ N_samples , num= N_samples )5574
fig , ax = plt. subplots ( figsize =(14 ,7))5575
plt.rc(’font ’, size =14)5576
# Q-Q plot5577
plt. subplot (121); plt. title (’Q-Q plot ’, fontsize =18); # Q-Q plot5578
qq_data = [ invcumF_logn (x, mu , sigma , en_star ) for x in x_range ]5579
en_trunc_shifted = [en - en_star for en in en_trunc ]5580
plt. errorbar (qq_data , en_trunc_shifted [:: -1] ,\5581

yerr= err_sorted [: N_samples ][:: -1] , fmt=’b.’, markersize =15)5582
plt.plot ([ min( qq_data ), max( qq_data )], [min( en_trunc_shifted ), max( qq_data )], ’k -. ’, linewidth =2)5583
plt.axis ([ min( qq_data )-.1, max( qq_data )+.1 , min( en_trunc )-.1, max( en_trunc )+.5])5584
unten , oben = min ([ min( en_trunc_shifted ), min( qq_data )]) -.25 , max ([ max( en_trunc_shifted ), max( qq_data )])+.255585
plt.axis ([ unten , oben , unten , oben ])5586
plt. xlabel (’model ’)5587
plt. ylabel (’data ’)5588
plt.gca (). set_aspect (’equal ’, adjustable =’box ’)5589
# P-P plot5590
plt. subplot (122); plt. title (’P-P plot ’, fontsize =18); # P-P plot5591
plt.plot ([ cumF_logn (e, mu , sigma , en_star ) for e in en_trunc [:: -1]] , x_range , ’r-’, lw =3)5592
plt.plot ([0. ,1.] , [0. ,1.] , ’k--’, lw =2)5593
plt.axis ([0. , 1., 0., 1.])5594
plt. xlabel (’model ’)5595
plt. ylabel (’data ’)5596
plt.gca (). set_aspect (’equal ’, adjustable =’box ’)5597
plt.show ()5598

5599
if plotflag :5600

# density plot5601
fig , ax = plt. subplots ( figsize =(10 ,7))5602
# histogram of data5603
if logscalex : bins = np. logspace (np. log10 (min( sel_sorted )), np. log10 (1.2* max( sel_sorted )), nr_bin )5604
else : bins = np. arange (min( sel_sorted ),max( sel_sorted )+1e -3 ,( max( sel_sorted )-min( sel_sorted ))/ nr_bin )5605
n, b, patches = plt.hist ([ sel for sel in sel_sorted if sel > min(sel_star , np.exp( en_star ))] , normed = True , bins=bins)5606
# generalized Pareto pdf5607
sel_range_evt = np. arange (sel_star ,1.2* max( sel_sorted ) ,(1.2* max( sel_sorted )- sel_star )/1000.)5608
normalization = sum ([1. if s> sel_star else 0. for s in sel_sorted ]) / len( sel_sorted )5609
sel_pdf_evt = normalization *ss. genpareto .pdf( sel_range_evt , kappa , sel_star , tau)5610
# lognormal pdf + renormalization5611
sel_range_lognorm = np. arange (np.exp( en_star ) ,1.2* max( sel_sorted ) ,(1.2* max( sel_sorted )-np.exp( en_star ))/1000.)5612
normalization = sum ([1. if s> en_star else 0. for s in en_sorted ]) / len( en_sorted ) / (.5* erfc (( en_star -mu )/( np.sqrt (2)* sigma )))5613
sel_pdf_lognorm = normalization *ss. lognorm .pdf( sel_range_lognorm , sigma , 0., np.exp(mu ))5614

5615
plt.plot( sel_range_evt , sel_pdf_evt , color =’chartreuse ’, lw =3)5616
plt.plot( sel_range_lognorm , sel_pdf_lognorm , ’--’, color =’magenta ’, lw =3)5617
plt.axis ([ min( sel_sorted ), 1.2* max( sel_sorted ), 1e-1, 1.25* max ([ max( sel_pdf_evt ), max( sel_pdf_lognorm ), max(n )])]) # sel_star +10.* tau5618
plt. title (’density plot ’)5619
plt. xlabel (’selectivity ’)5620
plt. ylabel (’probability density ’)5621
plt. legend ([ ’EVT model ’, ’truncated lognormal model ’], loc=’upper right ’, fontsize =15)5622
if logscalex : plt. xscale (’log ’)5623
if logscaley : plt. yscale (’log ’)5624
plt.show ()5625
# print (max( sel_sorted ))5626

return kappa , kappa_u , tau , tau_u , mu , mu_u , sigma , sigma_u5627
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Abstract

The sequences of antibodies from a given repertoire are highly diverse at few sites located on the surface of a

genome-encoded larger scaffold. The scaffold is often considered to play a lesser role than highly diverse, non-

genome-encoded sites in controlling binding affinity and specificity. To gauge the impact of the scaffold, we

carried out quantitative phage display experiments where we compare the response to selection for binding

to four different targets of three different antibody libraries based on distinct scaffolds but harboring the

same diversity at randomized sites. We first show that the response to selection of an antibody library

may be captured by two measurable parameters. Second, we provide evidence that one of these parameters

is determined by the degree of affinity maturation of the scaffold, affinity maturation being the process

by which antibodies accumulate somatic mutations to evolve towards higher affinities during the natural

immune response. In all cases, we find that libraries of antibodies built around maturated scaffolds have a

lower response to selection to other arbitrary targets than libraries built around germline-based scaffolds.

We thus propose that germline-encoded scaffolds have a higher selective potential than maturated ones as

a consequence of a selection for this potential over the long-term evolution of germline antibody genes. Our

results are a first step towards quantifying the evolutionary potential of biomolecules.

Significance statement1

2

Antibodies in the immune system consist of a genetically encoded scaffold that exposes a few highly3

diverse, non-genetically encoded sites. This focused diversity is sufficient to produce antibodies that bind4

to any target molecule. To understand the control of the scaffold, which acquires hypermutations during5

the immune response, over the selective response, we analyze quantitative in vitro experiments where large6

antibody populations based on different scaffolds are selected against different targets. We show that7

selective responses are described statistically by two parameters, one of which depends on prior evolution8

of the scaffold as part of a previous response. Our work provides methods to assay whether näıve antibody9

scaffolds are endowed with a distinctively high selective potential.10

∗Corresponding authors.



1. Introduction11

The idea that evolution by natural selection is not only leading to adaptations but to a propensity12

to adapt, or “evolvability”, has been repeatedly put forward [1, 2, 3]. As demonstrated by a number13

of mathematical models, evolvability can indeed emerge from evolutionary dynamics without any direct14

selection for it [4, 5, 6, 7]. Yet, theoretical insights have not translated into experimental assays for measuring15

and controlling evolvability in actual biological systems. Biomolecules as RNAs and proteins are ideal16

model systems for developing such assays as they are amenable to controlled experimental evolution [8].17

For proteins, in particular, several biophysical and structural features have been proposed to correlate18

with their evolvability, most notably their thermal stability [9, 10] and the modularity and polarity of their19

native fold [11]. A major limitation, however, is the absence of a measurable index of evolvability quantifying20

evolutionary responses to compare to biophysical or structural quantities.21

Here, we introduce a quantitative approach to address this issue and present experimental results that22

point towards an evolutionary determinant of evolvability in the case of antibodies. Antibodies are particu-23

larly well suited to devise and test new approaches to measure and control evolvability, as diverse libraries24

of billions of different antibodies can be manipulated in vitro by well-established screening techniques [12].25

The natural diversity of antibodies is remarkable. Their variable regions span a large phenotypic diversity,26

specific binding to virtually any molecular target. At the sequence level, this diversity has different origins.27

First, the variable regions of näıve antibody genes are formed by combining two or three out of tens of28

genomic segments, with additional randomization at the junction between segments. Second, variable re-29

gions of antibodies undergo random somatic mutations along their sequence and selection for higher affinity30

through the fast evolutionary process of affinity maturation [13]. At the structural level, antibody variable31

regions consist of a framework displaying variable surface loops called complementary determining regions32

(CDRs), the most variable one, CDR3, being partially encoded by the randomized sites at junctions between33

segments [14]. The surface loops, which contain most but not all of the substitutions found in maturated34

antibodies, and especially the CDR3 loop, are thought to be the primary determinants of binding affinity35

and specificity [14]. However, the framework has been shown to play an essential role in several cases. In36

particular the large fraction of framework somatic mutations found in many broadly neutralizing antibodies37

to HIV have been reported to be required to confer neutralization towards a broad range of viral strains38

[15].39

Antibody variable regions are thus subject to evolution by natural selection on two distinct time scales:40

their genome-encoded segments evolve on the time scale of many generations of their host, as all other41

genes, while näıve antibodies assembled from those genome-encoded segments additionally evolve on a much42

shorter time scale as part of the immune response in the process of affinity maturation. Importantly,43

affinity maturation-associated mutations are somatic and the sequences of maturated antibodies are not44

transmitted to subsequent generations. Germline antibody genomic segments, whose transmitted sequences45

are the starting point of affinity maturation, are thus well positioned to be particularly evolvable, as evolving46

to increase their affinity to antigens is part of their physiological role.47

As a first step towards quantifying and controlling the evolvability of antibodies, we previously charac-48

terized the response to selection of antibody libraries built around different scaffolds [16]. We define scaffold49

as the genome-encoded sites of an antibody sequence. In a näıve antibody, the scaffold amino acids are iden-50

tical to germline amino acids, in affinity maturated antibodies some scaffold sites are somatically mutated.51
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We took for these scaffolds the heavy chains (VH) of natural antibodies, including their framework regions52

and CDR1 and CDR2 loops, and built libraries by introducing all combinations of amino acids at four con-53

secutive sites in their CDR3 loop. Using phage display [17], we selected sequences from these libraries for54

their ability to bind different molecular targets and analyzed the relative enrichment of different antibody55

sequences through successive cycles of selection and re-amplification by high-throughput sequencing [18].56

Comparing experiments with libraries built on different scaffolds and selected against different targets led57

us to two conclusions. First, we quantified the variability of responses to selection of different sequences58

within a library and found this variability to differ widely across experiments involving different libraries59

and/or different targets. Second, we observed a hierarchy of enrichments between libraries, with multiple60

sequences from one particular library dominating selections involving a mixture of different libraries. These61

results raised two questions: (i) How to relate the hierarchies of enrichments between and within libraries?62

(ii) How to rationalize the differences between scaffolds that are all homologous?63

Here, we address these two questions through the presentation of new data and new analyses. First,64

we propose to characterize the hierarchies within and between libraries with two parameters for which we65

provide interpretations from the three standpoints of physics, information theory and sequence content. One66

of these parameters, σ, reports the phenotypic variability within a library and thus quantifies the potential67

of a library to respond to selection. Second, we present new experimental results and re-analyze previous68

results to provide evidence that the degree of maturation of an antibody scaffold is a control parameter69

for its selective potential. Our approach thus provides a general and quantitative framework to study70

experimentally the selective potential of biomolecules. Our results are also, to our knowledge, the first to71

indicate that long-term evolution may have endowed germline antibodies with a special ability to respond72

to selection.73

2. Methods74

2.1. Experimental design75

In the absence of mutations, the outcome of an evolutionary process is determined by the properties of76

its initial population. Our initial populations are libraries made of sequences with a common part, which we77

call a scaffold, and 4 positions x = (x1, x2, x3, x4) that are randomized to all N = 204 combinations, where78

20 is the number of natural amino acids. We subject these populations to successive cycles of selection for79

binding against a target T and amplification. The critical property of a sequence x present in the initial80

population is its enrichment s(x), the factor by which it is enriched or depleted from one cycle to the next81

(see Box). The mapping x 7→ sL,T (x) from 4-position sequences x to enrichments generally depends both82

on the scaffold that defines the library L and on the target T that defines the selective pressure.83

Experiments are designed for s(x) to reflect the binding affinity of an antibody with CDR3 sequence x to84

the chosen target T (SI 1.1). In effect, however, selection does not depend exclusively on the CDR3 sequence85

x and the target T as phage-displayed antibodies may also be selected because they bind to something else86

than the target (the recipient or another phage) or because they bind to the target through their antibody87

scaffold. Such non-specific binding is generally negligible for the CDR3 sequences x of antibodies with top88

binding affinities to the target, but it dominates the selection of the majority of antibodies, which typically89

show no or weak CDR3 sequence-specific binding to the target. Following common practice in the field,90

we therefore perform three cycles of selection, which effectively enriches the population in strong binders,91

3



and interpret only the top enrichments s(x) > s∗, computed at the last cycle, as resulting from specific92

binding to the target (SI 3.2 and 3.3). We are interested in properties of the scaffold that favor these large93

enrichment values, either relative to other sequences within the same library (same scaffold) or relative to94

sequences from different libraries (different scaffolds).95

Our previous experiments involved 24 different libraries, each built on a different scaffold consisting of a96

natural VH fragment [16]. These fragments originate from the germline or the B cells of organisms of various97

species. Scaffolds from the germline have not been subject to any affinity maturation, while scaffolds from98

B cells are taken from maturated antibodies which have evolved from näıve antibodies to bind strongly to99

antigens encountered by the organisms. We previously performed experiments where the initial population100

consisted either of a single library or a mixture of different libraries [16]. In particular, in two experiments101

using very different targets (a neutral polymer and a DNA loop) we co-selected all 24 libraries together.102

Strikingly, while only 2 of the 24 libraries were built on germline-based scaffolds, the final population of one103

experiment was dominated by antibodies built on one of the two germline-based scaffolds, and the second104

by the other one. This suggests that germline scaffolds may have an intrinsically higher selective potential.105

To investigate this hypothesis, we performed the selection against 4 different targets of 3 libraries built106

on scaffolds with varying degrees of maturation. The 3 single-domain VH libraries are based on V genes107

from the heavy chain of 3 human antibodies that have evolved to different degrees as part of the immune108

response to HIV (Fig. S1). They bear identically randomized CDR3 at 4 sites (upstream of a common109

human framework FWR4 region JH4 and no light chain). The Lim and Bnab scaffolds are derived from110

antibodies isolated from patients (6-187 and PGT128) [19, 20] and have respectively limited and broad111

spectrum of neutralization of HIV strains [21, 15]. Previous studies [15] concluded that the heavy chain V112

genes of these antibodies result from distinct affinity maturation trajectoires originating from a common113

germline origin (IGHV4-39) on which our Germ scaffold is based. Our Germ scaffold has thus not undergone114

any maturation. The Lim scaffold differs from Germ, from which it originates, by 14 % of its amino acids.115

The Bnab scaffold also originates from Germ, to which it differs by 34 % of its amino acids, and has evolved116

independently of Lim, to which it differs by 38 %; the CDR2 of the Bnab scaffold also includes an insertion of117

6 amino acids. The 3 single-domain VH libraries, which are built around these VH scaffolds by introducing118

all combinations of amino acids at 4 positions of their CDR3, were part of the 24 libraries used in our119

previous experiments [16]. Here, to systematically compare the selective potential of these libraries, we120

present experiments where they are selected against four different targets, two DNA targets (DNA hairpins121

with a common stem but different loops, denoted DNA1 and DNA2, Fig. S2) and two structurally related122

protein targets (the fluorescent proteins eGFP and mCherry, denoted prot1 and prot2), each unrelated to123

the HIV virus against which the Lim and Bnab scaffolds had been maturated.124

2.2. Parametrization125

To quantitatively compare the outcome of different experiments with different libraries and targets, we126

introduce here two parameters, σ and µ, which respectively quantify intra and inter-library differences in127

enrichments. These parameters derive from a statistical approach that considers only the distribution P (s)128

of values that enrichments take across the different sequences of a library [23, 24, 25]. They correspond to129
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the assumption that this distribution is log-normal,130

P (s) =
1√

2πσs
exp

(
− (ln s− µ)

2

2σ2

)
. (1)

The parameter σ captures intra-library differences in response to selection while the parameter µ provides131

the additional information required to describe inter-library differences.132

The parametrization of the distributions of enrichments by log-normal distributions has several motiva-133

tions. First, it empirically provides a good fit of the data, not only in our experiments as we show below,134

but in a number of previous studies of antibody-antigen interactions [26] and protein-DNA interactions [27],135

including studies that had access to the complete distribution P (s) [27]. Second, log-normal distributions136

are stable upon iteration of the selective process: if two successive selections are performed so that s = s1s2137

with s1 and s2 independently described by log-normal distributions, then s also follows a log-normal dis-138

tribution; more generally, log-normal distributions are attractors of evolutionary dynamics [28]. Third,139

log-normal distributions are physically justified from the simplest model of interaction, an additive model140

where the interaction energy between sequence x = (x1, . . . , x`) of length ` and its target takes the form141

β∆G(x) =
∑`
i=1 hi(xi) with contributions hi(xi) from each position i and amino acid xi, and thus its142

enrichment s(x) ' e−β∆G(x), where T is the temperature and kB the Boltzmann constant (SI 1.1). At ther-143

mal equilibrium and for sufficiently large `, a log-normal distribution of the affinities is then expected with144

µ ∼ −`〈h〉 and σ ∼ `1/2(〈h2〉 − 〈h〉2)1/2, where 〈ε〉 and 〈h2〉 − 〈h〉2 are respectively the mean and variance145

of the values of binding energies per position hi(xi). This additive model, which ignores epistasis between146

the sites i is not expected to be exact but can provide a first approximation of the data (SI 3.3). The limit147

central theorem, on which the above argument is based, in fact remains valid in presence of weak epistasis.148

We also note that the model does not exclude epistasis between the sites i and the scaffold, which will be149

shown to be essential. The parameter σ, which quantifies the diversity of enrichment values within a library,150

also corresponds to a natural measure of diversity from the standpoint of information theory (SI 1.3). These151

multiple empirical and theoretical justifications motivate a description of the distributions of enrichments152

from selections of antibody libraries by log-normal distributions. We show below that our data does not153

exclude descriptions by other distributions, from which the same main conclusions can be drawn.154

2.3. Inference of parameters155

The enrichment s(x) of a sequence x is obtained from comparing the frequency of x in the population156

before and after a round of selection. As only the largest enrichments are expected to reflect specific bind-157

ing to the target (SI 3.2 and 3.3), we obtain the parameters σ and µ by fitting the values with truncated158

log-normal distributions, when s(x) exceeds a threshold s∗ (Fig. 1A and SI 3.4). The exact value of this159

threshold is not critical, provided it is large enough (Figs. S26-27), but it must be determined independently160

for each selection of each library as non-specific binding may depend on the scaffold (Fig. S24). An ad-161

ditional complication is that enrichments are defined only up to a multiplicative factor (see Box). While162

the parameter σ is independent of this multiplicative factor, comparing the parameters µ between libraries163

requires performing selections where different libraries are mixed in the initial population. To refine and164

validate our inference, we also performed selection experiments where we mixed a very small number of165

random and top enrichment sequences (Fig. 1B), which allows for a very precise estimation of the relative166
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Figure 1: Fitting empirical distributions of enrichments with log-normal distributions. A. The selection of a library L against
a target T provides the enrichments of the sequences in L that are best selected against T (the other ones are eliminated).
Here, the histograms show the enrichments obtained from experiments where the Germ (in blue), Lim (in green) and Bnab (in
red) libraries were selected against the DNA1 target. The black line is the best fit to a log-normal distribution. The fit is made
only to the upper part of the distribution as experiments provide only the top enrichments. The quality of the fits is validated
by probability-probability and quantile-quantile plots (Figs. S16-S22). B. To locate precisely the mode of the distributions
(maximum of the black curves in A), we performed experiments where the initial population consists in a mixture of very few
top (dots) and random (crosses) sequences. Because these experiments involve very few sequences, they provide very precise
estimations of the relative enrichments (Fig. S25). Top sequences are identified from A based on the largest enrichments
against the target. Random sequences, on the other hand, are picked at random in the libraries and are expected to have
typical enrichments located at the maxima of the black curves in A. Taken together, the results indicate that when selected
against the DNA1 target, the Germ library has the highest σ and the Bnab library the highest µ. Similar results are obtained
for selections against other targets (Fig. S8 and Table 1).

enrichments beyond the top sequences (Fig. S25): as the random sequences typically reflect the mode of the167

distributions, (the most likely enrichment value), these experiments provide an independent estimation of µ168

that we can profitably use (see details in SI 3.3).169

The values of σ and µ that we infer for the 3 libraries Germ, Lim and Bnab when selected against each170

of the 4 targets DNA1, DNA2, prot1 and prot2 are presented in Fig. 2A. We validated the quality of the171

fits by probability-probability and quantile-quantile plots (Figs. S16-S18). We also assessed the robustness172

of the inference by comparing replicate experiments (Figs. S16-S22), and comparing experiments where a173

library is selected either alone or in mixture with the other two (Fig. S19). Finally, we verified that the174

results are unchanged whether enrichments are measured by comparing frequencies between the 2nd and175

3rd cycles, or between the 3rd and 4th cycles (Figs. S20-S21).176

3. Results177

3.1. Intra-library hierarchy178

The hierarchy of enrichments within a library is quantified by the parameter σ: a small σ indicates179

that all sequences in the library are equally selected while a large σ indicates that the response to selection180

varies widely between sequences in the library. When comparing the σL,T inferred from the selections of181

the 3 libraries L against each of the 4 targets T , a remarkable pattern emerges: the more a scaffold is182

maturated, the smaller is σ, σGerm,T > σLim,T ≥ σBnab,T for all targets T , and even minT (σGerm,T ) >183

maxT (σLim,T , σBnab,T ) (Fig. 2A). Statistically, if considering the inequalities to be strict, the experiments184

to be independent and any result to be a priori equally likely, the probability of this finding is only p =185

(3!)−4 ' 7.10−4.186
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<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

Germ
<latexit sha1_base64="Oq3wveQPsEXcKpJCMmgjWUpOglM=">AAACzXicjVHLTsJAFD3UF+ILdemmkZi4Im01AjsSF7oTEwEjENOWARv6ynRqQhC3/oBb/S3jH+hfeGcsiS6ITtP2zLn3nJl7rxP7XiIM4z2nLSwuLa/kVwtr6xubW8XtnVYSpdxlTTfyI37t2AnzvZA1hSd8dh1zZgeOz9rO6FTG2/eMJ14UXolxzHqBPQy9gefagqibSZcH+hnjwfS2WDLKhmGYpqlLYFZODAK1WtUyq7opQ7RKyFYjKr6hiz4iuEgRgCGEIOzDRkJPByYMxMT1MCGOE/JUnGGKAmlTymKUYRM7ou+Qdp2MDWkvPROldukUn15OSh0HpIkojxOWp+kqnipnyc7znihPebcx/Z3MKyBW4I7Yv3SzzP/qZC0CA1RVDR7VFCtGVudmLqnqiry5/qMqQQ4xcRL3Kc4Ju0o567OuNImqXfbWVvEPlSlZuXez3BSf8pY04NkU9fmgZZXNo7J1eVyqW9mo89jDPg5pnhXUcY4GmuQd4hkveNUutFR70B6/U7VcptnFr6U9fQFa8ZNn</latexit>

Lim<latexit sha1_base64="0kedfMqYapoKXlHl1BZc6Duy8kM=">AAACzHicjVHLSsNAFD3G97vq0k2wCK7CtI1ad4IbFyIKtlWsSJJO69C8mEwECd36A271u8Q/0L/wzpiCLkQnJLlz7jln5t7rp6HIFGNvE9bk1PTM7Nz8wuLS8spqZW29nSW5DHgrSMJEXvpexkMR85YSKuSXqeRe5Ie84w+PdL5zz2UmkvhCPaT8JvIGseiLwFMEXRVdGdknIhrdVqrMYc19123YzHHdXbanA7bLGs0Du+Yws6oo11lSeUUXPSQIkCMCRwxFcQgPGT3XqIEhJewGBWGSImHyHCMskDYnFieGR+iQvgPaXZdoTHvtmRl1QKeE9EpS2tgmTUI8SbE+zTb53Dhr9Dfvwnjquz3Q3y+9IkIV7gj9Szdm/lena1Hoo2lqEFRTahBdXVC65KYr+ub2t6oUOaSE6bhHeUlxYJTjPttGk5nadW89k383TI3qfVByc3zoW9KAx1O0fw/adafWcOrnbvWwXo56DpvYwg7Ncx+HOMYZWuQd4QnPeLFOLWUV1uiLak2Umg38WNbjJ2VWkwc=</latexit>

Bnab
<latexit sha1_base64="OjWykxkJyI+4TScAdEhfiJB3eRI=">AAACzXicjVHLTsMwEBzCq7wLHLlYVEicqiREbbkhuHADJAoIWiEndSEiLzkOEirlyg9whd9C/AH8BWuTSnBA4CjJenZm7N31syjMlW2/jVnjE5NT05WZ2bn5hcWl6vLKSZ4WMhDtII1SeebzXERhItoqVJE4y6TgsR+JU/9mT+dPb4XMwzQ5VneZ6Mb8Kgn7YcAVQeeDjozZbsL94WW1Zte3Ww3XazC7bttNx3V04Da9LY85hOhVQ7kO0+orOughRYACMQQSKIojcOT0XMCBjYywLgaESYpCkxcYYpa0BbEEMTihN/S9ot1FiSa01565UQd0SkSvJCXDBmlS4kmK9WnM5AvjrNHfvAfGU9/tjv5+6RUTqnBN6F+6EfO/Ol2LQh8tU0NINWUG0dUFpUthuqJvzr5VpcghI0zHPcpLigOjHPWZGU1uate95Sb/bpga1fug5Bb40LekAY+myH4PTty6s1V3j7zajluOuoI1rGOT5tnEDvZxiDZ5J3jCM16sA6uw7q2HL6o1VmpW8WNZj58/NJNb</latexit>

1<latexit sha1_base64="/rdZpFHPOYbOmcg2Rsz0lgcuxzg=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIgiMsWbC3UIkk6rUOnSchMhFL0B9zqt4l/oH/hnXEKahGdkOTMufecmXtvmAoulee9FpyFxaXlleJqaW19Y3OrvL3TlkmeRawVJSLJOmEgmeAxaymuBOukGQvGoWBX4ehMx6/uWCZ5El+qScp642AY8wGPAkVU078pV7yqZ5Y7D3wLKrCrkZRfcI0+EkTIMQZDDEVYIICkpwsfHlLiepgSlxHiJs5wjxJpc8pilBEQO6LvkHZdy8a0157SqCM6RdCbkdLFAWkSyssI69NcE8+Ns2Z/854aT323Cf1D6zUmVuGW2L90s8z/6nQtCgOcmho41ZQaRlcXWZfcdEXf3P1SlSKHlDiN+xTPCEdGOeuzazTS1K57G5j4m8nUrN5HNjfHu74lDdj/Oc550K5V/aNqrXlcqdfsqIvYwz4OaZ4nqOMCDbSM9yOe8OycO8KRTv6Z6hSsZhfflvPwAb7rjyo=</latexit>

0
<latexit sha1_base64="8+uwRsGeRpgxOJ0vD6TjxdG7abs=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIgiMsWbC3UIsl0WodOk5BMhFL0B9zqt4l/oH/hnXEKahGdkOTMufecmXtvmEiRKc97LTgLi0vLK8XV0tr6xuZWeXunncV5yniLxTJOO2GQcSki3lJCSd5JUh6MQ8mvwtGZjl/d8TQTcXSpJgnvjYNhJAaCBYqopndTrnhVzyx3HvgWVGBXIy6/4Bp9xGDIMQZHBEVYIkBGTxc+PCTE9TAlLiUkTJzjHiXS5pTFKSMgdkTfIe26lo1orz0zo2Z0iqQ3JaWLA9LElJcS1qe5Jp4bZ83+5j01nvpuE/qH1mtMrMItsX/pZpn/1elaFAY4NTUIqikxjK6OWZfcdEXf3P1SlSKHhDiN+xRPCTOjnPXZNZrM1K57G5j4m8nUrN4zm5vjXd+SBuz/HOc8aNeq/lG11jyu1Gt21EXsYR+HNM8T1HGBBlrG+xFPeHbOHelkTv6Z6hSsZhfflvPwAbyLjyk=</latexit>

2<latexit sha1_base64="hxW/SDEFvPchth8p5kNagTs8/28=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIo6LIgiMsWbC3UIsl0WofmRWYilKI/4Fa/TfwD/QvvjCmoRXRCkjPn3nNm7r1BGgqpHOe1ZC0sLi2vlFcra+sbm1vV7Z2OTPKM8TZLwiTrBr7koYh5WwkV8m6acT8KQn4VjM90/OqOZ1Ik8aWapLwf+aNYDAXzFVEt76Zac+qOWfY8cAtQQ7GaSfUF1xggAUOOCBwxFOEQPiQ9PbhwkBLXx5S4jJAwcY57VEibUxanDJ/YMX1HtOsVbEx77SmNmtEpIb0ZKW0ckCahvIywPs028dw4a/Y376nx1Heb0D8ovCJiFW6J/Us3y/yvTteiMMSpqUFQTalhdHWscMlNV/TN7S9VKXJIidN4QPGMMDPKWZ9to5Gmdt1b38TfTKZm9Z4VuTne9S1pwO7Pcc6Djld3j+pe67jW8IpRl7GHfRzSPE/QwAWaaBvvRzzh2Tq3Qkta+WeqVSo0u/i2rIcPwUuPKw==</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

B C
DNA1

<latexit sha1_base64="C2uSW0C7komrpE3XFqVxnhuOoOo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LKiC1dawT6wLZJMpxrMi8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN92bQxVv3nKReFF4Lgcx7wbOVej1PeZIoi6GHRGYRycH9uiyWLLKll7mJLAzUEK2alHxBR30EIEhRQCOEJKwDwcJPW3YsBAT18WQOEHI03GOEQqkTSmLU4ZD7A19r2jXztiQ9soz0WpGp/j0ClKa2CJNRHmCsDrN1PFUOyv2N++h9lR3G9DfzbwCYiWuif1LN878r07VItHHvq7Bo5pizajqWOaS6q6om5tfqpLkEBOncI/igjDTynGfTa1JdO2qt46Ov+lMxao9y3JTvKtb0oDtn+OcBI1K2d4pV852S9VKNuo8NrCJbZrnHqo4Rg118g7xiCc8G6dGatwZ95+pRi7TrOPbMh4+AJ3mkqo=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>
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1<latexit sha1_base64="/rdZpFHPOYbOmcg2Rsz0lgcuxzg=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIgiMsWbC3UIkk6rUOnSchMhFL0B9zqt4l/oH/hnXEKahGdkOTMufecmXtvmAoulee9FpyFxaXlleJqaW19Y3OrvL3TlkmeRawVJSLJOmEgmeAxaymuBOukGQvGoWBX4ehMx6/uWCZ5El+qScp642AY8wGPAkVU078pV7yqZ5Y7D3wLKrCrkZRfcI0+EkTIMQZDDEVYIICkpwsfHlLiepgSlxHiJs5wjxJpc8pilBEQO6LvkHZdy8a0157SqCM6RdCbkdLFAWkSyssI69NcE8+Ns2Z/854aT323Cf1D6zUmVuGW2L90s8z/6nQtCgOcmho41ZQaRlcXWZfcdEXf3P1SlSKHlDiN+xTPCEdGOeuzazTS1K57G5j4m8nUrN5HNjfHu74lDdj/Oc550K5V/aNqrXlcqdfsqIvYwz4OaZ4nqOMCDbSM9yOe8OycO8KRTv6Z6hSsZhfflvPwAb7rjyo=</latexit>

0
<latexit sha1_base64="8+uwRsGeRpgxOJ0vD6TjxdG7abs=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIgiMsWbC3UIsl0WodOk5BMhFL0B9zqt4l/oH/hnXEKahGdkOTMufecmXtvmEiRKc97LTgLi0vLK8XV0tr6xuZWeXunncV5yniLxTJOO2GQcSki3lJCSd5JUh6MQ8mvwtGZjl/d8TQTcXSpJgnvjYNhJAaCBYqopndTrnhVzyx3HvgWVGBXIy6/4Bp9xGDIMQZHBEVYIkBGTxc+PCTE9TAlLiUkTJzjHiXS5pTFKSMgdkTfIe26lo1orz0zo2Z0iqQ3JaWLA9LElJcS1qe5Jp4bZ83+5j01nvpuE/qH1mtMrMItsX/pZpn/1elaFAY4NTUIqikxjK6OWZfcdEXf3P1SlSKHhDiN+xRPCTOjnPXZNZrM1K57G5j4m8nUrN4zm5vjXd+SBuz/HOc8aNeq/lG11jyu1Gt21EXsYR+HNM8T1HGBBlrG+xFPeHbOHelkTv6Z6hSsZhfflvPwAbyLjyk=</latexit>

2<latexit sha1_base64="hxW/SDEFvPchth8p5kNagTs8/28=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIo6LIgiMsWbC3UIsl0WofmRWYilKI/4Fa/TfwD/QvvjCmoRXRCkjPn3nNm7r1BGgqpHOe1ZC0sLi2vlFcra+sbm1vV7Z2OTPKM8TZLwiTrBr7koYh5WwkV8m6acT8KQn4VjM90/OqOZ1Ik8aWapLwf+aNYDAXzFVEt76Zac+qOWfY8cAtQQ7GaSfUF1xggAUOOCBwxFOEQPiQ9PbhwkBLXx5S4jJAwcY57VEibUxanDJ/YMX1HtOsVbEx77SmNmtEpIb0ZKW0ckCahvIywPs028dw4a/Y376nx1Heb0D8ovCJiFW6J/Us3y/yvTteiMMSpqUFQTalhdHWscMlNV/TN7S9VKXJIidN4QPGMMDPKWZ9to5Gmdt1b38TfTKZm9Z4VuTne9S1pwO7Pcc6Djld3j+pe67jW8IpRl7GHfRzSPE/QwAWaaBvvRzzh2Tq3Qkta+WeqVSo0u/i2rIcPwUuPKw==</latexit>

3
<latexit sha1_base64="Gsc6UmDs8PZZljmLe2LrR/6r59A=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZJW0GVBEJct2AfUIsl0WkMnD5KJUIr+gFv9NvEP9C+8M05BLaITkpw5954zc+/1ExFk0nFeC9bS8srqWnG9tLG5tb1T3t3rZHGeMt5msYjTnu9lXAQRb8tACt5LUu6FvuBdf3Ku4t07nmZBHF3JacIHoTeOglHAPElUq35TrjhVRy97EbgGVGBWMy6/4BpDxGDIEYIjgiQs4CGjpw8XDhLiBpgRlxIKdJzjHiXS5pTFKcMjdkLfMe36ho1orzwzrWZ0iqA3JaWNI9LElJcSVqfZOp5rZ8X+5j3TnupuU/r7xiskVuKW2L9088z/6lQtEiOc6RoCqinRjKqOGZdcd0Xd3P5SlSSHhDiFhxRPCTOtnPfZ1ppM16566+n4m85UrNozk5vjXd2SBuz+HOci6NSqbr1aa51UGjUz6iIOcIhjmucpGrhEE23t/YgnPFsXlrAyK/9MtQpGs49vy3r4AMOrjyw=</latexit>
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1<latexit sha1_base64="/rdZpFHPOYbOmcg2Rsz0lgcuxzg=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIgiMsWbC3UIkk6rUOnSchMhFL0B9zqt4l/oH/hnXEKahGdkOTMufecmXtvmAoulee9FpyFxaXlleJqaW19Y3OrvL3TlkmeRawVJSLJOmEgmeAxaymuBOukGQvGoWBX4ehMx6/uWCZ5El+qScp642AY8wGPAkVU078pV7yqZ5Y7D3wLKrCrkZRfcI0+EkTIMQZDDEVYIICkpwsfHlLiepgSlxHiJs5wjxJpc8pilBEQO6LvkHZdy8a0157SqCM6RdCbkdLFAWkSyssI69NcE8+Ns2Z/854aT323Cf1D6zUmVuGW2L90s8z/6nQtCgOcmho41ZQaRlcXWZfcdEXf3P1SlSKHlDiN+xTPCEdGOeuzazTS1K57G5j4m8nUrN5HNjfHu74lDdj/Oc550K5V/aNqrXlcqdfsqIvYwz4OaZ4nqOMCDbSM9yOe8OycO8KRTv6Z6hSsZhfflvPwAb7rjyo=</latexit>

0
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Figure 2: Comparing selections of libraries built on scaffolds with different degrees of maturation – A. Parameters (µ, σ) of
the distributions of enrichments for our 3 libraries selected against 4 targets. The color of the symbols indicates the library
(Germ, Lim or Bnab) and its shape the target (DNA1, DNA2, prot1 or prot2) with the conventions defined in B. Symbols
with a black or no contour indicate results from replicate experiments where the 3 libraries are mixed in the initial population,
and symbols with a magenta contour where a library is screened in isolation. µGerm,T is conventionally set to µGerm,T = 0
for all targets T (SI 3.4). µ is generally more challenging to infer than σ and it shows here more variations across replicate
experiments. B. Sequence logos for s̃i(a), which represent the contribution of the different amino acids to the enrichments (see
Box), for the selections of the three libraries, Germ, Lim and Bnab against the two DNA targets (DNA1 and DNA2) and the
two protein targets (prot1 and prot2). These results correspond to experiments where the 3 libraries are mixed in the initial
population. The Lim library is outcompeted by the other two libraries when selected against the DNA1 target, which does not
leave enough sequences to make a meaningful inference (see also Fig. S10 for more details on the sequence logos for the Bnab
library). C. Sequence logos for s̃i(a) for the Germ and Lim libraries selected in isolation against the DNA1 target. For the
Lim library, this palliates the absence of data in B. For the Germ library, it shows that the same motif with x1 = R, x3 = R
or K and x4 = H dominates whether the library is selected in a mixture as in B or on its own; the area under the logos is,
however, different: it would be σ2/2 with infinite sampling, but major deviations are caused by limited sampling (Fig. S9).

Although selections of the Germ library are characterized by a similarly high value of σ for the 4 targets,187

the sequences that are selected against each target are different. This is illustrated through sequence logos188

(Fig. 2B-C). These sequence logos do not fully capture the specificity against each target, as they ignore any189

epistasis between the sites, but observing that they are different is sufficient to conclude that selection is190

target-specific. The amino acids found to be enriched are consistent with the nature of the targets: selections191

against the DNA targets are dominated by positively charged amino acids (letters in blue) and selections192

against the two protein targets, which are close homologs, are dominated by similar amino acid motifs.193

In contrast, sequences logos for the Bnab library show motifs that are less dependent on the target194

(Fig. 2B and Fig. S10). This observation is rationalized by an experiment where only the amplification195

step is performed, in the absence of any selection for binding. Sequence-specific amplification biases are196

then revealed, with sequence motifs that are similar to those observed when selection for binding is present197

(Fig. S10). With protein targets at least, the motifs are nevertheless sufficiently different to infer that198

selection for binding to the target contributes significantly to the enrichments (see also Fig. S6). Target-199

specific selection for binding, which is dominating the top enrichments in the Germ library (Fig. S11), is200
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Germ
<latexit sha1_base64="Oq3wveQPsEXcKpJCMmgjWUpOglM=">AAACzXicjVHLTsJAFD3UF+ILdemmkZi4Im01AjsSF7oTEwEjENOWARv6ynRqQhC3/oBb/S3jH+hfeGcsiS6ITtP2zLn3nJl7rxP7XiIM4z2nLSwuLa/kVwtr6xubW8XtnVYSpdxlTTfyI37t2AnzvZA1hSd8dh1zZgeOz9rO6FTG2/eMJ14UXolxzHqBPQy9gefagqibSZcH+hnjwfS2WDLKhmGYpqlLYFZODAK1WtUyq7opQ7RKyFYjKr6hiz4iuEgRgCGEIOzDRkJPByYMxMT1MCGOE/JUnGGKAmlTymKUYRM7ou+Qdp2MDWkvPROldukUn15OSh0HpIkojxOWp+kqnipnyc7znihPebcx/Z3MKyBW4I7Yv3SzzP/qZC0CA1RVDR7VFCtGVudmLqnqiry5/qMqQQ4xcRL3Kc4Ju0o567OuNImqXfbWVvEPlSlZuXez3BSf8pY04NkU9fmgZZXNo7J1eVyqW9mo89jDPg5pnhXUcY4GmuQd4hkveNUutFR70B6/U7VcptnFr6U9fQFa8ZNn</latexit>

Bnab
<latexit sha1_base64="OjWykxkJyI+4TScAdEhfiJB3eRI=">AAACzXicjVHLTsMwEBzCq7wLHLlYVEicqiREbbkhuHADJAoIWiEndSEiLzkOEirlyg9whd9C/AH8BWuTSnBA4CjJenZm7N31syjMlW2/jVnjE5NT05WZ2bn5hcWl6vLKSZ4WMhDtII1SeebzXERhItoqVJE4y6TgsR+JU/9mT+dPb4XMwzQ5VneZ6Mb8Kgn7YcAVQeeDjozZbsL94WW1Zte3Ww3XazC7bttNx3V04Da9LY85hOhVQ7kO0+orOughRYACMQQSKIojcOT0XMCBjYywLgaESYpCkxcYYpa0BbEEMTihN/S9ot1FiSa01565UQd0SkSvJCXDBmlS4kmK9WnM5AvjrNHfvAfGU9/tjv5+6RUTqnBN6F+6EfO/Ol2LQh8tU0NINWUG0dUFpUthuqJvzr5VpcghI0zHPcpLigOjHPWZGU1uate95Sb/bpga1fug5Bb40LekAY+myH4PTty6s1V3j7zajluOuoI1rGOT5tnEDvZxiDZ5J3jCM16sA6uw7q2HL6o1VmpW8WNZj58/NJNb</latexit>

Lim<latexit sha1_base64="0kedfMqYapoKXlHl1BZc6Duy8kM=">AAACzHicjVHLSsNAFD3G97vq0k2wCK7CtI1ad4IbFyIKtlWsSJJO69C8mEwECd36A271u8Q/0L/wzpiCLkQnJLlz7jln5t7rp6HIFGNvE9bk1PTM7Nz8wuLS8spqZW29nSW5DHgrSMJEXvpexkMR85YSKuSXqeRe5Ie84w+PdL5zz2UmkvhCPaT8JvIGseiLwFMEXRVdGdknIhrdVqrMYc19123YzHHdXbanA7bLGs0Du+Yws6oo11lSeUUXPSQIkCMCRwxFcQgPGT3XqIEhJewGBWGSImHyHCMskDYnFieGR+iQvgPaXZdoTHvtmRl1QKeE9EpS2tgmTUI8SbE+zTb53Dhr9Dfvwnjquz3Q3y+9IkIV7gj9Szdm/lena1Hoo2lqEFRTahBdXVC65KYr+ub2t6oUOaSE6bhHeUlxYJTjPttGk5nadW89k383TI3qfVByc3zoW9KAx1O0fw/adafWcOrnbvWwXo56DpvYwg7Ncx+HOMYZWuQd4QnPeLFOLWUV1uiLak2Umg38WNbjJ2VWkwc=</latexit>

model
<latexit sha1_base64="SKRJ8yvQ5u4mEf0wmD9FR+VKuWo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVdJa0GXBjcsK9gFtkSSd1tBJJkwmhVKKW3/ArX6W+Af6F94ZU1CL6IQkZ849587ce72YB4lynNectbK6tr6R3yxsbe/s7hX3D1qJSKXPmr7gQnY8N2E8iFhTBYqzTiyZG3qctb3xpY63J0wmgYhu1DRm/dAdRcEw8F1FVHfWk6EdigHj89tiySk7ZtnLoJKBErLVEMUX9DCAgI8UIRgiKMIcLhJ6uqjAQUxcHzPiJKHAxBnmKJA3JRUjhUvsmL4j2nUzNqK9zpkYt0+ncHolOW2ckEeQThLWp9kmnprMmv0t98zk1Heb0t/LcoXEKtwR+5dvofyvT9eiMMSFqSGgmmLD6Or8LEtquqJvbn+pSlGGmDiNBxSXhH3jXPTZNp7E1K5765r4m1FqVu/9TJviXd+SBlz5Oc5l0KqWK2fl6nWtVK9lo87jCMc4pXmeo44rNNA0HX/EE56thjWx5tb9p9TKZZ5DfFvWwwdIx5PD</latexit>

data
<latexit sha1_base64="6a5jwr9rl93e0WoTdX1Lt8/iwwA=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZJa0GXBjTsr2Ae2RSbptIbmxWQilFq3/oBb/S3xD/QvvDOmoBbRCUnOnHvPmbn3OrHvJdKyXnPGwuLS8kp+tbC2vrG5VdzeaSZRKlzecCM/Em2HJdz3Qt6QnvR5OxacBY7PW87oVMVbt1wkXhReynHMewEbht7Ac5kk6mrSFYHZZ5JNr4slq2zpZc4DOwMlZKseFV/QRR8RXKQIwBFCEvbBkNDTgQ0LMXE9TIgThDwd55iiQNqUsjhlMGJH9B3SrpOxIe2VZ6LVLp3i0ytIaeKANBHlCcLqNFPHU+2s2N+8J9pT3W1MfyfzCoiVuCH2L90s8786VYvEACe6Bo9qijWjqnMzl1R3Rd3c/FKVJIeYOIX7FBeEXa2c9dnUmkTXrnrLdPxNZypW7d0sN8W7uiUN2P45znnQrJTto3LlolqqVbNR57GHfRzSPI9RwxnqaJB3iEc84dk4N1Ljzrj/TDVymWYX35bx8AEELZNC</latexit>

cycle
<latexit sha1_base64="TJo5issW6VvYBqlV7OHO77hQFlk=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlO69C8mEwKpRS3/oBb/SzxD/QvvDOmoBbRCUnOnHvOnbn3+kkgUuU4rwVraXllda24XtrY3NreKe/utdI4k4w3WRzEsuN7KQ9ExJtKqIB3Esm90A942x9d6Hh7zGUq4uhaTRLeC71hJAaCeYqo7vRGhjabsIDPbssVp+qYZS8CNwcV5KsRl19wgz5iMGQIwRFBEQ7gIaWnCxcOEuJ6mBInCQkT55ihRN6MVJwUHrEj+g5p183ZiPY6Z2rcjE4J6JXktHFEnph0krA+zTbxzGTW7G+5pyanvtuE/n6eKyRW4Y7Yv3xz5X99uhaFAc5NDYJqSgyjq2N5lsx0Rd/c/lKVogwJcRr3KS4JM+Oc99k2ntTUrnvrmfibUWpW71muzfCub0kDdn+OcxG0alX3pFq7Oq3Ua/moizjAIY5pnmeo4xINNE3HH/GEZ6thja2Zdf8ptQq5Zx/flvXwAUXHk8A=</latexit>

cycle
<latexit sha1_base64="TJo5issW6VvYBqlV7OHO77hQFlk=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlO69C8mEwKpRS3/oBb/SzxD/QvvDOmoBbRCUnOnHvOnbn3+kkgUuU4rwVraXllda24XtrY3NreKe/utdI4k4w3WRzEsuN7KQ9ExJtKqIB3Esm90A942x9d6Hh7zGUq4uhaTRLeC71hJAaCeYqo7vRGhjabsIDPbssVp+qYZS8CNwcV5KsRl19wgz5iMGQIwRFBEQ7gIaWnCxcOEuJ6mBInCQkT55ihRN6MVJwUHrEj+g5p183ZiPY6Z2rcjE4J6JXktHFEnph0krA+zTbxzGTW7G+5pyanvtuE/n6eKyRW4Y7Yv3xz5X99uhaFAc5NDYJqSgyjq2N5lsx0Rd/c/lKVogwJcRr3KS4JM+Oc99k2ntTUrnvrmfibUWpW71muzfCub0kDdn+OcxG0alX3pFq7Oq3Ua/moizjAIY5pnmeo4xINNE3HH/GEZ6thja2Zdf8ptQq5Zx/flvXwAUXHk8A=</latexit>

cycle
<latexit sha1_base64="TJo5issW6VvYBqlV7OHO77hQFlk=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlO69C8mEwKpRS3/oBb/SzxD/QvvDOmoBbRCUnOnHvOnbn3+kkgUuU4rwVraXllda24XtrY3NreKe/utdI4k4w3WRzEsuN7KQ9ExJtKqIB3Esm90A942x9d6Hh7zGUq4uhaTRLeC71hJAaCeYqo7vRGhjabsIDPbssVp+qYZS8CNwcV5KsRl19wgz5iMGQIwRFBEQ7gIaWnCxcOEuJ6mBInCQkT55ihRN6MVJwUHrEj+g5p183ZiPY6Z2rcjE4J6JXktHFEnph0krA+zTbxzGTW7G+5pyanvtuE/n6eKyRW4Y7Yv3xz5X99uhaFAc5NDYJqSgyjq2N5lsx0Rd/c/lKVogwJcRr3KS4JM+Oc99k2ntTUrnvrmfibUWpW71muzfCub0kDdn+OcxG0alX3pFq7Oq3Ua/moizjAIY5pnmeo4xINNE3HH/GEZ6thja2Zdf8ptQq5Zx/flvXwAUXHk8A=</latexit>

DNA1
<latexit sha1_base64="C2uSW0C7komrpE3XFqVxnhuOoOo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LKiC1dawT6wLZJMpxrMi8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN92bQxVv3nKReFF4Lgcx7wbOVej1PeZIoi6GHRGYRycH9uiyWLLKll7mJLAzUEK2alHxBR30EIEhRQCOEJKwDwcJPW3YsBAT18WQOEHI03GOEQqkTSmLU4ZD7A19r2jXztiQ9soz0WpGp/j0ClKa2CJNRHmCsDrN1PFUOyv2N++h9lR3G9DfzbwCYiWuif1LN878r07VItHHvq7Bo5pizajqWOaS6q6om5tfqpLkEBOncI/igjDTynGfTa1JdO2qt46Ov+lMxao9y3JTvKtb0oDtn+OcBI1K2d4pV852S9VKNuo8NrCJbZrnHqo4Rg118g7xiCc8G6dGatwZ95+pRi7TrOPbMh4+AJ3mkqo=</latexit>

prot1
<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

prot2
<latexit sha1_base64="H8/mLtGUO4Qxri2vbZEMPmduCgo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJEmndWiSCZNJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xj8Jeaoc57VgLS2vrK4V10sbm1vbO+XdvVYqMhmwZiBCITu+l7KQx6ypuApZJ5HMi/yQtf3RhY63x0ymXMTXapKwXuQNYz7ggaeI6k5vZGQnUqja7LZccaqOWfYicHNQQb4aovyCG/QhECBDBIYYinAIDyk9XbhwkBDXw5Q4SYibOMMMJfJmpGKk8Igd0XdIu27OxrTXOVPjDuiUkF5JThtH5BGkk4T1abaJZyazZn/LPTU59d0m9PfzXBGxCnfE/uWbK//r07UoDHBuauBUU2IYXV2QZ8lMV/TN7S9VKcqQEKdxn+KScGCc8z7bxpOa2nVvPRN/M0rN6n2QazO861vSgN2f41wErVrVPanWrk4r9Vo+6iIOcIhjmucZ6rhEA03T8Uc84dlqWGNrZt1/Sq1C7tnHt2U9fAAKjZOn</latexit>
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eq
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en

cy
<latexit sha1_base64="r730tHPT042R4NieVc35vkLFqyk=">AAAC1HicjVHLSsNAFD3GV62PRl26CRbBVUmroMuCG5cV7APaUpLptIbm5WQilNqVuPUH3Oo3iX+gf+GdMQW1iE5Icubcc+7MvdeNfS+Rtv26YCwuLa+s5tby6xubWwVze6eRRKlgvM4iPxIt10m474W8Lj3p81YsuBO4Pm+6ozMVb95wkXhReCnHMe8GzjD0Bh5zJFE9szDpiMAaCH6d8pCNpz2zaJdsvax5UM5AEdmqReYLOugjAkOKABwhJGEfDhJ62ijDRkxcFxPiBCFPxzmmyJM3JRUnhUPsiL5D2rUzNqS9yploN6NTfHoFOS0ckCcinSCsTrN0PNWZFftb7onOqe42pr+b5QqIlbgi9i/fTPlfn6pFYoBTXYNHNcWaUdWxLEuqu6Jubn2pSlKGmDiF+xQXhJl2zvpsaU+ia1e9dXT8TSsVq/Ys06Z4V7ekAZd/jnMeNCql8lGpcnFcrFayUeewh30c0jxPUMU5aqjrmT/iCc9Gw7g17oz7T6mxkHl28W0ZDx+wm5Xb</latexit>

Figure 3: Dynamics of library frequencies – A mixture of the three libraries, Germ (blue), Lim (green) and Bnab (red) was
subject to four successive cycles of selection and amplification against different targets. The full lines report the evolution of
the relative frequencies of the three scaffolds. The dotted lines represent the estimated dynamics using the characterization
of each library by a log-normal distribution with the parameters σ, µ estimated from the selection of the libraries against the
same target (SI 1.5). The shaded area correspond to one standard deviation in the estimation of the parameters σ, µ. The fit
is only qualitative as we assume here that sequences are uniformly represented in each initial library, which is not the case in
experiments. The trends, which are controlled by the two parameters σ and µ, are nevertheless well reproduced.

thus of the same order of magnitude as amplification biases for the top enrichments in the Bnab library.201

Remarkably, the Lim library behaves either like the Germ library or the BnAb library, depending on202

the target. In particular, a motif of positively charged amino acids emerges when selecting it against one of203

the two DNA targets (DNA1), but no clear motif emerges when selecting it against the other one (DNA2).204

Besides, when a clear motif emerges, it can be identical to the motif emerging from the Germ library as205

in case of a selection against the prot2 target, or different, as in the case of a selection against the DNA1206

target (but with a similar selection of positively charged amino acids).207

3.2. Inter-library hierarchy208

The hierarchy of enrichments between libraries is quantified by the parameter µ. This parameter also209

shows a pattern that is independent of the target: µGerm,T ' µLim,T < µBnab,T and even maxT (µGerm,T , µLim,T ) <210

minT (µBnab,T ) (Fig. 2B). Inferring µ is more challenging than inferring σ and the differences observed be-211

tween the Germ and Lim libraries are most likely not significant, as apparent from the observed variations212

between replicate experiments. The µ of the Bnab library is, on the other hand, systematically larger. The213

difference is explained by an experiment where selection is performed in the absence of DNA or protein tar-214

gets but in the presence of streptavidin-coated magnetic beads to which these targets are usually attached.215

This experiment reproduces the differences in µL,T , which indicates a small but significant affinity of the216

Bnab scaffold for the magnetic beads, independent of the sequence x (Fig. S12). While the differences in217

σ appear to be independent of the target, the differences in µ are thus related to a common feature of the218

targets. Given these different origins, the correlation between σ and µ that we observe may be fortuitous.219

3.3. Implications for evolutionary dynamics220

The different patterns of intra- and inter-library hierarchies lead to non-trivial evolutionary dynamics221

when selecting from an initial population that is composed of different libraries. In particular, a non-222

monotonic enrichment is expected when mixing two libraries characterized by (µ1, σ1) and (µ2, σ2) with223

µ1 > µ2 but σ1 < σ2: the library with largest µ dominates the first cycles while the one with largest σ224

dominates the later ones. This is indeed observed in experiments where different libraries are mixed in225

the initial population (Fig. 3). The dynamics of the relative frequencies of different libraries are globally226
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�
<latexit sha1_base64="yO1ePahrALx2N9YmH0IEklmpSUM=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq2GXBjeCmgn1AWyRJp3VsXmYmYi2u/AG3+mPiH+hfeGdMQS2iE5KcOfeeM3PvdWOfC2lZrzljbn5hcSm/XFhZXVvfKG5uNUWUJh5reJEfJW3XEcznIWtILn3WjhPmBK7PWu7oWMVbNywRPArP5ThmvcAZhnzAPUcS1ewKPgyci2LJKlt6mbPAzkAJ2apHxRd00UcEDykCMISQhH04EPR0YMNCTFwPE+ISQlzHGe5RIG1KWYwyHGJH9B3SrpOxIe2Vp9Bqj07x6U1IaWKPNBHlJYTVaaaOp9pZsb95T7SnutuY/m7mFRArcUnsX7pp5n91qhaJAaq6Bk41xZpR1XmZS6q7om5ufqlKkkNMnMJ9iieEPa2c9tnUGqFrV711dPxNZypW7b0sN8W7uiUN2P45zlnQrJTtg3Ll7LBUq2ajzmMHu9ineR6hhhPU0SDvKzziCc/GqXFt3Bp3n6lGLtNs49syHj4A0nWRng==</latexit>


<latexit sha1_base64="CKQaFAxNaAJU6gZFNPtZ/efy1Y4=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq2GXBjeCmgn1AW2SSTmtsXk4mYi2u/AG3+mPiH+hfeGdMQS2iE5KcOfeeM3PvdWLfS6RlveaMufmFxaX8cmFldW19o7i51UyiVLi84UZ+JNoOS7jvhbwhPenzdiw4Cxyft5zRsYq3brhIvCg8l+OY9wI2DL2B5zJJVLM7YnHMLoolq2zpZc4COwMlZKseFV/QRR8RXKQIwBFCEvbBkNDTgQ0LMXE9TIgThDwd57hHgbQpZXHKYMSO6DukXSdjQ9orz0SrXTrFp1eQ0sQeaSLKE4TVaaaOp9pZsb95T7SnutuY/k7mFRArcUnsX7pp5n91qhaJAaq6Bo9qijWjqnMzl1R3Rd3c/FKVJIeYOIX7FBeEXa2c9tnUmkTXrnrLdPxNZypW7d0sN8W7uiUN2P45zlnQrJTtg3Ll7LBUq2ajzmMHu9ineR6hhhPU0SDvKzziCc/GqXFt3Bp3n6lGLtNs49syHj4AyNKRmg==</latexit>

DNA1
<latexit sha1_base64="C2uSW0C7komrpE3XFqVxnhuOoOo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LKiC1dawT6wLZJMpxrMi8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN92bQxVv3nKReFF4Lgcx7wbOVej1PeZIoi6GHRGYRycH9uiyWLLKll7mJLAzUEK2alHxBR30EIEhRQCOEJKwDwcJPW3YsBAT18WQOEHI03GOEQqkTSmLU4ZD7A19r2jXztiQ9soz0WpGp/j0ClKa2CJNRHmCsDrN1PFUOyv2N++h9lR3G9DfzbwCYiWuif1LN878r07VItHHvq7Bo5pizajqWOaS6q6om5tfqpLkEBOncI/igjDTynGfTa1JdO2qt46Ov+lMxao9y3JTvKtb0oDtn+OcBI1K2d4pV852S9VKNuo8NrCJbZrnHqo4Rg118g7xiCc8G6dGatwZ95+pRi7TrOPbMh4+AJ3mkqo=</latexit>

DNA2
<latexit sha1_base64="otsw4u+1VuaYbS5WIS6QsoA2Bak=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIo6LKiC1dawT6wLZKk0xqaF5OJUGrd+gNu9bfEP9C/8M6YglpEJyQ5c+49Z+be68S+lwjDeM1pM7Nz8wv5xcLS8srqWnF9o55EKXdZzY38iDcdO2G+F7Ka8ITPmjFnduD4rOEMjmW8cct44kXhpRjGrBPY/dDrea4tiLoatXmgn5wdWePrYskoG2rp08DMQAnZqkbFF7TRRQQXKQIwhBCEfdhI6GnBhIGYuA5GxHFCnoozjFEgbUpZjDJsYgf07dOulbEh7aVnotQuneLTy0mpY4c0EeVxwvI0XcVT5SzZ37xHylPebUh/J/MKiBW4IfYv3STzvzpZi0APh6oGj2qKFSOrczOXVHVF3lz/UpUgh5g4ibsU54RdpZz0WVeaRNUue2ur+JvKlKzcu1luind5Sxqw+XOc06Bulc29snWxX6pY2ajz2MI2dmmeB6jgFFXUyDvEI57wrJ1rqXan3X+marlMs4lvS3v4AKBHkqs=</latexit>

prot2
<latexit sha1_base64="H8/mLtGUO4Qxri2vbZEMPmduCgo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJEmndWiSCZNJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xj8Jeaoc57VgLS2vrK4V10sbm1vbO+XdvVYqMhmwZiBCITu+l7KQx6ypuApZJ5HMi/yQtf3RhY63x0ymXMTXapKwXuQNYz7ggaeI6k5vZGQnUqja7LZccaqOWfYicHNQQb4aovyCG/QhECBDBIYYinAIDyk9XbhwkBDXw5Q4SYibOMMMJfJmpGKk8Igd0XdIu27OxrTXOVPjDuiUkF5JThtH5BGkk4T1abaJZyazZn/LPTU59d0m9PfzXBGxCnfE/uWbK//r07UoDHBuauBUU2IYXV2QZ8lMV/TN7S9VKcqQEKdxn+KScGCc8z7bxpOa2nVvPRN/M0rN6n2QazO861vSgN2f41wErVrVPanWrk4r9Vo+6iIOcIhjmucZ6rhEA03T8Uc84dlqWGNrZt1/Sq1C7tnHt2U9fAAKjZOn</latexit>

prot1
<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

Germ
<latexit sha1_base64="Oq3wveQPsEXcKpJCMmgjWUpOglM=">AAACzXicjVHLTsJAFD3UF+ILdemmkZi4Im01AjsSF7oTEwEjENOWARv6ynRqQhC3/oBb/S3jH+hfeGcsiS6ITtP2zLn3nJl7rxP7XiIM4z2nLSwuLa/kVwtr6xubW8XtnVYSpdxlTTfyI37t2AnzvZA1hSd8dh1zZgeOz9rO6FTG2/eMJ14UXolxzHqBPQy9gefagqibSZcH+hnjwfS2WDLKhmGYpqlLYFZODAK1WtUyq7opQ7RKyFYjKr6hiz4iuEgRgCGEIOzDRkJPByYMxMT1MCGOE/JUnGGKAmlTymKUYRM7ou+Qdp2MDWkvPROldukUn15OSh0HpIkojxOWp+kqnipnyc7znihPebcx/Z3MKyBW4I7Yv3SzzP/qZC0CA1RVDR7VFCtGVudmLqnqiry5/qMqQQ4xcRL3Kc4Ju0o567OuNImqXfbWVvEPlSlZuXez3BSf8pY04NkU9fmgZZXNo7J1eVyqW9mo89jDPg5pnhXUcY4GmuQd4hkveNUutFR70B6/U7VcptnFr6U9fQFa8ZNn</latexit>

Lim<latexit sha1_base64="0kedfMqYapoKXlHl1BZc6Duy8kM=">AAACzHicjVHLSsNAFD3G97vq0k2wCK7CtI1ad4IbFyIKtlWsSJJO69C8mEwECd36A271u8Q/0L/wzpiCLkQnJLlz7jln5t7rp6HIFGNvE9bk1PTM7Nz8wuLS8spqZW29nSW5DHgrSMJEXvpexkMR85YSKuSXqeRe5Ie84w+PdL5zz2UmkvhCPaT8JvIGseiLwFMEXRVdGdknIhrdVqrMYc19123YzHHdXbanA7bLGs0Du+Yws6oo11lSeUUXPSQIkCMCRwxFcQgPGT3XqIEhJewGBWGSImHyHCMskDYnFieGR+iQvgPaXZdoTHvtmRl1QKeE9EpS2tgmTUI8SbE+zTb53Dhr9Dfvwnjquz3Q3y+9IkIV7gj9Szdm/lena1Hoo2lqEFRTahBdXVC65KYr+ub2t6oUOaSE6bhHeUlxYJTjPttGk5nadW89k383TI3qfVByc3zoW9KAx1O0fw/adafWcOrnbvWwXo56DpvYwg7Ncx+HOMYZWuQd4QnPeLFOLWUV1uiLak2Umg38WNbjJ2VWkwc=</latexit>

Bnab
<latexit sha1_base64="OjWykxkJyI+4TScAdEhfiJB3eRI=">AAACzXicjVHLTsMwEBzCq7wLHLlYVEicqiREbbkhuHADJAoIWiEndSEiLzkOEirlyg9whd9C/AH8BWuTSnBA4CjJenZm7N31syjMlW2/jVnjE5NT05WZ2bn5hcWl6vLKSZ4WMhDtII1SeebzXERhItoqVJE4y6TgsR+JU/9mT+dPb4XMwzQ5VneZ6Mb8Kgn7YcAVQeeDjozZbsL94WW1Zte3Ww3XazC7bttNx3V04Da9LY85hOhVQ7kO0+orOughRYACMQQSKIojcOT0XMCBjYywLgaESYpCkxcYYpa0BbEEMTihN/S9ot1FiSa01565UQd0SkSvJCXDBmlS4kmK9WnM5AvjrNHfvAfGU9/tjv5+6RUTqnBN6F+6EfO/Ol2LQh8tU0NINWUG0dUFpUthuqJvzr5VpcghI0zHPcpLigOjHPWZGU1uate95Sb/bpga1fug5Bb40LekAY+myH4PTty6s1V3j7zajluOuoI1rGOT5tnEDvZxiDZ5J3jCM16sA6uw7q2HL6o1VmpW8WNZj58/NJNb</latexit>

Shark
<latexit sha1_base64="YGcbdZSSkwTvb5foBn4h1XQ7NpU=">AAACznicjVHLTsJAFD3UF+ILdemmkZi4Im01AjsSNy4xyiMBYtoyQENfmU5JCCFu/QG3+lnGP9C/8M5YEl0QnabtmXPPuTP3Xif2vUQYxntOW1vf2NzKbxd2dvf2D4qHR60kSrnLmm7kR7zj2AnzvZA1hSd81ok5swPHZ21nci3j7SnjiReF92IWs35gj0Jv6Lm2IKo77/FAvxvbfLJ4KJaMsmEYpmnqEpiVK4NArVa1zKpuyhCtErLViIpv6GGACC5SBGAIIQj7sJHQ04UJAzFxfcyJ44Q8FWdYoEDelFSMFDaxE/qOaNfN2JD2Mmei3C6d4tPLyanjjDwR6ThheZqu4qnKLNlVuecqp7zbjP5OlisgVmBM7F++pfK/PlmLwBBVVYNHNcWKkdW5WZZUdUXeXP9RlaAMMXESDyjOCbvKueyzrjyJql321lbxD6WUrNy7mTbFp7wlDXg5RX01aFll86Js3V6W6lY26jxOcIpzmmcFddyggabq+DNe8Ko1tKm20B6/pVou8xzj19KevgCJ/ZPf</latexit>

Frog
<latexit sha1_base64="KfhxsbOSsXKRg5m32nAugpQ5/gU=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwFaZtauuuIIg7K9gqPpAkjjU0LyYTodS69Qfc6m+Jf6B/4Z0xBV2ITkhy59xzzsy9100CP5WMvRWMqemZ2bnifGlhcWl5pby61kvjTHi868VBLE5dJ+WBH/Gu9GXATxPBndAN+Ik72FP5kzsuUj+OjuUw4Zeh04/8G99zJEFnowsRmvsi7o+vyhVmsVbTtusms2y7wXZUwBqs3to1qxbTq4J8deLyKy5wjRgeMoTgiCApDuAgpeccVTAkhF1iRJigyNd5jjFKpM2IxYnhEDqgb5925zka0V55plrt0SkBvYKUJrZIExNPUKxOM3U+084K/c17pD3V3Yb0d3OvkFCJW0L/0k2Y/9WpWiRu0NI1+FRTohFVnZe7ZLor6ubmt6okOSSEqfia8oJiTysnfTa1JtW1q946Ov+umQpVey/nZvhQt6QBT6Zo/h70ala1btWO7Eq7lo+6iA1sYpvm2UQbB+igS94RnvCMF+PQyIx74+GLahRyzTp+LOPxE48bk30=</latexit>

Chicken
<latexit sha1_base64="HhjwohlrJTWZTihM0j9KtHV8ZP0=">AAAC0HicjVHLLgRBFD3aa7wHS5uOicSqUzPTGLtJbCwRg4SJdJdCZfqlulrIRMTWD9jyVeIP+Au3Sk/CQqhOd98695xTde8Ns0jmmrG3IWd4ZHRsvDIxOTU9MztXnV84yNNCcdHhaZSqozDIRSQT0dFSR+IoUyKIw0gchr0tkz+8FiqXabKvbzPRjYOLRJ5LHmiCuv0TFbtbl5L3RHJ3Wq0xj7U2fL/pMs/319i6Cdgaa7Y23brH7KqhXDtp9RUnOEMKjgIxBBJoiiMEyOk5Rh0MGWFd9AlTFEmbF7jDJGkLYgliBIT26HtBu+MSTWhvPHOr5nRKRK8ipYsV0qTEUxSb01ybL6yzQX/z7ltPc7db+oelV0yoxiWhf+kGzP/qTC0a52jZGiTVlFnEVMdLl8J2xdzc/VaVJoeMMBOfUV5RzK1y0GfXanJbu+ltYPPvlmlQs+clt8CHuSUNeDBF9/fgoOHVm15j16+1G+WoK1jCMlZpnhtoYxs76JD3FZ7wjBdnz7lx7p2HL6ozVGoW8WM5j5/JipTC</latexit>

PVP
<latexit sha1_base64="lBAUaEWvwDlQnDUVm1K3pys9gC8=">AAACzHicjVHLSsNAFD2Nr/quunQTLIKrklRBlwU3riSCfUhbJEmndWheTCZCCd36A271u8Q/0L/wzpiCWkQnJDlz7j1n5t7rJQFPpWW9loyFxaXllfLq2vrG5tZ2ZWe3lcaZ8FnTj4NYdDw3ZQGPWFNyGbBOIpgbegFre+NzFW/fM5HyOLqWk4T1Q3cU8SH3XUnUTd4Toem0nOltpWrVLL3MeWAXoIpiOXHlBT0MEMNHhhAMESThAC5SerqwYSEhro+cOEGI6zjDFGukzSiLUYZL7Ji+I9p1CzaivfJMtdqnUwJ6BSlNHJImpjxBWJ1m6nimnRX7m3euPdXdJvT3Cq+QWIk7Yv/SzTL/q1O1SAxxpmvgVFOiGVWdX7hkuivq5uaXqiQ5JMQpPKC4IOxr5azPptakunbVW1fH33SmYtXeL3IzvKtb0oDtn+OcB616zT6u1a9Oqo16Meoy9nGAI5rnKRq4gIMmeYd4xBOejUtDGrkx/Uw1SoVmD9+W8fABVD+Skg==</latexit>

Figure 4: Shape parameter κ from fits of the enrichments to generalized Pareto distributions versus σ from fits to log-normal
distributions – Results from different libraries selected against different targets are represented here with the same convention
as in Figure 2: blue, green and red plain colors for the Germ, Lim and Bnab libraries, circle, cross, downward and upward
triangles for the DNA1, DNA2, prot1 and prot2 targets. In addition, results from our previous work [16] are indicated in
transparent blue if they involve a library built onto a germline scaffold and in transparent green if they involve a library built
onto a maturated scaffold. The hierarchy indicated by κ is essentially the same as the hierarchy indicated by σ, consistent with
the expected relationship between κ and σ (black dotted line, Fig. S14). By the two approaches, libraries built onto germline
scaffolds are found to have a more diverse response to selection than libraries built onto maturated scaffolds irrespectively of
the target (all values of σ and κ are given in SI Table 1).

predicted by a calculation of library frequencies in the mix based on the parameters (µL, σL) inferred for227

each library L independently (SI 1.5). We verify that the short-term dynamics are dominated by the library228

with largest µ while the long-term dynamics are dominated with the library with largest σ: which of the229

two parameters is most important thus depends on the considered time scale. The predictions reported in230

Fig. 3 are based on two assumptions: (i) the distributions of enrichments in different libraries L are log-231

normal; (ii) the sequences in the initial population have equal frequencies. This second hypothesis is only232

an approximation for our experiments, which limits the validity of the predictions. Nevertheless, the results233

illustrate how parametrizing the response to selection of a library by the two parameters (µ,σ) is not only234

useful to characterize its intrinsic response but also to rationalize the evolutionary dynamics of mixtures of235

libraries.236

3.4. Additional data237

Beyond the 3 libraries analyzed so far, our conclusions are supported by re-analyzing our previous238

results [16]. These previous results involved a library based on another germline scaffold, 19 libraries built239

on other maturated scaffolds, and a completely different target, in addition to some of the same frameworks240

and targets presented in this work. Inferring σ from these data, we observe again that libraries built around241

germline scaffolds have larger σ than libraries built around maturated scaffolds (Fig. 4 and SI Table 1).242

These supplementary results corroborate the hypothesis that our measure of selective potential σ decreases243

in the course of affinity maturation.244

3.5. Extreme value statistics245

In our previous work [16], we fitted the tail of the distribution of enrichments with generalized Pareto246

distributions, a family of distributions with two parameters, a shape parameter κ and a scaling parameter247

τ . This was motivated by extreme value theory, which establishes that these parameters are sufficient to248

describe the tail of any distribution (SI 1.2). For different libraries L and different targets T , we found249
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that generalized Pareto distributions provide a good fit of the upper tail of PL,T (s), with, depending on the250

scaffold L and target T either κ > 0 (heavy tail), κ < 0 (bounded tail) or κ = 0 (exponential tail). The251

origin of these different values of κ was, however, unclear.252

Comparing probability-probability plots to assess the quality of the fits, our data appears equally well253

fitted by generalized Pareto distributions and log-normal distributions (Figs. S16-S22). This finding is at first254

sight puzzling as some of the fits with generalized Pareto distributions involve a non-zero shape parameter255

κ 6= 0 but extreme value theory states that the tail of log-normal distributions is asymptotically described256

by a shape parameter κ = 0 for all values of σ, µ [29]. Extreme value theory is, however, only valid in257

the double asymptotic limit N → ∞ and s∗ → ∞, where N is the total number of samples and s∗ the258

threshold above which these samples are considered. With finite data, determining whether this asymptotic259

regime is reached is notoriously difficult when the underlying distribution is log-normal [30]. More precisely,260

N points randomly sampled from a log-normal distribution with parameter σ are known to display an261

apparent κN = σ/(2 lnN)1/2 which tends to zero only very slowly with increasing values of N [30]. In fact,262

this relationship itself requires N (or σ) to be sufficiently large and finite size effects can even produce an263

apparent κN < 0 (Fig. S14).264

While casting doubt on the practical applicability of extreme value theory, these statistical effects do not265

call into question the main conclusion of our previous work [16]: different combinations of scaffolds L and266

targets T exhibit different within-library hierarchies, which are quantified by the different values of their267

(apparent) shape parameter κ. Fits with a log-normal distribution provide another parameter σ that report268

essentially the same differences (Fig. 4). More importantly, we verify on our previous data, which partly269

involves different scaffolds and different targets, that libraries built on germline scaffolds have a higher σ270

than libraries built around maturated scaffolds (Fig. 4 and Table S1).271

4. Conclusion272

In summary, we propose the hypothesis that näıve antibodies which are constructed from germline273

genes are endowed with a special evolutionary ability to generate selectable diversity, which they lose when274

undergoing affinity maturation. To study this hypothesis, we introduced an experimental and statistical275

approach that quantifies the selective potential of antibody scaffolds. In this approach, the response to276

selection of an antibody library against a given target is summarized by two parameters, σ and µ, which277

have different interpretations and implications. The parameter σ describes the variability of the responses278

between sequences in the library, while µ describes their common response. These two parameters may be279

viewed as quantifying the selective potential of a library over different time scales: when competing two280

libraries, the library with largest µ is initially more enriched but in the long-run sequences from the library281

with largest σ eventually dominate.282

Applying this approach to data from our high-throughput selection experiments, we find results in favor of283

the hypothesis that germline-based antibody scaffolds have a higher potential to generate selectable diversity,284

corresponding to a higher σ. In particular, we analyzed new data centered onto 3 libraries, one built on a285

germline-based scaffold and two built on scaffolds derived from this germline-based scaffold with different286

degrees of maturation, which we selected against 4 different targets, all unrelated to the target against287

which the scaffold was originally maturated. We find that σ decreases with the degree of maturation. Our288

hypothesis is also corroborated by a re-analysis of our previous results, which involved a library built on289
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another germline-based scaffold, 19 libraries built on other maturated scaffolds, and a completely different290

target [16]. Further experiments with additional scaffolds and targets are needed to assess the generality291

of these results and the limitations of our statistical description by means of only two parameters. The292

present work provides the motivation and the methodology to generate and analyze such data and study293

alternative scenarios. We also stress that our analysis is generally applicable to antibody library screening294

beyond testing our hypothesis, in particular to compare quantitatively in a single plot, as in Figure 2A, the295

outcome of many selection experiments involving several libraries and/or several targets.296

Quantifying the selective potential of an antibody scaffold is a first step towards designing libraries with297

optimized selectable diversity. Once the property of a biomolecule is measurable, one can indeed resort to298

directed evolution to attempt to optimize it. Here, the starting point would be a population comprising299

different libraries with different scaffolds but identical random variations. We previously competed for300

binding to a target 24 such libraries [16], a number that could be increased. By alternating such selections301

with the introduction of new mutations in the scaffolds, one may be able to evolve scaffolds with increased302

µ and/or σ.303

Which physical mechanisms may underly the differences in selective potential that we observe? A number304

of studies, ranging from structural biology to molecular dynamics simulations, have reported changes in305

antibody flexibility and target specificity over the course of affinity maturation [32, 33, 34, 35, 36, 37, 38, 39].306

The emerging picture is that näıve antibodies are flexible and polyspecific and become more rigid and more307

specific as they undergo affinity maturation. An increase of structural rigidity in the course of evolution is also308

found in proteins unrelated to antibodies [40]. Germline scaffolds may thus be more flexible than maturated309

scaffolds. If this scenario is correct, how this structural flexibility translates into evolutionary diversity once310

different complementary determining regions (CDRs) are grafted onto the scaffolds remains to be explained.311

Another biophysical property is also known to correlate with evolvability, thermal stability [9, 10]. The loss312

of selective potential that we observe may thus derive from a loss of thermal stability [41, 42]. Destabilization313

during affinity maturation might for instance arise from the interaction between the heavy and light chains314

of antibodies: germline heavy chains, which have to be robust to various light chain pairings, may be more315

stable than maturated heavy chain whose stability may depend on their associated light chain. Our results316

may thus be tied to the fact that we are studying heavy chains in isolation. Additional studies are needed to317

test this and other hypotheses and to identify the mechanisms behind the differences of selective potential318

that we measure.319

Irrespective of mechanisms, our hypothesis and methodology may find applications beyond antibodies,320

to understand more generally what controls the selective potential of biomolecules. Beyond selection, a next321

step is to extend this work to quantify evolvability, i.e., the response to successive cycles of selection and322

mutations. Yet, being able to quantify the selective potential of a scaffold by an index that is systematically323

reduced in the course of evolution already raises an interesting challenge: can we increase this index to324

design libraries with better response to selection?325

Supporting information legends326

The supporting information file provides a supporting text, a supporting table and 27 supporting figures.327
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BOX – Principles of antibody selection experiments428

We perform phage display experiments with different libraries of antibodies as input and different429

molecular targets (DNA hairpins or proteins) as selective pressures [17]. Our antibodies are single domains430

from the variable part of the heavy chain (VH) of natural antibodies. Antibodies in a library share a431

common scaffold of ' 100 amino acids and differ only at four consecutive sites of their third complementary432

determining region (CDR3), which is known to be important for binding affinity and specificity. A library433

comprises all combinations of amino acids at these four sites and therefore consists of a total ofN = 204 ' 105
434

distinct sequences x = (x1, x2, x3, x4). Initial populations include a total of 1011 sequences, corresponding435

to ∼ 106 copies of each of the distinct ∼ 105 sequences when a single library is considered. Physically, these436

populations are made of phages, each presenting at its surface one antibody and containing the corresponding437

sequence.438

An experiment consists in a succession of cycles, each composed of two steps. In the first step, the439

phages are in solution with the targets, which are attached to magnetic beads and in excess relative to the440

phages to limit competitive binding (see SI 1.1). The beads are retrieved with a magnet and washed to441

retain the bound antibodies. In the second step, the selected phages are put in presence of bacteria which442

they infect to make new phages, thus amplifying retained sequences. A population of ∼ 1011 phages is thus443

reconstituted. Both the selection for binding to the target and the amplification can possibly depend on the444

sequence of the antibody.445

selection for binding
<latexit sha1_base64="zXN97C1gMpfWarnJBeitIlGlgPY=">AAAC4nicjVHLSsNAFD2Nr1pfVZciBIvgqqRV0GXBjcsK9gG2SDKd1sG8mEyEUrpy507c+gNu9WPEP9C/8M6YglpEJyQ5c+49Z+be68W+SJTjvOasmdm5+YX8YmFpeWV1rbi+0UyiVDLeYJEfybbnJtwXIW8ooXzejiV3A8/nLe/qWMdb11wmIgrP1DDm3cAdhKIvmKuIuihujzoysEnPmSY6dj+SHdsTYU+Eg/FFseSUHbPsaVDJQAnZqkfFF3TQQwSGFAE4QijCPlwk9JyjAgcxcV2MiJOEhIlzjFEgbUpZnDJcYq/oO6DdecaGtNeeiVEzOsWnV5LSxi5pIsqThPVptomnxlmzv3mPjKe+25D+XuYVEKtwSexfuknmf3W6FoU+jkwNgmqKDaOrY5lLarqib25/qUqRQ0ycxj2KS8LMKCd9to0mMbXr3rom/mYyNav3LMtN8a5vSQOu/BznNGhWy5X9cvX0oFSrZqPOYws72KN5HqKGE9TRIO8bPOIJz1bPurXurPvPVCuXaTbxbVkPHznHm3U=</latexit>

amplification
<latexit sha1_base64="wk/TiYRQOT6eZrgLPnkymec1Mp0=">AAAC2HicjVHLSsNAFD3GV62vaJdugkVwVdIq6LLgxmUF+8C2lEk6raF5MZkIpRTciVt/wK1+kfgH+hfeGVNQi+iEJGfOvefM3Hud2PcSaduvC8bi0vLKam4tv76xubVt7uw2kigVLq+7kR+JlsMS7nshr0tP+rwVC84Cx+dNZ3Sm4s0bLhIvCi/lOObdgA1Db+C5TBLVMwuTjggsFtBZM3LaM4t2ydbLmgflDBSRrVpkvqCDPiK4SBGAI4Qk7IMhoaeNMmzExHUxIU4Q8nScY4o8aVPK4pTBiB3Rd0i7dsaGtFeeiVa7dIpPryClhQPSRJQnCKvTLB1PtbNif/OeaE91tzH9ncwrIFbimti/dLPM/+pULRIDnOoaPKop1oyqzs1cUt0VdXPrS1WSHGLiFO5TXBB2tXLWZ0trEl276i3T8TedqVi1d7PcFO/qljTg8s9xzoNGpVQ+KlUujovVSjbqHPawj0Oa5wmqOEcNdfIe4xFPeDaujFvjzrj/TDUWMk0B35bx8AET4JeR</latexit>

-coated beads
<latexit sha1_base64="fLiBmjXcVGsjCRbg29Dw3syShJQ=">AAAC4XicjVHLSsNAFD3G9zvqUhfBIrixpFXQZcGNSwWrhUbKZDrVYF5MJmIp3bhzJ279Abf6M+If6F94Z0xBLaITkpw5954zc+/10zDIlOu+jlijY+MTk1PTM7Nz8wuL9tLySZbkkos6T8JENnyWiTCIRV0FKhSNVAoW+aE49S/3dfz0SsgsSOJj1U3FWcTO46ATcKaIatlrPU9GTs9T4lo5W32eMCXanuML1s76Lbvkll2znGFQKUAJxTpM7Bd4aCMBR44IAjEU4RAMGT1NVOAiJe4MPeIkocDEBfqYIW1OWYIyGLGX9D2nXbNgY9prz8yoOZ0S0itJ6WCDNAnlScL6NMfEc+Os2d+8e8ZT361Lf7/wiohVuCD2L90g8786XYtCB3umhoBqSg2jq+OFS266om/ufKlKkUNKnMZtikvC3CgHfXaMJjO1694yE38zmZrVe17k5njXt6QBV36OcxicVMuV7XL1aKdUqxajnsIq1rFJ89xFDQc4RJ28b/CIJzxb3Lq17qz7z1RrpNCs4NuyHj4As0ea3A==</latexit>

bacteria
<latexit sha1_base64="lQ4lB3O8Ug1on7NCbOWF6p/hLck=">AAAC0XicjVHLSgMxFD0d3/VVdelmsAiuyrQKuiy4caloVWirZGKswXmRyQilCOLWH3CrPyX+gf6FNzEFtYhmmJmTc+85yb03zCKZ6yB4LXlj4xOTU9Mz5dm5+YXFytLycZ4WiosWT6NUnYYsF5FMREtLHYnTTAkWh5E4Ca93TfzkRqhcpsmR7meiG7NeIi8lZ5qos0FHxX7IuBZKstvzSjWoBXb5o6DuQBVu7aeVF3RwgRQcBWIIJNCEIzDk9LRRR4CMuC4GxClC0sYFblEmbUFZgjIYsdf07dGu7diE9sYzt2pOp0T0KlL6WCdNSnmKsDnNt/HCOhv2N++B9TR369M/dF4xsRpXxP6lG2b+V2dq0bjEjq1BUk2ZZUx13LkUtivm5v6XqjQ5ZMQZfEFxRZhb5bDPvtXktnbTW2bjbzbTsGbPXW6Bd3NLGnD95zhHwXGjVt+sNQ62qs2GG/U0VrGGDZrnNprYwz5a5K3wiCc8e4de37vz7j9TvZLTrODb8h4+AItJlQk=</latexit>

antibody sequence
<latexit sha1_base64="rFt7WrQFRZ+d9J6o19Mj0s2t5hM=">AAAC3XicjVHLSsNAFD2Nr1pfVTeCm2ARXJW0CroU3LisYB/QSkmmYx2al5OJUIru3Ilbf8Ct/o74B/oX3hlTUIvohCRnzr3nzNx7vdgXiXKc15w1NT0zO5efLywsLi2vFFfXGkmUSsbrLPIj2fLchPsi5HUllM9bseRu4Pm86Q2OdLx5xWUiovBUDWN+Frj9UJwL5iqiusWNUUcGthsq4UW9YcdO+GXKQ8avu8WSU3bMsidBJQMlZKsWFV/QQQ8RGFIE4AihCPtwkdDTRgUOYuLOMCJOEhImznGNAmlTyuKU4RI7oG+fdu2MDWmvPROjZnSKT68kpY1t0kSUJwnr02wTT42zZn/zHhlPfbch/b3MKyBW4YLYv3TjzP/qdC0K5zgwNQiqKTaMro5lLqnpir65/aUqRQ4xcRr3KC4JM6Mc99k2msTUrnvrmvibydSs3rMsN8W7viUNuPJznJOgUS1XdsvVk73SYTUbdR6b2MIOzXMfhzhGDXXyvsEjnvBsda1b6866/0y1cplmHd+W9fABRjGZkg==</latexit>

library-specific
<latexit sha1_base64="Pdhp6lkasQSi2noCI1wJj81sNv8=">AAAC5HicjVHLSsNAFD3G9zvq0oXBIrixpFXQZcGNSwXbClYkmU7r0LyYTMQSunTnTtz6A271W8Q/0L/wzhhBLaITkpw595wzc2f8JBCpct2XEWt0bHxicmp6ZnZufmHRXlpupHEmGa+zOIjlie+lPBARryuhAn6SSO6FfsCbfm9f15uXXKYijo5VP+FnodeNREcwTxF1bq/lLRk6gfClJ/t5S/Er5WwNnDThTKsG53bJLbtmOMOgUoASinEY289ooY0YDBlCcERQhAN4SOk5RQUuEuLOkBMnCQlT5xhghrwZqTgpPGJ79O3S7LRgI5rrzNS4Ga0S0CvJ6WCDPDHpJGG9mmPqmUnW7G/ZucnUe+vT3y+yQmIVLoj9y/ep/K9P96LQwZ7pQVBPiWF0d6xIycyp6J07X7pSlJAQp3Gb6pIwM87Pc3aMJzW967P1TP3VKDWr56zQZnjTu6QLrvy8zmHQqJYr2+Xq0U6pVi2uegqrWMcm3ecuajjAIeqUfY0HPOLJ6lg31q119yG1RgrPCr4N6/4dte2cag==</latexit>

sca↵old
<latexit sha1_base64="X3+RrA/sGNQw/iNL+Msi04HP7qc=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmVF+4C2SjKd1GBeTCZCKQVx6w+41Z8S/0D/wjtjCmoRnZDkzLn3nJl7r5sEfiot67VgzM0vLC4Vl0srq2vrG+XNrVYaZ4LxJouDWHRcJ+WBH/Gm9GXAO4ngTugGvO3enKh4+5aL1I+jCzlKeD90hpHv+cyRRF2OeyI0U+Z4XhwMJlflilW19DJngZ2DCvLViMsv6GGAGAwZQnBEkIQDOEjp6cKGhYS4PsbECUK+jnNMUCJtRlmcMhxib+g7pF03ZyPaK89UqxmdEtArSGlijzQx5QnC6jRTxzPtrNjfvMfaU91tRH839wqJlbgm9i/dNPO/OlWLhIdjXYNPNSWaUdWx3CXTXVE3N79UJckhIU7hAcUFYaaV0z6bWpPq2lVvHR1/05mKVXuW52Z4V7ekAds/xzkLWrWqfVCtnR1W6rV81EXsYBf7NM8j1HGKBprkLfCIJzwb58bIuDPuP1ONQq7ZxrdlPHwAnDGVEA==</latexit>

4 varied
<latexit sha1_base64="HVBkpA66BVpaoEAvj5LVcHLyby8=">AAAC0XicjVHLSsNAFD3GV62vqks3wSK4CtNYq90JblxWtFpoVZJ01MG8mEyEUgRx6w+41Z8S/0D/wjtjCrooOiHJnXPPOTP3Xj8NRaYYe5+wJqemZ2ZLc+X5hcWl5crK6mmW5DLg7SAJE9nxvYyHIuZtJVTIO6nkXuSH/My/PdD5szsuM5HEJ2qQ8vPIu47FlQg8RdBFfdiTUc++86Tg/fvLSpU5zSar1xo2c3YYcxtNCti2u9do2DWHmVVFsVpJ5Q099JEgQI4IHDEUxSE8ZPR0UQNDStg5hoRJioTJc9yjTNqcWJwYHqG39L2mXbdAY9prz8yoAzolpFeS0sYmaRLiSYr1abbJ58ZZo+O8h8ZT321Af7/wighVuCH0L92I+V+drkXhCnumBkE1pQbR1QWFS266om9u/6hKkUNKmI77lJcUB0Y56rNtNJmpXffWM/kPw9So3gcFN8enviUNeDRFe3xw6jq1bcc9qlf33WLUJaxjA1s0z13s4xAttMlb4hkveLWOrYH1YD1+U62JQrOGX8t6+gLGoJUl</latexit>

positions
<latexit sha1_base64="XsEViWXUJravaQpnqEADbK0wrOo=">AAAC1XicjVHLSsNAFD3G9zvq0k2wCK7CNNba7gpuXCpYK1iRJI46mBczE0FKd+LWH3CrvyT+gf6Fd8YUdCE6Icmdc885M/feqEiE0oy9jTnjE5NT0zOzc/MLi0vL7srqscpLGfNunCe5PIlCxROR8a4WOuEnheRhGiW8F93smXzvlksl8uxI3xX8LA2vMnEp4lATdO66g75M+16RK2EANTx3a8xvt1mj3vSYv8NY0GxTwLaDVrPp1X1mVw3VOsjdV/RxgRwxSqTgyKApThBC0XOKOhgKws4wIExSJGyeY4g50pbE4sQICb2h7xXtTis0o73xVFYd0ykJvZKUHjZJkxNPUmxO82y+tM4G/c17YD3N3e7oH1VeKaEa14T+pRsx/6sztWhcomVrEFRTYRFTXVy5lLYr5ubet6o0ORSEmfiC8pLi2CpHffasRtnaTW9Dm3+3TIOafVxxS3yYW9KAR1P0fg+OA7++7QeHjVonqEY9g3VsYIvmuYsO9nGALnnf4gnPeHF6ztC5dx6+qM5YpVnDj+U8fgKbCZaj</latexit>

target
<latexit sha1_base64="qaVOZSjo3UU08PJmL1ta+o1J09o=">AAAC0HicjVHLSsNAFD3G97vq0k2wCK7CNK213QluXFaxVWiLJOm0hublZCJKEXHrD7jVrxL/QP/CO2MKuig6Icmdc885M/deNwn8VDL2PmVMz8zOzS8sLi2vrK6tFzY2W2mcCY83vTiIxYXrpDzwI96Uvgz4RSK4E7oBP3eHRyp/fsNF6sfRmbxLeDd0BpHf9z1HEtQddUTYMaUjBlzeXxaKzKrXWaVUNZm1z5hdrVPAynatWjVLFtOriHw14sIbOughhocMITgiSIoDOEjpaaMEhoSwLkaECYp8nee4xxJpM2JxYjiEDuk7oF07RyPaK89Uqz06JaBXkNLELmli4gmK1WmmzmfaWaGTvEfaU93tjv5u7hUSKnFF6F+6MfO/OlWLRB81XYNPNSUaUdV5uUumu6Jubv6oSpJDQpiKe5QXFHtaOe6zqTWprl311tH5D81UqNp7OTfDp7olDXg8RXNy0LKtUtmyTyrFQzsf9QK2sYM9mucBDnGMBprkfY1nvODVODVujQfj8ZtqTOWaLfxaxtMXPyKU8w==</latexit>446

We define the enrichment s(x) of sequence x to be proportional to the probability for sequence x to447

pass one cycle. As the targets are in excess relative to the antibodies, enrichments are independent of the448

cycle c (see SI 1.1). In the limit of infinite population sizes, s(x) is proportional to the ratio f c(x)/f c−1(x)449

of the frequencies f c(x) after any two successive cycles c − 1 and c. To estimate these enrichments, about450

106 sequences are sampled before and after a cycle and read by high-throughput sequencing. Given the451

counts nc−1(x) and nc(x) of sequence x before and after cycle c, we estimate the enrichment of x as452

s(x) = α−1
c

nc(x)

nc−1(x)
(2)

where αc is an arbitrary multiplicative factor.453

In practice, two types of noise must be taken into account when applying Eq. (2): an experimental454

noise, which implies that antibodies have a finite probability to pass a round of selection independently of455

their sequence, and a sampling noise, which arises from the limited number of sequence reads. This sampling456

noise is negligible if nc−1(x) and nc(x) are sufficiently large. This is generally not the case for any sequence457

at the first cycle c = 1 where all N = 204 sequences are present in too small numbers but becomes the case458
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at the third cycle c = 3 for the 100 to 1000 sequences with largest enrichments. We therefore compute s(x)459

between the second and third cycles as s(x) = α−1
3 n3(x)/n2(x) by restricting to sequences x that satisfy460

n2(x) ≥ 10 and n3(x) ≥ 10. Additionally, as the smallest enrichments are due to experimental noise, we461

retain only the sequences with s(x) > s∗ where s∗ is determined self-consistently (SI 3.2 and Fig. S3).462

Enrichments s(x) obtained by this procedure generally depend on the library (scaffold) L and the target T463

but are reproducible between independent experiments using the same library and the same target (Fig. S4).464

To visualize the sequence dependence of enrichments, we use sequence logos [43]. In this representation,465

for each position i along the sequence, a bar of total height
∑
a f

c
i (a) ln [20f ci (a)] is divided into letters, where466

each letter represents one of the 20 amino acids a with a size proportional to f ci (a), the frequency of a at467

position i in the population after cycle c; for instance, f c2(a) =
∑20
x1=1

∑20
x3=1

∑20
x4=1 f

c(x1, a, x3, x4); finally,468

the letters are colored by chemical properties: polar in green, neutral in purple, basic in blue, acidic in469

red and hydrophobic in black. It illustrates how some motifs are progressively enriched over successions of470

selective cycles. This representation is, however, dependent on the frequencies f0(x) of sequences in the471

initial population. To eliminate this dependency, we define an effective frequency s̃i(a) per position i and472

amino acid a as s̃i(a) =
∑
x s(x)δ(xi, a)/

∑
x s(x), which would correspond to the frequency of a at position473

i after one round of selection if all sequences x were uniformly distributed in the initial population. It can474

also be represented by a sequence logo but depends only on s(x), as illustrated here by the Germ library475

selected against the DNA1 target (see Figs. S5-S7 for other cases):476

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>
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1. Theoretical methods29

1.1. Physics of selection30

1.1.1. Enrichments and binding energies31

When assuming that selection is controlled by equilibrium binding to the target, the distribution of32

enrichments is constrained by physical principles. Starting with a population of identical antibodies A and a33

single target T in excess relative to antibodies, [T ]tot � [A]tot, the probability for an antibody to be bound34

to a target is35

sAT =
[AT ]eq

[AT ]eq + [A]eq
=

1

1 +KAT [T ]−1
eq

' 1

1 +KAT [T ]−1
tot

(1)

where [AT ]eq and [A]eq are, respectively, the equilibrium concentration of bound and free antibodies and36

where KAT = [A]eq[T ]eq/[AT ]eq is the dissociation constant that characterizes the equilibrium. We used37

here the fact that most of the targets are unbound so that [T ]eq = [T ]tot − [AT ]eq ' [T ]tot, which is38

justified for our experiments where the total number of targets far exceeds the total number of antibodies,39

[AT ]eq < [A]tot � [T ]tot. The dissociation constant can also be written as KAT = k−/k+, where k+ and k−40

denote respectively the association and dissociation rates of an antibody-target pair.41

We can equivalently write42

sAT =
1

1 + eβ(∆GAT−µ)
(2)

by introducing a binding free energy ∆GAT = β−1 lnKAT and a chemical potential µ = β−1 ln[T ]tot, where43

β sets the energy scale [1]. This Fermi-Dirac statistics is approximated by Boltzmann statistics44

sAT ' e−β(∆GAT−µ). (3)

when ∆GAT � µ. This approximation is justified when [T ]tot � KAT or, equivalently, [AT ]eq � [A]eq, i.e.,45

when the concentration of the targets or the binding affinity are sufficiently low for most of the antibodies46

to be unbound. Working in this regime is important for the enrichments to reflect binding free energies.47

Otherwise, the targets are saturating, which cause antibodies to be bound with high probability irrespectively48

of their dissociation constant.49

These conclusions are unchanged when considering a population consisting of different antibodies A with50

different dissociation contants KAT and binding free energies ∆GAT = β−1 lnKAT . In summary, when51

considering different antibodies A, each with its own dissociation constant KAT , the choice of the target52

concentration [T ]tot is subject to the two constraints53

∑

A

[A]tot � [T ]tot � min
A
KAT . (4)

The first constraint
∑
A[A]tot � [T ]tot guarantees an absence of competition between antibodies so that54

the enrichments sAT are intrinsic properties of the sequences of A, independent of the composition of the55

population and therefore independent of the round c when successive cycles of selection are performed;56

formally, [T ]eq, which depends on all A present, can then be replaced by [T ]tot in Eq. (1). The second57

constraint [T ]tot � minAKAT guarantees that even the best binders are not in a saturation regime with58

sA ' 1 independently of differences in their dissociation constants KAT . In our phage display experiments,59
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∑
A[A]tot ' 1011 mL−1 and [T ]tot ' 1014 mL−1, which satisfies the first constraint. The concentration60 ∑
A[AT ]eq of selected antibodies before amplification is estimated between 105 mL−1 at the first round61

of selection and 107 − 108 mL−1 at the fourth. Considering this last number to reflect properties of the62

best binders, we estimate that minAKAT /[T ]tot '
∑
A[A]tot/

∑
A[AT ]eq ' 103, which satisfies the second63

constraint.64

1.1.2. Justification and limitations of log-normal distributions65

Assuming an additive model for the interaction where the binding energy between sequence x = (x1, . . . , x`)66

and its target takes is of the form ∆G(x) =
∑`
i=1 hi(xi) with the hi(xi) taking random values, the central67

limit theorem indicates that for sufficiently large ` the energies ∆G(x) are distributed normally with a mean68

µ ' −`〈h〉 and a variance σ2 ' `(〈h2〉 − 〈h〉2), where 〈h〉 and 〈h2〉 − 〈h〉2 are respectively the mean and69

variance of the values of binding energies per position hi(xi). Given Eq. (3), this leads to a log-normal70

distribution for the enrichments s(x) ∝ e−β∆G(x).71

The assumptions involved in this derivation may not be justified, starting from the assumption that72

enrichment can be equated to binding affinity. However, essentially all deviations from this model, sequence-73

dependent amplification differences, saturation of the targets, multiple binding sites or non-additive interac-74

tions, can be incorporated in a more refined model, at the expense of introducing additional parameters [2].75

Deviations from a log-normal distribution of enrichments can therefore, at least in principle, be systemati-76

cally analyzed and understood.77

1.2. Alternative statistical model from extreme value theory78

In our previous work [3], we fitted the tail of the distribution of enrichments with generalized Pareto79

distributions from extreme value theory. For different libraries L and different targets T , we found that80

generalized Pareto distributions provide a good fit of the upper tail of the distribution of enrichments,81

with, depending on the scaffold L and target T either κ > 0 (heavy tail), κ < 0 (bounded tail) or κ = 082

(exponential tail). The origin of these different values of κ was, however, unclear. Here, we show that83

κ captures essentially the same information as σ, one of the two parameters of the model based on the84

log-normal distribution.85

1.2.1. Extreme value statistics86

Extreme value theory states that for any random variable S, the probability to have S = s ≥ s?87

conditioned to S ≥ s? converges to a generalized Pareto distribution fκ,s?,τ (s) = τ−1fκ ((s− s?)/τ) as88

s? →∞ [4], where89

fκ(x) =

{
(1 + κx)

−(1+ 1
κ ) if κ 6= 0,

e−x if κ = 0.
(5)

The shape parameter κ is determined by the tail of the distribution of S. In particular, κ < 0 for bounded90

distributions and κ = 0 for distributions with exponentially decreasing tails, including log-normal distribu-91

tions. On the other hand, κ > 0 for distributions whose tail decays as a power-law. For such distributions,92

when considering a large number N of random values s1 > s2 > · · · > sN , sr ∼ s1r
−κ for r � N , which93

is represented in a log-log plot of sr versus the rank r by the linear relationship ln(sr/s1) ∼ −κ ln r for the94

smallest values of r.95
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1.2.2. Effective shape parameter of log-normal distributions96

In the asymptotic limit where N →∞ followed by s? →∞, log-normal distributions are described by a97

shape parameter κ = 0, but their tail decays only slowly. As a result, a large but finite number N of random98

values drawn from a log-normal distribution may appear to be drawn from a distribution with a non-zero99

shape parameter κN 6= 0.100

More precisely, it can be shown that N values s1 > s2 > · · · > sN drawn from a log-normal distribution101

with parameters σ, µ satisfy for r � N the relation102

E[ln sr] ' µ+

(
(2 lnN)1/2 − ln lnN + ln 4π

2
√

2 lnN

)
σ − σ

(2 lnN)1/2
ln r, (6)

which corresponds to an apparent shape parameter κN = σ(2 lnN)−1/2 [5]. As κN vanishes only very slowly103

with N , it is difficult to determine whether N data points arise from a log-normal distribution or from104

a distribution with a shape parameter κ > 0. For instance, increasing the sample size from N = 105 to105

N = 106 changes κN by only 8 %.106

Eq. (6) itself assumes that N is large enough. Numerically, we observe that for a given value of N , it107

breaks down when σ is below some value σ?. In such cases, the data may appear to arise from a bounded108

distribution with κN < 0. Fig. S14 shows the relationship between κN and σ obtained from numerical109

simulations when fixing N = 104 and µ = 0, in which case σ? ' 0.5. The same relationship appears as a110

black dotted line in Fig. 4.111

1.2.3. κ versus σ in the data112

Comparing probability-probability plots to assess the quality of the fits, our data appears equally well113

fitted by generalized Pareto distributions and log-normal distributions (Figs. S16-S22). These results are114

consistent with theoretical expectations. The (effective) shape parameter κ from extreme value theory115

and the parameter σ from log-normal distributions thus report essentially the same information (Fig. 4).116

The data thus support the hypothesis that maturation lead to a loss of selective potential irrespective of117

the statistical model used to quantify selective potentials, whether it is a generalized Pareto distribution118

motivated by extreme-value theory or a log-normal distribution.119

1.3. Information theory of selection120

Several relationships are known between evolutionary dynamics and information theory. In particular,121

the change of Malthusian fitness ln s(x) satisfies [8]122

∆ ln s = D(s̃‖N−1) +D(N−1‖s̃). (7)

Here we present a different relationship, which also involves the relative entropy D(s̃‖N−1). This new123

relationship extends the work of Ref. [9].124

1.3.1. Relative entropies125

A general statistical approach to quantify how random variables drawn from a probability P 1 are con-126

sistent with a reference probability distribution P 0 is to use their relative entropy D(P 1‖P 0), also known127
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as the Kullback-Leibler divergence [7], which is defined by128

D(P 1‖P 0) =
∑

x

P 1(x) ln
P 1(x)

P 0(x)
. (8)

The inverse of this quantity corresponds roughly to the number of samples required to discriminate P 1 from129

P 0. More precisely, the probability under P 0 of N samples drawn from P 1 scales as e−ND(P 1‖P 0) [7].130

1.3.2. Information theory of specific interactions131

The problem of quantifying specificity arises when two classes of objects or properties A and T may be132

associated. If this association is described by the probability P 1(A, T ) that A is associated with T , a natural133

measure of specificity is D(P 1‖P 0) where P 0(A, T ) represents the expectation from random associations. If134

P 0(A, T ) = P 1(A)P 1(T ) where P 1(A) =
∑
T P

1(A, T ) and P 1(T ) =
∑
A P

1(A, T ) are the marginal distri-135

butions of A and T , D(P 1‖P 0) corresponds to the mutual information I(A;T ) between the random variables136

A and T [7]. This choice of P 0, however, generally does not reflect the expectation from random associations137

and the relevant measure of specificity is therefore generically not captured by a mutual information but by138

the more general relative entropy D(P 1‖P 0).139

In the case of association between a set of ligands A and a set of targets T controlled by equilibrium140

binding, the probability P 1(A, T ) to find A bound to T is141

P 1(A, T ) =
[AT ]eq

[A]eq +
∑
T ′ [AT

′]eq
' [AT ]eq

[A]eq
= K−1

AT [T ]eq ' K−1
AT [T ]tot (9)

where KAT is the dissociation constant between A and T and where the approximations are justified in142

Section 1.1. A random association is defined here by considering equal dissociation constants,143

P 0(A, T ) =
[A]tot[T ]tot∑

A′,T ′ [A
′]tot[T ′]tot

. (10)

This distribution generally differs from P 1(A)P 1(T ).144

A enrichment sAT can be defined for each pair A, T as sAT = P 1(A, T )/P 0(A, T ) so that145

D(P 1‖P 0) =

〈
ln

(
P 1

P 0

)〉

1

=
∑

A,T

P 1(A, T ) ln
P 1(A, T )

P 0(A, T )
=
∑

A,T

P 0(A, T )sAT ln sAT = 〈s ln s〉0 (11)

where 〈·〉0 and 〈·〉1 denote averages taken with P 0(A, T ) and P 1(A, T ) respectively.146

More generally, sAT = λP 1(A, T )/P 0(A, T ) with an arbitrary multiplicative constant λ that can always147

be written λ = 〈s〉0. This corresponds to replacing s by s/〈s〉0 in the previous formula,148

D(P 1‖P 0) =

〈
s

〈s〉0
ln

s

〈s〉0

〉

0

(12)

When a single target T is considered with P 0(A, T ) = 1/N and P 1(A, T ) = s(x) where x represents the149

sequence of A, this becomes150

D(s̃‖N−1) =
〈 s

〈s〉 ln
s

〈s〉
〉

(13)
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Eq. (12) is valid for any initial distribution f0(x) as long as f1(x) ∝ s(x)f0(x) while Eq. (13), where151

averages 〈·〉 are taken with a distribution P (s) of the enrichments over the different sequences x, is valid only152

when considering as initial distribution a uniform distribution over the sequences. The notation D(s‖N−1)153

assumes, besides, that
∑
x s(x) = 1 so that s(x) can be interpreted as a probability distribution.154

1.3.3. Equivalence with the parameter σ155

If further assuming that P (s) is a log-normal distribution with parameters σ and µ, 〈s〉 = eµ+σ2/2 and156

〈s ln s〉 = 〈s〉(µ+ σ2) so that157

D(s‖N−1) =
σ2

2
(14)

irrespectively of the value of µ. This reflects the fact that specificity quantifies only relative differences in158

binding free energies between different ligands.159

A previous study proposed the mutual information as a measure of specificity [9]. It is justified, however,160

only within the special model considered in [9] where, because of the overall symmetry of the interactions161

between the M locks A and M keys T , P 1(A) ' P 1(T ) ' 1/M , and therefore P 0(A, T ) = 1/M2 '162

P 1(A)P 1(T ).163

1.3.4. Sequence motifs164

Assuming that the different sites i along the sequence contribute independently to the enrichment,165

s̃(x) =
∏
i s̃i(xi), the specificity D(s̃‖N−1) is nothing but

∑
iD(s̃i‖A−1) =

∑
i

∑
ai
s̃i(ai) ln[s̃i(ai)A], the166

total area under the sequence logos of s̃i(a), where A = 20 is the total number of amino acids. By displaying167

both amino acid specificities and an overall measure of specificity of selection D(s̃‖N−1), sequence logos168

thus provide a convenient summary of selection within a library.169

This comes, however, with an important caveat when enrichments are available only for a small subset170

of N ′ � N sequences, as it is the case in experiments. If ignoring unobserved sequences when computing171

s̃i(ai), the empirically determined quantity
∑
iD(s̃i‖A−1) overestimates the true value of D(s̃‖N−1), all172

the more as N ′ is smaller (Fig. S9). Because of this effect, the areas under the curve of the sequence173

logos based on s̃i(a) are not comparable to σ2/2 as Eq. (14) would suggest. They are also not comparable174

across different experiments when the sampling sizes N ′ differ (Fig. 2B and C). Finally, even with N ′ = N ,175

deviations between
∑
iD(s̃i‖A−1) and D(s̃‖N−1) may arise if the contributions of the different positions176

are not additive.177

1.4. Dynamics of selection178

1.4.1. Recursion for the sequence frequencies179

If nc(x) denotes the number of copies of sequence x at cycle c, the dynamics of selection satisfies the180

recursion181

nc(x) = αcs(x)nc−1(x) (15)

where αc represents an amplification factor to reach at every round the same total population size N , i.e.,182 ∑
x n

c(x) = N independent of c. In terms of frequencies f c(x) = nc(x)/N , this gives αc = (
∑
x s(x)f c(x))−1

183

and184

f c(x) =
s(x)f c−1(x)∑
x′ s(x

′)f c−1(x′)
=

(s(x))cf0(x)∑
x′(s(x

′))cf0(x′)
. (16)
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These recursions assume a large N , so that the frequencies f c(x) = nc(x)/N are meaningful; in particular,185

they assume that no sequence disappears.186

Note the similarity with a Boltzmann distribution with the cycle c playing the role of an inverse tem-187

perature.188

1.4.2. Recursion for the library frequencies189

When considering a population consisting of an equal mix of different libraries L, the frequency f c(L) =190 ∑
x∈L f

c(x) of library L satisfies the recursion191

f c(L) =
〈sc〉L∑
L′〈sc〉L′

(17)

with192

〈sc〉L =
∑

x∈L
(s(x))cf0(x) =

∫ ∞

0

ds PL(s)sc = exp

(
cµL +

c2σ2
L

2

)
. (18)

Here, the first equality defines the average 〈·〉L within each library L. The second equality, on the other193

hand, makes two assumptions: first, that enrichments s within library L are described by a distribution194

of enrichments PS(s) and, second, that sequences within a library are uniformly represented in the initial195

population. The third equality makes the additional assumption that PL(s) is a log-normal distribution196

with parameters σL and µL.197

Under these different assumptions, the frequency of library L at cycle c is given by198

f c(L) =

(∑

L′

ec(µL′−µL)+c2(σ2
L′−σ

2
L)/2

)−1

. (19)

This shows that for small c, the dynamics is controlled by the µL, with in limit c→ 0, (f c(L)−f0(L))/f0(L) '199

c(µL − 〈µ〉), i.e., at the first cycle, the frequency of library L increases if its µS exceeds the average 〈µ〉200

across libraries and it decreases otherwise. For large c, on the other hand, the dynamics is controlled by the201

σLs with f c(L)→ 1 for the library L that has largest σL, regardless of the values of µL.202

These calculations rely on several assumptions, in particular the assumption that sequences within a203

library have initially uniform frequencies, which is not satisfied in the experiments. This explains the204

differences between the model and the data in Fig. 3.205

2. Experimental methods206

Experimental methods are as in our previous work [3], except for target immobilization and sequencing207

data analysis as summarized below.208

2.1. Phage production209

Production of antibody-displaying phage was performed through infection of library cells (TG1 strain)210

with M13KO7 helper phage and growth at 30◦C for 7 h in selective 2xYT medium containing 100µg/mL211

ampicillin (Sigma-Aldrich, Saint-Louis, MO, USA) and 50µg/mL kanamycin (Sigma-Aldrich, Saint-Louis,212

MO, USA). Cells were then centrifuged and the supernatant containing displaying phages was kept and stored213
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at 4◦C overnight. All selections were performed on the day immediately following the phage production214

step.215

2.2. Target immobilization216

Target molecules were immobilized on streptavidin-coated magnetic beads (Dynabeads(R) M-280 Strep-217

tavidin) purchased from Invitrogen Life Technologies (Carlsbad, CA, USA). The DNA hairpin targets (DNA1218

and DNA2) in fusion with a biotin at their 5′ end were purchased from IDT (Leuven, Belgium) diluted in219

MilliQ water and stored at −20◦C. The genes of protein targets (eGFP and mCherry, corresponding re-220

spectively to PDB IDs 2Y0G and 2H5Q) in fusion with a SBP tag were kindly provided by Sandrine Moutel221

(Institut Curie, Paris, France). They were produced in liquid T7 Express E. Coli cultures induced at222

OD600 = 0.5 with 300µM Isopropyl β-D-1-thiogalactopyranoside (IPTG, Sigma-Aldrich, Saint-Louis, MO,223

USA) final and incubated overnight at 30◦C. The proteins were harvested by threefold flash freezing in224

liquid nitrogen and quick thawing in a water bath at 42◦C, followed by incubation with 50µg/mL lyzozyme225

final and 2.5 U/mL DNase I final at 30◦C for 15 minutes and centrifugation at 15, 000 g and 4◦C for 30226

minutes. The supernatant was aliquoted in protein low-bind tubes (Protein LoBind, Eppendorf, Hamburg,227

Germany), flash frozen in liquid nitrogen and stored at −80◦C until use.228

Binding of target molecules to streptavidin-coated magnetic beads was performed in DNA low-bind229

tubes (DNA LoBind tubes, Eppendorf, Hamburg, Germany) for the DNA targets or protein low-bind tubes230

(Protein LoBind tubes, Eppendorf, Hamburg, Germany) for the protein targets. Beads and targets were231

incubated in 0.5x PBS for protein targets and 0.9x PBS for DNA targets at ambient temperature on232

a rocker for 15 min, followed by removal of all liquid and 3 washing steps: addition of 500µL washing233

solution, vortexing, separation of beads using a magnet and removal of all liquid. Finally, the beads were234

stored in washing buffer at 4◦C for use on the following day. Bw1X buffer (1 M NaCl, 5 mM Trizma at235

pH = 7.4, 0.5 mM EDTA) was used as washing buffer for DNA targets (to screen electrostatic interactions),236

1x PBS with 0.1 % Tween20 for protein targets (to screen hydrophobic interactions). The same procedure237

was followed for negative/null selection tubes, with MilliQ water instead of target solutions.238

Successful immobilization of protein targets was confirmed by fluorescence measurements of treated beads239

against untreated and MilliQ water-treated beads as negative controls.240

2.3. Phage display selection241

The selection protocol is as previously published in [3]. The washing buffer was removed from the242

target-covered beads. Then, 1 mL of culture supernatant from the phage production step containing ≈ 1011
243

phages was added to the negative selection tube (containing no targets) and incubated for 90 minutes at244

ambient temperature, shaking. The beads were separated by a magnet and the liquid was transferred to the245

positive selection tube (containing the targets) and incubated for 90 minutes at room temperature, shaking.246

Finally, all liquid containing unbound phage was removed and the beads were subjected to a 10-fold washing247

using 10 mL of 1x PBS with 0.1 % Tween20. Bound phage were eluted from beads with 1.4 % triethylamine248

(Sigma-Aldrich, Saint-Louis, MO, USA) in MilliQ water and used for infection of fresh exponential TG1249

cells to obtain the selected library.250

8



2.4. Illumina sequencing251

Glycerol stocks of library cells at relevant selection cycles were defrosted and plasmids were extracted252

using purification kits from Macherey-Nagel (Düren, Germany). No liquid culture was performed prior to253

plasmid extraction to avoid potential additional biases from growing an overnight culture beforehand. Re-254

sulting plasmids were used as input for Illumina sequencing preparation PCR: a first reaction using primer255

sequences common to all three libraries downstream CDR3 (GCTCGAGACGGTAACCAGG, forward) and halfway256

inside VH (ACAACCCGTCTCTTAAGTCTCGT, reverse) added random barcodes of length 5 nt to discriminate be-257

tween neighboring clusters. A second reaction added P5 and P7 indices to identify library, target and258

selection round corresponding to each cluster, as well as the adapter for the sequencing procedure. Illumina259

sequencing and demultiplexing were performed at I2BC, Gif-sur-Yvette, France.260

3. Data analysis261

3.1. Preprocessing262

The Illumina sequencing yields for each sample (i.e., each library, target and selection round) between 105
263

and 5.106 sequencing clusters. The data files contain the entirely overlapping forward and reverse reads for264

all clusters of a given sample. Each cluster was accepted or discarded based on the following procedure: Both265

the forward and reverse reads were screened for the presence of the primer sequences (up to 4 nt mismatch266

accepted for each) and cut to keep only the part between the primers (including the primers). Either one267

was discarded if the primer search was unsuccessful. We then checked if the remaining forward and/or268

reverse sequence fragments have the expected length of 170 nt, corresponding to the region of interest. If269

only one direction had the expected length, only this direction was kept and the other one was discarded. If270

both directions did not have expected length, the complete cluster was discarded. Finally, if both reads had271

expected length, a consensus sequence was generated by taking on each position with disagreement between272

both reads the nucleotide measured with highest quality read. A final check was performed for (i) a sufficient273

average quality read over the whole region of interest (〈Q〉 ≥ 59) and (ii) the restriction sites immediately274

up- and downstream CDR3 (TGTGCGCGC and TTCGACTAC) are located at their expected positions (108-116275

and 129-137 in reverse direction; up to 4 nt mismatch accepted for each). The cluster was discarded if either276

of these two criteria was not fulfilled.277

After completion of this procedure, (i) the framework (Germ, Lim or Bnab) and (ii) the CDR3 sequence278

for all remaining sequencing reads in the full-library experiments were identified. Step (i) was performed279

by measuring the Hamming distance of the visible library-specific framework part upstream the CDR3 of280

the read (of length 116 nt) to all three framework reference sequences. The read was assigned to the nearest281

framework if the Hamming distance to the nearest framework was ≤ 7 nt and the difference in Hamming282

distance to the nearest and next-nearest frameworks was ≥ 3 nt. For step (ii), the CDR3 sequence was283

simply extracted from the read for the full-library experiments. For the selections with reduced diversity a284

similar procedure as for the framework part was applied: the measured CDR3 sequence was assigned to the285

nearest among ∼ 20 reference sequences if the Hamming distance was ≤ 3 nt and the difference in Hamming286

distance between nearest and next-nearest was ≥ 1 nt. After assessment of the sequence identity of all287

clusters in a dataset, the CDR3 sequences were translated into amino acids and the number of occurrences288

of each clone (determined by its framework and its CDR3 sequence) was counted.289
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The nucleotide sequences of the visible framework parts upstream the CDR3 of all three libraries as well290

as the Hamming distances dH between the pairs is as follows:291

Germ:292

ACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTGTTGACACCTCTAAAAACCAGTT...293

CTCTCTGAAACTGTCTTCTGTTACTGCGGCGGACACTGCGGTTTACTACTGTGCGCGC294

Lim:295

ACAACCCGTCTCTTAAGTCTCGTGTTACCATCTCTATCGACACCTCTAAAAACCACTT...296

CTCTCTGCGTCTGATCTCTGTTACTGCGGCGGACACTGCGGTTTACCACTGTGCGCGC297

Bnab:298

ACAACCCGTCTCTTAAGTCTCGTCTGACCCTGGCGCTGGACACCCCGAAAAACCTGGT...299

TTTCCTGAAACTGAACTCTGTTACTGCGGCGGACACCGCGACCTACTACTGTGCGCGC300

dH(Germ,Lim) = 10 nt, dH(Lim,Bnab) = 25 nt and dH(Germ,Bnab) = 22 nt.301

For the mixed full-library selections, final data files contain three columns: 1) framework identity (’germ’302

for Germline, ’lmtd’ for Limited, ’bnAb’ for Bnab, ’????’ if framework inference failed), 2) CDR3 identity303

given by the sequence of 4 amino acids or the sequence of 12 nucleotides or by ’????’ if the CDR3 readout304

failed, 3) number of occurrences in the dataset. The preprocessed data from the experiments reported in305

this paper is made available in this format.306

We checked that the results are unaffected by the choice of the parameters in the preprocessing procedure307

described here.308

3.2. Noise cleaning with a threshold309

Enrichments are computed from sequencing counts as indicated in Eq. (2) in the Box. To account for310

sampling noise, only sequences whose count is ≥ 10 both at round c and c + 1 are considered. Moreover,311

we ignore enrichments s(x) below a threshold s?, which arise from unspecific binding. Unspecific binding312

modifies the expression for the enrichment of sequence x to include a sequence-independent unspecific binding313

energy ∆Gus,314

s(x) =
e−β∆G(x) + e−β∆Gus

1 + e−β∆G(x) + e−β∆Gus
. (20)

It sets a lower bound for the enrichment given by315

sus =
e−β∆Gus

1 + e−β∆Gus
=

1

1 + eβ∆Gus
. (21)

The argument for log-normality of enrichment distributions applies only when the specific binding contri-316

bution ∆G(x) dominates the enrichment. We therefore eliminate the enrichments dominated by unspecific317

binding.318

This is done by introducing a cut-off s∗. The choice is made such that (i) the values of the inferred319

parameters σ̂ and µ̂ are approximately constant for all s ≥ s∗ and (ii) s∗ is large enough to eliminate320

enrichments due to unspecific binding. This last condition is implemented by plotting the counts n2(x) and321

n3(x) at the two successive cycles, as illustrated in Figure S3: sequences with s = sus appear in the diagonal322

with a variance that decreases with increasing counts, as expected from sampling noise, and s∗ is chosen so323

as to exclude these sequences. In cases where specific binding to the target is very strong, sequences selected324
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for unspecific binding are not present (Fig. S15A), while in cases where specific binding is too weak, only325

sequences selected for unspecific binding are present (Fig. S15F).326

The same criteria apply when fitting to generalized Pareto distributions to infer the parameter κ but327

criterion (i) may lead to a higher value of s∗ if the measured enrichments extend beyond the tail of the328

distribution. In our previous work [3], we only considered criterion (i). In one case (Frog3 against DNA1),329

the s∗ that we define here by accounting for (ii) differs from the s∗ that had previously defined (Fig. S15),330

which leads to a significantly different estimation of κ: κ̂ = −0.53± 0.19 instead of κ̂ = 0.97± 0.38. In the331

other cases, we recover essentially the same results. The new analysis provides, however, additional insights;332

in the case of Frog3 against PVP, it thus appear that the vanishing value of κ can be attributed to the333

enrichments being dominated by unspecific binding (Fig. S15).334

3.3. Noise cleaning with a stochastic model335

Another approach was previously proposed to clean the noise when analyzing data comparable to ours,336

which introduces a stochastic model for the sequencing bias and for the mapping x 7→ ∆G(x) [10, 11]. We337

illustrate here how it gives results consistent with those of our simpler approach.338

In this alternative approach, the sampling noise from sequencing noise is described by a Poissonian339

distribution (a description that may be elaborated to take into account the non-Poissonian effects of PCR340

amplification [12]). Given reads between two successive rounds {nc−1(x)}, {nc(x)}, the log-likelihood of the341

enrichments s(x) has the form [10]342

L(s(x)|{nc−1(x)}, {nc(x)}) =
∑

x

nc(x) ln s(x)− (nc−1(x) + nc(x)) ln(1 + s(x)) (22)

where the sum is over all sequences x. Optimizing over s(x) for each x independently gives ŝ(x) =343

nc(x)/nc−1(x), consistent with Eq. (4) in the Box.344

To identify specific binding, the relation between s(x) and ∆G(x) must be specified. In the approximation345

of weak binding (see Sec. 1.1), Eq. (20) takes the form346

s(x) = e−β∆G(x) + e−β∆Gus . (23)

To differentiate specific from unspecific binding, we further assume that ∆G(x) takes the form [10, 11]347

β∆G(x) =
∑̀

i=1

hi(xi), (24)

which corresponds to ignoring epistasis between the sites i. With ` = 4 denoting the length of the variable348

sequence x and q = 20 denoting the number of possible amino acids, this model has one parameter ∆Gus349

for unspecific binding and Lq parameters hi(xi) for specific binding, of which only `(q − 1) + 1 = 77350

are independent due of the invariance under the transformation hi(a) ← hi(a) + gi for any gi satisfying351 ∑`
i=1 gi = 0.352

These parameters are obtained from the data by optimizing the log-likelihood given in Eq. (22). In353

practice, we find as in Ref. [11] that introducing a small `2 regularization on the fields hi(xi) is necessary to354

prevent them from taking excessively large values. Two sets of parameters are of interest: the parameters355
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maximizing the log-likelihood when e−β∆Gus = 0, corresponding to a model s0(x) without unspecific binding,356

and the parameters maximizing the log-likelihood with ∆Gus treated as a variable, corresponding to a model357

s1(x) integrating unspecific binding. Which solution is most relevant depends on whether unspecific binding358

is negligible or not. If unspecific binding is negligible, s1(x) tends to under-fit the data while if unspecific359

binding is not negligible, s0(x) tends to over-fit it.360

This is demonstrated in Fig. S23 with the example of the Germ library selected against the DNA1 target,361

where unspecific binding is significant between rounds 1 and 2 but becomes negligible between rounds 2 and362

3. In any case, the results are consistent with the choice of a cut-off s∗.363

The results indicate that an additive model can provide a valid approximation of ∆G(x). Fig. S23G also364

illustrates how the data is consistent between rounds: a refined analysis may infer a model that fits the data365

over all available rounds.366

3.4. Fit to log-normal distributions367

To infer from experimental data the parameters σ and µ of a log-normal distribution, as given by Eq. (1)368

in the Box, we focus on the best available enrichments si > s∗, the log-normal distribution is under-sampled.369

In practice, it is more convenient to work with the log of the enrichments, yi = ln(si), and to fit them with370

a normal distribution. If restricting to values yi larger than a given threshold y∗, the probability density371

P (Y = y|Y ≥ y∗) of observing yi given that yi ≥ y∗ is372

P (Y = y|Y ≥ y∗) =
P (Y = y)

P[Y ≥ y∗] =

√
2

π

e−
(y−µ)2

2σ2

σ
[
1− erf

(
y∗−µ√

2σ

)] , (25)

where erf(x) = 2√
π

∫ x
0

e−ξ
2

dξ is the Gauss error function. The log-likelihood L(µ, σ, y∗) then verifies373

− 1

N
L(µ, σ, y∗) = − 1

N

N∑

i=1

lnP (Y = yi|Y ≥ y∗) = ln(σ) + ln

[
1− erf

(
y∗ − µ√

2σ

)]
+

1

2σ2N

N∑

i=1

(yi − µ)2,

(26)

up to irrelevant additive constants independent of the parameters µ and σ. For a given y∗, we minimize374

this quantity with respect to the parameters σ and µ to obtain σ̂(y∗) and µ̂(y∗) and then chose y∗ such375

that for any y ≥ y∗ both σ̂(y) and µ̂(y) are nearly constant (criterion (i) in previous section). Finally,376

we obtain a lower bound on the uncertainty of the parameter values using the Fisher information matrix377

and the Cramér-Rao bound. To assess the quality of fit, we produce P-P plots comparing the cumulative378

distribution of data to379

z = F (y|y∗) = P[Y ≥ y|Y ≥ y∗] =
erf
(
y−µ√

2σ

)
− erf

(
y∗−µ√

2σ

)

1− erf
(
y∗−µ√

2σ

) (27)

where z is the fraction of the data above y ≥ y∗ according to the model, and Q-Q plots comparing the data380

to the inverse distribution function y = F−1(z|y∗).381
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3.5. Normalization of µ across libraries382

The selection of a library L against a target T yields only the values of the highest enrichments s(x) up383

to an unknown multiplicative constant λ (see Box). The parameter σ = σL,T is independent of λ but not384

the parameter µ = µL,T . The relative values of µL,T for different libraries L selected against the same target385

T are determined by performing selections where the different libraries are mixed in the initial population:386

this leaves undetermined one overall multiplicative constant per target. Finally, we fix them by setting387

µGerm,T = 0 for each target T . In practice, inferring µ from the tail of P (s) is challenging, even more so388

when different libraries are mixed, as one library often dominates the population after a few cycles. To389

overcome this limitation, we can separately measure the enrichments of random sequences, which typically390

belong to the mode of the distribution P (s), located at m = µ− σ2 .391

For a given target, our approach is thus to first perform 3 cycles of selection with each library, Germ,392

Lim and Bnab. Using the results from cycles 2 and 3, we estimate as many enrichments sL,T (x) as possible393

(see Box and Fig. 1A). We then identify 2 to 4 sequences with largest enrichment from each library, which394

we mix with 2 to 4 random sequences from each library, and perform one round of selection of the mixture395

of these ∼ 20 sequences. From the results of this experiment, we estimate with high precision the relative396

enrichments of top and typical sequences from the different libraries (Fig. 1B). We typically find that the397

random sequences from a same library have a similar enrichment which we use to define the relative modes398

mL,T of the 3 libraries. Given these modes mL,T , we then infer from the available values of sL,T (x) the399

parameter σL,T by maximum likelihood, using the relationship µL,T = mL,T + σ2
L,T . Finally, we fix the400

remaining overall multiplicative constant by setting µGerm,T = 0.401

In practice, to reduce the total number of experiments, we performed the selection of the full libraries in402

mixtures; as we verified with one target, the results are equivalent to those obtained from separate selections403

(Fig. S8). We also found unnecessary to estimate the enrichments of typical sequences against all targets404

once we understood that these values are not controlled by the target.405
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Table 1: Parameters obtained from fits of the distribution of enrichments to generalized Pareto distributions (κ, τ) and log-
normal distributions (σ, µ) for experiments presented here and in our previous work [3]. N/A indicates that the data was
insufficient to make a meaningful fit. For enrichments against the protein targets between rounds c = 2 and c+ 1 = 3, values
are given for two independent replica of the experiment. The given uncertainties correspond to a single standard deviation
around the maximum likelihood estimate as given by the Cramér-Rao bound. In the case of Frog3 against DNA1, and only
in this case, the value of κ differs from the one reported in our previous work [3] for reasons explained in Section 3.2 and
Figure S15.
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SUPPLEMENTARY FIGURES430

FWR1 CDR1 FWR2 CDR2︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷
Bnab PAMAQPQLQESGPTLVEASETLSLTCAVSGDSTAACNSFWGWVRQPPGKGLEWVGSLSHCASYW 64
Lim PAMAQLQLQESGPGLVKPSETLSLTCIVSGGSIGTTDHYWGWIRQSPGKGLEWIG......TTY 58
Germ PAMAQLQLQESGPGLVKPSETLSLTCTVSGGSISSSSYYWGWIRQPPGKGLEWIG......SIY 58

CDR2 FWR3 CDR3 FWR4︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷
Bnab NRGWTYHNPSLKSRLTLALDTPKNLVFLKLNSVTAADTATYYCARXXXXFDYWGQGTLVTVSSG 128
Lim YSGKTYYNPSLKSRVTISIDTSKNHFSLRLISVTAADTAVYHCARXXXXFDYWGQGTLVTVSSG 122
Germ YSGSTYYNPSLKSRVTISVDTSKNQFSLKLSSVTAADTAVYYCARXXXXFDYWGQGTLVTVSSG 122

X basic (+)
X acidic (−)
X polar

X neutral

X hydrophobic

1

Figure S1: Alignment of the sequences of the three scaffolds, Bnab, Lim and Germ. The 4 randomized positions correspond to
the part of the CDR3 indicated by XXXX.
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DNA1
<latexit sha1_base64="qYZALEncTA/1ARypfK3YX+zV8Dk=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVRIVdFkfC1dawWqxLZJMpzU0LyYTodS69Qfc6m+Jf6B/4Z0xBbWITkhy5tx7zsy91419L5GW9ZozJianpmfys4W5+YXFpeLyykUSpYLxGov8SNRdJ+G+F/Ka9KTP67HgTuD6/NLtHar45S0XiReF57If81bgdEOv4zFHEnU1aIrAPDrZt4fXxZJVtvQyx4GdgRKyVY2KL2iijQgMKQJwhJCEfThI6GnAhoWYuBYGxAlCno5zDFEgbUpZnDIcYnv07dKukbEh7ZVnotWMTvHpFaQ0sUGaiPIEYXWaqeOpdlbsb94D7anu1qe/m3kFxErcEPuXbpT5X52qRaKDPV2DRzXFmlHVscwl1V1RNze/VCXJISZO4TbFBWGmlaM+m1qT6NpVbx0df9OZilV7luWmeFe3pAHbP8c5Di62yvZ2eetsp1Q5yEadxxrWsUnz3EUFx6iiRt4hHvGEZ+PUSI074/4z1chlmlV8W8bDB6K2kro=</latexit>

DNA2
<latexit sha1_base64="U0mbo4mu4RTLAnz3AhxTsHzNFTA=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LI+Fq60gn1gWySZTjU0LyYTodS69Qfc6m+Jf6B/4Z0xBbWITkhy5tx7zsy914k8N5aW9ZoxpqZnZuey87mFxaXllfzqWj0OE8F4jYVeKJqOHXPPDXhNutLjzUhw23c83nD6RyreuOUidsPgQg4i3vHt68DtucyWRF0O28I3j08PyqOrfMEqWnqZk6CUggLSVQ3zL2ijixAMCXxwBJCEPdiI6WmhBAsRcR0MiROEXB3nGCFH2oSyOGXYxPbpe027VsoGtFeesVYzOsWjV5DSxBZpQsoThNVppo4n2lmxv3kPtae624D+TurlEytxQ+xfunHmf3WqFoke9nUNLtUUaUZVx1KXRHdF3dz8UpUkh4g4hbsUF4SZVo77bGpNrGtXvbV1/E1nKlbtWZqb4F3dkgZc+jnOSVAvF0s7xfL5bqFymI46iw1sYpvmuYcKTlBFjbwDPOIJz8aZkRh3xv1nqpFJNev4toyHD6UXkrs=</latexit>

Figure S2: DNA1 and DNA2 binding targets. The targets display a hairpin structure at room temperature. They share a
common stem sequence but the sequence of their loop differ. A biotin is placed at the 5’ ends to allow for immobilization on
streptavidin-coated magnetic beads.
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n
3
(x

)
=

10
<latexit sha1_base64="kZwifNeNrnN20Kkx2pUuLY3MH0s=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkWom5K0gt0IBTeupIJ9iFZJplMdmhfJRCylW3/ArX6X+Af6F94ZI6hFdEKSM+fec2buvW7kiURa1kvOmJmdm1/ILxaWlldW14rrG+0kTGPGWyz0wrjrOgn3RMBbUkiPd6OYO77r8Y47PFTxzi2PExEGp3IU8Z7vXAdiIJgjiToLLmvlu90D27oqlqyKpZc5DewMlJCtZlh8xgX6CMGQwgdHAEnYg4OEnnPYsBAR18OYuJiQ0HGOCQqkTSmLU4ZD7JC+17Q7z9iA9soz0WpGp3j0xqQ0sUOakPJiwuo0U8dT7azY37zH2lPdbUR/N/PyiZW4IfYv3Wfmf3WqFokB6roGQTVFmlHVscwl1V1RNze/VCXJISJO4T7FY8JMKz/7bGpNomtXvXV0/FVnKlbtWZab4k3dkgZs/xznNGhXK3atUj3ZKzXq2ajz2MI2yjTPfTRwhCZa5O3jAY94Mo4NaYyNyUeqkcs0m/i2jPt3ODyRtQ==</latexit>

n2(x) = 10
<latexit sha1_base64="tOQdXjp42LDLj8obT0lryJ5O938=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkWom5JUwW6EghtXUsE+RKsk06mG5kUyEUvp1h9wq98l/oH+hXfGKahFdEKSM+fec2buvW7se6mwrNecMTM7N7+QXywsLa+srhXXN1pplCWMN1nkR0nHdVLueyFvCk/4vBMn3Alcn7fdwZGMt+94knpReCaGMe8Gzk3o9T3mCKLOw6tq+X730LauiyWrYqllTgNbgxL0akTFF1yihwgMGQJwhBCEfThI6bmADQsxcV2MiEsIeSrOMUaBtBllccpwiB3Q94Z2F5oNaS89U6VmdIpPb0JKEzukiSgvISxPM1U8U86S/c17pDzl3Yb0d7VXQKzALbF/6SaZ/9XJWgT6qKkaPKopVoysjmmXTHVF3tz8UpUgh5g4iXsUTwgzpZz02VSaVNUue+uo+JvKlKzcM52b4V3ekgZs/xznNGhVK/ZepXq6X6rX9Kjz2MI2yjTPA9RxjAaa5B3gEU94Nk4MYYyM8WeqkdOaTXxbxsMHNdaRtA==</latexit>

sampling noise
<latexit sha1_base64="QLWw/4okWCysc/tb7ZV6jMmVw3s=">AAAC2nicjVHLSsNAFD2N73dVXLkJFsFVSVWwS8GNywq2ClZKMo51MMmEmYlQSjfuxK0/4FY/SPwD/QvvjCmoRXRCkjPn3nNm7r1RFgttguC15I2NT0xOTc/Mzs0vLC6Vl1daWuaK8SaTsVSnUah5LFLeNMLE/DRTPEyimJ9E1wc2fnLDlRYyPTa9jJ8nYTcVl4KFhqhOea3fVomvw4QOS7ttP5VC80GnXAmqgVv+KKgVoIJiNWT5BW1cQIIhRwKOFIZwjBCanjPUECAj7hx94hQh4eIcA8ySNqcsThkhsdf07dLurGBT2ltP7dSMTonpVaT0sUkaSXmKsD3Nd/HcOVv2N+++87R369E/KrwSYg2uiP1LN8z8r87WYnCJuqtBUE2ZY2x1rHDJXVfszf0vVRlyyIiz+ILiijBzymGffafRrnbb29DF31ymZe2eFbk53u0tacC1n+McBa3tam2nun20W9mvF6Oexjo2sEXz3MM+DtFAk7z7eMQTnr22d+vdefefqV6p0Kzi2/IePgDSRphA</latexit>

unspecific binding
<latexit sha1_base64="6fOXNp6baGu6Qbeo+nFAuOBymLY=">AAAC3nicjVHLSsNAFD3GV31HXYmbYBFclUQFuyy4cVnBtoKVmkyndTAvJhOhlOLOnbj1B9zq54h/oH/hnTGCD0QnJDlz7j1n5t4bpKHIlOs+j1njE5NT06WZ2bn5hcUle3mlmSW5ZLzBkjCRx4Gf8VDEvKGECvlxKrkfBSFvBRf7Ot665DITSXykBik/jfx+LHqC+Yqojr02bMvIyeMs5UzTbScQcVfE/VHHLrsV1yznJ/AKUEax6on9hDa6SMCQIwJHDEU4hI+MnhN4cJESd4ohcZKQMHGOEWZJm1MWpwyf2Av69ml3UrAx7bVnZtSMTgnplaR0sEmahPIkYX2aY+K5cdbsb95D46nvNqB/UHhFxCqcE/uX7iPzvzpdi0IPVVODoJpSw+jqWOGSm67omzufqlLkkBKncZfikjAzyo8+O0aTmdp1b30TfzGZmtV7VuTmeNW3pAF738f5EzS3K95OZftwt1yrFqMuYR0b2KJ57qGGA9TRIO8r3OMBj9aZdW3dWLfvqdZYoVnFl2XdvQE4Upnz</latexit>

target binding
<latexit sha1_base64="8e7ki8FB+jOrL6d1azW1RAWuBE8=">AAAC2nicjVHLSsNAFD2Nr/qOiis3wSK4KmkV7LLgxmUF+4C2lCSd1qF5MZkIpXTjTtz6A271g8Q/0L/wzpiCWkQnJDlz7j1n5t7rxj5PpG2/5oyFxaXllfzq2vrG5ta2ubPbSKJUeKzuRX4kWq6TMJ+HrC659FkrFswJXJ813dG5ijdvmEh4FF7Jccy6gTMM+YB7jiSqZ+5POiKwpCOGTHYsl4d9Hg6nPbNgF229rHlQykAB2apF5gs66COChxQBGEJIwj4cJPS0UYKNmLguJsQJQlzHGaZYI21KWYwyHGJH9B3Srp2xIe2VZ6LVHp3i0ytIaeGINBHlCcLqNEvHU+2s2N+8J9pT3W1MfzfzCoiVuCb2L90s8786VYvEABVdA6eaYs2o6rzMJdVdUTe3vlQlySEmTuE+xQVhTytnfba0JtG1q946Ov6mMxWr9l6Wm+Jd3ZIGXPo5znnQKBdLJ8Xy5WmhWslGnccBDnFM8zxDFReooU7eEzziCc9Gx7g17oz7z1Qjl2n28G0ZDx+afZgp</latexit>

Figure S3: Illustration of the choice of the cutoff s∗ below which measured enrichments are attributed to unspecific binding.
The number n3(x) of counts in the sequencing data at round c = 3 is plotted against the number n2(x) of counts at round
c− 1 = 2 for a selection of the Bnab library mixed with the two other libraries against the DNA1 target. An accumulation of
sequences with similar enrichments is observed along the diagonal, with larger variance for smaller values as expected from an
increased sampling noise. This is interpreted as arising from unspecific binding, associated with a enrichment sus independent
of the sequence. We define a cut-off s∗ such that sequences x with s = n3(x)/n2(x) ≥ s∗ cannot be attributed to unspecific
binding. In addition, we restrict to sequences x with n2(x) ≥ 10 and n3(x) ≥ 10, as represented by the vertical and horizontal
lines, to ensure that the inferred enrichments are not dominated by sampling noise.
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prot1� prot1
<latexit sha1_base64="tBUOj4qrTL6o7p6EcSLTqENL9WU=">AAAC1nicjVHLSsNAFD2Nr1pfqS7dBIvgxpJUQZcFNy4r2Ae0pSTptIbmxWSilFJ34tYfcKufJP6B/oV3xhTUIjohM2fOvefM3LlO7HuJMM3XnLawuLS8kl8trK1vbG7pxe1GEqXcZXU38iPecuyE+V7I6sITPmvFnNmB47OmMzqT8eY144kXhZdiHLNuYA9Db+C5tiCqpxcnHR4YMY+EdajmaU8vmWVTDWMeWBkoIRu1SH9BB31EcJEiAEMIQdiHjYS+NiyYiInrYkIcJ+SpOMMUBdKmlMUowyZ2RPOQdu2MDWkvPROldukUn35OSgP7pIkojxOWpxkqnipnyf7mPVGe8m5jWp3MKyBW4IrYv3SzzP/qZC0CA5yqGjyqKVaMrM7NXFL1KvLmxpeqBDnExEncpzgn7Crl7J0NpUlU7fJtbRV/U5mSlXs3y03xLm9JDbZ+tnMeNCpl66hcuTguVStZq/PYxR4OqJ8nqOIcNdTJ+waPeMKz1tJutTvt/jNVy2WaHXwb2sMHr4eWNg==</latexit>

prot2� prot2
<latexit sha1_base64="E1o+l9gM7M4xSsJVBm7l9xbLcD0=">AAAC1nicjVHLSsNAFD2Nr1pfqS7dBIvgxpJUQZcFNy4r2Ae0pSTptIbmxWSilFJ34tYfcKufJP6B/oV3xhTUIjohM2fOvefM3LlO7HuJMM3XnLawuLS8kl8trK1vbG7pxe1GEqXcZXU38iPecuyE+V7I6sITPmvFnNmB47OmMzqT8eY144kXhZdiHLNuYA9Db+C5tiCqpxcnHR4YMY9E5VDN055eMsumGsY8sDJQQjZqkf6CDvqI4CJFAIYQgrAPGwl9bVgwERPXxYQ4TshTcYYpCqRNKYtRhk3siOYh7doZG9JeeiZK7dIpPv2clAb2SRNRHicsTzNUPFXOkv3Ne6I85d3GtDqZV0CswBWxf+lmmf/VyVoEBjhVNXhUU6wYWZ2buaTqVeTNjS9VCXKIiZO4T3FO2FXK2TsbSpOo2uXb2ir+pjIlK/dulpviXd6SGmz9bOc8aFTK1lG5cnFcqlayVuexiz0cUD9PUMU5aqiT9w0e8YRnraXdanfa/Weqlss0O/g2tIcPtE+WOA==</latexit>

prot1� prot2
<latexit sha1_base64="JH1vBUxjoEHa6w49MMqf01NY5eE=">AAAC1nicjVHLSsNAFD2Nr1pfqS7dBIvgxpJUQZcFNy4r2Ae0pSTptIbmxWSilFJ34tYfcKufJP6B/oV3xhTUIjohM2fOvefM3LlO7HuJMM3XnLawuLS8kl8trK1vbG7pxe1GEqXcZXU38iPecuyE+V7I6sITPmvFnNmB47OmMzqT8eY144kXhZdiHLNuYA9Db+C5tiCqpxcnHR4YMY+EdSjnyrSnl8yyqYYxD6wMlJCNWqS/oIM+IrhIEYAhhCDsw0ZCXxsWTMTEdTEhjhPyVJxhigJpU8pilGETO6J5SLt2xoa0l56JUrt0ik8/J6WBfdJElMcJy9MMFU+Vs2R/854oT3m3Ma1O5hUQK3BF7F+6WeZ/dbIWgQFOVQ0e1RQrRlbnZi6pehV5c+NLVYIcYuIk7lOcE3aVcvbOhtIkqnb5traKv6lMycq9m+WmeJe3pAZbP9s5DxqVsnVUrlwcl6qVrNV57GIPB9TPE1Rxjhrq5H2DRzzhWWtpt9qddv+ZquUyzQ6+De3hA7Holjc=</latexit>

prot1�DNA1
<latexit sha1_base64="H5X+dfrYonj1qbTf34+kSJtgbuY=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwY0mqoMuKLlxJBfuAtpQkndZgXkwmhVK6E7f+gFv9JfEP9C+8M6agFtEJSc6ce8+Zufc6se8lwjRfc9rc/MLiUn65sLK6tr6hb27VkyjlLqu5kR/xpmMnzPdCVhOe8Fkz5swOHJ81nNszGW8MGU+8KLwWo5h1AnsQen3PtQVRXV0ft3lgxDwS1sH55ak16epFs2SqZcwCKwNFZKsa6S9oo4cILlIEYAghCPuwkdDTggUTMXEdjInjhDwVZ5igQNqUshhl2MTe0ndAu1bGhrSXnolSu3SKTy8npYE90kSUxwnL0wwVT5WzZH/zHitPebcR/Z3MKyBW4IbYv3TTzP/qZC0CfZyoGjyqKVaMrM7NXFLVFXlz40tVghxi4iTuUZwTdpVy2mdDaRJVu+ytreJvKlOycu9muSne5S1pwNbPcc6CerlkHZbKV0fFSjkbdR472MU+zfMYFVygihp5D/GIJzxrDW2i3Wn3n6laLtNs49vSHj4AQwKVOg==</latexit>A B C D

E F G H
frequency

<latexit sha1_base64="r730tHPT042R4NieVc35vkLFqyk=">AAAC1HicjVHLSsNAFD3GV62PRl26CRbBVUmroMuCG5cV7APaUpLptIbm5WQilNqVuPUH3Oo3iX+gf+GdMQW1iE5Icubcc+7MvdeNfS+Rtv26YCwuLa+s5tby6xubWwVze6eRRKlgvM4iPxIt10m474W8Lj3p81YsuBO4Pm+6ozMVb95wkXhReCnHMe8GzjD0Bh5zJFE9szDpiMAaCH6d8pCNpz2zaJdsvax5UM5AEdmqReYLOugjAkOKABwhJGEfDhJ62ijDRkxcFxPiBCFPxzmmyJM3JRUnhUPsiL5D2rUzNqS9yploN6NTfHoFOS0ckCcinSCsTrN0PNWZFftb7onOqe42pr+b5QqIlbgi9i/fTPlfn6pFYoBTXYNHNcWaUdWxLEuqu6Jubn2pSlKGmDiF+xQXhJl2zvpsaU+ia1e9dXT8TSsVq/Ys06Z4V7ekAZd/jnMeNCql8lGpcnFcrFayUeewh30c0jxPUMU5aqjrmT/iCc9Gw7g17oz7T6mxkHl28W0ZDx+wm5Xb</latexit>

frequency
<latexit sha1_base64="r730tHPT042R4NieVc35vkLFqyk=">AAAC1HicjVHLSsNAFD3GV62PRl26CRbBVUmroMuCG5cV7APaUpLptIbm5WQilNqVuPUH3Oo3iX+gf+GdMQW1iE5Icubcc+7MvdeNfS+Rtv26YCwuLa+s5tby6xubWwVze6eRRKlgvM4iPxIt10m474W8Lj3p81YsuBO4Pm+6ozMVb95wkXhReCnHMe8GzjD0Bh5zJFE9szDpiMAaCH6d8pCNpz2zaJdsvax5UM5AEdmqReYLOugjAkOKABwhJGEfDhJ62ijDRkxcFxPiBCFPxzmmyJM3JRUnhUPsiL5D2rUzNqS9yploN6NTfHoFOS0ckCcinSCsTrN0PNWZFftb7onOqe42pr+b5QqIlbgi9i/fTPlfn6pFYoBTXYNHNcWaUdWxLEuqu6Jubn2pSlKGmDiF+xQXhJl2zvpsaU+ia1e9dXT8TSsVq/Ys06Z4V7ekAZd/jnMeNCql8lGpcnFcrFayUeewh30c0jxPUMU5aqjrmT/iCc9Gw7g17oz7T6mxkHl28W0ZDx+wm5Xb</latexit>

frequency
<latexit sha1_base64="r730tHPT042R4NieVc35vkLFqyk=">AAAC1HicjVHLSsNAFD3GV62PRl26CRbBVUmroMuCG5cV7APaUpLptIbm5WQilNqVuPUH3Oo3iX+gf+GdMQW1iE5Icubcc+7MvdeNfS+Rtv26YCwuLa+s5tby6xubWwVze6eRRKlgvM4iPxIt10m474W8Lj3p81YsuBO4Pm+6ozMVb95wkXhReCnHMe8GzjD0Bh5zJFE9szDpiMAaCH6d8pCNpz2zaJdsvax5UM5AEdmqReYLOugjAkOKABwhJGEfDhJ62ijDRkxcFxPiBCFPxzmmyJM3JRUnhUPsiL5D2rUzNqS9yploN6NTfHoFOS0ckCcinSCsTrN0PNWZFftb7onOqe42pr+b5QqIlbgi9i/fTPlfn6pFYoBTXYNHNcWaUdWxLEuqu6Jubn2pSlKGmDiF+xQXhJl2zvpsaU+ia1e9dXT8TSsVq/Ys06Z4V7ekAZd/jnMeNCql8lGpcnFcrFayUeewh30c0jxPUMU5aqjrmT/iCc9Gw7g17oz7T6mxkHl28W0ZDx+wm5Xb</latexit>

frequency
<latexit sha1_base64="r730tHPT042R4NieVc35vkLFqyk=">AAAC1HicjVHLSsNAFD3GV62PRl26CRbBVUmroMuCG5cV7APaUpLptIbm5WQilNqVuPUH3Oo3iX+gf+GdMQW1iE5Icubcc+7MvdeNfS+Rtv26YCwuLa+s5tby6xubWwVze6eRRKlgvM4iPxIt10m474W8Lj3p81YsuBO4Pm+6ozMVb95wkXhReCnHMe8GzjD0Bh5zJFE9szDpiMAaCH6d8pCNpz2zaJdsvax5UM5AEdmqReYLOugjAkOKABwhJGEfDhJ62ijDRkxcFxPiBCFPxzmmyJM3JRUnhUPsiL5D2rUzNqS9yploN6NTfHoFOS0ckCcinSCsTrN0PNWZFftb7onOqe42pr+b5QqIlbgi9i/fTPlfn6pFYoBTXYNHNcWaUdWxLEuqu6Jubn2pSlKGmDiF+xQXhJl2zvpsaU+ia1e9dXT8TSsVq/Ys06Z4V7ekAZd/jnMeNCql8lGpcnFcrFayUeewh30c0jxPUMU5aqjrmT/iCc9Gw7g17oz7T6mxkHl28W0ZDx+wm5Xb</latexit>

fr
eq

u
en

cy
<latexit sha1_base64="r730tHPT042R4NieVc35vkLFqyk=">AAAC1HicjVHLSsNAFD3GV62PRl26CRbBVUmroMuCG5cV7APaUpLptIbm5WQilNqVuPUH3Oo3iX+gf+GdMQW1iE5Icubcc+7MvdeNfS+Rtv26YCwuLa+s5tby6xubWwVze6eRRKlgvM4iPxIt10m474W8Lj3p81YsuBO4Pm+6ozMVb95wkXhReCnHMe8GzjD0Bh5zJFE9szDpiMAaCH6d8pCNpz2zaJdsvax5UM5AEdmqReYLOugjAkOKABwhJGEfDhJ62ijDRkxcFxPiBCFPxzmmyJM3JRUnhUPsiL5D2rUzNqS9yploN6NTfHoFOS0ckCcinSCsTrN0PNWZFftb7onOqe42pr+b5QqIlbgi9i/fTPlfn6pFYoBTXYNHNcWaUdWxLEuqu6Jubn2pSlKGmDiF+xQXhJl2zvpsaU+ia1e9dXT8TSsVq/Ys06Z4V7ekAZd/jnMeNCql8lGpcnFcrFayUeewh30c0jxPUMU5aqjrmT/iCc9Gw7g17oz7T6mxkHl28W0ZDx+wm5Xb</latexit>

enrichment
<latexit sha1_base64="Cu1h0xG3Fa749gBy+5PrgRM8swg=">AAAC13icjVHLSsNAFD2Nr1pfVZdugkVwVdJafOwKblwqWK20pSTT0Q7Ni8lElCLuxK0/4Fb/SPwD/QvvjKkoRfSGJGfOvefM3Lle7ItEOc5rzpqYnJqeyc8W5uYXFpeKyysnSZRKxhss8iPZ9NyE+yLkDSWUz5ux5G7g+fzUG+zr/Okll4mIwmN1HfNO4F6E4lwwVxHVLa4M2zKweSgF6wc8VG37plssOWXHhD0OKhkoIYvDqPiCNnqIwJAiAEcIRdiHi4SeFipwEBPXwZA4SUiYPMcNCqRNqYpThUvsgL4XtGplbEhr7ZkYNaNdfHolKW1skCaiOklY72abfGqcNfub99B46rNd09/LvAJiFfrE/qUbVf5Xp3tROMeu6UFQT7FhdHcsc0nNreiT29+6UuQQE6dxj/KSMDPK0T3bRpOY3vXduib/Zio1q9csq03xrk9pBrynY/trnOPgpFqubJVrR7VSvZqNOo81rGOT5rmDOg5wiAZ5X+ERT3i2zqxb6866/yy1cplmFT/CevgAS7aXBA==</latexit>

enrichment
<latexit sha1_base64="Cu1h0xG3Fa749gBy+5PrgRM8swg=">AAAC13icjVHLSsNAFD2Nr1pfVZdugkVwVdJafOwKblwqWK20pSTT0Q7Ni8lElCLuxK0/4Fb/SPwD/QvvjKkoRfSGJGfOvefM3Lle7ItEOc5rzpqYnJqeyc8W5uYXFpeKyysnSZRKxhss8iPZ9NyE+yLkDSWUz5ux5G7g+fzUG+zr/Okll4mIwmN1HfNO4F6E4lwwVxHVLa4M2zKweSgF6wc8VG37plssOWXHhD0OKhkoIYvDqPiCNnqIwJAiAEcIRdiHi4SeFipwEBPXwZA4SUiYPMcNCqRNqYpThUvsgL4XtGplbEhr7ZkYNaNdfHolKW1skCaiOklY72abfGqcNfub99B46rNd09/LvAJiFfrE/qUbVf5Xp3tROMeu6UFQT7FhdHcsc0nNreiT29+6UuQQE6dxj/KSMDPK0T3bRpOY3vXduib/Zio1q9csq03xrk9pBrynY/trnOPgpFqubJVrR7VSvZqNOo81rGOT5rmDOg5wiAZ5X+ERT3i2zqxb6866/yy1cplmFT/CevgAS7aXBA==</latexit>

enrichment
<latexit sha1_base64="Cu1h0xG3Fa749gBy+5PrgRM8swg=">AAAC13icjVHLSsNAFD2Nr1pfVZdugkVwVdJafOwKblwqWK20pSTT0Q7Ni8lElCLuxK0/4Fb/SPwD/QvvjKkoRfSGJGfOvefM3Lle7ItEOc5rzpqYnJqeyc8W5uYXFpeKyysnSZRKxhss8iPZ9NyE+yLkDSWUz5ux5G7g+fzUG+zr/Okll4mIwmN1HfNO4F6E4lwwVxHVLa4M2zKweSgF6wc8VG37plssOWXHhD0OKhkoIYvDqPiCNnqIwJAiAEcIRdiHi4SeFipwEBPXwZA4SUiYPMcNCqRNqYpThUvsgL4XtGplbEhr7ZkYNaNdfHolKW1skCaiOklY72abfGqcNfub99B46rNd09/LvAJiFfrE/qUbVf5Xp3tROMeu6UFQT7FhdHcsc0nNreiT29+6UuQQE6dxj/KSMDPK0T3bRpOY3vXduib/Zio1q9csq03xrk9pBrynY/trnOPgpFqubJVrR7VSvZqNOo81rGOT5rmDOg5wiAZ5X+ERT3i2zqxb6866/yy1cplmFT/CevgAS7aXBA==</latexit>

enrichment
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Figure S4: Comparisons between results of replicate and non-replicate experiments. A. Comparison of the frequencies f3(x) =
n3(x)/

∑
x′ n

3(x′) computed after the third cycle (c = 3) between two independent replicate experiments where a mixture of
the Germ (in blue), Lim (in green) and Bnab (in red) libraries is selected against the protein target prot1. Due to stochastic
sampling, some sequences x are well represented in one experiment (n3(x) ≥ 10) but not in the other; they are represented
by the points along the two axes. As expected, the frequencies of the most prevalent sequences are the most reproducible.
B. As in A but for protein target prot2. C. Comparing an experiment with prot1 as target with another with prot2 as
target: common sequences are enriched in the two cases, although with not exactly the same frequencies. D. Comparing an
experiment with prot1 as target with another with DNA1 as target, showing that different sequences are enriched in each
case. In particular, the most frequent sequences when selecting against one target are absent in the third round when selecting
against the other (points along the axes). E,F,G,H. Comparison of enrichments s(x) calculated from the frequencies between
the second and third rounds as s(x) = λn3(x)/n2(x). Points along the axes correspond to sequences for which the enrichment
could be estimated only for one of the two experiments. We verify that in cases E,F,G where the targets are similar the same
top enrichments are recovered (up to a multiplicative constant corresponding to a shift in log-log plots). Beyond stochastic
effects, reproducibility is mainly limited by the differences in the production of the targets, as shown in Fig. S12.
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DNA1 (mix)
<latexit sha1_base64="MY+16o1sV1PM7JuLyG46GuuwbiE=">AAAC1nicjVHLSsNAFD2N7/pKdekmWIS6KYkKuqzowpUo2Ae0Ikk6rYN5MZn4oOhO3PoDbvWTxD/Qv/DOmIIPRCckOXPuPWfm3uslAU+lbb8UjJHRsfGJyani9Mzs3LxZWmikcSZ8VvfjIBYtz01ZwCNWl1wGrJUI5oZewJre2Y6KN8+ZSHkcHcmrhB2Hbj/iPe67kqgTszToiNDa3d92OlYl5Jer1ydm2a7aelk/gZODMvJ1EJvP6KCLGD4yhGCIIAkHcJHS04YDGwlxxxgQJwhxHWe4RpG0GWUxynCJPaNvn3btnI1orzxTrfbplIBeQUoLK6SJKU8QVqdZOp5pZ8X+5j3QnupuV/T3cq+QWIlTYv/SDTP/q1O1SPSwpWvgVFOiGVWdn7tkuivq5tanqiQ5JMQp3KW4IOxr5bDPltakunbVW1fHX3WmYtXez3MzvKlb0oCd7+P8CRprVWe9una4Ua7Z+agnsYRlVGiem6hhDweok/cFHvCIJ6Nl3Bi3xt1HqlHINYv4soz7d1VelTo=</latexit>

DNA1 (alone)
<latexit sha1_base64="XlNMNCeYsaRyczLFG2dmYQUSXjs=">AAAC2HicjVHLSsNAFD3G9zvapZtgEeqmJFXQZUUXrqSCtWJbSjKd1tC8mEyEUgR34tYfcKtfJP6B/oV3xgg+EJ2Q5My595yZe6+XBH4qbft5zBifmJyanpmdm19YXFo2V1ZP0zgTjNdZHMTizHNTHvgRr0tfBvwsEdwNvYA3vMG+ijcuuUj9ODqRw4S3Q7cf+T2fuZKojlkYtURoHRztOS2r5AZxxDevOmbRLtt6WT+Bk4Mi8lWLzSe00EUMhgwhOCJIwgFcpPQ04cBGQlwbI+IEIV/HOa4wR9qMsjhluMQO6NunXTNnI9orz1SrGZ0S0CtIaWGDNDHlCcLqNEvHM+2s2N+8R9pT3W1Ify/3ComVuCD2L91H5n91qhaJHnZ1DT7VlGhGVcdyl0x3Rd3c+lSVJIeEOIW7FBeEmVZ+9NnSmlTXrnrr6viLzlSs2rM8N8OruiUN2Pk+zp/gtFJ2tsqV4+1i1c5HPYM1rKNE89xBFYeooU7eQ9zjAY/GuXFt3Bi376nGWK4p4Msy7t4AdyuWDw==</latexit>

DNA2 (alone)
<latexit sha1_base64="Vr3k6YGw1VaEbYR7kr8tXL45NkM=">AAAC2HicjVHLSsNAFD2Nr1pf1S7dBItQNyWtgi4runAlFewD21KSdFpD82IyEUopuBO3/oBb/SLxD/QvvDOmoBbRCUnOnHvPmbn3WqHrRMIwXlPa3PzC4lJ6ObOyura+kd3cqkdBzG1WswM34E3LjJjr+KwmHOGyZsiZ6Vkua1jDExlv3DAeOYF/KUYh63jmwHf6jm0KorrZ3LjNPf30/Ljc1gumG/hsb9LN5o2ioZY+C0oJyCNZ1SD7gjZ6CGAjhgcGH4KwCxMRPS2UYCAkroMxcZyQo+IME2RIG1MWowyT2CF9B7RrJaxPe+kZKbVNp7j0clLq2CVNQHmcsDxNV/FYOUv2N++x8pR3G9HfSrw8YgWuif1LN838r07WItDHkarBoZpCxcjq7MQlVl2RN9e/VCXIISRO4h7FOWFbKad91pUmUrXL3poq/qYyJSv3dpIb413ekgZc+jnOWVAvF0v7xfLFQb5iJKNOYxs7KNA8D1HBGaqokfcIj3jCs3al3Wp32v1nqpZKNDl8W9rDB3mVlhA=</latexit>

DNA2 (mix)
<latexit sha1_base64="V/zDDCgkHlqNp5uhONEBPEgZrk0=">AAAC1nicjVHLSsNAFD3Gd31FXboJFqFuSlIFXVZ04Uoq2FpoS0niWAfzYjLxQdGduPUH3OoniX+gf+GdMQW1iE5Icubce87MvddLAp5K234dMUbHxicmp6YLM7Nz8wvm4lIjjTPhs7ofB7Foem7KAh6xuuQyYM1EMDf0Anbsne+q+PEFEymPoyN5nbBO6PYifsp9VxLVNRf7bRFaewc7lbZVCvnV+k3XLNplWy9rGDg5KCJftdh8QRsniOEjQwiGCJJwABcpPS04sJEQ10GfOEGI6zjDDQqkzSiLUYZL7Dl9e7Rr5WxEe+WZarVPpwT0ClJaWCNNTHmCsDrN0vFMOyv2N+++9lR3u6a/l3uFxEqcEfuXbpD5X52qReIU27oGTjUlmlHV+blLpruibm59qUqSQ0KcwicUF4R9rRz02dKaVNeueuvq+JvOVKza+3luhnd1Sxqw83Ocw6BRKTsb5crhZrFq56OewgpWUaJ5bqGKfdRQJ+9LPOIJz0bTuDXujPvPVGMk1yzj2zIePgBXxpU7</latexit>

f0
i

<latexit sha1_base64="7jG6xK2mPU6qk5oCAJrX6UVQ7FY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW31yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAFFkNM=</latexit>

f1
i

<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>

f2
i

<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>

f3
i

<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>

f4
i

<latexit sha1_base64="g3ZYYCPEY8RSc/cUjqh/XaRU58k=">AAACyHicjVHLSsNAFD2Nr/quunQTLEJXJakFXRbciKsKpi3UWpLptA7Ni2SilOLGH3CrXyb+gf6Fd8YU1CI6IcmZc+85M/deL/ZFKi3rtWAsLC4trxRX19Y3Nre2Szu7rTTKEsYdFvlR0vHclPsi5I4U0uedOOFu4Pm87Y1PVbx9y5NUROGlnMS8F7ijUAwFcyVRzrAvruv9UtmqWnqZ88DOQRn5akalF1xhgAgMGQJwhJCEfbhI6enChoWYuB6mxCWEhI5z3GONtBllccpwiR3Td0S7bs6GtFeeqVYzOsWnNyGliUPSRJSXEFanmTqeaWfF/uY91Z7qbhP6e7lXQKzEDbF/6WaZ/9WpWiSGONE1CKop1oyqjuUume6Kurn5pSpJDjFxCg8onhBmWjnrs6k1qa5d9dbV8TedqVi1Z3luhnd1Sxqw/XOc86BVq9pH1dpFvdyo5KMuYh8HqNA8j9HAGZpwyFvgEU94Ns6N2LgzJp+pRiHX7OHbMh4+AArFkNc=</latexit> f0
i

<latexit sha1_base64="7jG6xK2mPU6qk5oCAJrX6UVQ7FY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW31yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAFFkNM=</latexit>

f1
i

<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>

f2
i

<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>

f3
i

<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>

f1
i

<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>

f2
i

<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>

f3
i

<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>

f1
i

<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>

f2
i

<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>
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Figure S5: Extension of the figure in the Box to the 3 libraries Germ, Lim, Bnab selected either in a mixture (mix) or on their
own (alone) against the DNA1 and DNA2 targets. The sequences logos represent the frequencies fci (a) of amino acids at each
successive cycle c = 0, 1, 2, 3, 4.
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<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>
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<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>
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<latexit sha1_base64="g3ZYYCPEY8RSc/cUjqh/XaRU58k=">AAACyHicjVHLSsNAFD2Nr/quunQTLEJXJakFXRbciKsKpi3UWpLptA7Ni2SilOLGH3CrXyb+gf6Fd8YU1CI6IcmZc+85M/deL/ZFKi3rtWAsLC4trxRX19Y3Nre2Szu7rTTKEsYdFvlR0vHclPsi5I4U0uedOOFu4Pm87Y1PVbx9y5NUROGlnMS8F7ijUAwFcyVRzrAvruv9UtmqWnqZ88DOQRn5akalF1xhgAgMGQJwhJCEfbhI6enChoWYuB6mxCWEhI5z3GONtBllccpwiR3Td0S7bs6GtFeeqVYzOsWnNyGliUPSRJSXEFanmTqeaWfF/uY91Z7qbhP6e7lXQKzEDbF/6WaZ/9WpWiSGONE1CKop1oyqjuUume6Kurn5pSpJDjFxCg8onhBmWjnrs6k1qa5d9dbV8TedqVi1Z3luhnd1Sxqw/XOc86BVq9pH1dpFvdyo5KMuYh8HqNA8j9HAGZpwyFvgEU94Ns6N2LgzJp+pRiHX7OHbMh4+AArFkNc=</latexit>
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<latexit sha1_base64="7jG6xK2mPU6qk5oCAJrX6UVQ7FY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW31yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAFFkNM=</latexit>
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<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>
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<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>
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<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>
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<latexit sha1_base64="g3ZYYCPEY8RSc/cUjqh/XaRU58k=">AAACyHicjVHLSsNAFD2Nr/quunQTLEJXJakFXRbciKsKpi3UWpLptA7Ni2SilOLGH3CrXyb+gf6Fd8YU1CI6IcmZc+85M/deL/ZFKi3rtWAsLC4trxRX19Y3Nre2Szu7rTTKEsYdFvlR0vHclPsi5I4U0uedOOFu4Pm87Y1PVbx9y5NUROGlnMS8F7ijUAwFcyVRzrAvruv9UtmqWnqZ88DOQRn5akalF1xhgAgMGQJwhJCEfbhI6enChoWYuB6mxCWEhI5z3GONtBllccpwiR3Td0S7bs6GtFeeqVYzOsWnNyGliUPSRJSXEFanmTqeaWfF/uY91Z7qbhP6e7lXQKzEDbF/6WaZ/9WpWiSGONE1CKop1oyqjuUume6Kurn5pSpJDjFxCg8onhBmWjnrs6k1qa5d9dbV8TedqVi1Z3luhnd1Sxqw/XOc86BVq9pH1dpFvdyo5KMuYh8HqNA8j9HAGZpwyFvgEU94Ns6N2LgzJp+pRiHX7OHbMh4+AArFkNc=</latexit>
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prot2
<latexit sha1_base64="H8/mLtGUO4Qxri2vbZEMPmduCgo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJEmndWiSCZNJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xj8Jeaoc57VgLS2vrK4V10sbm1vbO+XdvVYqMhmwZiBCITu+l7KQx6ypuApZJ5HMi/yQtf3RhY63x0ymXMTXapKwXuQNYz7ggaeI6k5vZGQnUqja7LZccaqOWfYicHNQQb4aovyCG/QhECBDBIYYinAIDyk9XbhwkBDXw5Q4SYibOMMMJfJmpGKk8Igd0XdIu27OxrTXOVPjDuiUkF5JThtH5BGkk4T1abaJZyazZn/LPTU59d0m9PfzXBGxCnfE/uWbK//r07UoDHBuauBUU2IYXV2QZ8lMV/TN7S9VKcqQEKdxn+KScGCc8z7bxpOa2nVvPRN/M0rN6n2QazO861vSgN2f41wErVrVPanWrk4r9Vo+6iIOcIhjmucZ6rhEA03T8Uc84dlqWGNrZt1/Sq1C7tnHt2U9fAAKjZOn</latexit>

prot1
<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

f0
i

<latexit sha1_base64="7jG6xK2mPU6qk5oCAJrX6UVQ7FY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW31yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAFFkNM=</latexit>

f1
i

<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>

f2
i

<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>

f3
i

<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>

f4
i

<latexit sha1_base64="g3ZYYCPEY8RSc/cUjqh/XaRU58k=">AAACyHicjVHLSsNAFD2Nr/quunQTLEJXJakFXRbciKsKpi3UWpLptA7Ni2SilOLGH3CrXyb+gf6Fd8YU1CI6IcmZc+85M/deL/ZFKi3rtWAsLC4trxRX19Y3Nre2Szu7rTTKEsYdFvlR0vHclPsi5I4U0uedOOFu4Pm87Y1PVbx9y5NUROGlnMS8F7ijUAwFcyVRzrAvruv9UtmqWnqZ88DOQRn5akalF1xhgAgMGQJwhJCEfbhI6enChoWYuB6mxCWEhI5z3GONtBllccpwiR3Td0S7bs6GtFeeqVYzOsWnNyGliUPSRJSXEFanmTqeaWfF/uY91Z7qbhP6e7lXQKzEDbF/6WaZ/9WpWiSGONE1CKop1oyqjuUume6Kurn5pSpJDjFxCg8onhBmWjnrs6k1qa5d9dbV8TedqVi1Z3luhnd1Sxqw/XOc86BVq9pH1dpFvdyo5KMuYh8HqNA8j9HAGZpwyFvgEU94Ns6N2LgzJp+pRiHX7OHbMh4+AArFkNc=</latexit>

f0
i

<latexit sha1_base64="7jG6xK2mPU6qk5oCAJrX6UVQ7FY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW31yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAFFkNM=</latexit>

f1
i

<latexit sha1_base64="zw+wL13UMpl7QjgoW1wAbvSTcTA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cW33yxWrZullzgM7BxXkqxmVX3CFASIwZAjAEUIS9uEipacLGxZi4nqYEpcQEjrOcY8SaTPK4pThEjum74h23ZwNaa88U61mdIpPb0JKEwekiSgvIaxOM3U8086K/c17qj3V3Sb093KvgFiJG2L/0s0y/6tTtUgMcaJrEFRTrBlVHctdMt0VdXPzS1WSHGLiFB5QPCHMtHLWZ1NrUl276q2r4286U7Fqz/LcDO/qljRg++c450GrXrMPa/WLo0qjmo+6iD3so0rzPEYDZ2jCIW+BRzzh2Tg3YuPOmHymGoVcs4tvy3j4AAOlkNQ=</latexit>

f2
i

<latexit sha1_base64="8TPgDItTYatI3mYxtsqXQ8VN1m4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0GXBjbiqYNpCrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaaVRljDusMiPko7nptwXIXekkD7vxAl3A8/nbW98quLtW56kIgov5STmvcAdhWIomCuJcoZ9cV3vlytWzdLLnAd2DirIVzMqv+AKA0RgyBCAI4Qk7MNFSk8XNizExPUwJS4hJHSc4x4l0maUxSnDJXZM3xHtujkb0l55plrN6BSf3oSUJg5IE1FeQlidZup4pp0V+5v3VHuqu03o7+VeAbESN8T+pZtl/lenapEY4kTXIKimWDOqOpa7ZLor6ubml6okOcTEKTygeEKYaeWsz6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoNWvWYf1uoXR5VGNR91EXvYR5XmeYwGztCEQ94Cj3jCs3FuxMadMflMNQq5ZhfflvHwAQYFkNU=</latexit>

f3
i

<latexit sha1_base64="VKiP/VExSCOqx1q+mxOBL5mXywM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkXoqiStoMuCG3FVwbQFrSWZTuvQvEgmSilu/AG3+mXiH+hfeGdMQS2iE5KcOfeeM3Pv9WJfpNKyXgvGwuLS8kpxtbS2vrG5Vd7eaadRljDusMiPkq7nptwXIXekkD7vxgl3A8/nHW98ouKdW56kIgov5CTmvcAdhWIomCuJcoZ9cd3olytWzdLLnAd2DirIVysqv+AKA0RgyBCAI4Qk7MNFSs8lbFiIiethSlxCSOg4xz1KpM0oi1OGS+yYviPaXeZsSHvlmWo1o1N8ehNSmjggTUR5CWF1mqnjmXZW7G/eU+2p7jahv5d7BcRK3BD7l26W+V+dqkViiGNdg6CaYs2o6ljukumuqJubX6qS5BATp/CA4glhppWzPptak+raVW9dHX/TmYpVe5bnZnhXt6QB2z/HOQ/a9ZrdqNXPDyvNaj7qIvawjyrN8whNnKIFh7wFHvGEZ+PMiI07Y/KZahRyzS6+LePhAwhlkNY=</latexit>

f4
i

<latexit sha1_base64="g3ZYYCPEY8RSc/cUjqh/XaRU58k=">AAACyHicjVHLSsNAFD2Nr/quunQTLEJXJakFXRbciKsKpi3UWpLptA7Ni2SilOLGH3CrXyb+gf6Fd8YU1CI6IcmZc+85M/deL/ZFKi3rtWAsLC4trxRX19Y3Nre2Szu7rTTKEsYdFvlR0vHclPsi5I4U0uedOOFu4Pm87Y1PVbx9y5NUROGlnMS8F7ijUAwFcyVRzrAvruv9UtmqWnqZ88DOQRn5akalF1xhgAgMGQJwhJCEfbhI6enChoWYuB6mxCWEhI5z3GONtBllccpwiR3Td0S7bs6GtFeeqVYzOsWnNyGliUPSRJSXEFanmTqeaWfF/uY91Z7qbhP6e7lXQKzEDbF/6WaZ/9WpWiSGONE1CKop1oyqjuUume6Kurn5pSpJDjFxCg8onhBmWjnrs6k1qa5d9dbV8TedqVi1Z3luhnd1Sxqw/XOc86BVq9pH1dpFvdyo5KMuYh8HqNA8j9HAGZpwyFvgEU94Ns6N2LgzJp+pRiHX7OHbMh4+AArFkNc=</latexit>
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Figure S6: Extension of the figure in the Box to the 3 libraries Germ, Lim, Bnab selected in mixture against the prot1 and
prot2 targets. The sequences logos represent the frequencies fci (a) of amino acids at eamotifs ch successive cycle c = 0, 1, 2, 3, 4.
The data is presented at two different scales for better readability.
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DNA1
<latexit sha1_base64="C2uSW0C7komrpE3XFqVxnhuOoOo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LKiC1dawT6wLZJMpxrMi8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN92bQxVv3nKReFF4Lgcx7wbOVej1PeZIoi6GHRGYRycH9uiyWLLKll7mJLAzUEK2alHxBR30EIEhRQCOEJKwDwcJPW3YsBAT18WQOEHI03GOEQqkTSmLU4ZD7A19r2jXztiQ9soz0WpGp/j0ClKa2CJNRHmCsDrN1PFUOyv2N++h9lR3G9DfzbwCYiWuif1LN878r07VItHHvq7Bo5pizajqWOaS6q6om5tfqpLkEBOncI/igjDTynGfTa1JdO2qt46Ov+lMxao9y3JTvKtb0oDtn+OcBI1K2d4pV852S9VKNuo8NrCJbZrnHqo4Rg118g7xiCc8G6dGatwZ95+pRi7TrOPbMh4+AJ3mkqo=</latexit>

DNA2
<latexit sha1_base64="otsw4u+1VuaYbS5WIS6QsoA2Bak=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIo6LKiC1dawT6wLZKk0xqaF5OJUGrd+gNu9bfEP9C/8M6YglpEJyQ5c+49Z+be68S+lwjDeM1pM7Nz8wv5xcLS8srqWnF9o55EKXdZzY38iDcdO2G+F7Ka8ITPmjFnduD4rOEMjmW8cct44kXhpRjGrBPY/dDrea4tiLoatXmgn5wdWePrYskoG2rp08DMQAnZqkbFF7TRRQQXKQIwhBCEfdhI6GnBhIGYuA5GxHFCnoozjFEgbUpZjDJsYgf07dOulbEh7aVnotQuneLTy0mpY4c0EeVxwvI0XcVT5SzZ37xHylPebUh/J/MKiBW4IfYv3STzvzpZi0APh6oGj2qKFSOrczOXVHVF3lz/UpUgh5g4ibsU54RdpZz0WVeaRNUue2ur+JvKlKzcu1luind5Sxqw+XOc06Bulc29snWxX6pY2ajz2MI2dmmeB6jgFFXUyDvEI57wrJ1rqXan3X+marlMs4lvS3v4AKBHkqs=</latexit>

prot2
<latexit sha1_base64="H8/mLtGUO4Qxri2vbZEMPmduCgo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJEmndWiSCZNJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xj8Jeaoc57VgLS2vrK4V10sbm1vbO+XdvVYqMhmwZiBCITu+l7KQx6ypuApZJ5HMi/yQtf3RhY63x0ymXMTXapKwXuQNYz7ggaeI6k5vZGQnUqja7LZccaqOWfYicHNQQb4aovyCG/QhECBDBIYYinAIDyk9XbhwkBDXw5Q4SYibOMMMJfJmpGKk8Igd0XdIu27OxrTXOVPjDuiUkF5JThtH5BGkk4T1abaJZyazZn/LPTU59d0m9PfzXBGxCnfE/uWbK//r07UoDHBuauBUU2IYXV2QZ8lMV/TN7S9VKcqQEKdxn+KScGCc8z7bxpOa2nVvPRN/M0rN6n2QazO861vSgN2f41wErVrVPanWrk4r9Vo+6iIOcIhjmucZ6rhEA03T8Uc84dlqWGNrZt1/Sq1C7tnHt2U9fAAKjZOn</latexit>

prot1
<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

G
er

m
<latexit sha1_base64="Oq3wveQPsEXcKpJCMmgjWUpOglM=">AAACzXicjVHLTsJAFD3UF+ILdemmkZi4Im01AjsSF7oTEwEjENOWARv6ynRqQhC3/oBb/S3jH+hfeGcsiS6ITtP2zLn3nJl7rxP7XiIM4z2nLSwuLa/kVwtr6xubW8XtnVYSpdxlTTfyI37t2AnzvZA1hSd8dh1zZgeOz9rO6FTG2/eMJ14UXolxzHqBPQy9gefagqibSZcH+hnjwfS2WDLKhmGYpqlLYFZODAK1WtUyq7opQ7RKyFYjKr6hiz4iuEgRgCGEIOzDRkJPByYMxMT1MCGOE/JUnGGKAmlTymKUYRM7ou+Qdp2MDWkvPROldukUn15OSh0HpIkojxOWp+kqnipnyc7znihPebcx/Z3MKyBW4I7Yv3SzzP/qZC0CA1RVDR7VFCtGVudmLqnqiry5/qMqQQ4xcRL3Kc4Ju0o567OuNImqXfbWVvEPlSlZuXez3BSf8pY04NkU9fmgZZXNo7J1eVyqW9mo89jDPg5pnhXUcY4GmuQd4hkveNUutFR70B6/U7VcptnFr6U9fQFa8ZNn</latexit>

B
n
a
b

<latexit sha1_base64="OjWykxkJyI+4TScAdEhfiJB3eRI=">AAACzXicjVHLTsMwEBzCq7wLHLlYVEicqiREbbkhuHADJAoIWiEndSEiLzkOEirlyg9whd9C/AH8BWuTSnBA4CjJenZm7N31syjMlW2/jVnjE5NT05WZ2bn5hcWl6vLKSZ4WMhDtII1SeebzXERhItoqVJE4y6TgsR+JU/9mT+dPb4XMwzQ5VneZ6Mb8Kgn7YcAVQeeDjozZbsL94WW1Zte3Ww3XazC7bttNx3V04Da9LY85hOhVQ7kO0+orOughRYACMQQSKIojcOT0XMCBjYywLgaESYpCkxcYYpa0BbEEMTihN/S9ot1FiSa01565UQd0SkSvJCXDBmlS4kmK9WnM5AvjrNHfvAfGU9/tjv5+6RUTqnBN6F+6EfO/Ol2LQh8tU0NINWUG0dUFpUthuqJvzr5VpcghI0zHPcpLigOjHPWZGU1uate95Sb/bpga1fug5Bb40LekAY+myH4PTty6s1V3j7zajluOuoI1rGOT5tnEDvZxiDZ5J3jCM16sA6uw7q2HL6o1VmpW8WNZj58/NJNb</latexit>

L
im

<latexit sha1_base64="0kedfMqYapoKXlHl1BZc6Duy8kM=">AAACzHicjVHLSsNAFD3G97vq0k2wCK7CtI1ad4IbFyIKtlWsSJJO69C8mEwECd36A271u8Q/0L/wzpiCLkQnJLlz7jln5t7rp6HIFGNvE9bk1PTM7Nz8wuLS8spqZW29nSW5DHgrSMJEXvpexkMR85YSKuSXqeRe5Ie84w+PdL5zz2UmkvhCPaT8JvIGseiLwFMEXRVdGdknIhrdVqrMYc19123YzHHdXbanA7bLGs0Du+Yws6oo11lSeUUXPSQIkCMCRwxFcQgPGT3XqIEhJewGBWGSImHyHCMskDYnFieGR+iQvgPaXZdoTHvtmRl1QKeE9EpS2tgmTUI8SbE+zTb53Dhr9Dfvwnjquz3Q3y+9IkIV7gj9Szdm/lena1Hoo2lqEFRTahBdXVC65KYr+ub2t6oUOaSE6bhHeUlxYJTjPttGk5nadW89k383TI3qfVByc3zoW9KAx1O0fw/adafWcOrnbvWwXo56DpvYwg7Ncx+HOMYZWuQd4QnPeLFOLWUV1uiLak2Umg38WNbjJ2VWkwc=</latexit>

1�2
<latexit sha1_base64="dXrykrzW4Lx7UDY+rl/nTVj+6B8=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSWpgi4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be68a+l0jLei0Yc/MLi0vF5dLK6tr6Rnlzq5VEqWC8ySI/Eh3XSbjvhbwpPenzTiy4E7g+b7t3Zyrevuci8aLwSo5j3g+cUegNPeZIoq7trCcC83BSuylXrKqllzkL7BxUkK9GVH5BDwNEYEgRgCOEJOzDQUJPFzYsxMT1kREnCHk6zjFBibQpZXHKcIi9o++Idt2cDWmvPBOtZnSKT68gpYk90kSUJwir00wdT7WzYn/zzrSnutuY/m7uFRArcUvsX7pp5n91qhaJIU51DR7VFGtGVcdyl1R3Rd3c/FKVJIeYOIUHFBeEmVZO+2xqTaJrV711dPxNZypW7Vmem+Jd3ZIGbP8c5yxo1ar2UbV2eVypH+SjLmIHu9ineZ6gjnM00CTvAI94wrNxYUgjMyafqUYh12zj2zIePgBev5Im</latexit>

1�2
<latexit sha1_base64="dXrykrzW4Lx7UDY+rl/nTVj+6B8=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSWpgi4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be68a+l0jLei0Yc/MLi0vF5dLK6tr6Rnlzq5VEqWC8ySI/Eh3XSbjvhbwpPenzTiy4E7g+b7t3Zyrevuci8aLwSo5j3g+cUegNPeZIoq7trCcC83BSuylXrKqllzkL7BxUkK9GVH5BDwNEYEgRgCOEJOzDQUJPFzYsxMT1kREnCHk6zjFBibQpZXHKcIi9o++Idt2cDWmvPBOtZnSKT68gpYk90kSUJwir00wdT7WzYn/zzrSnutuY/m7uFRArcUvsX7pp5n91qhaJIU51DR7VFGtGVcdyl1R3Rd3c/FKVJIeYOIUHFBeEmVZO+2xqTaJrV711dPxNZypW7Vmem+Jd3ZIGbP8c5yxo1ar2UbV2eVypH+SjLmIHu9ineZ6gjnM00CTvAI94wrNxYUgjMyafqUYh12zj2zIePgBev5Im</latexit>

1�2
<latexit sha1_base64="dXrykrzW4Lx7UDY+rl/nTVj+6B8=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSWpgi4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be68a+l0jLei0Yc/MLi0vF5dLK6tr6Rnlzq5VEqWC8ySI/Eh3XSbjvhbwpPenzTiy4E7g+b7t3Zyrevuci8aLwSo5j3g+cUegNPeZIoq7trCcC83BSuylXrKqllzkL7BxUkK9GVH5BDwNEYEgRgCOEJOzDQUJPFzYsxMT1kREnCHk6zjFBibQpZXHKcIi9o++Idt2cDWmvPBOtZnSKT68gpYk90kSUJwir00wdT7WzYn/zzrSnutuY/m7uFRArcUvsX7pp5n91qhaJIU51DR7VFGtGVcdyl1R3Rd3c/FKVJIeYOIUHFBeEmVZO+2xqTaJrV711dPxNZypW7Vmem+Jd3ZIGbP8c5yxo1ar2UbV2eVypH+SjLmIHu9ineZ6gjnM00CTvAI94wrNxYUgjMyafqUYh12zj2zIePgBev5Im</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

3�4
<latexit sha1_base64="aPpamgFPVq7CLbbqUsAU11I1c78=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSV9gC4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZC4tLyyv51cLa+sbmVnF7px2HiWC8xUIvFF3HjrnnBrwlXenxbiS47Tse7zh3ZyreuecidsPgSk4iPvDtceCOXGZLoq5raV/45vG0flMsWWVLL3MeVDJQQraaYfEFfQwRgiGBD44AkrAHGzE9PVRgISJugJQ4QcjVcY4pCqRNKItThk3sHX3HtOtlbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiVti/9LNMv+rU7VIjHCqa3CppkgzqjqWuSS6K+rm5peqJDlExCk8pLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DdrVcqZWrl/VS4ygbdR572MchzfMEDZyjiRZ5+3jEE56NC0MaqTH9TDVymWYX35bx8AFoT5Iq</latexit>

3�4
<latexit sha1_base64="aPpamgFPVq7CLbbqUsAU11I1c78=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSV9gC4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZC4tLyyv51cLa+sbmVnF7px2HiWC8xUIvFF3HjrnnBrwlXenxbiS47Tse7zh3ZyreuecidsPgSk4iPvDtceCOXGZLoq5raV/45vG0flMsWWVLL3MeVDJQQraaYfEFfQwRgiGBD44AkrAHGzE9PVRgISJugJQ4QcjVcY4pCqRNKItThk3sHX3HtOtlbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiVti/9LNMv+rU7VIjHCqa3CppkgzqjqWuSS6K+rm5peqJDlExCk8pLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DdrVcqZWrl/VS4ygbdR572MchzfMEDZyjiRZ5+3jEE56NC0MaqTH9TDVymWYX35bx8AFoT5Iq</latexit>

3�4
<latexit sha1_base64="aPpamgFPVq7CLbbqUsAU11I1c78=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSV9gC4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZC4tLyyv51cLa+sbmVnF7px2HiWC8xUIvFF3HjrnnBrwlXenxbiS47Tse7zh3ZyreuecidsPgSk4iPvDtceCOXGZLoq5raV/45vG0flMsWWVLL3MeVDJQQraaYfEFfQwRgiGBD44AkrAHGzE9PVRgISJugJQ4QcjVcY4pCqRNKItThk3sHX3HtOtlbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiVti/9LNMv+rU7VIjHCqa3CppkgzqjqWuSS6K+rm5peqJDlExCk8pLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DdrVcqZWrl/VS4ygbdR572MchzfMEDZyjiRZ5+3jEE56NC0MaqTH9TDVymWYX35bx8AFoT5Iq</latexit>
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Figure S7: Sequence logos for the enrichments s̃(x) computed between two successive rounds (1-2, 2-3 or 3-4). The differences
between rounds reflect sampling fluctuations.
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DNA1
<latexit sha1_base64="C2uSW0C7komrpE3XFqVxnhuOoOo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LKiC1dawT6wLZJMpxrMi8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN92bQxVv3nKReFF4Lgcx7wbOVej1PeZIoi6GHRGYRycH9uiyWLLKll7mJLAzUEK2alHxBR30EIEhRQCOEJKwDwcJPW3YsBAT18WQOEHI03GOEQqkTSmLU4ZD7A19r2jXztiQ9soz0WpGp/j0ClKa2CJNRHmCsDrN1PFUOyv2N++h9lR3G9DfzbwCYiWuif1LN878r07VItHHvq7Bo5pizajqWOaS6q6om5tfqpLkEBOncI/igjDTynGfTa1JdO2qt46Ov+lMxao9y3JTvKtb0oDtn+OcBI1K2d4pV852S9VKNuo8NrCJbZrnHqo4Rg118g7xiCc8G6dGatwZ95+pRi7TrOPbMh4+AJ3mkqo=</latexit>

DNA2
<latexit sha1_base64="otsw4u+1VuaYbS5WIS6QsoA2Bak=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIo6LKiC1dawT6wLZKk0xqaF5OJUGrd+gNu9bfEP9C/8M6YglpEJyQ5c+49Z+be68S+lwjDeM1pM7Nz8wv5xcLS8srqWnF9o55EKXdZzY38iDcdO2G+F7Ka8ITPmjFnduD4rOEMjmW8cct44kXhpRjGrBPY/dDrea4tiLoatXmgn5wdWePrYskoG2rp08DMQAnZqkbFF7TRRQQXKQIwhBCEfdhI6GnBhIGYuA5GxHFCnoozjFEgbUpZjDJsYgf07dOulbEh7aVnotQuneLTy0mpY4c0EeVxwvI0XcVT5SzZ37xHylPebUh/J/MKiBW4IfYv3STzvzpZi0APh6oGj2qKFSOrczOXVHVF3lz/UpUgh5g4ibsU54RdpZz0WVeaRNUue2ur+JvKlKzcu1luind5Sxqw+XOc06Bulc29snWxX6pY2ajz2MI2dmmeB6jgFFXUyDvEI57wrJ1rqXan3X+marlMs4lvS3v4AKBHkqs=</latexit>

prot2
<latexit sha1_base64="H8/mLtGUO4Qxri2vbZEMPmduCgo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJEmndWiSCZNJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xj8Jeaoc57VgLS2vrK4V10sbm1vbO+XdvVYqMhmwZiBCITu+l7KQx6ypuApZJ5HMi/yQtf3RhY63x0ymXMTXapKwXuQNYz7ggaeI6k5vZGQnUqja7LZccaqOWfYicHNQQb4aovyCG/QhECBDBIYYinAIDyk9XbhwkBDXw5Q4SYibOMMMJfJmpGKk8Igd0XdIu27OxrTXOVPjDuiUkF5JThtH5BGkk4T1abaJZyazZn/LPTU59d0m9PfzXBGxCnfE/uWbK//r07UoDHBuauBUU2IYXV2QZ8lMV/TN7S9VKcqQEKdxn+KScGCc8z7bxpOa2nVvPRN/M0rN6n2QazO861vSgN2f41wErVrVPanWrk4r9Vo+6iIOcIhjmucZ6rhEA03T8Uc84dlqWGNrZt1/Sq1C7tnHt2U9fAAKjZOn</latexit>

prot1
<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

(mix)
<latexit sha1_base64="hCKUCAUFFoakGC1+nMoGWFlaQv4=">AAACznicjVHLSsNAFD2Nr1pfVZdugkWom5JUQZcFNy4r2Ae0RZJ0WofmxWRSLKW49Qfc6meJf6B/4Z0xBbWITkhy5txz7sy91419nkjLes0ZS8srq2v59cLG5tb2TnF3r5lEqfBYw4v8SLRdJ2E+D1lDcumzdiyYE7g+a7mjCxVvjZlIeBRey0nMeoEzDPmAe44kqjPtisAsB/zueHZTLFkVSy9zEdgZKCFb9aj4gi76iOAhRQCGEJKwDwcJPR3YsBAT18OUOEGI6zjDDAXypqRipHCIHdF3SLtOxoa0VzkT7fboFJ9eQU4TR+SJSCcIq9NMHU91ZsX+lnuqc6q7TejvZrkCYiVuif3LN1f+16dqkRjgXNfAqaZYM6o6L8uS6q6om5tfqpKUISZO4T7FBWFPO+d9NrUn0bWr3jo6/qaVilV7L9OmeFe3pAHbP8e5CJrVin1SqV6dlmrVbNR5HOAQZZrnGWq4RB0N3fFHPOHZqBtjY2bcf0qNXObZx7dlPHwAN++TTw==</latexit>

(mix)
<latexit sha1_base64="hCKUCAUFFoakGC1+nMoGWFlaQv4=">AAACznicjVHLSsNAFD2Nr1pfVZdugkWom5JUQZcFNy4r2Ae0RZJ0WofmxWRSLKW49Qfc6meJf6B/4Z0xBbWITkhy5txz7sy91419nkjLes0ZS8srq2v59cLG5tb2TnF3r5lEqfBYw4v8SLRdJ2E+D1lDcumzdiyYE7g+a7mjCxVvjZlIeBRey0nMeoEzDPmAe44kqjPtisAsB/zueHZTLFkVSy9zEdgZKCFb9aj4gi76iOAhRQCGEJKwDwcJPR3YsBAT18OUOEGI6zjDDAXypqRipHCIHdF3SLtOxoa0VzkT7fboFJ9eQU4TR+SJSCcIq9NMHU91ZsX+lnuqc6q7TejvZrkCYiVuif3LN1f+16dqkRjgXNfAqaZYM6o6L8uS6q6om5tfqpKUISZO4T7FBWFPO+d9NrUn0bWr3jo6/qaVilV7L9OmeFe3pAHbP8e5CJrVin1SqV6dlmrVbNR5HOAQZZrnGWq4RB0N3fFHPOHZqBtjY2bcf0qNXObZx7dlPHwAN++TTw==</latexit>

(mix)
<latexit sha1_base64="hCKUCAUFFoakGC1+nMoGWFlaQv4=">AAACznicjVHLSsNAFD2Nr1pfVZdugkWom5JUQZcFNy4r2Ae0RZJ0WofmxWRSLKW49Qfc6meJf6B/4Z0xBbWITkhy5txz7sy91419nkjLes0ZS8srq2v59cLG5tb2TnF3r5lEqfBYw4v8SLRdJ2E+D1lDcumzdiyYE7g+a7mjCxVvjZlIeBRey0nMeoEzDPmAe44kqjPtisAsB/zueHZTLFkVSy9zEdgZKCFb9aj4gi76iOAhRQCGEJKwDwcJPR3YsBAT18OUOEGI6zjDDAXypqRipHCIHdF3SLtOxoa0VzkT7fboFJ9eQU4TR+SJSCcIq9NMHU91ZsX+lnuqc6q7TejvZrkCYiVuif3LN1f+16dqkRjgXNfAqaZYM6o6L8uS6q6om5tfqpKUISZO4T7FBWFPO+d9NrUn0bWr3jo6/qaVilV7L9OmeFe3pAHbP8e5CJrVin1SqV6dlmrVbNR5HOAQZZrnGWq4RB0N3fFHPOHZqBtjY2bcf0qNXObZx7dlPHwAN++TTw==</latexit>

(mix)
<latexit sha1_base64="hCKUCAUFFoakGC1+nMoGWFlaQv4=">AAACznicjVHLSsNAFD2Nr1pfVZdugkWom5JUQZcFNy4r2Ae0RZJ0WofmxWRSLKW49Qfc6meJf6B/4Z0xBbWITkhy5txz7sy91419nkjLes0ZS8srq2v59cLG5tb2TnF3r5lEqfBYw4v8SLRdJ2E+D1lDcumzdiyYE7g+a7mjCxVvjZlIeBRey0nMeoEzDPmAe44kqjPtisAsB/zueHZTLFkVSy9zEdgZKCFb9aj4gi76iOAhRQCGEJKwDwcJPR3YsBAT18OUOEGI6zjDDAXypqRipHCIHdF3SLtOxoa0VzkT7fboFJ9eQU4TR+SJSCcIq9NMHU91ZsX+lnuqc6q7TejvZrkCYiVuif3LN1f+16dqkRjgXNfAqaZYM6o6L8uS6q6om5tfqpKUISZO4T7FBWFPO+d9NrUn0bWr3jo6/qaVilV7L9OmeFe3pAHbP8e5CJrVin1SqV6dlmrVbNR5HOAQZZrnGWq4RB0N3fFHPOHZqBtjY2bcf0qNXObZx7dlPHwAN++TTw==</latexit>

DNA1
<latexit sha1_base64="5MT1pqGFuYR1KtTbd7Z0P/2idAg=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6LKiC1dawT6wLZJMpxqaF5OJUGrd+gNu9bfEP9C/8M4YQS2iE5KcOfeeM3PvdWPfS6RlveSMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN93BoYo3b7hIvCg8l8OYdwPnKvT6HnMkURejjgjMo5MDe3xZLFllSy9zEtgZKCFbtaj4jA56iMCQIgBHCEnYh4OEnjZsWIiJ62JEnCDk6TjHGAXSppTFKcMhdkDfK9q1MzakvfJMtJrRKT69gpQmtkgTUZ4grE4zdTzVzor9zXukPdXdhvR3M6+AWIlrYv/SfWb+V6dqkehjX9fgUU2xZlR1LHNJdVfUzc0vVUlyiIlTuEdxQZhp5WefTa1JdO2qt46Ov+pMxao9y3JTvKlb0oDtn+OcBI2dsr1b3jmrlKqVbNR5bGAT2zTPPVRxjBrq5B3iAY94Mk6N1Lg17j5SjVymWce3Zdy/A56Akqw=</latexit>

(alone)
<latexit sha1_base64="hn+WKXggk+a8oy4HG0FO5bzjXpk=">AAAC0HicjVHLSsNAFD2Nr1pfVZdugkWom5JWQZcFNy6r2Ae0RZJ0WkPzcjIRSyni1h9wq18l/oH+hXfGKahFdEKSM+fec2buvU7se4mwrNeMMTe/sLiUXc6trK6tb+Q3txpJlHKX1d3Ij3jLsRPmeyGrC0/4rBVzZgeOz5rO8ETGmzeMJ14UXohRzLqBPQi9vufagqjuuMMDs2j7Ucj2J5f5glWy1DJnQVmDAvSqRfkXdNBDBBcpAjCEEIR92EjoaaMMCzFxXYyJ44Q8FWeYIEfalLIYZdjEDuk7oF1bsyHtpWei1C6d4tPLSWlijzQR5XHC8jRTxVPlLNnfvMfKU95tRH9HewXEClwR+5dumvlfnaxFoI9jVYNHNcWKkdW52iVVXZE3N79UJcghJk7iHsU5YVcpp302lSZRtcve2ir+pjIlK/euzk3xLm9JAy7/HOcsaFRK5YNS5eywUK3oUWexg10UaZ5HqOIUNdTJ+xqPeMKzcW7cGnfG/WeqkdGabXxbxsMHVmaUJA==</latexit>

no su�cient data
<latexit sha1_base64="Xj+FXkbv0aDXHtZi9mCeGijST8Q=">AAAC33icjVHLSgMxFD0dX7W+qu50EyyCqzKtii4LblxWsK1gRTLTVIPzIpMRSim4cydu/QG3+jfiH+hfeBOnoIjoHWbm5txzTnJzvSSQqXbd14IzMTk1PVOcLc3NLywulZdX2mmcKV+0/DiI1YnHUxHISLS01IE4SZTgoReIjnd1YOqda6FSGUfHepCIs5BfRLIvfa4JOi+vDbsqZFHcZWnWJ1iKSHdZj2s+Oi9X3Gp916VgP5Na1bVRQR7NuPyCLnqI4SNDCIEImvIAHCk9p6jBRULYGYaEKcqkrQuMUCJtRixBDE7oFX0vaHWaoxGtjWdq1T7tEtCrSMmwSZqYeIpysxuz9cw6G/Q376H1NGcb0N/LvUJCNS4J/Us3Zv5XZ3rR6GPf9iCpp8Qipjs/d8nsrZiTsy9daXJICDN5j+qKct8qx/fMrCa1vZu75bb+ZpkGNWs/52Z4N6ekAY+nyH5P2vVqbbtaP9qpNOr5qItYxwa2aJ57aOAQTbTI+waPeMKzw51b5865/6Q6hVyzim/hPHwA3JiaKw==</latexit>

enrichment s
<latexit sha1_base64="10GYDH59PLvbQmqSj1kcgSjygO8=">AAAC2HicjVHLSsNAFD2N73fVpZtgEVyVVIuPXcGNSwVri62UZDpth+bFZCKUUnAnbv0Bt/pF4h/oX3hnTEUpojckOXPuPWfmzvViXyTKcV5z1tT0zOzc/MLi0vLK6lp+feMyiVLJeJVFfiTrnptwX4S8qoTyeT2W3A08n9e8/onO1264TEQUXqhBzK8DtxuKjmCuIqqV3xw2ZWDzUArWC3iomvYoaeULTtExYU+CUgYKyOIsyr+giTYiMKQIwBFCEfbhIqGngRIcxMRdY0icJCRMnmOERdKmVMWpwiW2T98urRoZG9JaeyZGzWgXn15JShs7pImoThLWu9kmnxpnzf7mPTSe+mwD+nuZV0CsQo/Yv3Tjyv/qdC8KHRyZHgT1FBtGd8cyl9Tcij65/a0rRQ4xcRq3KS8JM6Mc37NtNInpXd+ta/JvplKzes2y2hTv+pRmwMc6Dr7GOQku94ql/WL5vFyolLNRz2ML29ileR6iglOcoUreAzziCc/WlXVr3Vn3n6VWLtNs4kdYDx+KfJeD</latexit>

enrichment s
<latexit sha1_base64="10GYDH59PLvbQmqSj1kcgSjygO8=">AAAC2HicjVHLSsNAFD2N73fVpZtgEVyVVIuPXcGNSwVri62UZDpth+bFZCKUUnAnbv0Bt/pF4h/oX3hnTEUpojckOXPuPWfmzvViXyTKcV5z1tT0zOzc/MLi0vLK6lp+feMyiVLJeJVFfiTrnptwX4S8qoTyeT2W3A08n9e8/onO1264TEQUXqhBzK8DtxuKjmCuIqqV3xw2ZWDzUArWC3iomvYoaeULTtExYU+CUgYKyOIsyr+giTYiMKQIwBFCEfbhIqGngRIcxMRdY0icJCRMnmOERdKmVMWpwiW2T98urRoZG9JaeyZGzWgXn15JShs7pImoThLWu9kmnxpnzf7mPTSe+mwD+nuZV0CsQo/Yv3Tjyv/qdC8KHRyZHgT1FBtGd8cyl9Tcij65/a0rRQ4xcRq3KS8JM6Mc37NtNInpXd+ta/JvplKzes2y2hTv+pRmwMc6Dr7GOQku94ql/WL5vFyolLNRz2ML29ileR6iglOcoUreAzziCc/WlXVr3Vn3n6VWLtNs4kdYDx+KfJeD</latexit>

enrichment s
<latexit sha1_base64="10GYDH59PLvbQmqSj1kcgSjygO8=">AAAC2HicjVHLSsNAFD2N73fVpZtgEVyVVIuPXcGNSwVri62UZDpth+bFZCKUUnAnbv0Bt/pF4h/oX3hnTEUpojckOXPuPWfmzvViXyTKcV5z1tT0zOzc/MLi0vLK6lp+feMyiVLJeJVFfiTrnptwX4S8qoTyeT2W3A08n9e8/onO1264TEQUXqhBzK8DtxuKjmCuIqqV3xw2ZWDzUArWC3iomvYoaeULTtExYU+CUgYKyOIsyr+giTYiMKQIwBFCEfbhIqGngRIcxMRdY0icJCRMnmOERdKmVMWpwiW2T98urRoZG9JaeyZGzWgXn15JShs7pImoThLWu9kmnxpnzf7mPTSe+mwD+nuZV0CsQo/Yv3Tjyv/qdC8KHRyZHgT1FBtGd8cyl9Tcij65/a0rRQ4xcRq3KS8JM6Mc37NtNInpXd+ta/JvplKzes2y2hTv+pRmwMc6Dr7GOQku94ql/WL5vFyolLNRz2ML29ileR6iglOcoUreAzziCc/WlXVr3Vn3n6VWLtNs4kdYDx+KfJeD</latexit>

enrichment s
<latexit sha1_base64="10GYDH59PLvbQmqSj1kcgSjygO8=">AAAC2HicjVHLSsNAFD2N73fVpZtgEVyVVIuPXcGNSwVri62UZDpth+bFZCKUUnAnbv0Bt/pF4h/oX3hnTEUpojckOXPuPWfmzvViXyTKcV5z1tT0zOzc/MLi0vLK6lp+feMyiVLJeJVFfiTrnptwX4S8qoTyeT2W3A08n9e8/onO1264TEQUXqhBzK8DtxuKjmCuIqqV3xw2ZWDzUArWC3iomvYoaeULTtExYU+CUgYKyOIsyr+giTYiMKQIwBFCEfbhIqGngRIcxMRdY0icJCRMnmOERdKmVMWpwiW2T98urRoZG9JaeyZGzWgXn15JShs7pImoThLWu9kmnxpnzf7mPTSe+mwD+nuZV0CsQo/Yv3Tjyv/qdC8KHRyZHgT1FBtGd8cyl9Tcij65/a0rRQ4xcRq3KS8JM6Mc37NtNInpXd+ta/JvplKzes2y2hTv+pRmwMc6Dr7GOQku94ql/WL5vFyolLNRz2ML29ileR6iglOcoUreAzziCc/WlXVr3Vn3n6VWLtNs4kdYDx+KfJeD</latexit>

enrichment s
<latexit sha1_base64="10GYDH59PLvbQmqSj1kcgSjygO8=">AAAC2HicjVHLSsNAFD2N73fVpZtgEVyVVIuPXcGNSwVri62UZDpth+bFZCKUUnAnbv0Bt/pF4h/oX3hnTEUpojckOXPuPWfmzvViXyTKcV5z1tT0zOzc/MLi0vLK6lp+feMyiVLJeJVFfiTrnptwX4S8qoTyeT2W3A08n9e8/onO1264TEQUXqhBzK8DtxuKjmCuIqqV3xw2ZWDzUArWC3iomvYoaeULTtExYU+CUgYKyOIsyr+giTYiMKQIwBFCEfbhIqGngRIcxMRdY0icJCRMnmOERdKmVMWpwiW2T98urRoZG9JaeyZGzWgXn15JShs7pImoThLWu9kmnxpnzf7mPTSe+mwD+nuZV0CsQo/Yv3Tjyv/qdC8KHRyZHgT1FBtGd8cyl9Tcij65/a0rRQ4xcRq3KS8JM6Mc37NtNInpXd+ta/JvplKzes2y2hTv+pRmwMc6Dr7GOQku94ql/WL5vFyolLNRz2ML29ileR6iglOcoUreAzziCc/WlXVr3Vn3n6VWLtNs4kdYDx+KfJeD</latexit>

Figure S8: Distributions of enrichments of the three libraries (Germ in blue, Lim in green, Bnab in red) when selected either
in a mixture (mix) or on their own (alone) against the different targets. This figure extends Fig. 1A that reports the selection
against the DNA1 target of the Germ and Bnab libraries in mixture and of the Lim library on its own. In addition to the best
fits to a log-normal distribution (black curves), the best fits to generalized Pareto distributions are also shown (cyan dotted
curves). The selection of the Bnab library alone against the DNA1 target yielded insufficient data for a meaningful analysis.
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N
<latexit sha1_base64="EpxogVKi5X9s3zhZUCsRGVw6PKs=">AAACxHicjVHLSsNAFD2Nr/quunQTLIKrklTBLguCuJIW7ANqkSSd1qF5kZkIpegPuNVvE/9A/8I74xTUIjohyZlz7zkz914/DbmQjvNasBYWl5ZXiqtr6xubW9ulnd22SPIsYK0gCZOs63uChTxmLcllyLppxrzID1nHH5+peOeOZYIn8ZWcpKwfeaOYD3ngSaKalzelslNx9LLngWtAGWY1ktILrjFAggA5IjDEkIRDeBD09ODCQUpcH1PiMkJcxxnusUbanLIYZXjEjuk7ol3PsDHtlafQ6oBOCenNSGnjkDQJ5WWE1Wm2jufaWbG/eU+1p7rbhP6+8YqIlbgl9i/dLPO/OlWLxBA1XQOnmlLNqOoC45Lrrqib21+qkuSQEqfwgOIZ4UArZ322tUbo2lVvPR1/05mKVfvA5OZ4V7ekAbs/xzkP2tWKe1ypNk/K9ZoZdRH7OMARzfMUdVyggZb2fsQTnq1zK7SElX+mWgWj2cO3ZT18AAWoj00=</latexit>

D
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0
)

<latexit sha1_base64="Y8wG7OPnmqKGmer6cT1UE6PXIEw=">AAACznicjVHLSsNAFD2Nr1pfVZdugkWom5KoYJcFXbiMYB/QlpKk0xqaF5NJodTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xif2vUQYxmtOW1peWV3Lrxc2Nre2d4q7e40kSrnL6m7kR7zl2AnzvZDVhSd81oo5swPHZ01ndCHjzTHjiReFN2ISs25gD0Nv4Lm2IKp9WbZ6ZufO6hnHvWLJqBhq6YvAzEAJ2bKi4gs66COCixQBGEIIwj5sJPS0YcJATFwXU+I4IU/FGWYokDclFSOFTeyIvkPatTM2pL3MmSi3S6f49HJy6jgiT0Q6Tliepqt4qjJL9rfcU5VT3m1CfyfLFRArcEvsX7658r8+WYvAAFVVg0c1xYqR1blZllR1Rd5c/1KVoAwxcRL3Kc4Ju8o577OuPImqXfbWVvE3pZSs3LuZNsW7vCUN2Pw5zkXQOKmYp5WT67NSrZqNOo8DHKJM8zxHDVewUFcdf8QTnjVLG2sz7f5TquUyzz6+Le3hA18jko8=</latexit>

Figure S9: How the estimation of the entropy is biased by finite sampling. 105 values were drawn from a log-normal distribution
with parameters µ = 0 and σ = 0.5 (green), 1 (red) and 1.5 (blue). The relative entropy D(P1‖P0) was then estimated using
a random subsample of size N . For any N < 105, this leads to an overestimation of D(P1‖P0) whose actual value σ2/2 (see
Eq. (14)) is represented by the horizontal lines at the bottom.
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<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

position
<latexit sha1_base64="FRXRCxDL89cOX1gGvMoUXwww4os=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmVF+4C2SpJO62BezEyEUgri1h9wqz8l/oH+hXfGFNQiOiHJuefec2buXC8JuFSO85qz5uYXFpfyy4WV1bX1jeLmVlPGqfBZw4+DWLQ9V7KAR6yhuApYOxHMDb2AtbybE51v3TIheRxdqFHCeqE7jPiA+64i6nLcFaGdxJLraHJVLDllxyx7FlQyUEK26nHxBV30EcNHihAMERThAC4kPR1U4CAhrocxcYIQN3mGCQqkTamKUYVL7A19hxR1MjaiWHtKo/Zpl4BeQUobe6SJqU4Q1rvZJp8aZ83+5j02nvpsI/p7mVdIrMI1sX/pppX/1eleFAY4Nj1w6ikxjO7Oz1xScyv65PaXrhQ5JMRp3Ke8IOwb5fSebaORpnd9t67Jv5lKzerYz2pTvOtT0oArP8c5C5rVcuWgXD07LNWq2ajz2MEu9mmeR6jhFHU0yFvgEU94ts6tkXVn3X+WWrlMs41vy3r4ABZNlUM=</latexit>

DNA1
<latexit sha1_base64="C2uSW0C7komrpE3XFqVxnhuOoOo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LKiC1dawT6wLZJMpxrMi8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMqemZ2bn8fGFhcWl5pbi61kiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN92bQxVv3nKReFF4Lgcx7wbOVej1PeZIoi6GHRGYRycH9uiyWLLKll7mJLAzUEK2alHxBR30EIEhRQCOEJKwDwcJPW3YsBAT18WQOEHI03GOEQqkTSmLU4ZD7A19r2jXztiQ9soz0WpGp/j0ClKa2CJNRHmCsDrN1PFUOyv2N++h9lR3G9DfzbwCYiWuif1LN878r07VItHHvq7Bo5pizajqWOaS6q6om5tfqpLkEBOncI/igjDTynGfTa1JdO2qt46Ov+lMxao9y3JTvKtb0oDtn+OcBI1K2d4pV852S9VKNuo8NrCJbZrnHqo4Rg118g7xiCc8G6dGatwZ95+pRi7TrOPbMh4+AJ3mkqo=</latexit>

DNA2
<latexit sha1_base64="otsw4u+1VuaYbS5WIS6QsoA2Bak=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIo6LKiC1dawT6wLZKk0xqaF5OJUGrd+gNu9bfEP9C/8M6YglpEJyQ5c+49Z+be68S+lwjDeM1pM7Nz8wv5xcLS8srqWnF9o55EKXdZzY38iDcdO2G+F7Ka8ITPmjFnduD4rOEMjmW8cct44kXhpRjGrBPY/dDrea4tiLoatXmgn5wdWePrYskoG2rp08DMQAnZqkbFF7TRRQQXKQIwhBCEfdhI6GnBhIGYuA5GxHFCnoozjFEgbUpZjDJsYgf07dOulbEh7aVnotQuneLTy0mpY4c0EeVxwvI0XcVT5SzZ37xHylPebUh/J/MKiBW4IfYv3STzvzpZi0APh6oGj2qKFSOrczOXVHVF3lz/UpUgh5g4ibsU54RdpZz0WVeaRNUue2ur+JvKlKzcu1luind5Sxqw+XOc06Bulc29snWxX6pY2ajz2MI2dmmeB6jgFFXUyDvEI57wrJ1rqXan3X+marlMs4lvS3v4AKBHkqs=</latexit>

prot2
<latexit sha1_base64="H8/mLtGUO4Qxri2vbZEMPmduCgo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJEmndWiSCZNJoZTi1h9wq58l/oH+hXfGFNQiOiHJmXPPuTP3Xj8Jeaoc57VgLS2vrK4V10sbm1vbO+XdvVYqMhmwZiBCITu+l7KQx6ypuApZJ5HMi/yQtf3RhY63x0ymXMTXapKwXuQNYz7ggaeI6k5vZGQnUqja7LZccaqOWfYicHNQQb4aovyCG/QhECBDBIYYinAIDyk9XbhwkBDXw5Q4SYibOMMMJfJmpGKk8Igd0XdIu27OxrTXOVPjDuiUkF5JThtH5BGkk4T1abaJZyazZn/LPTU59d0m9PfzXBGxCnfE/uWbK//r07UoDHBuauBUU2IYXV2QZ8lMV/TN7S9VKcqQEKdxn+KScGCc8z7bxpOa2nVvPRN/M0rN6n2QazO861vSgN2f41wErVrVPanWrk4r9Vo+6iIOcIhjmucZ6rhEA03T8Uc84dlqWGNrZt1/Sq1C7tnHt2U9fAAKjZOn</latexit>

prot1
<latexit sha1_base64="abWJpznsO3xtRs9x6LtBTMoiWVE=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxmUF+4BaJJlOa2heTCaFUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3+mkYZNJxXgvW0vLK6lpxvbSxubW9U97da2VJLhhvsiRMRMf3Mh4GMW/KQIa8kwruRX7I2/7oQsXbYy6yIImv5STlvcgbxsEgYJ4kqju9EZGdikS6s9tyxak6etmLwDWgArMaSfkFN+gjAUOOCBwxJOEQHjJ6unDhICWuhylxglCg4xwzlMibk4qTwiN2RN8h7bqGjWmvcmbazeiUkF5BThtH5ElIJwir02wdz3Vmxf6We6pzqrtN6O+bXBGxEnfE/uWbK//rU7VIDHCuawioplQzqjpmsuS6K+rm9peqJGVIiVO4T3FBmGnnvM+29mS6dtVbT8fftFKxas+MNse7uiUN2P05zkXQqlXdk2rt6rRSr5lRF3GAQxzTPM9QxyUaaOqOP+IJz1bDGlsz6/5TahWMZx/flvXwAQgsk6Y=</latexit>

amplification
<latexit sha1_base64="lamG8kCoEmZMNictm+T5LO2Ersg=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBIvgqiRVsMuCG5cV7APbUpJ0WkPzYjIRSim4E7f+gFv9IvEP9C+8M6agFtEJSc6ce8+Zufc6se8lwjRfc9rS8srqWn69sLG5tb2j7+41kyjlLmu4kR/xtmMnzPdC1hCe8Fk75swOHJ+1nPGZjLduGE+8KLwUk5j1AnsUekPPtQVRfb047fLAsAM6a07O+nrJLJtqGYvAykAJ2apH+gu6GCCCixQBGEIIwj5sJPR0YMFETFwPU+I4IU/FGWYokDalLEYZNrFj+o5o18nYkPbSM1Fql07x6eWkNHBImojyOGF5mqHiqXKW7G/eU+Up7zahv5N5BcQKXBP7l26e+V+drEVgiKqqwaOaYsXI6tzMJVVdkTc3vlQlyCEmTuIBxTlhVynnfTaUJlG1y97aKv6mMiUr926Wm+Jd3pIGbP0c5yJoVsrWcblycVKqVbNR57GPAxzRPE9RwznqaJD3BI94wrN2pd1qd9r9Z6qWyzRFfFvawwcVrpeX</latexit>

1�2
<latexit sha1_base64="dXrykrzW4Lx7UDY+rl/nTVj+6B8=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSWpgi4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be68a+l0jLei0Yc/MLi0vF5dLK6tr6Rnlzq5VEqWC8ySI/Eh3XSbjvhbwpPenzTiy4E7g+b7t3Zyrevuci8aLwSo5j3g+cUegNPeZIoq7trCcC83BSuylXrKqllzkL7BxUkK9GVH5BDwNEYEgRgCOEJOzDQUJPFzYsxMT1kREnCHk6zjFBibQpZXHKcIi9o++Idt2cDWmvPBOtZnSKT68gpYk90kSUJwir00wdT7WzYn/zzrSnutuY/m7uFRArcUvsX7pp5n91qhaJIU51DR7VFGtGVcdyl1R3Rd3c/FKVJIeYOIUHFBeEmVZO+2xqTaJrV711dPxNZypW7Vmem+Jd3ZIGbP8c5yxo1ar2UbV2eVypH+SjLmIHu9ineZ6gjnM00CTvAI94wrNxYUgjMyafqUYh12zj2zIePgBev5Im</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

3�4
<latexit sha1_base64="aPpamgFPVq7CLbbqUsAU11I1c78=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSV9gC4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZC4tLyyv51cLa+sbmVnF7px2HiWC8xUIvFF3HjrnnBrwlXenxbiS47Tse7zh3ZyreuecidsPgSk4iPvDtceCOXGZLoq5raV/45vG0flMsWWVLL3MeVDJQQraaYfEFfQwRgiGBD44AkrAHGzE9PVRgISJugJQ4QcjVcY4pCqRNKItThk3sHX3HtOtlbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiVti/9LNMv+rU7VIjHCqa3CppkgzqjqWuSS6K+rm5peqJDlExCk8pLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DdrVcqZWrl/VS4ygbdR572MchzfMEDZyjiRZ5+3jEE56NC0MaqTH9TDVymWYX35bx8AFoT5Iq</latexit>

1�2
<latexit sha1_base64="dXrykrzW4Lx7UDY+rl/nTVj+6B8=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSWpgi4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be68a+l0jLei0Yc/MLi0vF5dLK6tr6Rnlzq5VEqWC8ySI/Eh3XSbjvhbwpPenzTiy4E7g+b7t3Zyrevuci8aLwSo5j3g+cUegNPeZIoq7trCcC83BSuylXrKqllzkL7BxUkK9GVH5BDwNEYEgRgCOEJOzDQUJPFzYsxMT1kREnCHk6zjFBibQpZXHKcIi9o++Idt2cDWmvPBOtZnSKT68gpYk90kSUJwir00wdT7WzYn/zzrSnutuY/m7uFRArcUvsX7pp5n91qhaJIU51DR7VFGtGVcdyl1R3Rd3c/FKVJIeYOIUHFBeEmVZO+2xqTaJrV711dPxNZypW7Vmem+Jd3ZIGbP8c5yxo1ar2UbV2eVypH+SjLmIHu9ineZ6gjnM00CTvAI94wrNxYUgjMyafqUYh12zj2zIePgBev5Im</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

3�4
<latexit sha1_base64="aPpamgFPVq7CLbbqUsAU11I1c78=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSV9gC4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZC4tLyyv51cLa+sbmVnF7px2HiWC8xUIvFF3HjrnnBrwlXenxbiS47Tse7zh3ZyreuecidsPgSk4iPvDtceCOXGZLoq5raV/45vG0flMsWWVLL3MeVDJQQraaYfEFfQwRgiGBD44AkrAHGzE9PVRgISJugJQ4QcjVcY4pCqRNKItThk3sHX3HtOtlbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiVti/9LNMv+rU7VIjHCqa3CppkgzqjqWuSS6K+rm5peqJDlExCk8pLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DdrVcqZWrl/VS4ygbdR572MchzfMEDZyjiRZ5+3jEE56NC0MaqTH9TDVymWYX35bx8AFoT5Iq</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

2�3
<latexit sha1_base64="XSDiHjefxLjJs5OQ0EbW2ntE43g=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSVtBV0W3LiSCvYhbZFkOq2heTGZCCV06w+41e8S/0D/wjtjCmoRnZDkzLn3nJl7rxN5biwt6zVnLCwuLa/kVwtr6xubW8XtnVYcJoLxJgu9UHQcO+aeG/CmdKXHO5Hgtu94vO2Mz1W8fc9F7IbBtZxEvO/bo8AdusyWRN1U057wzeNp7bZYssqWXuY8qGSghGw1wuILehggBEMCHxwBJGEPNmJ6uqjAQkRcHylxgpCr4xxTFEibUBanDJvYMX1HtOtmbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiTti/9LNMv+rU7VIDHGma3CppkgzqjqWuSS6K+rm5peqJDlExCk8oLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DVrVcqZWrVyel+lE26jz2sI9Dmucp6rhAA03y9vGIJzwbl4Y0UmP6mWrkMs0uvi3j4QNjh5Io</latexit>

3�4
<latexit sha1_base64="aPpamgFPVq7CLbbqUsAU11I1c78=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwoSV9gC4LblxJBfuQtkgyndZgXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZC4tLyyv51cLa+sbmVnF7px2HiWC8xUIvFF3HjrnnBrwlXenxbiS47Tse7zh3ZyreuecidsPgSk4iPvDtceCOXGZLoq5raV/45vG0flMsWWVLL3MeVDJQQraaYfEFfQwRgiGBD44AkrAHGzE9PVRgISJugJQ4QcjVcY4pCqRNKItThk3sHX3HtOtlbEB75RlrNaNTPHoFKU0ckCakPEFYnWbqeKKdFfubd6o91d0m9HcyL59YiVti/9LNMv+rU7VIjHCqa3CppkgzqjqWuSS6K+rm5peqJDlExCk8pLggzLRy1mdTa2Jdu+qtreNvOlOxas+y3ATv6pY04MrPcc6DdrVcqZWrl/VS4ygbdR572MchzfMEDZyjiRZ5+3jEE56NC0MaqTH9TDVymWYX35bx8AFoT5Iq</latexit>
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<latexit sha1_base64="IPiTHYhtZFfAQVwaLj9sGQwKLJI=">AAAC3HicjVHLSsNAFD2Nr1pfURcu3ASL4KokVdBlwY3LCvYBbS1JOq2heTGZFErpzp249Qfc6veIf6B/4Z0xBbWITkhy7rn33LkPJ/a9RJjma05bWFxaXsmvFtbWNza39O2dehKl3GU1N/Ij3nTshPleyGrCEz5rxpzZgeOzhjM8l/7GiPHEi8IrMY5ZJ7AHodf3XFsQ1dX3Jm0eGJz5ZI9Y22Ch4FE8nnb1olky1THmgZWBIrJTjfQXtNFDBBcpAjCEEIR92EjoacGCiZi4DibEcUKe8jNMUSBtSlGMImxih/QdkNXK2JBsmTNRapdu8enlpDRwSJqI4jhheZuh/KnKLNnfck9UTlnbmP5OlisgVuCG2L90s8j/6mQvAn2cqR486ilWjOzOzbKkaiqycuNLV4IyxMRJ3CM/J+wq5WzOhtIkqnc5W1v531SkZKXtZrEp3mWVtGDr5zrnQb1cso5L5cuTYsXMVp3HPg5wRPs8RQUXqKKm6n/EE561a+1Wu9PuP0O1XKbZxbejPXwAcJCZQA==</latexit>

Figure S10: Sequence logos for the enrichments s̃i(a) of the Bnab library subject to either amplification only or to amplification
and selection for binding against the DNA1, DNA2, prot1 or prot2 targets. The enrichments are computed between the first and
second cycles (1-2) or between the third and fourth cycles (3-4); for amplification only, the results of two replicate experiments
are shown. The sequence logos of enrichments calculated between rounds 2 and 3 are the same as those shown in Fig. 2 (Bnab
library), except for the scale along the y-axis. All sequences logos share common patterns reflecting a common contribution
from amplification biases. Sequence logos against the protein targets show, however, an enrichment for tryptophane (symbol
W) that is not observed when selection involves amplification only. Selections of the Bnab library thus have a target-dependent
contribution from binding affinity of similar order of magnitude as a common target-independent contribution from amplification
biases.

samplif
<latexit sha1_base64="8yWm1L9dKRQS1zMAYQvx0x122UI=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6LLgxmVF+4C2liSd1qF5MZkIpRTErT/gVn9K/AP9C++MKahFdEKSM+fec2buvW7s80Ra1mvOWFhcWl7JrxbW1jc2t4rbO40kSoXH6l7kR6LlOgnzecjqkkuftWLBnMD1WdMdnal485aJhEfhlRzHrBs4w5APuOdIoq6T3qQjAtMJ6KzBtFcsWWVLL3Me2BkoIVu1qPiCDvqI4CFFAIYQkrAPBwk9bdiwEBPXxYQ4QYjrOMMUBdKmlMUowyF2RN8h7doZG9JeeSZa7dEpPr2ClCYOSBNRniCsTjN1PNXOiv3Ne6I91d3G9Hczr4BYiRti/9LNMv+rU7VIDHCqa+BUU6wZVZ2XuaS6K+rm5peqJDnExCncp7gg7GnlrM+m1iS6dtVbR8ffdKZi1d7LclO8q1vSgO2f45wHjaOyfVw+uqiUqpVs1HnsYR+HNM8TVHGOGurkLfCIJzwbl8bYuDPuP1ONXKbZxbdlPHwAsruVGw==</latexit>
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<latexit sha1_base64="eQQuKyegwOq7Al194QiiZMDBOmY=">AAAC7HicjVHLSsNAFD2N73fUpZtgEV3VVAXdCAU3LhWsFtpSknRah+bFZCKU0k9w507c+gNu9TvEP9C/8M44BR+ITkhy7rn3nJk7109DnknXfSlYY+MTk1PTM7Nz8wuLS/byynmW5CJg1SAJE1HzvYyFPGZVyWXIaqlgXuSH7MLvHan8xRUTGU/iM9lPWTPyujHv8MCTRLXszaw1aIjI8XncHh6aQCZyuG2wF9ExOsOWXXRLrl7OT1A2oAizThL7GQ20kSBAjggMMSThEB4yeuoow0VKXBMD4gQhrvMMQ8ySNqcqRhUesT36dimqGzamWHlmWh3QLiG9gpQONkiTUJ0grHZzdD7Xzor9zXugPdXZ+vT3jVdErMQlsX/pRpX/1aleJDo40D1w6inVjOouMC65vhV1cudTV5IcUuIUblNeEA60cnTPjtZkund1t57Ov+pKxao4MLU53tQpacDl7+P8Cc53SuXd0s7pXrGyZ0Y9jTWsY4vmuY8KjnGCKnlf4wGPeLJi68a6te4+Sq2C0aziy7Lu3wHu1Z/w</latexit>

samplif
<latexit sha1_base64="8yWm1L9dKRQS1zMAYQvx0x122UI=">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVRIt6LLgxmVF+4C2liSd1qF5MZkIpRTErT/gVn9K/AP9C++MKahFdEKSM+fec2buvW7s80Ra1mvOWFhcWl7JrxbW1jc2t4rbO40kSoXH6l7kR6LlOgnzecjqkkuftWLBnMD1WdMdnal485aJhEfhlRzHrBs4w5APuOdIoq6T3qQjAtMJ6KzBtFcsWWVLL3Me2BkoIVu1qPiCDvqI4CFFAIYQkrAPBwk9bdiwEBPXxYQ4QYjrOMMUBdKmlMUowyF2RN8h7doZG9JeeSZa7dEpPr2ClCYOSBNRniCsTjN1PNXOiv3Ne6I91d3G9Hczr4BYiRti/9LNMv+rU7VIDHCqa+BUU6wZVZ2XuaS6K+rm5peqJDnExCncp7gg7GnlrM+m1iS6dtVbR8ffdKZi1d7LclO8q1vSgO2f45wHjaOyfVw+uqiUqpVs1HnsYR+HNM8TVHGOGurkLfCIJzwbl8bYuDPuP1ONXKbZxbdlPHwAsruVGw==</latexit>
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<latexit sha1_base64="mFlQblIF/WbGONIaALl/Xj34cAo=">AAACznicjVHLSsNAFD2Nr1pfVZdugkVwVdJa0GXBjcsK9gG1lGQ6rUPzYjIplFLc+gNu9bPEP9C/8M6YglpEJyQ5c+45d+be68W+SJTjvOasldW19Y38ZmFre2d3r7h/0EqiVDLeZJEfyY7nJtwXIW8qoXzeiSV3A8/nbW98qePtCZeJiMIbNY15L3BHoRgK5iqiukl/disDW0Vq3i+WnLJjlr0MKhkoIVuNqPiCWwwQgSFFAI4QirAPFwk9XVTgICauhxlxkpAwcY45CuRNScVJ4RI7pu+Idt2MDWmvcybGzegUn15JThsn5IlIJwnr02wTT01mzf6We2Zy6rtN6e9luQJiFe6I/cu3UP7Xp2tRGOLC1CCoptgwujqWZUlNV/TN7S9VKcoQE6fxgOKSMDPORZ9t40lM7bq3rom/GaVm9Z5l2hTv+pY04MrPcS6DVrVcOStXr2ulei0bdR5HOMYpzfMcdVyhgabp+COe8Gw1rIk1t+4/pVYu8xzi27IePgCCX5Pb</latexit>
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<latexit sha1_base64="Hvj8QCyliJr01jYUs2hrvgJt5S4=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZJa0GXBhe6sYB9oiyTTaQ3Ni8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMufmFxaX8cmFldW19o7i51UyiVDDeYJEfibbrJNz3Qt6QnvR5OxbcCVyft9zhsYq3brlIvCi8kKOYdwNnEHp9jzmSqMtxRwTmCRfB5LpYssqWXuYssDNQQrbqUfEFHfQQgSFFAI4QkrAPBwk9V7BhISauizFxgpCn4xwTFEibUhanDIfYIX0HtLvK2JD2yjPRakan+PQKUprYI01EeYKwOs3U8VQ7K/Y377H2VHcb0d/NvAJiJW6I/Us3zfyvTtUi0ceRrsGjmmLNqOpY5pLqrqibm1+qkuQQE6dwj+KCMNPKaZ9NrUl07aq3jo6/6UzFqj3LclO8q1vSgO2f45wFzUrZPihXzqulWjUbdR472MU+zfMQNZyijgZ5h3jEE56NMyM17oz7z1Qjl2m28W0ZDx/gHpMz</latexit>

Lim
<latexit sha1_base64="lFrUpTtKCCYKMFM+3KFM0wpYt84=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVZJa0GXBjQuRCrZW2iJJOq1D82IyEUro1h9wq98l/oH+hXfGFNQiOiHJmXPvOTP3Xjf2eSIt67VgLCwuLa8UV0tr6xubW+XtnXYSpcJjLS/yI9FxnYT5PGQtyaXPOrFgTuD67Nodn6r49T0TCY/CKzmJWT9wRiEfcs+RRN1kPRGY5zyY3pYrVtXSy5wHdg4qyFczKr+ghwEieEgRgCGEJOzDQUJPFzYsxMT1kREnCHEdZ5iiRNqUshhlOMSO6TuiXTdnQ9orz0SrPTrFp1eQ0sQBaSLKE4TVaaaOp9pZsb95Z9pT3W1Cfzf3CoiVuCP2L90s8786VYvEECe6Bk41xZpR1Xm5S6q7om5ufqlKkkNMnMIDigvCnlbO+mxqTaJrV711dPxNZypW7b08N8W7uiUN2P45znnQrlXto2rtsl5p1PNRF7GHfRzSPI/RwBmaaJF3gEc84dm4MKSRGdPPVKOQa3bxbRkPH72QksA=</latexit>

Bnab
<latexit sha1_base64="hyTObyi8DntSEPAUvC+Uqw3hHuc=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZJa0GXRjTsr2AfaIsl0WkPzYjIRSq1bf8Ct/pb4B/oX3hlTUIvohCRnzr3nzNx73dj3EmlZrzljbn5hcSm/XFhZXVvfKG5uNZMoFYw3WORHou06Cfe9kDekJ33ejgV3AtfnLXd4ouKtWy4SLwov5Cjm3cAZhF7fY44k6nLcEYF5HDru5LpYssqWXuYssDNQQrbqUfEFHfQQgSFFAI4QkrAPBwk9V7BhISauizFxgpCn4xwTFEibUhanDIfYIX0HtLvK2JD2yjPRakan+PQKUprYI01EeYKwOs3U8VQ7K/Y377H2VHcb0d/NvAJiJW6I/Us3zfyvTtUi0ceRrsGjmmLNqOpY5pLqrqibm1+qkuQQE6dwj+KCMNPKaZ9NrUl07aq3jo6/6UzFqj3LclO8q1vSgO2f45wFzUrZPihXzqulWjUbdR472MU+zfMQNZyijgZ5h3jEE56NMyM17oz7z1Qjl2m28W0ZDx+m+JMb</latexit>

Figure S11: Contribution of amplification biases to the enrichments in selection against the DNA1 target. A separate experiment
without any selection for binding was performed to estimate the difference of enrichments arising from the amplification step
alone. A. The resulting samplif is here compared to the enrichments stot from an experiment including a selection for binding.
The sequences with top stot, which all belong to the Germ library (in blue), are among the sequences with lowest samplif , which
indicate that they are selected for binding with no contribution from the amplification bias. On the other hand, the sequences
with top stot from the Lim and Bnab libraries (respectively in green and red), have also top samplif , which indicate a significant
contribution from amplification biases. B. The ratio stot/samplif represents the contribution to enrichment of binding alone.
The two selective pressures, binding and amplification, appear here to be orthogonal.
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A selection against DNA1
<latexit sha1_base64="Uatiq+Gml3dYmzAGVHiC6dWk3a4=">AAAC43icjVHLSsNAFD2N73fVpSDBIrgqiQq6rOjClSjYWrAik3Gsg3kxmQildOfOnbj1B9zqv4h/oH/hnTEFH4hOSHLm3HvOzL03SEOZac97KTkDg0PDI6Nj4xOTU9Mz5dm5Rpbkios6T8JENQOWiVDGoq6lDkUzVYJFQSiOgsttEz+6EiqTSXyoO6k4iVg7lueSM03UaXmx21KRS3rBDdFyWZvJONMtd2dvy++dlite1bPL/Qn8AlRQrP2k/IwWzpCAI0cEgRiacAiGjJ5j+PCQEneCLnGKkLRxgR7GSZtTlqAMRuwlfdu0Oy7YmPbGM7NqTqeE9CpSulgmTUJ5irA5zbXx3Dob9jfvrvU0d+vQPyi8ImI1Loj9S9fP/K/O1KJxjk1bg6SaUsuY6njhktuumJu7n6rS5JASZ/AZxRVhbpX9PrtWk9naTW+Zjb/aTMOaPS9yc7yZW9KA/e/j/Akaq1V/rbp6sF6pecWoR7GAJazQPDdQwy72USfvazzgEU+OcG6cW+fuI9UpFZp5fFnO/TvnNZtG</latexit>

B Cselection against DNA10
<latexit sha1_base64="fPGwTrTcGscx0+kJRhppNxJBRS4=">AAAC5HicjVHLSsNAFD3Gd31VXbowWERXJamCLiu6cCUKtgpWZDJO62BeTCZCKS7duRO3/oBb/RbxD/QvvDNG8IHohCRnzr3nzNx7gzSUmfa85z6nf2BwaHhktDQ2PjE5VZ6eaWZJrrho8CRM1GHAMhHKWDS01KE4TJVgURCKg+B808QPLoTKZBLv624qjiPWiWVbcqaJOinP91oqckkvuCFaLuswGWe65W7tbPhLlyflilf17HJ/Ar8AFRRrNyk/oYVTJODIEUEghiYcgiGj5wg+PKTEHaNHnCIkbVzgEiXS5pQlKIMRe07fDu2OCjamvfHMrJrTKSG9ipQuFkmTUJ4ibE5zbTy3zob9zbtnPc3duvQPCq+IWI0zYv/SfWT+V2dq0Whj3dYgqabUMqY6Xrjktivm5u6nqjQ5pMQZfEpxRZhb5UefXavJbO2mt8zGX2ymYc2eF7k5Xs0tacD+93H+BM1a1V+p1vZWK3WvGPUI5rCAZZrnGurYxi4a5H2Fezzg0Wk7186Nc/ue6vQVmll8Wc7dG3Sjm3c=</latexit>

selection against beads
<latexit sha1_base64="PIJpjXtuM1ihqtUWovrM1UgAYTc=">AAAC5HicjVHLSgMxFD0d3/VVdenCwSK4KlMVdCm4calgbcGKZNK0BudFkhGkuHTnTtz6A271W8Q/0L/wJk5BLaIZZubk3HtOcu8Ns0hqEwSvJW9kdGx8YnKqPD0zOzdfWVg81mmuuGjwNEpVK2RaRDIRDSNNJFqZEiwOI9EML/ZsvHkplJZpcmSuMnEas14iu5IzQ9RZZaXfVrFPesEt0fZZj8lEm7YfCtbR12eValAL3PKHQb0AVRTrIK28oI0OUnDkiCGQwBCOwKDpOUEdATLiTtEnThGSLi5wjTJpc8oSlMGIvaBvj3YnBZvQ3npqp+Z0SkSvIqWPNdKklKcI29N8F8+ds2V/8+47T3u3K/qHhVdMrME5sX/pBpn/1dlaDLrYcTVIqilzjK2OFy6564q9uf+lKkMOGXEWdyiuCHOnHPTZdxrtare9ZS7+5jIta/e8yM3xbm9JA67/HOcwON6o1TdrG4db1d2gGPUklrGKdZrnNnaxjwM0yPsGj3jCs9f1br077/4z1SsVmiV8W97DB25FnEs=</latexit>
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<latexit sha1_base64="evoJF7tz60o/lt+acz0nnnUXMC0=">AAAC1nicjVHLSgMxFD0dX7W+qi7dDBbBVZmKoO4ENy4rWC20RWZirMF5kWQUKboTt/6AW/0k8Q/0L7yJKahFNMPMnJx7z0nuvVEeC6WD4LXkjY1PTE6Vpyszs3PzC9XFpSOVFZLxFsviTLajUPFYpLylhY55O5c8TKKYH0cXeyZ+fMmlEll6qK9z3kvCfirOBAs1USfVxUFXJj5PpWDnCU+1ujmp1oJ6YJc/ChoO1OBWM6u+oItTZGAokIAjhSYcI4Sip4MGAuTE9TAgThISNs5xgwppC8rilBESe0HfPu06jk1pbzyVVTM6JaZXktLHGmkyypOEzWm+jRfW2bC/eQ+sp7nbNf0j55UQq3FO7F+6YeZ/daYWjTNs2xoE1ZRbxlTHnEthu2Ju7n+pSpNDTpzBpxSXhJlVDvvsW42ytZvehjb+ZjMNa/bM5RZ4N7ekATd+jnMUHG3UG5v1nYPN2m7gRl3GClaxTvPcwi720USLvK/wiCc8e23v1rvz7j9TvZLTLOPb8h4+APQMlsM=</latexit>

Figure S12: Supplementary experiments with minimal libraries. A. Enrichments of top and random sequences from the three
libraries, Germ (in blue), Lim (in green) and Bnab (in red), against DNA1. This graph is identical to Fig. 1B. B. Results
from a replicate experiment using a different stock of beads, showing that the enrichments are reproduced except for the Bnab
sequences (in red), which have a systematically higher enrichment. C. Similar to A, but when selecting for binding to the
beads in absence of the DNA1 target. The top enrichments are from the Bnab sequences (in red), indicating that they bind
to the beads, a finding consistent with the discrepancy between A and B. Here, the differences in enrichments are also coming
from differences of enrichment during amplification (Fig. S11). Consistent with Fig. S11, the top Germ sequences (blue dots)
have in absence of the DNA1 target the worst enrichments.

selection against DNA1
<latexit sha1_base64="Uatiq+Gml3dYmzAGVHiC6dWk3a4=">AAAC43icjVHLSsNAFD2N73fVpSDBIrgqiQq6rOjClSjYWrAik3Gsg3kxmQildOfOnbj1B9zqv4h/oH/hnTEFH4hOSHLm3HvOzL03SEOZac97KTkDg0PDI6Nj4xOTU9Mz5dm5Rpbkios6T8JENQOWiVDGoq6lDkUzVYJFQSiOgsttEz+6EiqTSXyoO6k4iVg7lueSM03UaXmx21KRS3rBDdFyWZvJONMtd2dvy++dlite1bPL/Qn8AlRQrP2k/IwWzpCAI0cEgRiacAiGjJ5j+PCQEneCLnGKkLRxgR7GSZtTlqAMRuwlfdu0Oy7YmPbGM7NqTqeE9CpSulgmTUJ5irA5zbXx3Dob9jfvrvU0d+vQPyi8ImI1Loj9S9fP/K/O1KJxjk1bg6SaUsuY6njhktuumJu7n6rS5JASZ/AZxRVhbpX9PrtWk9naTW+Zjb/aTMOaPS9yc7yZW9KA/e/j/Akaq1V/rbp6sF6pecWoR7GAJazQPDdQwy72USfvazzgEU+OcG6cW+fuI9UpFZp5fFnO/TvnNZtG</latexit>

selection against DNA2
<latexit sha1_base64="BHL8feNbuIElxbuyzN/OHWS6krQ=">AAAC43icjVHLSgMxFD0d3/VVdSnIYBFclWkVdKnowpUoWFtoi2TSWIPzIpMRpLhz507c+gNu9V/EP9C/8CZOwQeiGWbm5Nx7TnLv9ZNAptrzXgrO0PDI6Nj4RHFyanpmtjQ3f5zGmeKizuMgVk2fpSKQkahrqQPRTJRgoR+Ihn++Y+KNC6FSGUdH+jIRnZD1InkqOdNEnZSW+m0VuqQX3BBtl/WYjFLddnf3t2tXJ6WyV/Hscn+Cag7KyNdBXHpGG13E4MgQQiCCJhyAIaWnhSo8JMR10CdOEZI2LnCFImkzyhKUwYg9p2+Pdq2cjWhvPFOr5nRKQK8ipYsV0sSUpwib01wbz6yzYX/z7ltPc7dL+vu5V0isxhmxf+kGmf/VmVo0TrFpa5BUU2IZUx3PXTLbFXNz91NVmhwS4gzuUlwR5lY56LNrNamt3fSW2firzTSs2fM8N8ObuSUNuPp9nD/Bca1SXavUDtfLW14+6nEsYhmrNM8NbGEPB6iT9zUe8IgnRzg3zq1z95HqFHLNAr4s5/4d6ZabRw==</latexit>

Germ
<latexit sha1_base64="gJdODTsuKoJFywqjuQNAQiBe0+Q=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgQndWsA9siyTTaQ3Ni8lEKLVu/QG3+lviH+hfeGdMQS2iE5KcOfeeM3PvdWPfS6RlveaMufmFxaX8cmFldW19o7i51UiiVDBeZ5EfiZbrJNz3Ql6XnvR5KxbcCVyfN93hiYo3b7lIvCi8lKOYdwNnEHp9jzmSqKtxRwTmKRfB5LpYssqWXuYssDNQQrZqUfEFHfQQgSFFAI4QkrAPBwk9bdiwEBPXxZg4QcjTcY4JCqRNKYtThkPskL4D2rUzNqS98ky0mtEpPr2ClCb2SBNRniCsTjN1PNXOiv3Ne6w91d1G9Hczr4BYiRti/9JNM/+rU7VI9HGsa/CoplgzqjqWuaS6K+rm5peqJDnExCnco7ggzLRy2mdTaxJdu+qto+NvOlOxas+y3BTv6pY0YPvnOGdBo1K2D8qVi8NS1cpGnccOdrFP8zxCFWeooU7eIR7xhGfj3EiNO+P+M9XIZZptfFvGwwfe6pMv</latexit>

Lim
<latexit sha1_base64="vo9vR9XXB+stoZY2xyNN7Ieo+bE=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLgxoVIBfuQtkiSTuvQvJhMhBK69Qfc6neJf6B/4Z0xBbWITkhy5tx7zsy91419nkjLei0YC4tLyyvF1dLa+sbmVnl7p5VEqfBY04v8SHRcJ2E+D1lTcumzTiyYE7g+a7vjMxVv3zOR8Ci8lpOY9QNnFPIh9xxJ1E3WE4F5wYPpbbliVS29zHlg56CCfDWi8gt6GCCChxQBGEJIwj4cJPR0YcNCTFwfGXGCENdxhilKpE0pi1GGQ+yYviPadXM2pL3yTLTao1N8egUpTRyQJqI8QVidZup4qp0V+5t3pj3V3Sb0d3OvgFiJO2L/0s0y/6tTtUgMcapr4FRTrBlVnZe7pLor6ubml6okOcTEKTyguCDsaeWsz6bWJLp21VtHx990pmLV3stzU7yrW9KA7Z/jnAetWtU+qtaujit1Kx91EXvYxyHN8wR1nKOBJnkHeMQTno1LQxqZMf1MNQq5ZhfflvHwAbxckrw=</latexit>

Bnab
<latexit sha1_base64="gDl7+MkGT/xppZgu12F3Cyi+cyw=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LLoxp0V7APbIsl0WkPzYjIRSq1bf8Ct/pb4B/oX3hlTUIvohCRnzr3nzNx73dj3EmlZrzljbn5hcSm/XFhZXVvfKG5uNZIoFYzXWeRHouU6Cfe9kNelJ33eigV3AtfnTXd4quLNWy4SLwov5Sjm3cAZhF7fY44k6mrcEYF5Ejru5LpYssqWXuYssDNQQrZqUfEFHfQQgSFFAI4QkrAPBwk9bdiwEBPXxZg4QcjTcY4JCqRNKYtThkPskL4D2rUzNqS98ky0mtEpPr2ClCb2SBNRniCsTjN1PNXOiv3Ne6w91d1G9Hczr4BYiRti/9JNM/+rU7VI9HGsa/CoplgzqjqWuaS6K+rm5peqJDnExCnco7ggzLRy2mdTaxJdu+qto+NvOlOxas+y3BTv6pY0YPvnOGdBo1K2D8qVi8NS1cpGnccOdrFP8zxCFWeooU7eIR7xhGfj3EiNO+P+M9XIZZptfFvGwwelxJMX</latexit>

random
<latexit sha1_base64="74kbQqQg88DNBB8EXUWSlWzxRYo=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVdIq6LLgxmUL9gG2SDKd1tC8mEyUUipu/QG3+lfiH+hfeGecglpEJyQ5c+49Z+be6yWBn0rHec1ZC4tLyyv51cLa+sbmVnF7p5XGmWC8yeIgFh3PTXngR7wpfRnwTiK4G3oBb3ujMxVv33CR+nF0IccJ74XuMPIHPnMlUd1JV4S2cKN+HE6viiWn7Ohlz4OKASWYVY+LL+iijxgMGUJwRJCEA7hI6blEBQ4S4nqYECcI+TrOMUWBtBllccpwiR3Rd0i7S8NGtFeeqVYzOiWgV5DSxgFpYsoThNVpto5n2lmxv3lPtKe625j+nvEKiZW4JvYv3SzzvzpVi8QAp7oGn2pKNKOqY8Yl011RN7e/VCXJISFO4T7FBWGmlbM+21qT6tpVb10df9OZilV7ZnIzvKtb0oArP8c5D1rVcuWoXG0cl2qOGXUee9jHIc3zBDWco44meSd4xBOerYZ1a91Z95+pVs5odvFtWQ8fe82UOQ==</latexit>

top DNA 1
<latexit sha1_base64="Tb86M0jRbwMSSeW7ilDdZxMAfOA=">AAAC1nicjVHLSsNAFD2Nr1pfrS7dBIvgqiRV0GVFF66kgn1AW0qSTmtoXkwmSil1J279Abf6SeIf6F94Z0xBLaITkpw5954zc++1I8+NhWG8ZrS5+YXFpexybmV1bX0jX9isx2HCHVZzQi/kTduKmecGrCZc4bFmxJnl2x5r2MMTGW9cMx67YXApRhHr+NYgcPuuYwmiuvnCuM19XYRRWz89P27r5qSbLxolQy19FpgpKCJd1TD/gjZ6COEggQ+GAIKwBwsxPS2YMBAR18GYOE7IVXGGCXKkTSiLUYZF7JC+A9q1UjagvfSMldqhUzx6OSl17JImpDxOWJ6mq3iinCX7m/dYecq7jehvp14+sQJXxP6lm2b+VydrEejjSNXgUk2RYmR1TuqSqK7Im+tfqhLkEBEncY/inLCjlNM+60oTq9plby0Vf1OZkpV7J81N8C5vSQM2f45zFtTLJXO/VL44KFaMdNRZbGMHezTPQ1Rwhipq5H2DRzzhWWtqt9qddv+ZqmVSzRa+Le3hA8wqlWo=</latexit>

DNA1
<latexit sha1_base64="qInbGTPhTFfCQhblkaGFNh0MoRo=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkXoqiRV0KWiC1dawT7QFknSaQ3Ni8lEkFq3/oBb/S3xD/QvvDNOQS2iE5KcOfeeM3PvdZPAT4VlveaMqemZ2bn8fGFhcWl5pbi61kjjjHus7sVBzFuuk7LAj1hd+CJgrYQzJ3QD1nQHhzLevGE89ePoXNwmrBM6/cjv+Z4jiLoYtnloHp0c2KOrYsmqWGqZk8DWoAS9anHxBW10EcNDhhAMEQThAA5Sei5hw0JCXAdD4jghX8UZRiiQNqMsRhkOsQP69ml3qdmI9tIzVWqPTgno5aQ0sUWamPI4YXmaqeKZcpbsb95D5Snvdkt/V3uFxApcE/uXbpz5X52sRaCHPVWDTzUlipHVedolU12RNze/VCXIISFO4i7FOWFPKcd9NpUmVbXL3joq/qYyJSv3ns7N8C5vSQO2f45zEjSqFXu7Uj3bKe2X9ajz2MAmyjTPXezjGDXUyTvCI57wbJwamXFn3H+mGjmtWce3ZTx8AJrkkqA=</latexit>

DNA2
<latexit sha1_base64="/VtuAmutCiWq/ikEyOBTVkshWQU=">AAACzXicjVHLSsNAFD2Nr1pfVZdugkXoqqRV0GVFF660gn2gLZJMpzU0LyYTodS69Qfc6m+Jf6B/4Z0xBbWITkhy5tx7zsy914k8N5aW9ZoxZmbn5heyi7ml5ZXVtfz6RiMOE8F4nYVeKFqOHXPPDXhdutLjrUhw23c83nQGRyrevOUidsPgQg4j3vHtfuD2XGZLoi5HbeGbx6eHlfF1vmCVLL3MaVBOQQHpqoX5F7TRRQiGBD44AkjCHmzE9FyhDAsRcR2MiBOEXB3nGCNH2oSyOGXYxA7o26fdVcoGtFeesVYzOsWjV5DSxA5pQsoThNVppo4n2lmxv3mPtKe625D+TurlEytxQ+xfuknmf3WqFokeDnQNLtUUaUZVx1KXRHdF3dz8UpUkh4g4hbsUF4SZVk76bGpNrGtXvbV1/E1nKlbtWZqb4F3dkgZc/jnOadColMq7pcr5XqFaTEedxRa2UaR57qOKE9RQJ+8Aj3jCs3FmJMadcf+ZamRSzSa+LePhA51FkqE=</latexit>

top DNA 1
<latexit sha1_base64="Tb86M0jRbwMSSeW7ilDdZxMAfOA=">AAAC1nicjVHLSsNAFD2Nr1pfrS7dBIvgqiRV0GVFF66kgn1AW0qSTmtoXkwmSil1J279Abf6SeIf6F94Z0xBLaITkpw5954zc++1I8+NhWG8ZrS5+YXFpexybmV1bX0jX9isx2HCHVZzQi/kTduKmecGrCZc4bFmxJnl2x5r2MMTGW9cMx67YXApRhHr+NYgcPuuYwmiuvnCuM19XYRRWz89P27r5qSbLxolQy19FpgpKCJd1TD/gjZ6COEggQ+GAIKwBwsxPS2YMBAR18GYOE7IVXGGCXKkTSiLUYZF7JC+A9q1UjagvfSMldqhUzx6OSl17JImpDxOWJ6mq3iinCX7m/dYecq7jehvp14+sQJXxP6lm2b+VydrEejjSNXgUk2RYmR1TuqSqK7Im+tfqhLkEBEncY/inLCjlNM+60oTq9plby0Vf1OZkpV7J81N8C5vSQM2f45zFtTLJXO/VL44KFaMdNRZbGMHezTPQ1Rwhipq5H2DRzzhWWtqt9qddv+ZqmVSzRa+Le3hA8wqlWo=</latexit>
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<latexit sha1_base64="evoJF7tz60o/lt+acz0nnnUXMC0=">AAAC1nicjVHLSgMxFD0dX7W+qi7dDBbBVZmKoO4ENy4rWC20RWZirMF5kWQUKboTt/6AW/0k8Q/0L7yJKahFNMPMnJx7z0nuvVEeC6WD4LXkjY1PTE6Vpyszs3PzC9XFpSOVFZLxFsviTLajUPFYpLylhY55O5c8TKKYH0cXeyZ+fMmlEll6qK9z3kvCfirOBAs1USfVxUFXJj5PpWDnCU+1ujmp1oJ6YJc/ChoO1OBWM6u+oItTZGAokIAjhSYcI4Sip4MGAuTE9TAgThISNs5xgwppC8rilBESe0HfPu06jk1pbzyVVTM6JaZXktLHGmkyypOEzWm+jRfW2bC/eQ+sp7nbNf0j55UQq3FO7F+6YeZ/daYWjTNs2xoE1ZRbxlTHnEthu2Ju7n+pSpNDTpzBpxSXhJlVDvvsW42ytZvehjb+ZjMNa/bM5RZ4N7ekATd+jnMUHG3UG5v1nYPN2m7gRl3GClaxTvPcwi720USLvK/wiCc8e23v1rvz7j9TvZLTLOPb8h4+APQMlsM=</latexit> en
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m
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ts

<latexit sha1_base64="evoJF7tz60o/lt+acz0nnnUXMC0=">AAAC1nicjVHLSgMxFD0dX7W+qi7dDBbBVZmKoO4ENy4rWC20RWZirMF5kWQUKboTt/6AW/0k8Q/0L7yJKahFNMPMnJx7z0nuvVEeC6WD4LXkjY1PTE6Vpyszs3PzC9XFpSOVFZLxFsviTLajUPFYpLylhY55O5c8TKKYH0cXeyZ+fMmlEll6qK9z3kvCfirOBAs1USfVxUFXJj5PpWDnCU+1ujmp1oJ6YJc/ChoO1OBWM6u+oItTZGAokIAjhSYcI4Sip4MGAuTE9TAgThISNs5xgwppC8rilBESe0HfPu06jk1pbzyVVTM6JaZXktLHGmkyypOEzWm+jRfW2bC/eQ+sp7nbNf0j55UQq3FO7F+6YeZ/daYWjTNs2xoE1ZRbxlTHnEthu2Ju7n+pSpNDTpzBpxSXhJlVDvvsW42ytZvehjb+ZjMNa/bM5RZ4N7ekATd+jnMUHG3UG5v1nYPN2m7gRl3GClaxTvPcwi720USLvK/wiCc8e23v1rvz7j9TvZLTLOPb8h4+APQMlsM=</latexit>
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<latexit sha1_base64="evoJF7tz60o/lt+acz0nnnUXMC0=">AAAC1nicjVHLSgMxFD0dX7W+qi7dDBbBVZmKoO4ENy4rWC20RWZirMF5kWQUKboTt/6AW/0k8Q/0L7yJKahFNMPMnJx7z0nuvVEeC6WD4LXkjY1PTE6Vpyszs3PzC9XFpSOVFZLxFsviTLajUPFYpLylhY55O5c8TKKYH0cXeyZ+fMmlEll6qK9z3kvCfirOBAs1USfVxUFXJj5PpWDnCU+1ujmp1oJ6YJc/ChoO1OBWM6u+oItTZGAokIAjhSYcI4Sip4MGAuTE9TAgThISNs5xgwppC8rilBESe0HfPu06jk1pbzyVVTM6JaZXktLHGmkyypOEzWm+jRfW2bC/eQ+sp7nbNf0j55UQq3FO7F+6YeZ/daYWjTNs2xoE1ZRbxlTHnEthu2Ju7n+pSpNDTpzBpxSXhJlVDvvsW42ytZvehjb+ZjMNa/bM5RZ4N7ekATd+jnMUHG3UG5v1nYPN2m7gRl3GClaxTvPcwi720USLvK/wiCc8e23v1rvz7j9TvZLTLOPb8h4+APQMlsM=</latexit> en
ri
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ts

<latexit sha1_base64="evoJF7tz60o/lt+acz0nnnUXMC0=">AAAC1nicjVHLSgMxFD0dX7W+qi7dDBbBVZmKoO4ENy4rWC20RWZirMF5kWQUKboTt/6AW/0k8Q/0L7yJKahFNMPMnJx7z0nuvVEeC6WD4LXkjY1PTE6Vpyszs3PzC9XFpSOVFZLxFsviTLajUPFYpLylhY55O5c8TKKYH0cXeyZ+fMmlEll6qK9z3kvCfirOBAs1USfVxUFXJj5PpWDnCU+1ujmp1oJ6YJc/ChoO1OBWM6u+oItTZGAokIAjhSYcI4Sip4MGAuTE9TAgThISNs5xgwppC8rilBESe0HfPu06jk1pbzyVVTM6JaZXktLHGmkyypOEzWm+jRfW2bC/eQ+sp7nbNf0j55UQq3FO7F+6YeZ/daYWjTNs2xoE1ZRbxlTHnEthu2Ju7n+pSpNDTpzBpxSXhJlVDvvsW42ytZvehjb+ZjMNa/bM5RZ4N7ekATd+jnMUHG3UG5v1nYPN2m7gRl3GClaxTvPcwi720USLvK/wiCc8e23v1rvz7j9TvZLTLOPb8h4+APQMlsM=</latexit>

Figure S13: Cross selections with minimal libraries consisting of mixtures of top sequences against the DNA1 target (full circles)
and top sequences against the DNA2 target (full crosses). A,C. Selection against the DNA1 target (same as Fig. 1B). B,D.
Selection against the DNA2 target. The results confirm that some sequences from the Germ and Lim libraries bind specifically
to the DNA1 target (blue dots and one of the green dots) and some sequences from the Germ library to the DNA2 target (blue
crosses).
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� (model)
<latexit sha1_base64="nfwFOh9qc4mijg63nBsMbcV1lQQ=">AAAC2nicjVHLSsNAFD3GV31HxZWbYBHqpiRV0GXBjcsKtgqmlCQd69C8mEyEErpxJ279Abf6QeIf6F94Z4zgA9EJSc6ce8+Zuff6acgzadvPE8bk1PTMbGVufmFxaXnFXF3rZEkuAtYOkjARZ76XsZDHrC25DNlZKpgX+SE79YeHKn56xUTGk/hEjlLWjbxBzC944EmieuaGm/FB5LlW4YrIqkVJn4U7455Zteu2XtZP4JSginK1EvMJLvpIECBHBIYYknAIDxk953BgIyWui4I4QYjrOMMY86TNKYtRhkfskL4D2p2XbEx75ZlpdUCnhPQKUlrYJk1CeYKwOs3S8Vw7K/Y370J7qruN6O+XXhGxEpfE/qX7yPyvTtUicYEDXQOnmlLNqOqC0iXXXVE3tz5VJckhJU7hPsUF4UArP/psaU2ma1e99XT8RWcqVu2DMjfHq7olDdj5Ps6foNOoO7v1xvFetdkoR13BJrZQo3nuo4kjtNAm7wL3eMCj4RrXxo1x+55qTJSadXxZxt0bOE+XkA==</latexit>

�̂
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fe

rr
ed

)
<latexit sha1_base64="c/ZaLpVts00zG39koAVXRrltj5c=">AAAC4XicjVHLSsNAFD3GV31XXeoiWATdlLQKuiy4cVnBVsGITKbTOpgXk4kgxY07d+LWH3CrPyP+gf6Fd8YU1CI6IcmZc+85M/feIA1lpj3vdcQZHRufmCxNTc/Mzs0vlBeX2lmSKy5aPAkTdRywTIQyFi0tdSiOUyVYFITiKLjYM/GjS6EymcSH+ioVpxHrxbIrOdNEnZVX/XOm/Uz2Iua7fV9F7oaMu0Ip0dm8PitXvKpnlzsMagWooFjNpPwCHx0k4MgRQSCGJhyCIaPnBDV4SIk7RZ84RUjauMA1pkmbU5agDEbsBX17tDsp2Jj2xjOzak6nhPQqUrpYJ01CeYqwOc218dw6G/Y37771NHe7on9QeEXEapwT+5dukPlfnalFo4tdW4OkmlLLmOp44ZLbrpibu1+q0uSQEmdwh+KKMLfKQZ9dq8ls7aa3zMbfbKZhzZ4XuTnezS1pwLWf4xwG7Xq1tlWtH2xXGvVi1CWsYA0bNM8dNLCPJlrkfYNHPOHZ4c6tc+fcf6Y6I4VmGd+W8/ABQwaarQ==</latexit>̂
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fe

rr
ed

)
<latexit sha1_base64="jWydCNLFbyRav1aRHQ2soIj9oCE=">AAAC4XicjVHLSsNAFD3GV31XXeoiWATdlLQKuiy4cVnBVqGRMplOdWheTCaCFDfu3Ilbf8Ct/oz4B/oX3hkj+EB0QpIz595zZu69QRrKTHve84gzOjY+MVmamp6ZnZtfKC8utbMkV1y0eBIm6jhgmQhlLFpa6lAcp0qwKAjFUTDYM/Gjc6EymcSH+iIVJxE7jWVfcqaJ6pZX/TOm/QFLU+a7Q19F7oaM+0Ip0du87JYrXtWzy/0JagWooFjNpPwEHz0k4MgRQSCGJhyCIaOngxo8pMSdYEicIiRtXOAS06TNKUtQBiN2QN9T2nUKNqa98cysmtMpIb2KlC7WSZNQniJsTnNtPLfOhv3Ne2g9zd0u6B8UXhGxGmfE/qX7yPyvztSi0ceurUFSTallTHW8cMltV8zN3U9VaXJIiTO4R3FFmFvlR59dq8ls7aa3zMZfbKZhzZ4XuTlezS1pwLXv4/wJ2vVqbataP9iuNOrFqEtYwRo2aJ47aGAfTbTI+wr3eMCjw51r58a5fU91RgrNMr4s5+4NORuaqQ==</latexit>

Truncation
<latexit sha1_base64="ZuC3bpSN4c8FRZ7870bBlDJLDUw=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVdIq6LLgxmWFvsCWkqTTGpoXk0mhlO7ErT/gVn9J/AP9C+9Mp6AW0QlJzpx7z5m597pJ4KfCtt9yxsrq2vpGfrOwtb2zu2fuHzTTOOMea3hxEPO266Qs8CPWEL4IWDvhzAndgLXc0ZWMt8aMp34c1cUkYd3QGUb+wPccQVTPNKcdHlp1nkVzZtYzi3bJVstaBmUNitCrFpuv6KCPGB4yhGCIIAgHcJDSc4sybCTEdTEljhPyVZxhhgJpM8pilOEQO6LvkHa3mo1oLz1TpfbolIBeTkoLJ6SJKY8TlqdZKp4pZ8n+5j1VnvJuE/q72iskVuCO2L90i8z/6mQtAgNcqhp8qilRjKzO0y6Z6oq8ufWlKkEOCXES9ynOCXtKueizpTSpql321lHxd5UpWbn3dG6GD3lLGnD55ziXQbNSKp+VKjfnxWpFjzqPIxzjlOZ5gSquUUODvMd4wjNejJYxM+6Nh3mqkdOaQ3xbxuMnpeiWOg==</latexit>

 (model)
<latexit sha1_base64="2zy5raNLuD4TScVKjBTi891U1lM=">AAAC2nicjVHLSsNAFD3GV31HxZWbYBHqpiRV0GXBjcsKtgqmlEk61tC8mEyEErpxJ279Abf6QeIf6F94Z4zgA9EJSc6ce8+Zufd6aRhk0rafJ4zJqemZ2crc/MLi0vKKubrWyZJc+LztJ2EizjyW8TCIeVsGMuRnqeAs8kJ+6g0PVfz0iossSOITOUp5N2KDOLgIfCaJ6pkb7pClKXOtwhWRVYuSPg93xj2zatdtvayfwClBFeVqJeYTXPSRwEeOCBwxJOEQDBk953BgIyWui4I4QSjQcY4x5kmbUxanDEbskL4D2p2XbEx75ZlptU+nhPQKUlrYJk1CeYKwOs3S8Vw7K/Y370J7qruN6O+VXhGxEpfE/qX7yPyvTtUicYEDXUNANaWaUdX5pUuuu6Jubn2qSpJDSpzCfYoLwr5WfvTZ0ppM1656y3T8RWcqVu39MjfHq7olDdj5Ps6foNOoO7v1xvFetdkoR13BJrZQo3nuo4kjtNAm7wL3eMCj4RrXxo1x+55qTJSadXxZxt0bLnCXjA==</latexit>

A B

Figure S14: Relation between the parameter σ from log-normal fits and the parameter κN from generalized Pareto fits from
numerical simulations. A. N = 104 values were drawn from a log-normal distribution with parameters µ = 0 and varying
σ (x-axis). The largest 25, 50, 75, 100 % of these values (i.e., 75, 50, 25, 0 % truncation) were fitted to a Pareto model with
parameters κ and τ . The plot shows the estimation κ̂ as a function of σ. Averages and standard deviations are taken over 25
independent realizations of the numerical experiment. It shows that limited sampling may cause a κ̂ < 0 to be inferred from
values drawn from a log-normal distribution when σ is small, here σ < 0.5. B. Inverse simulation: A truncated log-normal
model is fitted to the largest 25, 50, 75, 100 % among 500 values (i.e., 75, 50, 25, 0 % truncation) drawn from a Pareto model
with parameters τ = 0.115, s∗ = 0.001 and varying κ (x-axis).

Germ DNA1 (mix 24)
<latexit sha1_base64="OWFW4VZOlYYca7DXIbNIuA2mMLM=">AAAC4HicjVHLSsNAFD3GV31XXboZLIJuSlILuqwo6EoUrC0YkSSOOpgXk4lYShfu3Ilbf8Ctfo34B/oX3hkj+EB0QpIz595zZu69fhqKTNn2c5/VPzA4NFwaGR0bn5icKk/P7GdJLgPeDJIwkW3fy3goYt5UQoW8nUruRX7IW/75uo63LrjMRBLvqU7KDyPvNBYnIvAUUUflua4rI7bJZeSyje01x2WLkbh0Wa2+1DsqV+yqbRb7CZwCVFCsnaT8BBfHSBAgRwSOGIpwCA8ZPQdwYCMl7hBd4iQhYeIcPYySNqcsThkesef0PaXdQcHGtNeemVEHdEpIryQlwwJpEsqThPVpzMRz46zZ37y7xlPfrUN/v/CKiFU4I/Yv3Ufmf3W6FoUTrJoaBNWUGkZXFxQuuemKvjn7VJUih5Q4jY8pLgkHRvnRZ2Y0mald99Yz8ReTqVm9D4rcHK/6ljRg5/s4f4L9WtVZrtZ265VGrRh1CXOYxyLNcwUNbGEHTfK+wj0e8Gj51rV1Y92+p1p9hWYWX5Z19wYDoJiJ</latexit>

Chicken1 DNA1 (mix 21)
<latexit sha1_base64="bNw3FBn4FDESbHV1kOvJ14QxbNI=">AAAC5HicjVHLSgMxFD0dX/VddenCwSLopsxUQZeVunAlFWwVrMhMTDV0XmQyohSX7tyJW3/ArX6L+Af6F97EKfhANMMkJ+fec5Kb6yeBSJXjvBSsgcGh4ZHi6Nj4xOTUdGlmtpXGmWS8yeIglge+l/JARLyphAr4QSK5F/oB3/e7dR3fP+cyFXG0py4TfhR6p5HoCOYpoo5LC722DO36mWBdHrlte2tnk+blUFy07aq7cnVcKjsVxwz7J3BzUEY+GnHpGW2cIAZDhhAcERThAB5S+g7hwkFC3BF6xElCwsQ5rjBG2oyyOGV4xHZpPqXdYc5GtNeeqVEzOiWgX5LSxhJpYsqThPVptolnxlmzv3n3jKe+2yWtfu4VEqtwRuxfun7mf3W6FoUONkwNgmpKDKOrY7lLZl5F39z+VJUih4Q4jU8oLgkzo+y/s200qaldv61n4q8mU7N6z/LcDG/6ltRg93s7f4JWteKuVqq7a+VaNW91EfNYxDL1cx01bKOBJnlf4wGPeLI61o11a919pFqFXDOHL8O6fwf1I5oJ</latexit>

Frog3 DNA1
<latexit sha1_base64="ECBHnWoKAnC/mnE2Px/7zxRBrjk=">AAAC1nicjVHLSsNAFD2N7/qKunQTLIKrklRBlxVFXImC1UJbJBnHOpgXk4kiRXfi1h9wq58k/oH+hXfGFNQiOiHJmXPvOTP33iANRaZc97VkDQ2PjI6NT5Qnp6ZnZu25+aMsySXjDZaEiWwGfsZDEfOGEirkzVRyPwpCfhxcbOn48SWXmUjiQ3Wd8k7kd2NxJpiviDqx53ptGTk7Mumutp3tvU3v5sSuuFXXLGcQeAWooFj7if2CNk6RgCFHBI4YinAIHxk9LXhwkRLXQY84SUiYOMcNyqTNKYtThk/sBX27tGsVbEx77ZkZNaNTQnolKR0skyahPElYn+aYeG6cNfubd8946rtd0z8ovCJiFc6J/UvXz/yvTteicIYNU4OgmlLD6OpY4ZKbruibO1+qUuSQEqfxKcUlYWaU/T47RpOZ2nVvfRN/M5ma1XtW5OZ417ekAXs/xzkIjmpVb7VaO1ir1GvFqMexiCWs0DzXUccu9tEg7ys84gnPVtO6te6s+89Uq1RoFvBtWQ8fqkqVXg==</latexit>

Frog3 PVP
<latexit sha1_base64="YFzbEAMglYMTBWqXXqGFSJQ1eL8=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwVZJW0GVBEJcR7ANsKUk6raF5MZkUSulO3PoDbvWXxD/Qv/DOmIJaRCckOXPuPWfm3usmgZ8K03wtaEvLK6trxfXSxubW9o6+u9dM44x7rOHFQczbrpOywI9YQ/giYO2EMyd0A9ZyR+cy3hoznvpxdC0mCeuGzjDyB77nCKJ6uj7t8NC44PGw1jHspj3r6WWzYqplLAIrB2Xky471F3TQRwwPGUIwRBCEAzhI6bmBBRMJcV1MieOEfBVnmKFE2oyyGGU4xI7oO6TdTc5GtJeeqVJ7dEpALyelgSPSxJTHCcvTDBXPlLNkf/OeKk95twn93dwrJFbglti/dPPM/+pkLQIDnKkafKopUYyszstdMtUVeXPjS1WCHBLiJO5TnBP2lHLeZ0NpUlW77K2j4m8qU7Jy7+W5Gd7lLWnA1s9xLoJmtWLVKtWrk3K9mo+6iAMc4pjmeYo6LmGjQd5jPOIJz1pLm2l32v1nqlbINfv4trSHD145lUY=</latexit>

NurseShark1 PVP (mix 21)
<latexit sha1_base64="MWgqfPK9jgkaED6iNq1NZ/w7R3Y=">AAAC5nicjVHLSsNAFD3GV31XXboZLYJuSlIFXQpuXElFWwuNSBJHOzQvJhNRStfu3Ilbf8Ctfor4B/oX3hkj+EB0QpIz595zZu69fhqKTNn284A1ODQ8MloaG5+YnJqeKc/ONbMklwFvBEmYyJbvZTwUMW8ooULeSiX3Ij/kh353W8cPz7nMRBIfqMuUH0XeWSxOReApoo7Liz1XRmw3lxnf73iy67is3qy7bCUSFy6rOav943LFrtpmsZ/AKUAFxaon5Se4OEGCADkicMRQhEN4yOhpw4GNlLgj9IiThISJc/QxTtqcsjhleMR26XtGu3bBxrTXnplRB3RKSK8kJcMyaRLKk4T1aczEc+Os2d+8e8ZT3+2S/n7hFRGr0CH2L91H5n91uhaFU2yaGgTVlBpGVxcULrnpir45+1SVIoeUOI1PKC4JB0b50WdmNJmpXffWM/EXk6lZvQ+K3Byv+pY0YOf7OH+CZq3qrFVre+uVrVox6hIWsIQVmucGtrCDOhrkfYV7PODR6ljX1o11+55qDRSaeXxZ1t0bYZ2bYA==</latexit>

Germ DNA1 (mix 3)
<latexit sha1_base64="JsoRAeQqxN297Wqei27pnKvcLvs=">AAAC33icjVHLSsNAFD3Gd31V3elmsAh1U5Iq6FJR0JVUsCqYUpI46mBeTCaiFMGdO3HrD7jVvxH/QP/CO2MEtYhOSHLm3HvOzL3XT0ORKdt+6bF6+/oHBoeGSyOjY+MT5cmpvSzJZcCbQRIm8sD3Mh6KmDeVUCE/SCX3Ij/k+/7Zuo7vn3OZiSTeVZcpb0XeSSyOReApotrlmY4rI7bJZeSyje01x2XVSFy4bHHhql2u2DXbLNYNnAJUUKxGUn6GiyMkCJAjAkcMRTiEh4yeQziwkRLXQoc4SUiYOMcVSqTNKYtThkfsGX1PaHdYsDHttWdm1AGdEtIrSckwT5qE8iRhfRoz8dw4a/Y3747x1He7pL9feEXEKpwS+5fuM/O/Ol2LwjFWTA2CakoNo6sLCpfcdEXfnH2pSpFDSpzGRxSXhAOj/OwzM5rM1K5765n4q8nUrN4HRW6ON31LGrDzc5zdYK9ecxZr9Z2lymq9GPUQZjGHKs1zGavYQgNN8r7GAx7xZHnWjXVr3X2kWj2FZhrflnX/Dlx5mEw=</latexit>

A B C

D E F

Figure S15: Definition of the threshold s∗ above which enrichments s are considered for the experimental results reported here
(A) and in Ref. [3] (B-F). As in Figure S3, the definition is based on a comparison between counts at the 2nd and 3rd cycles.
The horizontal and vertical lines correspond to the criteria n2(x) ≥ 10 and n3(x) ≥ 10. The plain oblique line corresponds to
the definition of s∗ in this work. In the case of the selection of the Frog3 library against the DNA1 target, it differs from the
value of s∗ used in our previous work [3] (dotted oblique line) which failed to discard many enrichments coming from unspecific
binding. In the case of the selection of the Frog3 library against the PVP target, all measured enrichments may be attributed
to unspecific binding and we are therefore not including the inferred values of σ and κ in Fig. 4.
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Figure S16: Assessments of the qualities of the fits of the enrichments to generalized Pareto distributions (cyan) and to log-
normal distributions (black) for selections of the Germ library. The different graphs correspond to selections against different
targets. For the protein targets prot1 and prot2, results from two replicate experiments are presented. All enrichments are
computed by comparing the frequencies at the 2nd and 3rd cycle. The graphs on the right show the P-P and Q-Q (inset) plots
for each fit. Perfect fits would correspond to the red dotted lines.
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Figure S17: Same as Fig. S16 but for the Lim library instead of the Germ library.
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Figure S18: Same as Fig. S16 but for the Bnab library instead of the Germ library.
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Figure S19: Same as Fig. S16 for the Germ library selected in isolation rather in a mixture with the two other libraries.

10−1 100 101 102

enrichment s

10−4

10−2

100

d
en

si
ty
P

(s
)

Germ DNA1 (Mix3)

0.0 0.5 1.0
model

0.0

0.5

1.0

d
at

a

0.0 0.5 1.0
model

0.0

0.5

1.0

d
at

a

10−1 100 101 102

enrichment s

10−2

100

d
en

si
ty
P

(s
)

Germ prot1 replica 2 (Mix3)

0.0 0.5 1.0
model

0.0

0.5

1.0

d
at

a

0.0 0.5 1.0
model

0.0

0.5

1.0

d
at

a

10−1 100 101 102

enrichment s

10−3

10−2

10−1

100

d
en

si
ty
P

(s
)

Germ prot2 replica 1 (Mix3)

0.0 0.5 1.0
model

0.0

0.5

1.0

d
at

a

0.0 0.5 1.0
model

0.0

0.5

1.0

d
at

a

model

d
at

a

model

d
at

a

model

d
at

a

model

d
at

a

model

d
at

a

model

d
at

a

Figure S20: Same as Fig. S16 but for enrichments computed from a comparison between the 3rd and 4th cycle instead of the
2nd and 3rd cycle.
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Figure S21: Same as Fig. S20 (enrichments computed from a comparison between the 3rd and 4th cycle) but for the Bnab
library instead of the Germ library.
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Figure S22: Same as Fig. S20 but for the experimental results reported in Ref. [3].
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<latexit sha1_base64="pAqZazR3yPhVkNzTBfTXQ9NHxqY=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBItQF5akCnZZcOOygn1gW0uSTmtomoRkIi2l4E7c+gNu9YvEP9C/8M6YglpEJyQ5c+49Z+beawWuE3Fdf00pC4tLyyvp1cza+sbmlrq9U4v8OLRZ1fZdP2xYZsRcx2NV7nCXNYKQmUPLZXVrcCri9RsWRo7vXfBxwNpDs+85Pcc2OVEdNRt1jKuJ0eJsxCeH0+I0PzroqDm9oMulzQMjATkkq+KrL2ihCx82YgzB4IETdmEioqcJAzoC4tqYEBcScmScYYoMaWPKYpRhEjugb592zYT1aC88I6m26RSX3pCUGvZJ41NeSFicpsl4LJ0F+5v3RHqKu43pbyVeQ2I5ron9SzfL/K9O1MLRQ0nW4FBNgWREdXbiEsuuiJtrX6ri5BAQJ3CX4iFhWypnfdakJpK1i96aMv4mMwUr9naSG+Nd3JIGbPwc5zyoFQvGUaF4fpwrl5JRp7GLPeRpnico4wwVVMl7jEc84Vm5VG6VO+X+M1VJJZosvi3l4QPqRJav</latexit>

s2
-3

1
(x

)
<latexit sha1_base64="fF52hbmOGPJAJ5X+uVJp9Iyk6eU=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBItQF5akFeyy4MZlBfvAtpYkndbQNAnJRFpKwZ249Qfc6heJf6B/4Z0xglpEJyQ5c+49Z+beawWuE3Fdf0kpC4tLyyvp1cza+sbmlrq9U4/8OLRZzfZdP2xaZsRcx2M17nCXNYOQmSPLZQ1reCLijWsWRo7vnfNJwDojc+A5fcc2OVFdNRt1jctpsc3ZmE8PZ6VZfnzQVXN6QZdLmwdGAnJIVtVXn9FGDz5sxBiBwQMn7MJERE8LBnQExHUwJS4k5Mg4wwwZ0saUxSjDJHZI3wHtWgnr0V54RlJt0ykuvSEpNeyTxqe8kLA4TZPxWDoL9jfvqfQUd5vQ30q8RsRyXBH7l+4z8786UQtHH2VZg0M1BZIR1dmJSyy7Im6ufamKk0NAnMA9ioeEban87LMmNZGsXfTWlPFXmSlYsbeT3Bhv4pY0YOPnOOdBvVgwSoXi2VGuUk5GncYu9pCneR6jglNUUSPvCR7wiCflQrlRbpW7j1QllWiy+LaU+3fvFZax</latexit>

s2
-3

0
(x

)
<latexit sha1_base64="HxES5D8bcj5z37cM1SMZbpDb7s8=">AAAC2HicjVHLSsNAFD2Nr1pf1S7dBItQF5akFeyy4MZlBfvAtpYkndbQvEgm0lIK7sStP+BWv0j8A/0L74wR1CI6IcmZc+85M/deM3DsiGvaS0pZWFxaXkmvZtbWNza3sts7jciPQ4vVLd/xw5ZpRMyxPVbnNndYKwiZ4ZoOa5qjExFvXrMwsn3vnE8C1nWNoWcPbMvgRPWyuainXU5LHc7GfHo4K88K44NeNq8VNbnUeaAnII9k1fzsMzrow4eFGC4YPHDCDgxE9LShQ0NAXBdT4kJCtowzzJAhbUxZjDIMYkf0HdKunbAe7YVnJNUWneLQG5JSxT5pfMoLCYvTVBmPpbNgf/OeSk9xtwn9zcTLJZbjiti/dJ+Z/9WJWjgGqMgabKopkIyozkpcYtkVcXP1S1WcHALiBO5TPCRsSeVnn1WpiWTtoreGjL/KTMGKvZXkxngTt6QB6z/HOQ8apaJeLpbOjvLVSjLqNHaxhwLN8xhVnKKGOnlP8IBHPCkXyo1yq9x9pCqpRJPDt6XcvwPspZaw</latexit>

s2-3(x)
<latexit sha1_base64="+22FewV+20/chPgzvmQCLMDvCtA=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaSAiSxJ3LjERB4JIGnLgA2lbdqpQhrcGbf+gFv9JOMf6F94Z6yJSoxO0/bMufecmXuv6Tt2yHX9JaUsLC4tr6RXM2vrG5tbana7EXpRYLG65Tle0DKNkDm2y+rc5g5r+QEzxqbDmuboRMSbVywIbc8951OfdcfG0LUHtmVwonpqNryISx3OJjw+nJVn+clBT83pBV0ubR4UE5BDsmqe+owO+vBgIcIYDC44YQcGQnraKEKHT1wXMXEBIVvGGWbIkDaiLEYZBrEj+g5p105Yl/bCM5Rqi05x6A1IqWGfNB7lBYTFaZqMR9JZsL95x9JT3G1KfzPxGhPLcUnsX7rPzP/qRC0cA1RkDTbV5EtGVGclLpHsiri59qUqTg4+cQL3KR4QtqTys8+a1ISydtFbQ8ZfZaZgxd5KciO8iVvSgIs/xzkPGqVCsVwonR3lqpVk1GnsYg95mucxqjhFDXXyvsYDHvGktJQb5Va5+0hVUolmB9+Wcv8OQsGWDQ==</latexit>

n1(x)
<latexit sha1_base64="MmHJYL5q85ZJxkobqdM5aU8+sys=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkWom5KoYJcFN4KbCvYBtUqSTmtsmsTJRFqLK3/Arf6Y+Af6F94Zp6AW0QlJzpx7z5m597px4CfCsl4zxszs3PxCdjG3tLyyupZf36gnUco9VvOiIOJN10lY4IesJnwRsGbMmTNwA9Zw+0cy3rhlPPGj8EyMYtYeOL3Q7/qeI4iqhxd2cbh7mS9YJUstcxrYGhSgVzXKv+AcHUTwkGIAhhCCcAAHCT0t2LAQE9fGmDhOyFdxhnvkSJtSFqMMh9g+fXu0a2k2pL30TJTao1MCejkpTeyQJqI8TlieZqp4qpwl+5v3WHnKu43o72qvAbECV8T+pZtk/lcnaxHooqxq8KmmWDGyOk+7pKor8ubml6oEOcTESdyhOCfsKeWkz6bSJKp22VtHxd9UpmTl3tO5Kd7lLWnA9s9xToP6XsneL+2dHhQqZT3qLLawjSLN8xAVHKOKGnlf4xFPeDZOjBtjaNx9phoZrdnEt2U8fABEsZD3</latexit>

n2(x)
<latexit sha1_base64="zhyMvywWNK6lRGF2wU0OiNsgv38=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkWom5JUwS4LbgQ3FewDapUkndbRNInJRFqLK3/Arf6Y+Af6F94Zp6AW0QlJzpx7z5m597qRzxNhWa8ZY2Z2bn4hu5hbWl5ZXcuvbzSSMI09VvdCP4xbrpMwnwesLrjwWSuKmTNwfdZ0rw9lvHnL4oSHwakYRawzcPoB73HPEUQ1gvNycbh7kS9YJUstcxrYGhSgVy3Mv+AMXYTwkGIAhgCCsA8HCT1t2LAQEdfBmLiYEFdxhnvkSJtSFqMMh9hr+vZp19ZsQHvpmSi1R6f49MakNLFDmpDyYsLyNFPFU+Us2d+8x8pT3m1Ef1d7DYgVuCT2L90k8786WYtADxVVA6eaIsXI6jztkqquyJubX6oS5BARJ3GX4jFhTyknfTaVJlG1y946Kv6mMiUr957OTfEub0kDtn+Ocxo0yiV7r1Q+2S9UK3rUWWxhG0Wa5wGqOEINdfK+wiOe8GwcGzfG0Lj7TDUyWrOJb8t4+ABHFJD4</latexit>

n
3
(x

)
<latexit sha1_base64="YNu1unvdn7VoyUw873PWBGWtiOw=">AAACyXicjVHLTsJAFD3UF+ILdemmkZjghrRgIksSNyZuMJFHgmjaMuBIX7ZTAxJX/oBb/THjH+hfeGcsiUqMTtP2zLn3nJl7rx26PBaG8ZrR5uYXFpeyy7mV1bX1jfzmVjMOkshhDSdwg6htWzFzuc8agguXtcOIWZ7tspY9PJLx1i2LYh74Z2Icsq5nDXze544liGr6F5XiaP8yXzBKhlr6LDBTUEC66kH+BefoIYCDBB4YfAjCLizE9HRgwkBIXBcT4iJCXMUZ7pEjbUJZjDIsYof0HdCuk7I+7aVnrNQOneLSG5FSxx5pAsqLCMvTdBVPlLNkf/OeKE95tzH97dTLI1bgiti/dNPM/+pkLQJ9VFUNnGoKFSOrc1KXRHVF3lz/UpUgh5A4iXsUjwg7Sjnts640sapd9tZS8TeVKVm5d9LcBO/yljRg8+c4Z0GzXDIrpfLpQaFWTUedxQ52UaR5HqKGY9TRIO9rPOIJz9qJdqONtLvPVC2TarbxbWkPH0l3kPk=</latexit>

n
2
(x

)
<latexit sha1_base64="zhyMvywWNK6lRGF2wU0OiNsgv38=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkWom5JUwS4LbgQ3FewDapUkndbRNInJRFqLK3/Arf6Y+Af6F94Zp6AW0QlJzpx7z5m597qRzxNhWa8ZY2Z2bn4hu5hbWl5ZXcuvbzSSMI09VvdCP4xbrpMwnwesLrjwWSuKmTNwfdZ0rw9lvHnL4oSHwakYRawzcPoB73HPEUQ1gvNycbh7kS9YJUstcxrYGhSgVy3Mv+AMXYTwkGIAhgCCsA8HCT1t2LAQEdfBmLiYEFdxhnvkSJtSFqMMh9hr+vZp19ZsQHvpmSi1R6f49MakNLFDmpDyYsLyNFPFU+Us2d+8x8pT3m1Ef1d7DYgVuCT2L90k8786WYtADxVVA6eaIsXI6jztkqquyJubX6oS5BARJ3GX4jFhTyknfTaVJlG1y946Kv6mMiUr957OTfEub0kDtn+Ocxo0yiV7r1Q+2S9UK3rUWWxhG0Wa5wGqOEINdfK+wiOe8GwcGzfG0Lj7TDUyWrOJb8t4+ABHFJD4</latexit>

s2-3(x)
<latexit sha1_base64="+22FewV+20/chPgzvmQCLMDvCtA=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaSAiSxJ3LjERB4JIGnLgA2lbdqpQhrcGbf+gFv9JOMf6F94Z6yJSoxO0/bMufecmXuv6Tt2yHX9JaUsLC4tr6RXM2vrG5tbana7EXpRYLG65Tle0DKNkDm2y+rc5g5r+QEzxqbDmuboRMSbVywIbc8951OfdcfG0LUHtmVwonpqNryISx3OJjw+nJVn+clBT83pBV0ubR4UE5BDsmqe+owO+vBgIcIYDC44YQcGQnraKEKHT1wXMXEBIVvGGWbIkDaiLEYZBrEj+g5p105Yl/bCM5Rqi05x6A1IqWGfNB7lBYTFaZqMR9JZsL95x9JT3G1KfzPxGhPLcUnsX7rPzP/qRC0cA1RkDTbV5EtGVGclLpHsiri59qUqTg4+cQL3KR4QtqTys8+a1ISydtFbQ8ZfZaZgxd5KciO8iVvSgIs/xzkPGqVCsVwonR3lqpVk1GnsYg95mucxqjhFDXXyvsYDHvGktJQb5Va5+0hVUolmB9+Wcv8OQsGWDQ==</latexit>

s1-2(x)
<latexit sha1_base64="A6JM/dHLIGq0yHMOihiFtZxWeMU=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaRFE1mSuHGJiTwSQNKWARtK27RThRDcGbf+gFv9JOMf6F94ZyyJSoxO0/bMufecmXuvFbhOxHX9NaUsLC4tr6RXM2vrG5tbana7FvlxaLOq7bt+2LDMiLmOx6rc4S5rBCEzh5bL6tbgVMTr1yyMHN+74OOAtYdm33N6jm1yojpqNrqcGC3ORnxyOC1O86ODjprTC7pc2jwwEpBDsiq++oIWuvBhI8YQDB44YRcmInqaMKAjIK6NCXEhIUfGGabIkDamLEYZJrED+vZp10xYj/bCM5Jqm05x6Q1JqWGfND7lhYTFaZqMx9JZsL95T6SnuNuY/lbiNSSW44rYv3SzzP/qRC0cPZRkDQ7VFEhGVGcnLrHsiri59qUqTg4BcQJ3KR4StqVy1mdNaiJZu+itKeNvMlOwYm8nuTHexS1pwMbPcc6DWrFgHBWK58e5cikZdRq72EOe5nmCMs5QQZW8b/CIJzwrDeVWuVPuP1OVVKLZwbelPHwAPfCWCw==</latexit>

s2
-3

(x
)

<latexit sha1_base64="+22FewV+20/chPgzvmQCLMDvCtA=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaSAiSxJ3LjERB4JIGnLgA2lbdqpQhrcGbf+gFv9JOMf6F94Z6yJSoxO0/bMufecmXuv6Tt2yHX9JaUsLC4tr6RXM2vrG5tbana7EXpRYLG65Tle0DKNkDm2y+rc5g5r+QEzxqbDmuboRMSbVywIbc8951OfdcfG0LUHtmVwonpqNryISx3OJjw+nJVn+clBT83pBV0ubR4UE5BDsmqe+owO+vBgIcIYDC44YQcGQnraKEKHT1wXMXEBIVvGGWbIkDaiLEYZBrEj+g5p105Yl/bCM5Rqi05x6A1IqWGfNB7lBYTFaZqMR9JZsL95x9JT3G1KfzPxGhPLcUnsX7rPzP/qRC0cA1RkDTbV5EtGVGclLpHsiri59qUqTg4+cQL3KR4QtqTys8+a1ISydtFbQ8ZfZaZgxd5KciO8iVvSgIs/xzkPGqVCsVwonR3lqpVk1GnsYg95mucxqjhFDXXyvsYDHvGktJQb5Va5+0hVUolmB9+Wcv8OQsGWDQ==</latexit>

s1-2(x)
<latexit sha1_base64="A6JM/dHLIGq0yHMOihiFtZxWeMU=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaRFE1mSuHGJiTwSQNKWARtK27RThRDcGbf+gFv9JOMf6F94ZyyJSoxO0/bMufecmXuvFbhOxHX9NaUsLC4tr6RXM2vrG5tbana7FvlxaLOq7bt+2LDMiLmOx6rc4S5rBCEzh5bL6tbgVMTr1yyMHN+74OOAtYdm33N6jm1yojpqNrqcGC3ORnxyOC1O86ODjprTC7pc2jwwEpBDsiq++oIWuvBhI8YQDB44YRcmInqaMKAjIK6NCXEhIUfGGabIkDamLEYZJrED+vZp10xYj/bCM5Jqm05x6Q1JqWGfND7lhYTFaZqMx9JZsL95T6SnuNuY/lbiNSSW44rYv3SzzP/qRC0cPZRkDQ7VFEhGVGcnLrHsiri59qUqTg4BcQJ3KR4StqVy1mdNaiJZu+itKeNvMlOwYm8nuTHexS1pwMbPcc6DWrFgHBWK58e5cikZdRq72EOe5nmCMs5QQZW8b/CIJzwrDeVWuVPuP1OVVKLZwbelPHwAPfCWCw==</latexit>

s1-2(x)
<latexit sha1_base64="A6JM/dHLIGq0yHMOihiFtZxWeMU=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaRFE1mSuHGJiTwSQNKWARtK27RThRDcGbf+gFv9JOMf6F94ZyyJSoxO0/bMufecmXuvFbhOxHX9NaUsLC4tr6RXM2vrG5tbana7FvlxaLOq7bt+2LDMiLmOx6rc4S5rBCEzh5bL6tbgVMTr1yyMHN+74OOAtYdm33N6jm1yojpqNrqcGC3ORnxyOC1O86ODjprTC7pc2jwwEpBDsiq++oIWuvBhI8YQDB44YRcmInqaMKAjIK6NCXEhIUfGGabIkDamLEYZJrED+vZp10xYj/bCM5Jqm05x6Q1JqWGfND7lhYTFaZqMx9JZsL95T6SnuNuY/lbiNSSW44rYv3SzzP/qRC0cPZRkDQ7VFEhGVGcnLrHsiri59qUqTg4BcQJ3KR4StqVy1mdNaiJZu+itKeNvMlOwYm8nuTHexS1pwMbPcc6DWrFgHBWK58e5cikZdRq72EOe5nmCMs5QQZW8b/CIJzwrDeVWuVPuP1OVVKLZwbelPHwAPfCWCw==</latexit>

s2
-3

0
(x

)
<latexit sha1_base64="HxES5D8bcj5z37cM1SMZbpDb7s8=">AAAC2HicjVHLSsNAFD2Nr1pf1S7dBItQF5akFeyy4MZlBfvAtpYkndbQvEgm0lIK7sStP+BWv0j8A/0L74wR1CI6IcmZc+85M/deM3DsiGvaS0pZWFxaXkmvZtbWNza3sts7jciPQ4vVLd/xw5ZpRMyxPVbnNndYKwiZ4ZoOa5qjExFvXrMwsn3vnE8C1nWNoWcPbMvgRPWyuainXU5LHc7GfHo4K88K44NeNq8VNbnUeaAnII9k1fzsMzrow4eFGC4YPHDCDgxE9LShQ0NAXBdT4kJCtowzzJAhbUxZjDIMYkf0HdKunbAe7YVnJNUWneLQG5JSxT5pfMoLCYvTVBmPpbNgf/OeSk9xtwn9zcTLJZbjiti/dJ+Z/9WJWjgGqMgabKopkIyozkpcYtkVcXP1S1WcHALiBO5TPCRsSeVnn1WpiWTtoreGjL/KTMGKvZXkxngTt6QB6z/HOQ8apaJeLpbOjvLVSjLqNHaxhwLN8xhVnKKGOnlP8IBHPCkXyo1yq9x9pCqpRJPDt6XcvwPspZaw</latexit> s2

-3
1

(x
)

<latexit sha1_base64="fF52hbmOGPJAJ5X+uVJp9Iyk6eU=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBItQF5akFeyy4MZlBfvAtpYkndbQNAnJRFpKwZ249Qfc6heJf6B/4Z0xglpEJyQ5c+49Z+beawWuE3Fdf0kpC4tLyyvp1cza+sbmlrq9U4/8OLRZzfZdP2xaZsRcx2M17nCXNYOQmSPLZQ1reCLijWsWRo7vnfNJwDojc+A5fcc2OVFdNRt1jctpsc3ZmE8PZ6VZfnzQVXN6QZdLmwdGAnJIVtVXn9FGDz5sxBiBwQMn7MJERE8LBnQExHUwJS4k5Mg4wwwZ0saUxSjDJHZI3wHtWgnr0V54RlJt0ykuvSEpNeyTxqe8kLA4TZPxWDoL9jfvqfQUd5vQ30q8RsRyXBH7l+4z8786UQtHH2VZg0M1BZIR1dmJSyy7Im6ufamKk0NAnMA9ioeEban87LMmNZGsXfTWlPFXmSlYsbeT3Bhv4pY0YOPnOOdBvVgwSoXi2VGuUk5GncYu9pCneR6jglNUUSPvCR7wiCflQrlRbpW7j1QllWiy+LaU+3fvFZax</latexit>

s1-2(x)
<latexit sha1_base64="A6JM/dHLIGq0yHMOihiFtZxWeMU=">AAAC1nicjVHLTsJAFD3UF+Kr6NJNIzHBhaRFE1mSuHGJiTwSQNKWARtK27RThRDcGbf+gFv9JOMf6F94ZyyJSoxO0/bMufecmXuvFbhOxHX9NaUsLC4tr6RXM2vrG5tbana7FvlxaLOq7bt+2LDMiLmOx6rc4S5rBCEzh5bL6tbgVMTr1yyMHN+74OOAtYdm33N6jm1yojpqNrqcGC3ORnxyOC1O86ODjprTC7pc2jwwEpBDsiq++oIWuvBhI8YQDB44YRcmInqaMKAjIK6NCXEhIUfGGabIkDamLEYZJrED+vZp10xYj/bCM5Jqm05x6Q1JqWGfND7lhYTFaZqMx9JZsL95T6SnuNuY/lbiNSSW44rYv3SzzP/qRC0cPZRkDQ7VFEhGVGcnLrHsiri59qUqTg4BcQJ3KR4StqVy1mdNaiJZu+itKeNvMlOwYm8nuTHexS1pwMbPcc6DWrFgHBWK58e5cikZdRq72EOe5nmCMs5QQZW8b/CIJzwrDeVWuVPuP1OVVKLZwbelPHwAPfCWCw==</latexit>

A B C

D E F

G H I

J K L

positions
<latexit sha1_base64="saK86ZXRrkJMa1Zy+9kqsuG/8TE=">AAAC1HicjVHLSgMxFD0d389WXboZLIKrMlXBLgtuXCrYWqhSZmJag/MiyQildiVu/QG3+k3iH+hfeBMj+EA0w8yce+45N7m5UR4LpYPgueRNTE5Nz8zOzS8sLi2XKyurbZUVkvEWy+JMdqJQ8VikvKWFjnknlzxMopifRJf7Jn9yxaUSWXqshzk/S8JBKvqChZqoXqU8OpWJn2dKmFiNe5VqUAvs8n+CugNVuHWYVZ5winNkYCiQgCOFJhwjhKKnizoC5MSdYUScJCRsnmOMefIWpOKkCIm9pO+Aoq5jU4pNTWXdjHaJ6ZXk9LFJnox0krDZzbf5wlY27G+1R7amOduQ/pGrlRCrcUHsX74P5X99pheNPhq2B0E95ZYx3TFXpbC3Yk7uf+pKU4WcOIPPKS8JM+v8uGffepTt3dxtaPMvVmlYEzOnLfBqTkkDrn8f50/Q3q7Vd2rbR7vVZsONehbr2MAWzXMPTRzgEC0783s84NFre9fejXf7LvVKzrOGL8u7ewPnO5X3</latexit>

positions
<latexit sha1_base64="saK86ZXRrkJMa1Zy+9kqsuG/8TE=">AAAC1HicjVHLSgMxFD0d389WXboZLIKrMlXBLgtuXCrYWqhSZmJag/MiyQildiVu/QG3+k3iH+hfeBMj+EA0w8yce+45N7m5UR4LpYPgueRNTE5Nz8zOzS8sLi2XKyurbZUVkvEWy+JMdqJQ8VikvKWFjnknlzxMopifRJf7Jn9yxaUSWXqshzk/S8JBKvqChZqoXqU8OpWJn2dKmFiNe5VqUAvs8n+CugNVuHWYVZ5winNkYCiQgCOFJhwjhKKnizoC5MSdYUScJCRsnmOMefIWpOKkCIm9pO+Aoq5jU4pNTWXdjHaJ6ZXk9LFJnox0krDZzbf5wlY27G+1R7amOduQ/pGrlRCrcUHsX74P5X99pheNPhq2B0E95ZYx3TFXpbC3Yk7uf+pKU4WcOIPPKS8JM+v8uGffepTt3dxtaPMvVmlYEzOnLfBqTkkDrn8f50/Q3q7Vd2rbR7vVZsONehbr2MAWzXMPTRzgEC0783s84NFre9fejXf7LvVKzrOGL8u7ewPnO5X3</latexit>

re
la

ti
ve

en
tr

op
y

<latexit sha1_base64="hzzikNA0/gjD8eLgiKFvhlim210=">AAAC3HicjVHLSsNAFD2Nr/qOunDhJlgEVyWpBV0W3LisYB/Q1pKk0xqaF5NJoZTu3Ilbf8Ctfo/4B/oX3hlTUIvohCTnnnvPnftwYt9LhGm+5rSFxaXllfzq2vrG5ta2vrNbT6KUu6zmRn7Em46dMN8LWU14wmfNmDM7cHzWcIbn0t8YMZ54UXglxjHrBPYg9Pqeawuiuvr+pM0DgzOf7BFrGywUPIrH065eMIumOsY8sDJQQHaqkf6CNnqI4CJFAIYQgrAPGwk9LVgwERPXwYQ4TshTfoYp1kibUhSjCJvYIX0HZLUyNiRb5kyU2qVbfHo5KQ0ckSaiOE5Y3mYof6oyS/a33BOVU9Y2pr+T5QqIFbgh9i/dLPK/OtmLQB9nqgePeooVI7tzsyypmoqs3PjSlaAMMXES98jPCbtKOZuzoTSJ6l3O1lb+NxUpWWm7WWyKd1klLdj6uc55UC8VrZNi6bJcqJSzVedxgEMc0z5PUcEFqqip+h/xhGftWrvV7rT7z1Atl2n28O1oDx9xxJlE</latexit>

h
i(

a
)

<latexit sha1_base64="KNN1LTUU9lnD6GLQZOOwg/IA8p4=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkWom5JoQZcFN4KbCvYBtZRkOm3HpklMJmItrvwBt/pj4h/oX3hnTEEtohOSnDn3njNz73VDT8TSsl4zxtz8wuJSdjm3srq2vpHf3KrHQRIxXmOBF0RN14m5J3xek0J6vBlG3Bm5Hm+4wxMVb9zwKBaBfyHHIW+PnL4veoI5kqj6oCOKzn4nX7BKll7mLLBTUEC6qkH+BZfoIgBDghE4fEjCHhzE9LRgw0JIXBsT4iJCQsc57pEjbUJZnDIcYof07dOulbI+7ZVnrNWMTvHojUhpYo80AeVFhNVppo4n2lmxv3lPtKe625j+buo1IlZiQOxfumnmf3WqFokejnUNgmoKNaOqY6lLoruibm5+qUqSQ0icwl2KR4SZVk77bGpNrGtXvXV0/E1nKlbtWZqb4F3dkgZs/xznLKgflOzD0sF5uVApp6POYge7KNI8j1DBKaqokfcVHvGEZ+PMuDZujbvPVCOTarbxbRkPH4Z0kQ8=</latexit>

�Gus
<latexit sha1_base64="/AuFIC93KXxtZC1ICYhrLbZFQFE=">AAAC1nicjVHLSsNAFD2Nr1pfqS7dBIvgqqS1oMuCgi4r2Ae0pSTptIbmxWSilFJ34tYfcKufJP6B/oV3xhTUIjohyZlz7zkz91478txYmOZrRltYXFpeya7m1tY3Nrf0/HYjDhPusLoTeiFv2VbMPDdgdeEKj7Uizizf9ljTHp3IePOa8dgNg0sxjljXt4aBO3AdSxDV0/OdU+YJyzjrTTrcN5J42tMLZtFUy5gHpRQUkK5aqL+ggz5COEjggyGAIOzBQkxPGyWYiIjrYkIcJ+SqOMMUOdImlMUowyJ2RN8h7dopG9BeesZK7dApHr2clAb2SRNSHicsTzNUPFHOkv3Ne6I85d3G9LdTL59YgSti/9LNMv+rk7UIDHCsanCppkgxsjondUlUV+TNjS9VCXKIiJO4T3FO2FHKWZ8NpYlV7bK3loq/qUzJyr2T5iZ4l7ekAZd+jnMeNMrF0mGxfFEpVCvpqLPYxR4OaJ5HqOIcNdTJ+waPeMKz1tJutTvt/jNVy6SaHXxb2sMHVJqWEw==</latexit>

lo
g
-l
ik

el
ih

o
o
d

<latexit sha1_base64="qwwIWZB+9NX9AdgN1LhzJZDvfEA=">AAAC4HicjVHLSsNAFD2N73fVpZtgEdxYUhV0KbhxqWBVsEWSdNoOnWTCZCJK6MKdO3HrD7jVrxH/QP/CO2MKahGdkOTMufecmXtvkAieas97LTkjo2PjE5NT0zOzc/ML5cWlk1RmKmT1UAqpzgI/ZYLHrK65FuwsUcyPAsFOg96+iZ9eMpVyGR/r64Q1I78T8zYPfU3URXklb6jIFbLT0OxK5xt9wXtk1pWy1b8oV7yqZ5c7DGoFqKBYh7L8ggZakAiRIQJDDE1YwEdKzzlq8JAQ10ROnCLEbZyhj2nSZpTFKMMntkffDu3OCzamvfFMrTqkUwS9ipQu1kgjKU8RNqe5Np5ZZ8P+5p1bT3O3a/oHhVdErEaX2L90g8z/6kwtGm3s2ho41ZRYxlQXFi6Z7Yq5ufulKk0OCXEGtyiuCIdWOeizazWprd301rfxN5tpWLMPi9wM7+aWNODaz3EOg5PNam2runm0XdnbLkY9iRWsYp3muYM9HOAQdfK+wSOe8OwEzq1z59x/pjqlQrOMb8t5+ABirZsv</latexit>

Figure S23: Analysis of data from the Germ library selected against the DNA1 target (in Mix) with the stochastic model
presented in Sec. 3.3. The data consists in the counts n1(x), n2(x), n3(x) at the different rounds (panels C and F), from
which enrichments are inferred in different ways that we compare. As in the main text, we define s1-2(x) ∝ n2(x)/n1(x) when
n1(x) ≥ 10 and n2(x) ≥ 10, and s2-3(x) ∝ n3(x)/n2(x) when n2(x) ≥ 10 and n3(x) ≥ 10: they are shown in panel G to
give consistent results (undefined values are represented as small values). Alternatively, we can infer enrichments by maximum
likelihood using the model of Sec. 3.3. For each successive rounds c-(c + 1) with c = 1 or 2, two solutions are considered:

s
c-(c+1)
0 (x) where unspecific binding is neglected (∆Gus = ∞) and s

c-(c+1)
1 (x) where it is not (∆Gus treated as variable in

addition to the hi(a)). They are compared to sc-(c+1) in panels A, B, D, E. In B and E, where unspecific binding is present,
the sequences that are predicted to be selected through specific binding (e−βG(x) > e−βGus in Eq. (23)) are represented in
orange. When considering data between rounds 1-2, a good agreement is found between s1-2(x) and s1-21 (x) (panel B) and
the sequences identified as binding specifically (in orange) correspond indeed to those above a threshold, s1-2(x) > s∗(panel
C). This is not the case when considering the data between rounds 2-3 where the model predicts many sequences with high
enrichments s2-31 (x) that are not reported in s2-3(x) (panel E). In this case, the solution without non-specific binding s2-30 (x)
appears to be more relevant. This is confirmed in panels H and I where s1-2(x) is seen to correlate better with s2-30 (x) than
with s2-31 (x). Panel J represents the maximum value of the log-likelihood for fixed values of ∆Gus, showing the presence of a
non-trivial optimum (data from rounds 1-2). The fields hi(a) of this model are shown in panel K in the zero-sum gauge where∑q
a=1 hi(a) = 0 for all i. The same information can also be represented in the form a sequence logo (panel L), to be compared

to the sequence logo obtained from s(x) (Fig. 2B, Germ-DNA1).
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Figure S24: Relative frequencies at round 1 (x-axis) and round 2 (y-axis) of sequences from the 3 libraries, Germ (blue), Lim
(green) and Bnab (red) when selected in mixture against the DNA1 target. This figure shows that each library has a different
background noise.
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Figure S25: Reproducibility of enrichments inferred from experiments with mini-libraries. A. Enrichments from Fig. S13A
versus Fig. S13C: the results from the two experiments are highly reproducible except for the bnAb sequences in red. This
difference is due to the different batches of beads used in these two experiments. B. Enrichments from Fig. S13B versus
Fig. S13D. Here the two experiments use the same batch of beads and the inferred enrichments are all very reproducible.
C. Enrichments from Fig. S12B versus Fig. S12A, showing again high reproducibility. Error bars are enlarged 20 times to make
them visible.
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Figure S26: Dependence of the inferred values of κ̂, when fitting the tail of the distribution of enrichments to a generalized
Pareto distribution, and σ̂, when fitting them to a truncated log-normal distribution, on the choice of the threshold s∗ or
y∗ = ln(s∗) that defines the tail. Here for the Germ library selected against different targets. When the threshold is too large,
very few data points are left and the error bars, obtained from the Fisher information matrix via the Cramér-Rao bound, are
large. In any case, however, the estimation of κ̂ and σ̂ is consistent across a range of values of the thresholds.

32



100 101 102

rank r

10−4

10−3

en
ri

ch
m

en
t
s

Lmtd prot1 repl1 (Mix3)

0.0000 0.0002
threshold s∗

−1

0

1

es
ti

m
at

ed
κ̂

−11 −10 −9 −8
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

100 101 102

rank r

10−4

10−3

en
ri

ch
m

en
t
s

Lmtd prot2 repl1 (Mix3)

0.00000 0.00025 0.00050
threshold s∗

0

1

2

es
ti

m
at

ed
κ̂

−10 −9 −8
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

100 101 102 103

rank r

10−4

10−3

en
ri

ch
m

en
t
s

BnAb DNA1 (Mix3)

0.0000 0.0005
threshold s∗

0

1

2

es
ti

m
at

ed
κ̂

−9 −8 −7
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

100 101 102 103

rank r

10−4

10−3

en
ri

ch
m

en
t
s

BnAb prot1 repl2 (Mix3)

0.000 0.001 0.002
threshold s∗

0

1

es
ti

m
at

ed
κ̂

−8 −7 −6
threshold y∗

0

1

2

3

4

5

es
ti

m
at

ed
σ̂

−10

−8

y
=

ln
(s

)

0.0000

0.0005

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

−10

−8

−6

y
=

ln
(s

) 0.0000

0.0005

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

−10

−8

−6

y
=

ln
(s

) 0.0000

0.0005

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

−10

−8

−6

y
=

ln
(s

) 0.000

0.001

es
ti

m
at

ed
τ̂

−20

−10

0

es
ti

m
at

ed
µ̂

Figure S27: Similar to Fig. S26 but for the Lim and Bnab libraries.
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RÉSUMÉ

Nous caractérisons l’«évoluabilité» des anticorps en combinant des techniques à haut débit en biologie
moléculaire, des outils inspirés de physique statistique et les sciences des données, une approche inter-
disciplinaire déjà implantée dans d’autres contextes biologiques. L’évoluabilité décrit la capacité d’anticorps
à évoluer, c’est-à-dire à sélectionner des phénotypes plus favorables sous l’effet de mutations aléatoires.
Celle-ci est une propriété essentielle pour la maturation d’affinité qui est un processus évolutif permettant
d’augmenter l’affinité des anticorps contre un pathogène donné. Peut-on observer l’évoluabilité ? Peut-on
définir un paramètre mathématique qui représente l’évoluabilité ? Peut-on mesurer ce paramètre ? Quels
anticorps sont des points de départ prometteurs pour la maturation d’affinité ? Ici, nous étudions l’effet de
l’évolution sur l’affinité de liaison en imitant les premières étapes de la maturation d’affinité contre plusieurs
cibles antigéniques : Nous sélectionnons l’affinité de liaison dans des banques d’anticorps randomisés sur
leurs sites de liaison en utilisant le phage display et le séquençage à haut débit. Nos banques sont con-
struites sur la base d’échafaudages d’anticorps humains possédant des niveaux différents de maturation
antérieure contre une cible tierce (VIH). Nous observons des différences importantes dans leurs réponses
face à la sélection, 1) au niveau intra-banque avec peu de variants spécifiques à la cible qui dominent tous
les autres variants, 2) au niveau inter-banque la banque naïve dominant systématiquement les banques
maturées. En utilisant la physique statistique, nous expliquons comment ces hiérarchies dérivent du potentiel
sélectif, une composante de l’évoluabilité que nous définissons comme la susceptibilité à la variation et à la
sélection. Nous élaborons que les hiérarchies inter- et intra-banques résultent d’une même origine décrite
par un paramètre dépendant de la banque et génératif, σ qui encode pour la variance d’énergies de liaison
(valeurs sélectives malthusiennes) dans les banques. Curieusement, le potentiel sélectif le plus élevé est
observé systématiquement dans la banque basée sur un anticorps naïf ce qui suggère un scénario où les
anticorps naïfs auraient été «evolués pour évoluer».

MOTS CLÉS

évolution, évoluabilité, potentiel sélectif, évolution in vitro, séquençage à haut débit, anticorps, maturation

d’affinité

ABSTRACT

We characterize antibody “evolvability” by combining high-throughput techniques from molecular biology and
tools from statistical physics and data science, an interdisciplinary approach already successfully applied in
other biological contexts. Evolvability describes the ability of antibodies to evolve, i.e. the effect of mutation
and selection on their phenotype. It is an essential property for the success of affinity maturation, an accel-
erated evolutionary process leading to antibodies with improved binding affinity to a given pathogen. Can we
observe evolvability? Can we define a mathematical parameter that represents evolvability? Can we measure
this parameter? What antibodies are promising starting points for affinity maturation? Here, we study the ef-
fect of evolution on binding affinity by mimicking the initial step of affinity maturation against various antigenic
targets: We select for binding affinity from libraries of randomized antigen binding sites using phage display
and high-throughput sequencing. Our libraries are built around human antibody scaffolds exhibiting different
levels of previous maturation against a third-party target (HIV). We observe vast differences in their response
to selection, 1) at the intra-library level with few, target-specific variants strongly dominating all others, 2) at the
inter-library level with the naïve library systematically dominating mature libraries. Using statistical physics,
we argue how these hierarchies are linked to selection potential, a component of evolvability that we define
as the susceptibility to variation and selection. We establish that inter- and intra-library differences share a
common origin captured by a single, library-dependent, generative parameter σ encoding for the variance of
binding energies (Mathusian fitness) within libraries. Interestingly, highest selection potentials are system-
atically observed in the library based on a naïve antibody, suggesting a scenario of naïve antibodies being
“evolved to evolve”.
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evolution, evolvability, selection potential, in vitro evolution, high-throughput sequencing, antibody, affinity

maturation
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