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Résumé

De nombreux progrès ont eu lieu ces dernières années dans les domaines de
la virtualisation, l’informatique en nuage et la programmation des fonctions
réseau. L’essor des concepts tels que Software Defined Networking (SDN) et
Network Function Virtualization (NFV) a largement modifié la manière dont
les fournisseurs de services Internet gèrent leurs offres. Parallèlement, au cours
de la dernière décennie, les plateformes sécurisées de Cloud publiques telles que
Amazon AWS ou Microsoft Azure sont devenues des acteurs incontournables de
la scène. Ces nouveaux concepts permettent des réductions de coûts et une plus
grande rapidité d’innovation, ce qui a conduit à l’adoption de ces paradigmes
par l’industrie. Tous ces changements apportent également leur lot de nouveaux
défis. Tout en étant devenus tentaculaires et complexes, ces réseaux offrent une
plus grande diversité de services: les tester devient ainsi de plus en plus com-
pliqué, tout en nécessitant beaucoup de ressources. Pour résoudre ce problème,
nous proposons un nouvel outil qui combine les technologies d’émulation et
les techniques d’optimisation afin de distribuer les simulations SDN/NFV dans
des bancs de test privés et des plateformes de Cloud publiques. Par ailleurs,
les fournisseurs de Cloud proposent en général aux utilisateurs des métriques
spécifiques en termes de CPU et de ressources mémoire afin de caractériser leurs
services, mais ont tendance à présenter une vue d’ensemble de haut niveau du
délai maximum engendré par le réseau, sans aucune valeur spécifique. Ceci peut
constituer un problème lorsqu’il s’agit de déployer des applications sensibles au
délai dans le Cloud, car les utilisateurs n’ont pas de données précises sur ce
sujet. Nous proposons un cadre de test pour surveiller le délai engendré par le
réseau entre plusieurs centres de données des infrastructures Cloud. Enfin, dans
le contexte des réseaux SDN/NFV, nous exploitons la logique centralisée SDN
pour implémenter une stratégie optimale de routage en cas de défaillances mul-
tiples des liens dans le réseau. Un environnement de banc de test a également
été créé afin de valider nos propositions pour différentes topologies de réseau.
−Mots-clés: Emulation, SDN, NFV, Mininet, Virtualisation
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Abstract

In recent years, there have been multiple enhancements in virtualization tech-
nologies, cloud computing, and network programmability. The emergence of
concepts like Software Defined Networking (SDN) and Network Function Vir-
tualization (NFV) are changing the way the Internet Service Providers manage
their services. In parallel, the last decade witnessed the rise of secure pub-
lic cloud platforms like Amazon AWS and Microsoft Azure. These new con-
cepts lead to cost reductions and fast innovation, driving the adoption of these
paradigms by the industry. All these changes also bring new challenges. Net-
works have become huge and complex while providing different kinds of services.
Testing them is increasingly complicated and resource-intensive. To tackle this
issue, we propose a new tool that combines emulation technologies and opti-
mization techniques to distribute SDN/NFV experiments in private test-beds
and public cloud platforms. Cloud providers, in general, deliver specific metrics
to the users in terms of CPU and memory resources for the services they pro-
pose, but they tend to give a high-level overview for the network delay, without
any specific value. This is a problem when deploying a delay-sensitive applica-
tion in the cloud, since the users do not have any precise data about the delay.
We propose a testing framework to monitor the network delay between multiple
datacenters in the cloud infrastructures. Finally, in the context of SDN/NFV
networks, we exploit the SDN centralized logic to implement an optimal routing
strategy in case of multiple link failures in the network. We also created a test-
bed environment to validate our proposition in different network topologies.
−Keywords: Emulation, SDN, NFV, Mininet, Virtualization
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Chapter 1

Introduction

1.1 Context

Networks are continuously growing and evolving, and the recent advances in vir-
tualization and orchestration are accelerating this evolution. 5G is the perfect
example of how Internet Service Providers (ISPs) are changing their offers and
manage access to their infrastructures via SDN and NFV technologies. Another
example of the rise of virtualization technologies is cloud computing. It is esti-
mated that the global cloud computing market will grow from US $371.4 billion
in 2020 to US $832.1 billion by 2025 Compound Annual Growth Rate of 17.5%.
The major players are Amazon Web Services (AWS) and Microsoft Azure, fol-
lowed by Google Cloud. The main advantage that the virtualization technology
provides is flexibility. It is easy and just takes a few seconds to create a fully
operational virtual machine, simply on demand. This flexibility can reduce for
network operators and general IT companies the OPerating EXpense (OPEX)
and CAPital EXpenditure (CAPEX) to deploy and operate around the globe.

Before deploying any network, there are studies and tests to be performed, to
avoid congestion and not underestimate (or overestimate) the network capacity.
Since the size and complexity of these networks grow, the number of resources
needed to emulate them increases. A straightforward solution to solve this issue
is vertically scale the emulating host in order to match the required resources.
This solution cannot scale to infinity since a single machine will reach its limits
at some point. The solution is to scale the emulation horizontally between
multiple hosts. This is not an easy task, since most of the network emulators
are designed to run on a single host. Another limitation is that NFV networks
can have multiple services designed to run on different virtual environments.
This means that for each service to deploy, the emulator requires a virtual
environment.

To solve this issue, we can use Virtual Machines (VM) or containers. Our
work aims to design a flexible SDN/NFV network emulator, easy to distribute
in private clusters, test-beds, and public clouds, and compatible with the main
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10 CHAPTER 1. INTRODUCTION

SDN emulator available in the market (i.e., Mininet). This project is divided
into two different parts. The first part overviews the technical design decision
made to create the emulator’s architecture, describing the orchestration and
virtualization technologies, while the second part focuses on the algorithmic
problem raised when distributing a virtual network in a physical infrastructure.
We investigated and compared our tool with the one available in the market,
showing that our approach is the one that provides the most trusted results.
The network emulator is designed to work in a controlled environment, like a
test-bed, but it is also compatible with cloud environments.

Cloud providers sign a contract with their customers, called Service Level
Agreement, that specify and ensure that a minimum service level is maintained.
It guarantees levels of reliability, availability, and responsiveness to systems and
applications. When describing the IaaS services offered to the customers, the
providers are particularly specific in terms of virtual RAM, virtual CPU, and
network bandwidth. Still, they tend to hide the value of the network delay in
the infrastructure. The cloud providers usually indicate that the datacenters
composing the infrastructure are connected via high speed, optical networks,
but there are no specific values. The applications are usually developed with
a monolithic architecture, i.e., built as a single unit with a database layer, a
back end layer, and a client layer. With a monolithic strategy, it is difficult to
scale such applications. This is why the enterprises are moving from monolithic
to microservice applications. This can lead to synchronization problems since
the application is not running on a single machine but on multiple machines.
If the delay between the instances is too high, the application cannot work
properly. Furthermore, the developers can decide to provide regional resiliency.
This means that the application will be deployed in 2 different regions. If the
provider does not share the network delay information, how can developers
decide where to deploy the application if it is delay-sensitive ?

We propose a Command Line Interface (CLI) tool to test the delay stability
in the cloud infrastructure. In particular, we analyze Amazon AWS. The tool is
open-source and publicly available. It is written in Python and uses the latest li-
braries to create and manage virtual machines inside a cloud infrastructure. The
idea behind the tool is to perform synchronized trace-routes between different
instances in different regions and availability zones. It can perform experiments
between two or more regions (multiregional scenario). Such tests are made to
verify the delay stability between different regions. We expect in this case that
the delay varies depending on the distance between the regions. The other tests
are performed within a single region (regional experiment). The experiments
monitor the delay in a specific region between two or more Availability Zones.

Even with the use of the best resources and equipment, networks may fail. In
the context of SDN and NFV networks, efficient network algorithms considered
too hard to be implemented in a legacy network now can exploit the benefits
of a centralized controller with the SDN paradigm. The networks are failure-
prone, and, usually, failures tend to be correlated. To design this correlation, we
consider the network dimensioning problem with protection against the Shared
Risk Link Group (SRLG). An SRLG is a set of links inside the network that can
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simultaneously fail at any time. With SRLG, it is possible to model multiple
link failure, single link failure (e.g., considering the set composed by a single
link), or node failure (e.g., considering the set composed by the link connected
to a specific switch). Let’s imagine to design a solution that allows rerouting
all the flows in the network optimally in each failure situation. This solution
can lead to considerable savings in terms of CAPEX since the providers reduce
the overprovision of the network infrastructure drastically in order to deal with
failures. For this reason, we consider a protection technique called unrestricted
flow reconfiguration, also known as global rerouting. In each of the possible
failure situations (so for each SRLG), a new set of routes is computed for each
demand. This makes the protection method bandwidth-optimal. However, this
also means that each failure may result in a completely different routing for
the demands. In standard networks, it is impossible to implement a solution
that can potentially modify the route in each switch in the network due to
the large number of rules to install on the network devices and hence signaling
overhead. However, with the introduction of SDN, the logic of the solution can
be computed in the centralized controller.

1.2 Challenges

1.2.1 Network Emulation

Emulating a network is often required before deploying it in a real environment.
As networks are growing in terms of size and complexity, emulating them be-
comes more and more difficult. In the context of SDN, Mininet is the primary
emulator used by the community. Since networks within the NFV paradigm
require more resources, emulating a network in a single machine can become
tricky. If the emulation tools do not provide a way to scale horizontally, the
single physical machine can exceed the resource limit in terms of CPU or RAM,
and the emulation can return results that are not aligned with the expected
ones. Multiple works are proposed to share the emulation in a distributed in-
frastructure like MaxiNet and Mininet Cluster Edition, but these tools have
some limitations. They do not consider, for instance, the physical topology and
the capabilities of the physical infrastructure. We aim to address such limi-
tations with our tool called Distrinet, and the new placement algorithms we
propose which are natively implemented on it. The main challenge is to make
the tool compatible with private clusters or public cloud platforms. The tool
has to provide a virtual connection between two or more virtual nodes. This
is a simple task to perform in private clusters since containerization technolo-
gies automatically manage overlay networks with multicast tunnels to connect
the instances. All the cloud providers do not allow multicast addresses in their
virtual network when using IaaS services. The emulation should be trustable,
which means that the emulation results should be in line with the results in
a real environment. The challenge is to distribute the emulation evenly in the
testing infrastructure, since only a single host or a single physical link overloaded
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can lead to a wrong result.

1.2.2 Cloud Testing

In recent years, there has been a transition between classical computing and
cloud computing. The benefits of cloud computing convinced many IT com-
panies to migrate their applications to, and build applications natively on, the
cloud. Even ISPs are moving some of their services in the cloud, creating then
a hybrid environment for their operations. Some applications are globally dis-
tributed to provide high availability. Distributing geographically the applica-
tions increases their robustness, since the services remain available in case of
natural disasters or blackouts affecting a particular region. For delay-sensitive
applications, the global distribution can be an issue since the instances are
placed in two different regions. Even if the cloud provides a high-speed net-
work, the delay can be in the order of milliseconds. Before starting the real
deployment of services in the cloud, it is thus necessarily to know if the delay is
stable enough to support the application requirements. The challenge is thus to
build a simple tool to monitor the network’s stability in the cloud infrastructure.

1.2.3 Failure Recovery

As introduced before, networks are not perfect, and they can experience failures,
even multiple ones at the same moment. We focus on failure recovery strategies,
and we consider a protection technique called unrestricted flow reconfiguration
(also known as global rerouting). For each possible failure situation, a new set
of backup routes is chosen to forward the traffic, considering the new status
of the network. With this technique, it is possible to implement an optimal
bandwidth-efficient protection method. As implementing global rerouting in
legacy networks is challenging due to the massive amount of signaling events
created by the system during failure situations, SDN eases the deployment of
this approach. The centralized controller can be used to manage the network in
case of failures in an optimal way. Another challenge is to compute the path of
the demands in the network in an efficient way, since the problem is difficult to
solve even for small instances.

1.3 Contributions

This work lies in the new and growing SDN/NFV and cloud computing paradigms
of the recent years. We provide a high-level overview of the SDN framework and
architecture, and we describe how it can be integrated with Network Function
Virtualization (NFV) to procure Service Function Chaining (SFC), also known
as Network Service. Our first contribution is Distrinet, a distributed network
emulator that extends Mininet in order to run on multiple physical machines
and provide higher isolation. We briefly explain the limitation of the emula-
tors available on the market, then we run multiple tests showing that Distrinet
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returns results aligned with the expected ones. The comparison is made on
different architectural and tool choices in order to build a tool compatible with
general Linux clusters (e.g., a Linux test-bed) and public cloud infrastructures
(e.g., Amazon Web Services). Another factor that we consider and study is
how to correctly distribute the experiment in a distributed environment. We
propose three new algorithms and we compared them with the ones proposed in
the main tools already available. We extensively compare the algorithms using
more than 75,000 experiments over heterogeneous and homogeneous networks.
The result shows that our algorithms return a feasible solution for almost all
the network types. We also made an extensive study of the performance degra-
dation due to an overcommitment of the physical machines [Len+21],[Di +19a],
[Di +19b],[Di +19d] [Di +19e], [Di +21c], [Di +21b].

Since many organizations are moving their applications to the cloud, for our
second contribution, we provide a tool that measures and analyzes the cloud
network delay. This tool performs experiments for multiregional and regional
environments. It automates all the processes from the creation of the cloud
environment and the deployment of the virtual instances to the configuration of
trace-route in the instances. The results are automatically retrieved and a map
is created and plotted with all the experiment info [Di +21a].

Our last contribution is a failure recovery strategy for SDN/NFV embedded
networks. Networks, in general, are failure-prone, and they can experience
multiple link failures at the same time. These failures can be related to each
other, and the network providers usually have all data enabling them to predict
which links may fail. We propose a global rerouting strategy in which, for
each failure situation, there is a new routing of all demands in the network
using the SDN technology. We test these solutions on different networks, and
the global rerouting solution consumes, on average, 40% less network bandwidth
compared to a dedicated path protection strategy. We also provide an emulation
framework with Mininet and OpenDayLight to validate the solution in a testing
environment [Tom+19a], [Tom+19b], [Tom+21].
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1.4 Outline

The Thesis continues as follows. In Chapter 2, we provide the concepts, and
background necessary for the rest of the work. In this chapter, we introduce the
virtualization and containerization concepts and how they are related to NFV
and SDN. We also provide an overview of the test-beds and the cloud environ-
ments, explain why they are important, and why more and more organizations
are heavily investing on it.

In Chapter 3, we present our first contribution, introducing the main dis-
tributed network emulators present on the market, and comparing them with
our proposition Distrinet. This chapter analyzes different technical aspects of
Distrinet, which technologies are used to distribute the network experiments
and what are the advantages that Distrinet has, compared to the other tools.

In Chapter 4, we continue our study of the network emulation tools by ana-
lyzing more in depth the algorithms used to share the emulation in a distributed
environment. We introduce the Virtual Network Embedding Problem and the
algorithms used in the main emulators, and we propose three different algo-
rithms for Distrinet. A comparison with the algorithms proposed by the other
tools shows that our algorithms outperform them in every scenario.

In Chapter 5, we focus on cloud computing and we discuss the advantages
that it brings to the organizations. We present a tool for measuring the network
delay in different deployment scenarios, in a single region or in a multiregional
deployment. The tool is useful for all the persons who are planning to move
delay-sensitive applications from on-premises environment to the cloud.



In Chapter 6, we focus on SDN/NFV embedded networks, and we propose
in particular a global rerouting strategy to recover all the flows in the network
in case of single or multiple link failures. The chapter deeply analyzes the op-
timization approaches used like ILP and Column Generation techniques. We
finally experiment the global rerouting approach, comparing it with the classi-
cal dedicated path protection, and showing that global rerouting consumes on
average 40% less bandwidth in multiple scenarios.

We conclude with Chapter 7 where we draw our conclusions, summarizing
all the problems faced and the contributions we present. A short discussion is
finally proposed on how the work can be improved and pursued.
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Chapter 2

Background

2.1 Virtualization

Virtualization is one of the main building blocks of cloud computing and Service
Function Chaining. Virtualization includes all the processes to be performed in
order to create a software version of a physical environment, e.g., a virtual host
or a virtual network. The main component of virtualization technologies is the
hypervisor, also known as Virtual Machine Monitor (VMM). With the new iso-
lation functions present in the last versions of the Linux kernel, containerization
solutions have been developed. Containers provide similar isolated environments
without the hypervisor.

The hypervisor typically runs above the physical host and selects the avail-
able resources on the host for allocating them to the virtual environment. There
are different types of virtualization. A first approach is to divide them into stan-
dard virtualization (hypervisor-based) and container-based virtualization.

2.1.1 Hypervisor-Based Virtualization

Multiple software packages can provide a virtualized environment (e.g., Virtual
Box from Oracle, Hyper-V from Microsoft, etc.). The virtual environment run-
ning the guest Operating System (OS) is called Virtual Machine (VM). There
are multiple advantages for using VMs, the main one being that it is possible
to use different OSs in a single machine simultaneously.

The hypervisor can set the maximum amount of resources that a VM can
use, and it is also possible to connect multiple VMs in the same virtual network.
The hypervisor is responsible for creating and configuring the virtual network
interfaces and the virtual switches or the virtual bridges. The users can create
a VM for each OS that they want to deploy. Fig. 2.2 showcases a classical
example of one physical host running three different virtual machines. Each
virtual machine can run a different OS (e.g., Windows 7, Ubuntu, Debian).
Each OS can execute its own applications. The first difference between the
different technologies stands for where the hypervisor is running. In Bare-Metal
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virtualization (Fig. 2.1), the hypervisor is running directly on the physical host,
while in hosted virtualization (Fig. 2.2) the hypervisor runs on top of the OS.

Physical Host
Hypervisor

VM1
OS1
APP1

VM3
OS3
APP3

VM2
OS2
APP2

Figure 2.1: Bare-metal

Physical Host

Hypervisor
VM1
OS1
APP1

VM3
OS3
APP3

VM2
OS2
APP2

Hosting Operating System

Figure 2.2: Hosted

Three types of standard virtualization are possible.

Full Virtualization

In Full Virtualization, the guest OS is not aware that it is in a virtualized
environment. Full Virtualization represents the first generation of solutions
that provide a virtual environment. The first company that provided a server
virtualization solution was IBM in 1966.

The host OS completely virtualizes the hardware. The guest OS can ex-
ecute commands just as for a regular physical host, but all the hardware is
created/simulated by the hypervisor. In this case, the binary files of the guest
OS remain unchanged. The guest OS runs as a user level process, and does
not have the same level of privileges as the OS that is hosting it on a physical
machine.

If the guest OS is not modified, it can try to execute some privileged instruc-
tions available only in the hosting OS (Fig. 2.3). In this case, the hypervisor
catches the privileged instruction and replaces the non-virtualizable instructions
with a new sequence of instructions that have the intended effect on the virtual
hardware, while the user-level application is directly executed on the physical
machine to improve the performances (Fig. 2.4).

Paravirtualization

In Paravirtualization, the guest OS is aware that it is hosted in a virtual environ-
ment, so it has an installed driver specifically for the virtualization environment
in which it is running. In this case, the source code of the guest OS is modified.
This allows to perform optimizations in the virtualization process. The guest
OS does not perform the privileged instructions like in Full Virtualization, but
it executes the instructions provided by the hypervisor layer. The hypervisor
layer can then access to the real resources in the underlying hardware, exploiting
fully this capability (Fig. 2.5).
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Hardware Assisted Virtualization

While virtualization adoption was growing, CPU manufacturers developed new
features to simplify the virtualization process. The Intel Virtualization Tech-
nology (VT-x) and the AMD-V Hardware-Assisted virtualization have extended
the full virtualization technology. The microprocessor architecture has special
instructions to assist the hardware virtualization. The guest OS can perform
more actions natively. For example, instructions might allow a virtual context
so that the guest can execute privileged instructions directly on the processor
without affecting the host (Fig. 2.6).
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2.1.2 Container Virtualization

The container is often referred to as a light Virtual Machine, but there are
significant differences between a container and a VM. The main difference is
that a container does not have a hypervisor layer. Containers are built on top
of three Linux Kernel features: namespaces, Cgroups and chroot.

The main advantage of containers is the absence of overhead in terms of
performances, while with virtualization, there is the hypervisor overhead. One
of the main disadvantages is that containers are available only for Linux OS. It
is not possible to have containers natively on Windows or Mac OS. However,
it is possible to install Docker on these systems, but the installation process
creates a virtual machine with Linux kernel in the system. In such case, the
containers run on top of a VM, and not directly on the system.

Since the containers are actually running Linux Kernel, it is not possible to
virtualize containers with non-Linux OS. Namespaces is a Linux function that
allows the kernel to assign to a set of processes an isolated environment. If a set
of processes has a namespace assigned, they can only see the specified names-
pace’s resource. In contrast, a different set of processes can access a different
set of resources.

There are multiple types of namespaces:

• User - User namespace (UID) provides user isolation and identification
across multiple sets of processes. This namespace is a critical security
feature.

• IPC - Standing for Inter-Process Communications, this namespace iso-
lates the system resources from a process. Processes in the same IPC
namespace have visibility of each other, allowing interprocess communica-
tion between them.

• UTS - This namespace allows the processes to have different hosts and
domain names in the same environment.

• Mount - With this namespace, the system can control the mount points
that are visible to a container.

• Network - It virtualizes the entire network stack.

• PID - This namespace provides to the processes an independent set of
process IDs.

Control groups (Cgroups) are often referred to as the seventh namespace, but
instead of creating an isolated environment, they isolate the resources. Cgroups
are used to limit the resource usage of a set of processes. There are many
Cgroups available. For example, the CPU Cgroup allows to monitor the CPU
usage of a group of processes: the cpuset forces the process to run in one or a
set of dedicated CPU. There are also Cgroups for memory and network devices.
For example, memory Cgroup makes sure that the memory usage assigned to
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a set of processes does not increase over a certain limit, while net prio Cgroup
provides a system to prioritize the network traffic of different sets of processes.

The last function to analyze is the chroot command provided in the Linux
environment. Chroot (contraction for change root) changes the apparent root
directory for the current running process and its children. Figs. 2.7 and 2.8
present through a high-level overview the differences between VMs and contain-
ers. As we can see, the VM has to virtualize the entire guest OS stack, while
the container has to create just the namespace and the Cgroup to separate the
processes of each guest OS. The container images are lighter as there is no need
to create the entire kernel since it is using the kernel running on the physical
host. Each container image needs to have a small part of the OS in order to work
in the host. As indicated earlier, it is only possible to create Linux containers
since the other OSs do not have namespaces and Cgroups.
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Figure 2.7: Virtual machine
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Figure 2.8: Container

2.2 Network Function Virtualization (NFV)

The virtualization concept can be used, not only for standard OS, but also
for network equipments. Networks are made of different types of appliances
(e.g., firewalls, routers, load balancers, intrusion detection systems, etc.). Each
organization can use hundreds or thousands of these devices, and in general,
there is a hardware device associated to a single function. These network devices
usually run proprietary software, so it is nearly impossible to create additional
functionality. Moreover, they need to be maintained by specialized technicians.
It is also complicated to change the topology configuration when the network
is already deployed since the network has to be physically reconfigured. This
hardware is usually expensive to purchase and to maintain since it needs to be
monitored, upgraded, and configured.

NFV aims to solve all these challenges, changing the way to deploy and
manage the network. NFV applies the virtualization concept for all the network
devices. Instead of having a physical device for each function, the hardware can
be virtualized on top of COTS (Commercial Off-The-Shelf) equipment, with
the use of specialized hardware to optimize the virtualization of some network
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functions.
By decoupling network functions from their underlying hardware, NFV pro-

vides more flexible networking functionalities. Indeed, the virtualized functions
can be created on-demand, without the installation overhead and they can be
reconfigured remotely, without human intervention. Network operators can dy-
namically deploy network functions faster in the same underlying physical in-
frastructure. This approach also brings benefits in terms of cost reductions.
Fig. 2.9 shows the idea behind the NFV concept. The functions can be virtual-
ized with hypervisor-based or container-based virtualization.

Firewall

COTS Hardware

Load Balancer

VPN serverRouter

Firewall
Load Balancer

VPN server
Router

Figure 2.9: NFV

2.3 Software Defined Networking (SDN)

SDN is a network paradigm proposed to create networks in a more flexible way
and which are easier to manage. In traditional network routing, the routers
and the switches work on the control plane (the routing protocol identifies the
best paths that satisfy the routing tables) and the forwarding plane (the router,
looking at the routing table, understands which is the outgoing port to use for
sending the packets received). This solution is very powerful and widely used
over the years. In some cases, this approach shows its limits. For some scenarios,
the shortest path is not the best since some paths could be overloaded. It would
be better to take a routing decision based on all the switches and the status
of the links in the network. Many mechanisms that have been introduced for
forcing traffic on paths do not consider the number of hops as the only criteria
of choice (i.e., MPLS). However, it is impossible to make decisions based on
all the network status since a single switch or router just knows a part of the
network. Fig. 2.10 shows a classical network with controller and data plane
integrated into each switch, while in Fig. 2.11, we have represented the SDN
approach. The idea is simple: separate the controller and the data plane, and
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centralize the controller plane. With this approach, the controller has a global
overview of the network and can perform routing decisions based on the full
network topology and the different metrics in the switches and the links. For
example, the controller can decide to reroute flows in a different path if there is
an overloaded link.

Control plane

Data plane

Figure 2.10: Standard network

Control plane

Data plane

Figure 2.11: SDN network

2.3.1 SDN Architecture

An SDN architecture is composed of 3 main layers: infrastructure layer, control
layer, and application layer.

The infrastructure layer is made of networking equipment that form the
underlying network. The main objective of this layer is to forward network traf-
fic. The architecture is formed of a set of different network switches and routers.
These physical devices are designed with highly efficient and programmable
packet forwarding mechanisms without any software to make autonomous deci-
sions.

The control layer is the core of the logic in the SDN architecture. This
layer fetches and maintains different network information, state details, topol-
ogy, packet statistics, to decide where to route the traffic in the infrastructure
layer. In general deployment, this layer is composed of a centralized controller.
Since the SDN controller manages networks, it must have control logic for basic
network use-cases like switching (i.e., routing, L2 VPN, L3 VPN, firewall se-
curity, etc.). Examples of centralized controllers are Pox, Ryu, OpenDayLight,
etc. Several networking vendors and open-source communities are working on
implementing these use-cases in their SDN controllers. The controller provides
abstractions, services, and standard APIs to developers. Once they get imple-
mented, these services expose their APIs (typically REST-based) to the appli-
cation layer. Network administrators do not have to configure all the switches
manually, since they can use applications on top of SDN controllers to config-
ure, manage, and monitor the underlying network. The control layer lies in the
middle, and it exposes two types of interfaces, Northbound and Southbound.

• Northbound interface: it is used for communication with the applica-
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tion layer, and is usually realized through the REST APIs of SDN con-
trollers.

• Southbound interface: it is used for the connection with the infrastruc-
ture layer. The network elements are designed to work with protocols like
Openflow, Netconf, P4, etc.

The application layer includes applications that allow network operators
to develop their high-level policies for the network. This layer is responsible for
managing and analyzing all the information about network topology, network
state, network statistics, etc. Multiple applications can be created to work
in this layer. In general, there is no restriction on the type of language or tool
that the developers can use to provide, for example, optimization techniques and
failure recovery strategies, network automation, and security policies. Such SDN
applications can provide various end-to-end solutions for real-world enterprise
and datacenter networks.

Fig. 2.12 shows these different layers.

Application 
Layer

Infrastructure 
Layer

Openflow Protocol P4 Protocol

Yaml/Json App

L2 forwarding App. Topology Discovery App.

External App. 1 External App. 2 External App. 3

Control Layer

NorthBound API

SouthBound API

Figure 2.12: SDN architecture

2.3.2 Openflow

As introduced above, Openflow can be used for interfacing the SDN controller
with programmable switches. Openflow describes a standard specification for
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communication between the SDN controller and network equipment (typically
switches). The specification is provided by the Open Networking Foundation
(ONF) and is evolving with support for various requirements of current net-
working. It allows routing decisions to be taken by SDN controllers and lets
forwarding rules, as well as security rules, being pushed on switches in the un-
derlying network. SDN controllers and switches need to implement Openflow
specifications in order to understand the common language of Openflow mes-
sages. The SDN controller pushes rules into switches to make decisions, so when
traffic goes through the switches, they can apply the installed rules. Switches
need to save these rules in the Openflow table. The protocol does not specify
the maximum amount of tables that a switch is able to handle. Each vendor
provides various switches with different memory sizes. The Openflow rules can
also be referred to as flows, and they are stored in flow tables. Each flow contains
four types of information:

• Match fields: they define the matching criteria (source/destination IP or
MAC address, VLAN tag, protocol type, ARP fields, ICMP fields, etc.).
A flow can have multiple matches.

• Priority: it is often referred inside the match field. When the switch
has installed in the Openflow table two or more different rules that match
a flow, the priority defines which rule should be applied. If the match’s
flows have the same priority, the protocol does not specify how to choose
the rule. Each vendor can implement a different policy.

• Actions: they define what to do with a packet if it matches the flow.
Actions can be DROP, forward on a specified output port, append, modify
or remove a header on the packet (modify the destination IP, push/pop
VLAN ID, push/pop MPLS label, etc.).

• Counters: they are used to keep track of the number of packets and the
quantity of traffic which matched the flow.

An Openflow connection is a setup between a switch and the controller.
The controller listens by default on port 6653, and the connection runs on TCP.
This connection is used to communicate with the switch and install, modify, or
remove the rules, while the switches send to the controller the statistics of the
flows received on the data port. If the controller runs and accepts correctly the
connection on the default port, the switches can initiate the connection. The
switch sends a connection request (a HELLO packet) to the controller. If the
controller accepts the switch, a connection is initiated, and the SDN network is
correctly set.

2.4 Service Function Chaining (SFC)

SFC can be described as a combination of NFV and SDN technologies. SFC
is the instantiation of multiple network functions to form an end-to-end chain,
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creating a Service Function Path (SFP). Services are built to satisfy a particular
business needs and must satisfy policies that define operational characteristics
and access control/security. A SFC defines the required functions and the corre-
sponding order that must be applied to the packets belonging to a specific data
flow. Thanks to the dynamic function provisioning of NFV and the centralized
control of SDN, a SDN/NFV network is able to simplify the service chain de-
ployment and provisioning by making the process easier and cheaper, enabling
a flexible and dynamic deployment of network functions.

The European Telecommunications Standards Institute (ETSI) defines SFC
as a Network Service, an offer provided by an operator that is delivered using
one or more service functions. An example of SFC can be found in Fig. 2.13,
where the traffic should follow the order firewall, load balancer and Intrusion
Detection System (IDS). In traditional networks, all these functions run on
dedicated physical boxes. The adoption of SFC simplifies this concept, since the
functions can be created, destroyed or modified on demand on general purpose
servers. The network intelligence can be easily managed by an SDN controller,
and correctly interfaced with the underlying infrastructure architecture.

The SDN part is responsible to correctly forward the traffic to the correct
VNFs (Virtual Network Functions), improving security and isolation of the net-
work. The NFV technology is responsible for creating and managing the VNFs,
monitoring and handling these VNFs in case of errors or failures, e.g., link
failures. In this work, VNF is used in place of Service Function (SF)

Firewall Load Balancer IDS

Figure 2.13: Example of SFC

2.5 Test-beds

With the ever growing complexity of networks, researchers have to rely on test-
beds to be able to fully assess the quality of their propositions. Emulation is
an essential step in the evaluation cycle of network applications and protocols.
It provides a fully controlled and duplicable environment to test real proto-
cols/applications in a reproducible way, without any modification.

It is interesting for test-bed infrastructures to provide network emulation ca-
pabilities in their environments in order to run large-scale scenarios with realistic
and accurate results. Test-beds, essentials for researchers, provide a controlled
environment which avoids any interference from the external environment. In
our work, we heavily rely on Grid’5000 for our experiments. Federated platforms
such as Fed4Fire test-beds provide a uniform interface for running emulation
scenarios, including hybrid ones that involve more than one test-bed.
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Researchers need an experimental infrastructure which is extremely cus-
tomizable and controlled. For example, they cannot rely on cloud infrastructure
since the infrastructure is shared by different users, and they do not have con-
trol on the underlying layers of virtualization and, more importantly, they have
no control on the physical servers and networking layer. Actually, experiments
cannot be trustable in a shared and uncontrolled environment.

Test-beds are also the key components for reproducibility, since experiments
can run on a huge amount of different types of resources, and the results can be
affected by the different performances of the machines. Providing researchers a
public environment where they can run the experiments brings the possibility to
easily reproduce the results in different experiments. The researchers only need
to create scripts or pieces of software that automatically deploy the resources
they use for the experiment, and document these scripts with instructions to
follow in order to reproduce their experiments, and possibly retrieve similar
results.

2.6 Cloud Environments

Figure 2.14: Cloud models

Cloud computing is based on the on-demand delivery of compute, database
storage, networking capabilities, applications, and other IT resources through a
cloud services platform via the Internet with pay-as-you-go pricing. It heavily
relies on virtualization and network isolation technologies. Cloud computing
was popularized with Amazon, via its Elastic Compute Cloud service proposed
in 2006. There are a lot of reasons why cloud computing is going so popular. It
reduces the CAPEX for variable workloads. Instead of having to invest heavily
in datacenters and servers before knowing how to use them, the clients only pay
when they consume computing resources, and only for the quantity of resources
they consume. There are also benefits related to the massive economy of scale,
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since all the services that the cloud provider offers are usually on-demand. The
clients can stop guessing about the capacity needed, avoiding then to purchase
too much or too few resources, i.e., wasting money or facing downtime due to
infrastructure upgrade. The cloud can scale with their business needs, with no
long term contracts. The use of virtual infrastructure thus increases speed and
agility.

Cloud providers propose three different models for cloud computing (IaaS,
PaaS, SaaS) which will described later. They also provide a new type of design
called serverless architecture. It scales infinitely on demand. As the clients do
not have to spend money running and maintaining datacenters, their organiza-
tion can focus only on the problems to be solved, without having to manage the
infrastructure which is maintained and updated by the cloud provider.

The last aspect to take into account is the global scaling. A few years
ago, it was not possible for a small organization to provide a global service
immediately, since an infrastructure has to be setup around the world with
different datacenters, causing huge costs. With cloud computing, the clients can
easily deploy their applications in multiple regions around the world through a
few clicks. This allows the clients to provide low latency and a better experience
for their customers at minimal costs.

Cloud computing provides convenient, on demand access to a potentially
unlimited pool of computing resource. As mentioned previously, cloud providers
offer three service models (Fig. 2.14):

• On Premises: the user is responsible for maintaining the entire infras-
tructure, the user has to manage the physical servers and the network
(configuration and upgrade). The user is also responsible for designing
failure recovery strategies in case of server or network failures, and backup
of the data. All these management tasks have a huge cost, and if the user
has to scale the infrastructure globally around the world, the only way to
do it is to deploy new datacenters in the regions. For all these reasons,
companies should carefully consider cloud platforms.

• IaaS (Infrastructure as a Service): the user can manage the virtual or
physical servers inside the cloud provider infrastructure. As shown in the
figure, the cloud provider is responsible to manage the physical infrastruc-
ture, and to provide a virtualization layer isolating each user environment.
The provider is responsible to keep the data and execution of the virtual
instances from access of unauthorized users. The figure also shows that the
provider manages the physical servers and the network components of the
infrastructure. The provider is also responsible for the maintenance of the
OS and the hypervisor. The user has never access to the hypervisor layer,
since resources are shared between the users. The client is responsible
for all other layers in the application stack (e.g., Amazon EC2, Microsoft
Azure), i.e., the client has to maintain the guest OS and the applications
running on it. The user is also responsible of the security of the virtual
network and the management of the virtual firewall, as well as the keys to
access the instances.
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• PaaS (Platform as a Service): the cloud provider takes care of all the
layers that manage the IaaS, and it is also responsible for the guest OS
and the platform hosting it (e.g., Google App Engine, GitHub). The client
just uses the platform without worrying about the resources and policies
needed to test its applications.

• SaaS (Software as a Service): the provider is responsible for the manage-
ment of all layers of the application stack. The client uses the application
on the application stack without any responsibility (e.g., in Google Docs).

There are also three types of cloud computing deployments:

• Public cloud: the cloud provider is public and everyone has access to its
services (e.g., Amazon Web Services, Microsoft Azure, Google Cloud).

• Hybrid cloud: the client can decide to deploy its infrastructure partly on
the public cloud, and partly on a private cloud.

• Private cloud: some big players in the market can decide to build their own
cloud infrastructure. There are different choices for this type of scenario,
e.g., using OpenStack or VMware solutions.
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Chapter 3

Distrinet

3.1 Introduction

Modern networks became so complex and implementation-dependent that it is
now impossible to solely rely on models or simulations to study them. On one
hand, models are particularly interesting to determine the limits of a system,
potentially at very large scale or to reason in an abstract way to conceive effi-
cient networks. On the other hand, simulations are pretty handy for studying
the general behavior of a network or for getting high confidence about the ap-
plicability of new concepts. However, these methods do not faithfully account
for implementation details. To this end, emulation is more and more used to
evaluate new networking ideas. The advantage of emulation is that the exact
same code as the production one can be used and tested in rather realistic cases
helping to understand fine-grained interactions between software and hardware.
However, emulation is not the reality and it often needs to deal with scalability
issues for large and resource-intensive experiments. As it relies on real software
that implements all the details of the system to emulate, all three methods are
used and complement each other.

When it comes to Software Defined Networking (SDN), Mininet [LHM10] is
by far the most popular emulator. The success of Mininet comes from its ability
to emulate potentially large networks on one machine, thanks to lightweight
virtualization techniques and a simple yet powerful API. Mininet was designed
to run on one single machine, which can be a limiting factor for experiments
with heavy memory or processing capacity needs. A solution to tackle this issue
is to distribute the emulation over multiple machines. However, Mininet single-
machine design assumes that all resources are shared and directly accessible from
each component of an experiment. Unfortunately, when multiple machines are
used to run an experiment, this assumption does not hold anymore and the way
Mininet is implemented has to be revised.

In this chapter, we present Distrinet [Di +19c], an extension of Mininet

implemented to allow distributed Mininet experiments for leveraging resources
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of multiple machines when needed. Mininet is used by a large community
ranging from students to researchers and network professionals. This success
of Mininet comes from the simplicity of the tool. It can work directly on a
laptop and its installation is easy, its Python API is simple yet powerful, and
it can be used for complex scenarios with the same ease as for basic tests. The
challenge is to extend Mininet in such a way that these conditions still hold,
while being distributed over multiple machines. Distrinet allows applications
to run in isolated environments by using LXC to emulate virtual nodes and
switches, avoiding the burden of virtual machine hypervisors. Distrinet also
creates virtual links with bandwidth limits without any effort from the user.

Mininet and its associated API have proven to be the right tools for the
community. This is why Distrinet is a direct extension of Mininet, whose im-
plementation leverages the Mininet core in which experiments are defined with
the Mininet idiom (e.g., API or CLI) and are transparently deployed on several
machines when needed.

It is important to mention that Distrinet shares the same API as Mininet.
Mininet programs can thus be reused with minimal - or even without any -
changes in Distrinet, but with a higher degree of confidence on the results in
case of resource intensive experiments. Our main contributions to reach this
objective can be summarized as follows.

• Compatibility with Mininet. Mininet experiments are compatible with
Distrinet, either using the Mininet API (with additional parameters, e.g.,
the IPs of the physical machines to use or the name of the images to
deploy) or with the Mininet Command Line Interface (i.e., mn).

• Architecture. Distrinet is compatible with a large variety of infrastruc-
tures: it can be installed on a single computer, a Linux cluster, or the
Amazon EC2 cloud. Distrinet relies on prominent open-source projects
(e.g., Ansible and LXD) to set up the physical environment, manage ex-
periments, and guarantee isolation.

• Comparison with other tools. Comparisons with the main emulators
available for SDN/NFV networks, showing that our tool handles more
efficiently link bandwidth limitation which is a fundamental basic brick of
network emulation.

• Flexibility. Thanks to the usage of LXC (LinuX Containers), Distrinet
allows to run VNFs or generic containers on the emulated topology com-
posed of virtual switches and hosts. Each virtual node is properly isolated
(with a proper init or support for services, daemons, Syslog, etc.) with
LXC, so the user can treat them almost like a real Virtual Machine.

3.2 Related Work

One of the main problems, when it comes to testing new network protocols,
is to find the right environment that provides researchers good flexibility and
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results which are as closest as possible to the outcome in real conditions. De-
pending on the situation, three different approaches can be used: simulation,
emulation or experimentation on test-beds. These approaches are complemen-
tary and, usually, several of them are required before the real deployment of a
new solution.

Emulation allows to test the performances of real applications over a virtual
network. A first frequently used tool to emulate networks is the Open vSwitch
(OVS) software switch [ovs20]. To build a virtual network, virtual switches
(vSwitches) can be connected with virtual interfaces, through GRE or VXLAN
tunnels. To emulate virtual hosts (vHosts), one can use containerization tools
(e.g., LXC [Can19] or Docker [Mer14]) or full virtualization tools (e.g., Vir-
tual Box [Wat08]). An example of general purpose testbed is FITS (Future
Internet Testbed with Security [Mor+14]), where the authors present the de-
sign and implementation of the facility for experimenting solutions for the next
generation Internet. FITS is build using Xen [Xen21] and OpenFlow [Sga+13].
In [Zha+19] the authors evaluate the performances of state-of-the-art software
switches: OVS-DPDK, snabb, BESS, FastClick, VPP and netmap VALE.

Graphical Network Simulator-3 (GNS3) [EA15] is a software emulating routers
and switches in order to create virtual networks with a GUI. It can be used to
emulate Cisco routers and supports a variety of virtualization tools such as
QEMU, KVM, and Virtual Box to emulate the vHosts.

Mininet [LHM10] is the most common Software Defined Networking (SDN)
emulator. It allows to emulate an SDN network composed of hundreds of vHosts
and vSwitches on a single host. Mininet is easy to use and its installation is
simple. As we show in Sec. 3.4, it is possible to create a network with dozens
of vSwitches and vHosts in just a few seconds. Mininet is very efficient to
emulate network topologies as long as the resources required for the experiments
do not exceed the ones that a single machine can offer. If physical resources are
exceeded, the results might be not aligned with the ones of a real scenario.

The tools closest to ours are Maxinet [Wet+14] and Mininet Cluster Edition

(Mininet CE[Pro19]). They allow to distribute Mininet on a cluster of nodes.
Maxinet creates different Mininet instances in each physical node of the cluster,
and connects the vSwitches between different physical hosts with GRE tunnels.
Mininet CE extends directly Mininet in order to distribute the vNodes and the
vLinks in a set of machines via GRE or SSH tunnels. Containernet [PKR16]
allows to extend Mininet to support Docker containers. By default, it is not
able to distribute the emulation on different nodes, but it is possible to combine
it with Maxinet or Mininet CE to support such an option and provide better
vNodes isolation. One of the main problems is that Maxinet and Containernet
do not consider the properties of the physical infrastructure (we will focus on
this limitation in the next chapter) in which they are running, e.g., a machine
or a link in the physical network may be overloaded during the emulation. With
Distrinet, we combine the concepts of Maxinet and Containernet to provide a
distributed Mininet implementation which takes into account the characteristics
of the logical and physical topologies.

While the Maxinet approach makes it possible to increase the scalability
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Distrinet Mininet CE Maxinet
Mininet compatibility

Runnable with mn command 4 4 8
Mininet API 4 4 l

Tunneling technologies

VXLAN Tunnels 4 8 8
GRE Tunnels l 4 4

Emulation features

Unlimited vLink 4 4 4
Limited vLink (No tunneling) 4 l l
Limited vLink (Tunneling) 4 8 l
vNode isolation 4 l l
Automatic cloud provision 4 8 8

4=Yes, l=Partial, 8=No

Table 3.1: Supported features in the different tools for distributed emulation.

of Mininet and offers a speed-up in terms of virtual network creation time
for certain topologies, its main drawback is that it is not directly compatible
with Mininet. Moreover, even though it is straightforward to setup networks
with unlimited vLinks (i.e., vLinks without explicit bandwidth limit or delay),
Maxinet does not fully support limited vLinks (i.e., vLinks with explicit band-
width limits or delay). The Mininet CE approach offers a full compatibility
with Mininet, but like Maxinet, it has some limitations when it comes to em-
ulation of vLinks with limited bandwidth or delay. It is not possible to add
limitations on the vLink if it is connected between two vNodes in different
physical machines [Min16].

We believe that automatic cloud provision offered by Distrinet, its flexibility,
and its compatibility with Mininet give our tool an important added value as
Mininet is by far the most used tool to emulate SDN networks. Table 3.1
summarizes the main differences between the tools.

3.3 Distributed Mininet

Even though the general concepts and API of Mininet do not prevent exper-
iments from running on multiple machines, the Mininet implementation has
been thought and made to run on a single machine. However, in some circum-
stances, being able to run experiments on a set of machines would be helpful,
for example when the memory of one machine would not suffice to support the
whole experiment. With Distrinet, we extend the Mininet implementation to be
able to distribute network experiments over multiple hosts by using the Mininet
programmatic idioms, in order to remain fully compatible with Mininet.

Four key elements have to be considered in order to distribute Mininet

experiments over multiple hosts.



3.3. DISTRIBUTED MININET 35

First, emulated nodes must be isolated to ensure the correctness of the ex-
periments, even when the hosts supporting the experiments are heterogeneous.
To obtain these guarantees, virtualization techniques (full or container-based)
have to be employed. Similarly, traffic encapsulation is needed such that the
network of the experiment can run on any type of infrastructure.

To start and manage experiments, an experimentation control plane is nec-
essary. This control plane allows to manage all the emulated nodes and links of
the experiment, regardless of where they are physically hosted.

3.3.1 Multi-Host Mininet Implementation

In Mininet, network nodes are emulated as user-level processes isolated from
each other by means of light virtualization. More precisely, a network node in
Mininet is a shell subprocess spawned in a pseudo-tty and isolated from the rest
by the means of Linux cgroups and network namespaces. Interactions between
Mininet and the emulated nodes are then performed by writing bash commands
to the standard input of the subprocess, and reading the content at the standard
output and error of that process.
As Mininet runs on a single machine, every emulated node benefits from the
same software and hardware environments (i.e., the one from the experimental
hosts). This approach has proven to be adequate for single-machine experi-
ments but cannot be directly applied when experiments are distributed, as it
would push too much burden in preparing the different hosts involved in the
experiments. As a consequence, we kept the principle of running a shell process,
but instead of isolating it using cgroups and network namespaces, we isolated
it within an LXC container [Can19]. Ultimately, LXC realizes isolation in the
same way than using kernel cgroups and namespaces, but it provides an effective
tool suite to set up any desired software environment within the container just
by providing the desired image when launching the container. In this way, even
when the machines used to run an experiment are set up differently, as long
as they have LXC installed on them, it is possible to create identical software
environments for all the network nodes, regardless of the machine that actu-
ally hosts them. In Distrinet, to start a network node, we first launch an LXC
container and create a shell subprocess in that container. As Mininet runs on
a single machine, the experiment orchestrator and the actual emulated nodes
run on the same machine, which allows to directly read and write on the file
descriptors of the bash process of the network nodes to control them.
In Distrinet, we allow to separate the node where the experiment orchestra-
tion is performed from the hosts where the network nodes are hosted, meaning
that creating directly a process and interacting with its standard I/Os is not as
straightforward as in Mininet.
Indeed, Mininet uses the standard Popen Python class to create the bash pro-
cess at the basis of network nodes. Unfortunately, Popen is a low-level call in
Python that is limited to launching processes on the local machine. In our case,
we then have to rely on another mechanism. As we are dealing with remote
machines and want to minimize the required software on the hosts involved in
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Figure 3.1: Distrinet processes interaction.

experiments, we use SSH as a means to interact between the orchestrator and
the different hosts and network nodes. SSH is used to launch containers and
once the container is launched, we directly connect through SSH to the contain-
ers and create shell processes via SSH calls.
In parallel, we open pseudo-terminals (PTYs) locally on the experiment orches-
trator, one per network node, and attach the standard input and outputs of
the created remote processes to the local PTYs. As a result, the orchestrator
can interact with the virtual nodes in the very same way as Mininet does by
reading and writing in the file descriptors of the network nodes’ PTY.
This solution may look cumbersome and suboptimal, but it maximizes the
Mininet code reuse, and ultimately guarantees compatibility with Mininet.
Indeed, Mininet heavily relies on the possibility to read and write, via file de-
scriptors, the standard input and outputs of the shell processes emulating the
virtual nodes, and massively uses select and poll that are low-level Linux
calls for local files and processes. Therefore, providing the ability to have local
file descriptors for remote process standard input and outputs allowed us to
directly use Mininet code as the only change needed was in the creation of the
shell process (i.e., using an SSH process creation instead of Popen), with no
impact on the rest of the Mininet implementation.
Solutions that would not offer low-level Linux calls compatibility to interact
with the remote shell would cause to re-implement most of the Node classes of
Mininet.

In Mininet, network nodes and links are created sequentially. The sequen-
tial approach is not an issue in Mininet where interactions are virtually in-
stantaneous. However, a sequential approach is not appropriate in Distrinet,
since nodes are deployed from LXC images and because every interaction with
a node is subject to network delays. For this reason, in Distrinet, the node
deployment and setup calls are made concurrent with the Asynchronous I/O
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library of Python 3. However, as the compatibility with Mininet is a funda-
mental design choice, all calls are kept sequential by default and we added an
optional flag parameter to specify the execution to run in concurrent mode.
When the flag is set, the method launches the commands it is supposed to run
and returns without waiting for them to terminate. The programmer then has
to check if the command is actually finished when needed.
To this end, we have added a companion method to each method that has been
adapted to be potentially non blocking. The role of the companion method is to
block until the command calls made by the former are finished. This allows one
to start a batch of long lasting commands (e.g., startShell) at once, then wait
for all of them to finish. We have chosen to use this approach instead of relying
on callback functions or multi-thread operations in order to keep the structure
of the Mininet core implementation (Fig. 3.1).
To implement network links, Mininet uses virtual Ethernet interfaces and the
traffic is contained within the virtual links thanks to network namespaces. When
experiments are distributed, links may have to connect nodes located on different
hosts, hence an additional mechanism is required. In Distrinet, we implement
virtual links by using VXLAN tunnels (a prototype version with GRE tunnels
also exists). The choice of VXLAN is guided by the need of transporting L2
traffic over the virtual links. In particular, we cannot rely on the default connec-
tion option provided directly with LXD. Indeed, the latter uses either multicast
VXLAN tunnels or Fan networking [Can20] to interconnect containers hosted
on different machines. However, cloud platforms such as Amazon EC2 do not
allow the usage of multicast addresses and, in some scenarios, a single physical
machine may have to host hundreds of containers.
Fan networking maps the addresses of a small network address space (e.g., /16
network) with a larger one (e.g., /8 network) and uses unicast tunnels to inter-
connect the different machines, but it does not allow to choose the IP addresses
of the containers arbitrarily (the user cannot choose the IP of the virtual in-
terfaces in the emulated network). In Distrinet, each link is implemented with
a unicast VXLAN tunnel having its own virtual identifier. Also, since we are
compatible with Mininet, to limit the capacity of the links, we simply use the
Mininet implementation that relies on Linux Traffic Control (tc).
SSH is used to send commands and retrieve data from the network nodes in the
experiments, and each virtual node is reachable with an IP address. To do so,
a bridge, called admin bridge, is setup on every machine that hosts emulated
nodes. An interface, called admin interface, is also created on each node and
bridged to the admin bridge and is assigned a unique IP address picked up from
the same subnet. All these admin bridges are connected to the admin bridge of
the master node.
The machine running the script is then hooked with an SSH tunnel to the master
host, and can then directly access any machine connected to the admin bridge.
The general architecture of Distrinet is presented in Fig. 3.2. In Mininet, hosts
are emulated as user-level processes isolated from each other by making use of
the Linux cgroup and network namespaces. With Distrinet, we re-use the prin-
ciple of containerisation but implement it with LXC and LXD to simplify the
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Figure 3.2: Distrinet general architec-
ture.

Figure 3.3: Amazon VPC configuration.

management of complex scenarios. Mininet heavily relies on the popen function
of Python to interact with the emulated nodes. In order to distribute Mininet,
we implemented a new class, RemotePopen, that implements the same interface
as the native Popen class of Python and extended the Node class of Mininet to
use our implementation instead of using the one from Python. RemotePopen

is implemented with SSH channels from the Paramiko library. To control em-
ulated nodes via SSH, a control network interconnecting all nodes is deployed.
Network links are emulated with virtual Ethernet when the two end points of
the link are deployed on the same machine. If the end points are deployed on
separate machines, then the connection is made over VxLAN. Link data rate
control is directly inherited from Mininet.

3.4 Distrinet Architecture

Distrinet provides an infrastructure provisioning mechanism that uses Ansible
to automatically install and configure LXD and SSH on each machine to be used
during the experiment.

If the experimental infrastructure is Amazon EC2, Distrinet first instantiates
a Virtual Private Cloud (VPC) configured as depicted in Fig. 3.3 in which the
virtual instances running the experiment will be deployed. A NAT gateway is
automatically created to provide Internet access to the Worker host. Access to
the Worker nodes from the experimenter machine is ensured by a Master node
acting as an SSH relay. The deployment on Amazon EC2 only requires an active
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Amazon AWS account.
Distrinet environment (cloud or physical) includes the three following entities

(Fig. 3.2):

• Client : host in which the Distrinet script is running and decides where
to place the vNodes around the physical infrastructure (round-robin by
default). The Client must be able to connect via SSH to the Master host.

• Master : host that acts as a relay to interconnect the Client with all the
Worker hosts. It communicates with the Client and the different Workers
via SSH. Note that the Master can also be configured as a Worker.

• Worker(s): host(s) where all the vNodes (vSwitches and vHosts) are run-
ning. vNodes are managed by the Master and the Client, via the admin
network.

Distrinet can then automatically install the remaining requirements. In par-
ticular, it installs and configures LXD/LXC and OpenVSwitch in the Mas-
ter and Worker hosts. In the next step, Distrinet downloads two images: an
Ubuntu:18.04 image to emulate the vHosts, and a modified version of that image
with OVS installed in order to save time during the configuration process. A
default configuration setup is provided, but the user – by following the tutorial
we provide [Dis20] – can easily create a personalized image and distribute it in
the environment using Ansible from the Master Node. After the configuration
step, the user can start the emulation from the Distrinet Client.

3.5 Experiments

To evaluate Distrinet, we considered 3 types of experiments. The first one mea-
sures the overhead in term of execution time that the tools introduce to allow
the distribution of the emulations.
The second experiment compares the network capabilities of Mininet CE, Maxinet,
and Distrinet. The last experiment shows the behaviors of a resource in-
tensive emulation inside a single physical host and in a distributed environ-
ment. For the evaluation, we used Amazon Web Service (AWS) [Ama20e] and
Grid’5000 [Bal+13]. In Grid’5000, we used the Gros cluster where the hosts are
all equipped with one Intel Xeon Gold 5220 (18 multi-threaded cores per CPU
at 2.20 GHz, i.e., 36 vCores) and 96 GB of RAM.

3.5.1 Distrinet Core Performance Assessment

We first measure the overhead of distributing an experiment by timing the most
fundamental operations of the tool in Grid’5000 and compare it with the other
tools. The results are reported in Table 3.2. Mininet is running on a single host
while the others are running on two hosts. We observe that the creation of a
vNode or a vLink is much longer with Distrinet because it uses LXC containers
that are slower to start, but are more isolated. This implies that setting up
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Mininet Distrinet Mininet CE Maxinet
Action

Link Creation 7.5± 0.19 ms 495± 18 ms 430± 840 ms 13± 0.3 ms
Link Deletion 48.4± 8.3 ms 495± 18 ms 40.4± 7.3 ms —
Node Creation 13.2± 0.1 ms 2.09± 0.04 s 329.9± 161.4 ms 108.4± 5.4 ms
Running a Command 3.45± 0.1 ms 4.8± 0.2 ms 3.35± 0.07 ms 1.19± 0.1 ms
Tunnel Creation — — — 184.8± 1.0ms

Topology Creation

Linear (n = 2) 0.368± 0.01 s 13.44± 0.25 s 4.09± 0.05 s 1.60± 0.06 s
Linear (n = 10) 1.412± 0.03 s 37.5± 0.55 s 9.7± 0.08 s 5.22± 0.26 s
Binary Tree (h = 4) 2.051± 0.05 s 54.9± 0.69 s 13.51± 0.28s 6.36± 0.08 s
Fat Tree (k = 4) 2.605± 0.04 s 73.72± 0.48 s 59.685± 1.23 s 8.40± 0.27 s

Table 3.2: Time overhead ± standard deviation over 10 experiments

an experiment with Distrinet is slower. As examples, we provide the time to
create different classic topologies with both tools. A Fat Tree 4 is built in 73.72 s
with Distrinet to be compared to around 2.6 s with Mininet. Mininet Cluster

Edition requires 59.68 s, while Maxinet requires around 8.4 s. This is because
the Link creation implementation in Distrinet and Mininet Cluster Edition

are similar, while in Maxinet, it is completely different. Maxinet first sets up
the virtual sub-networks in the different physical machines without tunneling.
After this step, it creates the tunnels between the vNodes placed in different
hosts. For this reason, in Maxinet, there are different lines for link creation and
tunnel creation, while in Mininet CE and Distrinet, the tunnel creation time is
included in the link creation.
In Mininet, as explained before, vNodes are light but are not completely isolated.
This can be problematic for some types of experiments. With our LXD/LXC
approach, the vNode creation is slower, but the container provides a better iso-
lation and the vNodes can be distributed.
The difference in setup time is significant with Maxinet, but for networks with
a higher density of links (e.g., FatTree k = 4), the gap between Distrinet and
Mininet CE is reduced. However, we believe that, for a large subset of exper-
iments (e.g., running a 24 hour trace), the setup time represents a negligible
part of the total experiment time. In any case, computation intensive experi-
ments – such as the one presented in Sec. 3.5.3 – cannot be performed with a
single physical machine. We thus believe that Distrinet is a useful tool in many
different use cases.

3.5.2 Tools Comparison

In this section, we compare Distrinet, Mininet, Mininet CE, and Maxinet net-
work capabilities. The experiments compare the maximum network throughput
measured with iperf (TCP traffic, for one minute) between the first and the
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Single Host (Grid’5000) Multiple Hosts (Grid’5000) Amazon EC2

Topology Mininet Distrinet Mininet CE (SSH) Mininet CE (GRE) Maxinet Distrinet Distrinet

Linear 2 957.0± 0.0 957.0± 0.0 731.2± 14.6 955.0± 0.0 953.0± 1.9 957.0± 0.0 947.2± 5.5
Linear 10 957.0± 0.0 957.0± 0.0 640.7± 8.8 955.0± 0.0 897.3± 8.3 957.0± 0.0 947.2± 4.8
Linear 20 957.0± 0.0 956.9± 0.3 582.3± 14.5 955.0± 0.0 841.9± 21.8 957.0± 0.0 938.3± 4.3
Linear 50 957.0± 0.0 955.0± 2.2 391.0± 12.3 955.0± 0.0 641.3± 44.0 957.0± 0.0 916.4± 7.0
Star 10 957.0± 0.0 957.0± 0.0 729.1± 15.4 955.0± 0.0 927.6± 2.76 957.0± 0.0 946.4± 5.3

Table 3.3: Maximum throughput (in Mbps) ± standard deviation over 10 ex-
periments - the virtual links are bounded at 1 Gbps.
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Figure 3.4: Distrinet setup example

last hosts for different linear topologies. For the star topology, there is an iperf
connection between 5 pairs of hosts. Table 3.3 summarizes the results over 10
experiments for each virtual topology. The physical environment is composed
of one or two machines completely dedicated to the experiments in Grid’5000.
The vLink capacities are set to 1 Gbps. The second and the third columns
compare Mininet and Distrinet while running on a single machine. We can see
that the maximum throughput measured with iperf is very close between our
tool and Mininet. The next set of experiments compares Mininet CE, Maxinet,
and Distrinet while distributing the virtual network on two physical hosts - the
Maximum Transmission Unit (MTU) for the physical interfaces has been set at
1600 bytes to avoid fragmentation. To be fair in the comparison, the distribu-
tion of the virtual nodes is done using the Maxinet placement algorithm with
all the tools, since Maxinet is the only one that has restrictions on the place-
ment (i.e., Maxinet does not allow to place a vSwitch and a vHost on different
physical machines if they are connected through a vLink).
As mentioned in Sec. 3.1, Mininet CE does not support TCLinks for vLinks
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connecting vNodes in different physical machines. Therefore, it is not possible
to limit the capacity of the virtual link between two physical hosts. In Ta-
ble 3.3, we observe that Mininet CE using SSH tunnels does not manage to run
at Mininet speed even for a simple topology such as Linear 2. The explanation
is that an SSH tunnel consumes lots of processing resources, which is confirmed
by the fact that Mininet CE obtains results comparable to the ones of Mininet
and Distrinet when lightweight GRE tunnels are used instead.
Maxinet obtains good results when the topology is not too large and when the
traffic is not passing through many switches (e.g., Linear 2 and Star 10 ). How-
ever, performances drop when topologies get larger. Distrinet results, obtained
in a distributed environment, are comparable to the ones of Mininet and Dis-
trinet on a single host. In the last column, we show Distrinet results on Amazon
AWS using two instances - the instance type is m5.8xlarge, with 32 vCPU and
128 GB of RAM [Ama20e]. As displayed in the table, the performances are
similar to the ones obtained in Grid’5000. The difference in terms of perfor-
mances can be explained by the additional virtualization layer needed on the
AWS instance and the network resources shared with other users’ instances in
the cloud.

3.5.3 Experiments With High Load
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Figure 3.5: Distrinet running in multiple hosts, placing 10 vHosts and 10
vSwitches on each physical host.

To observe the behavior of Distrinet under high load, we set up an exper-
iment running Hadoop Apache [Had20a]. We compare two sets of runs: one



3.5. EXPERIMENTS 43

2 5 10 20 30 40 50
10

00

Linear Topology (N)

101

102

103

104

T
im

e
(s

)

0 %

100 %

200 %

300 %

400 %

C
P

U
o

ve
rc

o
m

m
it

m
en

t

Figure 3.6: Distrinet running in a single host, with the CPU overcommitment
percentage for each topology.

set distributed between one and 100 physical machines, the second set running
different topologies on a single physical machine.

Distrinet Distributed Setup

Fig. 3.4 shows a simplified overview of the Distrinet setup. It is important
to distinguish between the Distrinet Master/Workers and the Hadoop Mas-
ter/Workers. Distrinet Master/Workers are the physical machines in which the
environment emulation is running, whereas Hadoop Master/Workers are the
virtual hosts created inside the physical machines. In the example of Fig. 3.4,
physical Host 1 is the Distrinet Master, while the other physical hosts are the
Distrinet Workers. Physical Host 1 deploys 2 virtual hosts: h1 (Hadoop Mas-
ter) and h2 (Hadoop Worker).
The remaining Hadoop Workers are virtualized inside the different Distrinet
Workers.

Distrinet Single Host Setup

The incomplete isolation of Mininet nodes prevents Hadoop from running prop-
erly. Hence, we use Distrinet in a single host, since the network performances
are very similar with respect to the Mininet’s ones (Tab. 3.3).



Experiments

The experiments consist in running a standard Hadoop benchmark function
(hadoop-mapreduce-examples.jar) [MVE14] in a virtual linear topology. π is
calculated using a quasi-Monte Carlo method. We used 400 maps and 400 sam-
ples for each map. Experiments are run for 2 to 1,000 Hadoop hosts. Execution
times of the experiments are reported in Fig. 3.5, and Fig. 3.6, each experiment
being repeated 10 times for each topology size.
The expected behavior is that the execution time decreases when Hadoop nodes
can be executed on an increasing pool of physical resources (cores and mem-
ory). Adding then Hadoop nodes should not change the execution time. We set
each vHost with 2 vCores and 6 GB of RAM, while a vSwitch requires 1 vCPU
and 3.5 GB of RAM. With these parameters, a single physical host is able to
virtualize without CPU overcommitment 10 vHosts and 10 vSwitches.
We call CPU overcommitment the estimation (in %) of how much CPU is as-
signed in excess to a physical node, i.e., if a physical machine has 36 cores and
the vNodes assigned in the machine require 54 vCores at full speed, the machine
has 50% overcommitment.
The behavior of the experiments using Distrinet with each host running 10
vHosts and 10 vSwitches (except for linear 2 and linear 5) is the one expected
from Hadoop (Fig. 3.5). The computation time decreases while the number of
vHosts increases, until adding new workers does not decrease anymore the com-
pletion time (in this case between 50 and 60 vHosts). When the linear topology
is composed of 1,000 vHosts, there is a slight increment in terms of the execu-
tion time, which probably depends on two factors: (i) the distance between the
Hadoop Master host and the last Hadoop Worker (the connection has to cross
1,000 vSwitches), (ii) and the large amount of Hadoop Workers that the single
Hadoop Master has to manage.
We observe that the behavior using a single machine is hardly predictable
(Fig. 3.6) when the resources in the single machine are not sufficient to sat-
isfy the requests of the virtual instances. For this reason, we need to distribute
the load of the emulation in different hosts.
Comparing Fig. 3.5 to Fig. 3.6, we can observe in the single host emulation
scenario that we obtain the same results as in the multiple hosts one when ex-
periments do not exceed the physical resources of the Host (until linear 10).
When the emulation requires additional resources, we can observe that the sin-
gle host emulation needs more time to complete the execution. The red line is
an estimation of the CPU overcommitment inside the physical host. Virtualiz-
ing the linear 50 network on a single host requires more time than for a linear
10 network. With linear 50, we experienced some abnormal behaviors in two
experiments (one run required 2,370 s and another one 14,797 s). This is due
to an increasing overcommitment of the physical machine.
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3.6 Conclusions

To overcome the limitations of resource-intensive experiments being run on a
single machine, we proposed Distrinet that extends Mininet capabilities to make
it able to distribute experiments on an arbitrary number of hosts.
We have shown the cost to adapt an application designed to run on a single
machine to run in multiple hosts, while remaining compatible with it. Our im-
plementation is flexible and experiments can be run on a single Linux host, a
cluster of Linux hosts, or even in the Amazon EC2 cloud. Distrinet automati-
cally provisions hosts and launches Amazon instances such that experimenters
do not need to know the details of the infrastructure used for their experiment.
It is compatible with Mininet and its source code is available on https://

distrinet-emu.github.io. In the next chapter; we study how to correctly
distribute the emulation in a physical environment.





Chapter 4

Distributed Network
Emulation

4.1 Introduction

The complexity of networks has greatly increased in the last years. Networks
currently rely massively on software frameworks and virtualization, and their
performances become implementation dependent.
Using a single machine for a rapid emulation is thus limiting to handle resource
intensive experiments, e.g., needing heavy memory, processing, input/output,
or specific hardware to emulate, for instance, networks with virtual network
functions or artificial intelligence algorithms.
To tackle this issue, distributed emulation tools were proposed: Maxinet [Wet+14],
Mininet Cluster Edition [Pro19], Distrinet [Dis19; Di +19c]. These tools were
presented in the previous chapter. They allow to run experiments of various
types on a large number of machines with different hardware configurations. In
this chapter, we focus more specifically on the methodology used to distribute
the experiments with each tool.

Carrying distributed emulation rises several challenges. First, when facing
an experiment, is there a need to distribute it? In other words, how to know
if the experiment exceeds the capacity of a single node? Then, if yes, with
how many nodes and on which nodes should it be distributed? If it has to be
distributed onto m machines, how should the experiments be executed on these
machines?
Actually, a networking experiment can be seen as a virtual network or a graph
with node and link demands in terms of CPU, memory, network capacity, etc.
A fundamental problem that arises in this context is how to map virtual nodes
and links to a physical network topology, while minimizing a certain objective
function without exceeding the available resources.
Existing tools have placement modules answering partially these questions.
Mininet Cluster Edition implements three simple algorithms (Round Robin,
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Random, and Switch Bin [Pro19]), while Maxinet uses an algorithm from ME-

TIS [met20], a library for graphs partitioning. However, these placement meth-
ods have several important limitations.
Firstly, they do not take into account the nodes’ resources and the links’ capaci-
ties. This means that they do not verify if nodes or links capacities are exceeded.
Consequently, experiments may run with congested links and overloaded nodes,
leading to unreliable results.
Secondly, they do not minimize the number of machines required as they use
all machines at their disposal. This is especially important for public clusters,
where physical resources are shared, as policy rules might lead to a large waiting
time to obtain the needed resources.

To solve these limitations, we studied placement algorithms to map an ex-
periment onto a set of physical machines (e.g., in private test-beds or clusters).
The experimental infrastructure topology is taken into account. The goal is to
provide a mapping such that the physical resources of the nodes (i.e., processing
and memory) and links (i.e., capacity) are not exceeded. This is important to
ensure a trusty emulation. The combination of node and link constraints makes
finding a feasible solution a difficult task. Indeed, by using a small number of
physical nodes, we might exceed their physical resources, while by using too
many physical nodes, we may exceed the available rate of the physical links if
the virtual nodes are not placed correctly. Our objective consists in minimizing
the number of reserved machines to run an experiment, motivated by the fact
that scientific clusters such as Grid’5000 [Gri20] require to reserve a group of
machines before running an experiment [Vic+13] and an excess in these terms
may lead to usage policy violations, or to a large waiting time to obtain the
needed resources.
The problem can be seen as a variant of a Virtual Network Embedding (VNE)
problem. However, only exact methods based on linear programming were pro-
posed to deal with it in the literature, and such solutions do not scale well and
have long execution times for large networks which constitute our targets in this
work. This motivates the need for fast algorithms that can provide near optimal
solutions.

We propose new tailored placement algorithms and compare them with the
ones used in existing tools. We built a placement module for distributed emu-
lators to solve efficiently this problem in practice. This module first decides if
the experiment has to be distributed. Then, given a pool of available machines,
it computes the deployment using the minimum number of machines to run
the experiments in such a way that physical resources are not exceeded. The
placement module can be used with any emulator. However, to test it in the
wild, we integrated it in Distrinet. Through this approach, the experiment is
automatically distributed over several nodes using the optimal allocation.

To summarize, our contributions are as follows:

- We study placement algorithms to distribute an experiment onto the ma-
chines of a test-bed. We proposed several efficient algorithms to deal with
the problem.
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- We build a placement module for distributed emulators with all the al-
gorithms implemented. The placement module can currently be used in
Distrinet, but the algorithms may potentially be integrated in any tool.

- We compare our algorithms with the ones implemented in existing tools
using extensive simulations. We show that they succeed in ensuring that
no link or node capacity is exceeded, while the same experiments running
with other tools would lead to resource overload.

- We then carry experimentation in a private cluster with the goal of eval-
uating the impact of such resource overload on the emulation. We show
that overloading a link, the CPU, or the memory may lead to respectively
important drops of measured bandwidth, the increase of execution time,
and emulation crashes.

The rest of this chapter is organized as follows. In Sec. 4.2, we review
the related works on placement methods to carry out distributed emulation.
We then formally state the problem and propose algorithms to deal with it in
Sec. 4.3. We evaluate the algorithms against existing placement modules with
extensive simulations in Sec. 4.4 and with experimentation in Sec. 4.5. Last, we
conclude and present future work on placement algorithms in Sec. 4.6.

4.2 Related Work

Placement For Distributed Emulations

Existing tools for distributed large-scale emulations adopt different strategies to
map the virtual topology to the physical one.

Mininet Cluster Edition provides three different placement algorithms [Pro19]:
- SwitchBinPlacer first distributes the virtual switches (vSwitches) (and the con-
trollers if some are assigned) around the infrastructure, such that each physical
host (also called server) has the same amount of vSwitches assigned. It then
places the virtual hosts (vHosts) on the server to which its connected vSwitches
are assigned.
- RoundRobinPlacer is the implementation of the classic RoundRobin algorithm
that assigns a vSwitch or a vHost, choosing each time the next physical host in
the list.
- RandomPlacer is the simplest placer: for each vHost or vSwitch to be assigned,
it chooses a random physical node.

Maxinet uses the Multilevel Recursive Bisectioning algorithm [KK98] to par-
tition the virtual switches and the virtual hosts into the physical machines. In
Maxinet, there is no notion of the physical infrastructure (hosts resources or
network topology). This means that the partition will not change if we deploy
the virtual network in different physical topologies (i.e., spanning tree, clique,
etc.). The virtual network, given as an input to the partitioning algorithm, does
not have notion of virtual CPU (vCPU) or virtual RAM (vRAM), i.e., a virtual
node (vNode) requiring 1 vCPU is treated like a vNode requiring 10 vCPUs.
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The partitioning algorithm is not directly implemented in Maxinet. Maxinet

uses METIS [met20], a set of tools for partitioning graphs. The goal of the al-
gorithm is to find a partitioning of the nodes such that the sum of the nodes
weights (e.g., workload) in each partition is balanced and the sum of all the
edges in the cuts are minimized.

During the emulation with Maxinet, three fundamental steps can be found:

• Network partition. Maxinet takes as input the virtual network and
uses Metis to partition it. In Maxinet, if a vHost and a vSwitch are
directly connected, they cannot run on different physical machines. For
this reason, the input graph representing the virtual network is reduced
as follows. Let’s assume that we want to emulate a tree topology with 7
switches and 4 hosts (Fig. 4.1). All the vSwitches are represented by a
node in the new graph with weight equal to 1, while the weight on the
edges represents the capacity of the link. If a vHost is directly connected
to a switch, we increase the weight of the node representing the vSwitch by
1. The input graph is the one in Fig. 4.2. The algorithm runs with Metis’

S7
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S1 S2

S6

S3 S4

vSwitch

vHost

H1 H2 H3 H4

20 20

10 10 10 10

Figure 4.1: Virtual topology

Multilevel Recursive Bisectioning. In the example (Fig. 4.3), Metis splits
the network in two different hosts. After the split, the initial network can
be easly reconstructed.

• Building Mininet networks. After the partitioning, Maxinet creates
a Mininet experiment on each physical node. The network to emulate on
each node is provided in the partition.

• Connecting the remote switches. After creating different Mininet
networks on all the nodes chosen by the partition, Maxinet connects the
vSwitches that have a link in the original topology via GRE tunnels.
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Figure 4.3: Output

In all these algorithms, the physical infrastructure is not taken into account.
This means that a physical link or a physical machine can be overloaded and
become a bottleneck for the emulation without the user being notified. In fact,
we show that the existing placement solutions behave well when the physical
infrastructure is an homogeneous environment. However, when the physical
environment is heterogeneous (different types of machines or a complex physical
network), they often return solutions with overloaded resources.

Moreover, the existing solutions do not evaluate the minimum number of
machines needed to run the experiment (and in particular if the experiment has
to be distributed). These solutions use all the machines put at their disposal
by the user. On the contrary, our placement module provides to the user the
smallest number of physical hosts in order to run the experiment without any
overloaded physical resource.

Virtual Network Embedding (VNE) Problem

The solution we propose is based on the investigation of a VNE problem. Such
problems have been widely studied in the literature. We refer to [Fis+13] for
a comprehensive survey of the existing works. Many different settings have
been considered. Minimization of the resource allocation cost [CRB09], of the
energy consumption [Bot+12], of the maximum load [CRB12] or revenue max-
imization [Yu+08] are just few examples. In our settings, we aim at finding a
mapping which uses the smallest number of substrate nodes. Thus, our objec-
tive can be seen as a variant of the energy-aware VNE problem in which we aim
to minimize the number of activated substrate nodes.
Exact solutions which provide optimal techniques to solve small instances have
been proposed (see, e.g., [Mel+11; Hou+11]). They are mainly based on exact
approaches such as Integer Linear Programming (ILP) and formulate the VNE
problem as virtual nodes and links mapping. These approaches are not suitable
in our use case, as runtime is a crucial factor and the delay in the embedding of a
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virtual request should be minimized. A heuristic approach to find an acceptable
solution in a short execution time is to be preferred. We thus propose heuristic
approaches able to provide near-optimal solutions in a reasonable computation
time. In addition, beyond the general case, we study specific settings often en-
countered when carrying out emulations in real cluster environments. They are
characterized by a homogeneous computing environment or by a spanning tree
routing protocol, and they have not been fully addressed in the literature.

4.3 Problem And Algorithms

When emulating large datacenter networks with hundreds or thousand of nodes,
it is necessary to distribute the emulation over multiple physical machines in
order not to overload the physical resources.

We study here the problem of mapping virtual nodes and links to a physical
network topology, while minimizing the number of used machines and without
exceeding the available physical resources (CPU core, memory, and link rate).
We first define formally the optimization problem which is considered. We then
propose algorithms to deal with it. In order to evaluate the performances of the
algorithms, we run numerical evaluations and compare their solutions with the
optimal one found using an ILP.

We consider several specific settings often found in real cluster environments:
homogeneous topology or physical network arranged as a tree.

4.3.1 Problem Statement

The VNE problem can be formally stated as follows.
Substrate Network. We are given a substrate network modeled as an undi-
rected multigraph GS = (NS , LS) where NS and LS refer to the set of nodes
and links, respectively. GS is a multigraph as there may be multiple links be-
tween a pair of nodes. Each node nS ∈ NS is associated with the CPU capacity
(expressed in terms of CPU cores) and memory capacity denoted by c(nS) and
m(cS), respectively. Also, each link eS(i, j) ∈ LS between two substrate nodes i
and j is associated with the bandwidth capacity value b(eS) denoting the total
amount of rate that can be supported.
Virtual Network Request. We use an undirected graph GV = (NV , LV ) to
denote a virtual network, where NV is the set of virtual nodes and LV the set
of virtual links. Requirements on virtual nodes and virtual links are expressed
in terms of the attributes of the nodes (i.e., CPU cores c(nV ) and memory
m(cV )) and links (i.e., the rate to be supported b(eV )) of the substrate network.
If there are no sufficient substrate resources available, the virtual network re-
quest should be rejected or postponed. When the virtual network expires, the
allocated substrate resources are released.

The problem consists in mapping the virtual network requests to the sub-
strate network, while respecting the resource constraints of the substrate net-
work. The problem can be decomposed into two major components: (1) node
assignment in which each virtual node is assigned to a substrate node, and (2)
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link assignment in which each virtual link is mapped to a substrate path.
The combination of node and link constraints makes the problem extremely
hard for finding a feasible solution. Indeed, if on one hand, by using a small
amount of substrate nodes, we may exceed physical resources capacities, such
as CPU and memory, on the other hand, by using too many nodes, we may
exceed the available rate of the substrate links. Rost et al. [RS18] show that
the problem of finding a feasible embedding is NP-complete, even for a single
request.

4.3.2 Algorithms

We propose three algorithms to tackle this problem. Our algorithms are able
to provide near-optimal solutions in a reasonable computation time. Solutions
are compared with the optimal ones computed using an ILP approach.

The first two algorithms, k-balanced and DivideSwap, have two phases.
Firstly, virtual nodes are mapped into the physical topology and, secondly,
physical paths are found to map virtual links. The third proposed algorithm,
GreedyPartition, mixes both nodes and links mapping.

Homogeneous Case

If the substrate nodes within the cluster are homogeneous in terms of physical
resources (or if there is a subset of homogeneous nodes from the entire cluster),
an assignment strategy may consist in carrying out a partition of the tasks
to be done by the physical machines while minimizing the network tasks that
would be necessary to be done. We refer to this algorithm as k-balanced.
Similarly as in [Gir+19], we use as a subroutine an algorithm for the k-balanced
partitioning problem. Given an edge-capacitated graph and an integer k ≥ 2,
the goal is to partition the graph vertices into k parts of equal size, so as to
minimize the total capacity of the cut edges (i.e., edges from different partitions).
The problem is NP-hard even for k = 2 [GJS74]. k-balanced solves a k-
partitioning problem for k = 1, . . . ,min(|NS |, |NV |), and tests the feasibility of
the computed mapping m : NV → NS of virtual nodes on the substrate network.
The smallest k for which a feasible k-partitioning exists will be the output of
the algorithm. The corresponding pseudo-code is given in Algorithm 1.
The best known approximation factor for the k-balanced partitioning problem
is due to Krauthgamer et al. [KNS09] and achieves an approximation factor
of O(

√
log n log k), with n being the number of nodes in the virtual network.

Nevertheless, as their algorithm is based on semi-definite programming and
would lead to long execution time, to deal with the problem, we use the O(log n)
approximation algorithm described in [ST97]. The main idea consists in solving
recursively a Minimum Bisection Problem. To this end, we use the Kernighan
and Lin heuristic [KL70].
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Algorithm 1 k-balanced

1: Input: Virtual network GV , Substrate network GS .
2: Output: a mapping of virtual nodes to substrate nodes m : NV → NS .
3: for k = 1, 2, . . . ,min(|NS |, |NV |) do
4: sol ← Compute an approximate solution of the k-balanced partitioning

problem for GV .
5: if sol is feasible (see Sec. 4.3.2) then return sol
6: end if
7: end for
8: return ∅

Algorithm 2 DivideSwap

1: Input: Virtual network GV , Substrate network GS .
2: Output: a mapping of virtual nodes to substrate nodes m : NV → NS .
3: for k = 1, 2, . . . ,min(|NS |, |NV |) do
4: Divide the nodes from NS in k balanced subsets V1, V2, ..., Vk.
5: Take a random sample of k physical nodes P1, P2, ..., Pk
6: Assign nodes in Vj to Pj for j = 1, ..., k.
7: for i = 1, 2, . . . , N SWAPS do
8: Choose at random two nodes u, v ∈ NV assigned to two distinct

physical nodes.

9: If by swapping u and v the cut weight decreases, swap them in sol
and update the cut weight

10: end for
11: if sol is feasible (see Sec. 4.3.2) then return sol.
12: end if
13: end for
14: return ∅

k-balanced has theoretical guarantees of efficiency for its node mapping
phase, but only when the number of parts takes some specific values (powers
of 2). Indeed, the procedure is based on merging two small partitions until
the number of partitions is greater than the desired one (e.g., if k = 3 and
the algorithm computes 4 partitions, then the result is unbalanced as 2 will be
merged).

We thus propose a new algorithm, DivideSwap, efficient for any value of k.
The global idea of DivideSwap is to first build an arbitrary balanced partition
dividing randomly the nodes in balanced sets, and then swapping pairs of nodes
to reduce the cut weight (or required rate for the communications). Its pseudo-
code is given in Algorithm 2.
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Algorithm 3 GreedyPartition

1: Input: Virtual network GV , Substrate network GS .
2: Output: a mapping of virtual nodes to substrate nodes m : NV → NS .
3: T ← Compute a bisection tree of GV .
4: for j = 1, 2, . . . , |NS | do
5: Select the j most powerful machines, P1, . . . , Pj
6: Perform a BFS on the bisection tree T .
7: for each Node v of T do
8: if ∃ P ∈ P1, . . . , Pj with enough resource to host the

virtual nodes in v then
9: v is assigned to P

10: Remove v and the subtree rooted at v from T
11: end if
12: end for
13: if T is empty then return sol
14: end if
15: end for
16: return ∅

General Case

When the substrate nodes are associated with different combinations of
CPU, memory, and networking resources, k-balanced and DivideSwap may
have difficulties in finding a good assignment of virtual nodes to substrate nodes
which respects the different capacities. To prevent this, we define a general pro-
cedure referred to as GreedyPartition. Again, we first build a bisection tree.
We compute it by recursively applying the Kernighan-Lin bisection algorithm
(see the discussion above on bisection algorithm). We then test the use of an
increasing number of physical machines, from 1 to N . We take the j most pow-
erful ones, with powerful defined as a combination of CPU and memory. Next,
we perform a Breadth First Search (BFS) visit on the bisection tree. For each
considered node, we find a physical node such that the resources are enough
and the communication can be performed considering the already placed vir-
tual nodes. If the conditions hold for a node, then this node is removed from
the tree with all its subtrees. If not, we consider the next node of the bisection
tree. If, at any point, the tree is empty, we return the solution.

Link Mapping

DivideSwap and k-balanced are based on the assignment of virtual nodes
into physical nodes, then the feasibility checking of the problem by trying to
allocate all virtual links between virtual nodes assigned in two different substrate
nodes to a substrate path. This problem is solved differently according to the
structure of the physical substrate network.
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Tree Topologies

Even if the substrate network is assumed to be a tree, there are still decisions
to be made in terms of how the network interfaces of a substrate compute node
should be used by the virtual nodes. Indeed, if we allow the traffic associated to
a single virtual link to be sent using more than one network interface (e.g., 50%
on eth0 and 50% on eth1), then multiple links between a compute node and a
switch can be considered as a single link with an associated rate which corre-
sponds to the sum of rates on all the node network interfaces. As a consequence,
once the mapping between virtual and substrate nodes has been selected, check-
ing if a substrate compute node has enough resources on its interfaces to send or
receive a given set of rates can be done exactly in polynomial time with a BFS or
Depth First Search (DFS) visit in time O(|NS |+ |LS |), as there exists only one
path between each source and destination pair. Conversely, if the virtual link
rate to be supported can be mapped on only a single network interface, then the
situation can be reduced to the Bin Packing Problem and is thus NP-hard. To
deal with it, we use the First-fit decreasing heuristic which has been shown to
be 11

9 -approximated for this problem [Joh+74] (i.e., it guarantees an allocation
using at most 11

9 OPT + 1 bins, with OPT being the optimal number of bins).

General Topologies

In this case, we also need to distinguish two situations according to the desired
strategy for mapping a virtual link of the virtual network to a physical path in
the substrate network. If path splitting is supported by the substrate network,
then the problem can be solved in polynomial time by using a multi-commodity
flow algorithm [Yu+08]. On the other hand, if path splitting is not supported,
then the situation can be reduced to the Unsplittable Flow Problem, which is
NP-hard [KS97]. In such case, we use the following approach. We consider
the virtual links in non-increasing order. Given the remaining capacities, we
find the shortest path in the residual network in which we remove all links with
an available rate smaller than the rate to be mapped. If we succeed to find a
physical path for all the virtual links to be mapped (i.e., between nodes assigned
to distinct physical machines), then the problem is considered feasible.

ILP Approach

As previously mentioned, we compare our approximation algorithms with the
optimal solution computed using an ILP approach. The goal of the ILP is to
minimize the number of host used for the mapping. We already defined with
GV = (NV , EV ) and GS = (NS , ES) the virtual network and the substrate
(physical) network. The tuple (u, v) ∈ EV , represents the virtual link between
u, v ∈ NV ; while (i, j, d) ∈ ES represents the physical link between i, j ∈ NS

via the device d. We define with cj and mj the virtual cores and the memory
required by the virtual node j ∈ NV ; while Ci and Mi represent the maximum
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cores and memory available in the physical node i ∈ NS . For the links, ruv
represents the bandwidth required by the virtual link (u, v) ∈ EV , while Rijd
represents the maximum bandwidth for the physical link (i, j, d) ∈ ES . We
indicate with δ(i) the set of neighbours of the node i ∈ NV and with α(i, j) the
set of devices for the tuple (i, j) with i, j ∈ NS .
Variables:

• xi ∈ {0, 1}: boolean variable equal to 1 iff there is at least one virtual
node assigned to the physical node i ∈ NS , 0 otherwise

• yji ∈ {0, 1}: boolean variable equal to 1 iff the virtual node j ∈ NV is
assigned to the physical node i ∈ NS , 0 otherwise

• luvijd ∈ {0, 1}: boolean variable equal to 1 if the physical link (i, j, d) ∈ ES
is used by the virtual link (u, v) ∈ EV , 0 otherwise

Objective (4.1): minimization of the physical nodes needed in order to embed
the virtual network.

min
∑
i∈NS

xi (4.1)

A machine is used if at least a virtual node is mapped on it (4.2)

xi ≥ yji ∀i ∈ NS , ∀j ∈ NV (4.2)

Assignment of virtual nodes to physical nodes (4.3)∑
i∈NS

yji = 1 ∀j ∈ NV (4.3)

Cpu (4.4) and memory (4.5) limit constraints:∑
j∈NV

cj ∗ yji ≤ Ci ∀i ∈ NS (4.4)

∑
j∈NV

mj ∗ yji ≤Mi ∀i ∈ NS (4.5)

Bandwidth conservation constraints 4.6:∑
j∈δ(i)

∑
d∈α(i,j)

(luvijd − luvjid) = yui − yvi ∀(u, v) ∈ EV , ∀i ∈ NS (4.6)

Link capacity constraints (4.7):∑
(u,v)∈EV

(ruv ∗ luvijd + ruv ∗ luvjid) ≤ Rijd ∀(i, j, d) ∈ ES (4.7)

Given a virtual link a physical machine, the rate that goes out from the physical
machine to a device (4.8) or that comes in to the physical machine from a device
(4.9) is at most 1 :∑

j∈δ(i)

∑
d∈α(i,j)

luvijd ≤ 1 ∀(u, v) ∈ EV , ∀i ∈ NS (4.8)
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∑
j∈δ(i)

∑
d∈α(i,j)

luvjid ≤ 1 ∀(u, v) ∈ EV , ∀i ∈ NS (4.9)

A link can be used only in a direction (4.10):

luvijd + luvjid ≤ 1 ∀(u, v) ∈ EV , ∀(i, j, d) ∈ ES (4.10)

4.3.3 Numerical Evaluation

The experiment consists in mapping datacenter servers interconnected by a K-
Fat Tree onto the Nancy node of the academic cluster Grid’5000 [Gri20]. Each
logical switch and server require 2 cores and 8 GB of memory, and each server
is sending 0.2 Gbps of traffic. The physical nodes are machines with 32 cores
and 132 GB of RAM. The physical links are Ethernet links of capacity 10 Gbps.
The goal is to minimize the number of machines of the cluster used for the
experiment for different datacenter sizes. In Fig. 4.4, we compare the solutions
given by three heuristics with the ones computed using an ILP approach (with
a running time limit set to 2 minutes).

The experiments are run on an Intel Core i5 2.9 GHz with 16 GB of memory.
For the ILP approach, we use CPLEX 12.8 as a solver. When the time limit
is reached, we report the best solution found so far. First, we verify that our
solutions map a Fat Tree with K=2 onto a single machine as the requirements
in terms of cores and memory are low enough. However, this is no longer the
case for 4-Fat Trees and larger topologies. Second, we see that the best pro-
posed algorithms, DivideSwap and GreedyPartition, can compute optimal
or near-optimal solutions within a few seconds, showing that they can be used
for fast experimental deployment.

We see that DivideSwap and GreedyPartition distribute the experiment
very efficiently for large Fat Trees. Indeed, they obtain solutions using the same
number of machines as the ILP when it gives optimal solutions (Fat Trees with
K ≤ 8). The ILP does not succeed to find efficient solutions for Fat Trees with
K=10 and K=12 in less than 2 minutes, while our algorithms succeed. For
the 10-Fat Tree, our algorithms return a solution using 16 physical machines
(when the solution of the ILP is using 50). Note that it corresponds to a case
(powers of 2) for which k-balanced is guaranteed to use near optimal par-
titions of the experiment graph. This confirms the efficiency of DivideSwap
and GreedyPartition which obtain the same result in this case. While our
algorithms are fast and can map large Fat Trees in few seconds, DivideSwap
is the fastest. However, GreedyPartition better handles more complex sce-
narios as it is shown in the next sections. To sum up, we see that the best
proposed algorithms, DivideSwap and GreedyPartition, can compute opti-
mal or near-optimal solutions within a few seconds, showing they can be used
for fast experimental deployment.
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(a) Number of hosts.

(b) Time

Figure 4.4: Performances of the heuristics and ILP solver for a K-Fat Tree -
value of the solution found (a) and time needed to find the solution (b).

4.4 Evaluation Of The Placement Modules

In this section, we compare our placement algorithms with the ones used by
Mininet Cluster Edition and Maxinet. In order to make the comparison as
meaningful as possible and to understand the advantages and disadvantages of
each algorithm, we considered different scenarios with homogeneous or heteroge-
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Figure 4.5: Rennes topology cluster

neous virtual and physical topologies. Scenarios with homogeneous virtual and
physical infrastructures are the most favorable for simple placement algorithms.
Scenarios with homogeneous physical infrastructures should be the most favor-
able ones for the placement modules of the existing tools, as they do not take
into account the physical infrastructure. We show that our algorithms outper-
form them even in this scenario. The heterogeneous scenario represents a more
complex case to show the importance of taking into consideration the capacities
of the physical infrastructure.

Physical Topologies

The first one is a simple star topology corresponding to the one of the Gros clus-
ter in Grid’5000 [Bal+13]. We use 20 physical machines, each equipped with an
Intel Gold 5220 (Cascade Lake-SP, 2.20 GHz, 1 CPU/node, 18 cores/CPU) and
96 GB of RAM. The machines are connected by a single switch with 25 Gbps
links. The second is represented in Fig. 4.5: this infrastructure is made of a
subset of 25 hosts of the Rennes cluster in Grid’5000. There are four types of
servers with different numbers of cores and memory sizes: Parapide (2 servers
with 8 cores and 24 GB of RAM); Parapluie (8 servers with 24 cores and 48 GB
of RAM); Parasilo (5 servers with 32 cores and 128 GB of RAM); Paravence
(10 servers with 32 cores and 128 GB of RAM) for a total of 25 machines. The
servers are interconnected using a small network with 4 switches and links with
capacities of 1 , 10 or 40 Gbps.
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Virtual Topologies

We use two different families of virtual topologies: Fat Trees and Random. We
choose the first one as it is a traditional family of datacenter topologies: this
corresponds to the homogeneous scenario. Indeed, Fat Trees present symmetries
and all servers are usually similar.

Algorithm GreedyP k-balanced DivideSwap Metis Random RoundRobin SwitchBin Intersection
Cluster vTopo

Gros vFT 100.0% 91.72% 97.76% 85.02% 72.01% 98.81% 83.18% 68.59%

vRD 100.0% 83.31% 96.64% 58.31% 52.64% 93.15% 37.86% 32.09%

Rennes vFT 100.0% 83.90% 92.09% 65.81% 43.22% 68.36% 44.49% 34.18%

vRD 99.98% 73.51% 74.41% 32.75% 20.37% 34.67% 28.40% 11.47%

Table 4.1: Percentage of solutions found using different algorithms, virtual
topologies, and different clusters.

Fat Trees. We test Fat Trees with different parameters:

- K : number of ports included in each switch (2, 4, 6, 8 or 10);

- Number of CPU cores : number of virtual cores to assign to each vSwitch
or vHost (1, 2, 4, 6, 8 or 10);

- Memory : amount of RAM required by each vSwitch or vHost (100, 1,000,
2,000, 4,000, 8,000 or 16,000 MB);

- Links’ rates : rate associated to each virtual link (1, 10, 50, 100, 200, 500
or 1,000 Mbps).

This corresponds to 3,074 different Fat-Tree networks.

Random Topologies. We use a generator of random topologies which takes as
input the number of vSwitches and the link density between them. Half of the
vSwitches are chosen to be the core network (meaning that no host is attached
to them). The other half are the edge switches (vHosts are connected to them).
The generator then chooses a random graph to connect the vSwitches, making
sure that all of them are connected. The random graph is obtained by generating
Erdös-Renyi graphs using the classical networkx Python library till we obtain
a connected one that can be used as vNetwork. After setting up the switch
topology, a vHost is connected to a single edge switch selected uniformly at
random. The capacity of the vLinks (1, 10, 50, 100, or 200 Mbps), the number
of virtual cores (vCores) (1, 2, 3, 4, 5, 6, 7, or 8) and the RAM (1,000, 2,000,
4,000, 6,000, 8,000, or 16,000 MB) required for each vNode are then selected
uniformly at random. For our experiments, for each pair (N, Density) with
N ∈ (10, 15, 20, 25, 30, 35, 40, 45, 50) and with density ∈ (0.1, 0.2, 0.3, 0.4,
0.5), we generated 100 random networks.

A fundamental difference between the two families of networks is that, while
for Fat Trees all the virtual networks have homogeneous resource requirements
(i.e., all nodes and links have the same physical requirements among them), for
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Random Networks the requirements associated to the virtual nodes and virtual
links may be different.

In this section, we extensively study the performances of the different place-
ment algorithms. To this end, we considered more than 70,000 test instances,
corresponding to the mapping of each generated virtual topology on the two
physical topologies presented above.

While the existing placement algorithms always return solutions as they do
not take into account node and link capacities constraints, it is not the case
of our algorithms, as they make sure that resources are not overloaded. To
assess the impact of such a difference, we first analyze the cases where feasible
solutions are found. We then study the cases where physical constraints are not
respected. Finally, we discuss how the algorithmic choices are translated in the
number of physical hosts needed to run the experiments.

Finding A Feasible Solution

When comparing the results of the placement algorithms, we only consider the
virtual instances for which at least one of them was able to find a feasible solu-
tion. In total, we report the experiments made for more than 5,000 instances.

Table 4.1 shows the percentage of instances solved by each algorithm (over
the set of feasible instances). We provide the percentage for each family of
virtual topologies: vFT (virtual Fat Tree) and vRD (virtual Random) topolo-
gies. For each family of virtual topologies, the tests have been performed on
both physical topologies. In particular, the number of feasible solutions ana-
lyzed are 761 for Gros vFT (Homogeneous-Homogeneous), 4,500 for Gros vRD
(Homogeneous-Heterogeneous), 708 for Rennes vFT (Heterogeneous-Homogeneous),
and 4,436 Rennes vRD (Heterogeneous-Heterogeneous). We indicate in the last
column of the table (Intersection) the percentage of virtual instances for
which all algorithms return a feasible solution. First, we observe that a large
number of instances cannot be solved by all the algorithms. Second, the re-
sults confirm that heterogeneous (whether virtual or physical) topologies are a
lot harder to solve (in particular for the algorithms of the existing tools). Note
that only 11.7% of the vRD were solved by all algorithms on the Rennes cluster.

Two of the proposed algorithms reach the higher success ratio in terms of
number of solved instances. In particular, GreedyPartition succeeds to find
a feasible solution for almost all the feasible virtual networks when mapped to
the Gros cluster, and vFT when mapped to the Rennes cluster, while it finds
a feasible solution for 99.98% of the instances in the vRD case. The second
best algorithm is DivideSwap which solved more than 90% of the instances in
the Gros cluster and in the Rennes Cluster for the vFT topology. Note that
k-balanced has a lower percentage (76.7%). This is expected as this algorithm
is efficient when the solution is mapped on specific numbers of physical hosts
(powers of 2), a case for which it has some theoretical guarantees. But it is
behaving as well for other values.

Then, the algorithm used by Maxinet (METIS) finds 85.02% of the solutions
for Gros vFT. As expected, the algorithm drastically changes its performances
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Figure 4.6: Gros link overcommitment

when the physical environment is non heterogeneous (i.e., Rennes vFT), or
when the network to emulate has different vNodes requirements or vLinks re-
quirements (i.e., virtualizing a random network in Gros). The worst scenario
that we have with METIS is in the case of homogeneous infrastructure virtual-
izing a random topology (i.e., Rennes vRD) where only 32.75% of the returned
solutions are feasible. We tested the 3 other algorithms that are directly im-
plemented in Mininet Cluster Edition. Random solves 72% of the instances
in Gros vFT, while the performances drop drastically in the homogeneous case
and when virtualizing a random topology. The same behavior can be observed
for Round Robin and Switch Bin.

Analysis of Solutions not Respecting Capacities.

Even though the existing algorithms do not always succeed to find solutions
respecting the physical capacity constraints, they still return solutions. Here,
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Figure 4.7: Gros CPU overcommitment

we study how severely overloaded links and nodes can belong to the computed
solutions.

Figs. 4.6–4.11 take into account the virtual instances for which an overloaded
solution is returned (in terms of CPU, memory, or link overcommitment) for all
the Mininet Cluster and Maxinet algorithms, using the different clusters.

The overcommitment is the estimation (in %) of how much the CPU, mem-
ory, or bandwidth is assigned in excess to a physical node or a physical link.
From the percentages in the plots, we can observe a strong difference in terms
of feasible solutions returned for the two different clusters.

If we focus our attention on the link overcommitment (Figs. 4.6 and 4.9), we
can observe that less than 1% of the returned solutions lead to links overloaded
in the Gros cluster. This is expected as the physical topology is a simple star.
Conversely, in the Rennes cluster, a high percentage of the solutions lead to
links overloaded: from 21.7% for Metis to almost 70% for Random, and 51%
and 57% for SwitchBin and RoundRobin, respectively. Moreover, for such
instances, the overcommitment is important: 4 or 5 links are 100% overloaded in
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Figure 4.8: Gros memory overcommitment

average for Random, SwitchBin, and RoundRobin. The overload factor may
reach several hundred percents and even more than 1,000% for some instances
with Random. The overcommitment is lower for Metis, the median case being
2 links with a 40% overload. The explanation of this better behavior of the
latter algorithm is that it is using a partitioning graph algorithm minimizing
the cuts between partitions placed in different machines.

Considering now CPU overcommitment (Figs. 4.7 and 4.10), we see that it is
frequent, both for the Gros and Rennes clusters. RoundRobin is the algorithm
handling the best CPU resources: only 5.85% of its returned solutions are over-
loaded compared to 35%, 43%, and 55% for Metis, Random, and SwitchBin,
respectively. The explanation is that RoundRobin tries to distribute the load
evenly to the physical hosts. In Rennes, Metis behaves a little bit better than
Random and SwitchBin with fewer overloaded nodes. Memory overcommit-
ment rarely happens in Gros (see Figs. 4.8 and 4.11). In Rennes, from 18% to
35% of the instances are overloaded. Metis is the best algorithm in this case.
Focusing on Metis, we can see that it returns a solution with more link overload-
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Figure 4.9: Rennes link overcommitment

ing when the physical infrastructure is heterogeneous (Rennes cluster), whereas
there are not significant differences for the CPU and memory overcommitment.
For the algorithms returned by the Mininet Cluster edition algorithms, there
are not significant differences in the different physical infrastructures.

Number of Needed Physical Hosts

An important additional advantage of the algorithms we propose is that they
minimize the number of physical hosts needed to emulate the experiments. This
helps reducing the use of test-bed resources and even making feasible some large
experiments that would not be able to run without optimizing hardware usage,
as we show below.

We report in Figs. 4.12 and 4.13 the distributions of the number of hosts used
by the algorithms over all the virtual topologies for which all algorithms found a
feasible solution (Intersection subset). Note that this subset of experiments
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Figure 4.10: Rennes CPU overcommitment

does not contain many large topologies, as the less efficient placement algorithms
were not able to find solutions for them.

As expected, the proposed algorithms use much fewer physical hosts. For
the Gros cluster (Fig. 4.12), the general tendency is that GreedyPartition
uses between 1 and 13 hosts (median is 3) in case it is emulating a vFT, and
between 2 and 11 hosts (median is 5) in case it emulates a vRD. METIS uses a
minimum of 4 instances with a maximum of 20 instances (medians are 4 and
12). Round Robin (medians are 13 and 14), Random (medians are 7 and 20),
and Switch Bin (medians are 5 and 15) use in general more hosts than Metis.

The differences are even more important for the heterogeneous topology,
Rennes, especially in terms of maximum number of hosts used (Fig. 4.13). The
numbers of hosts used by our algorithms are in general lower (e.g., between 1 and
7 hosts for GreedyPartition), while the ones for the existing algorithms are
higher (e.g., between 4 and 24 hosts for METIS, and between 7 and 26 for Round
Robin). Indeed, the same virtual topology is harder to solve on a heterogeneous
physical topology than on a homogeneous one. So, the set of topologies for which
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Figure 4.11: Rennes memory overcommitment

all algorithms find a solution is smaller for the Rennes topology and contains
smaller virtual topologies on average. Our algorithms thus find solutions using
a lower number of hosts, while other algorithms have difficulty to map them
efficiently on the heterogeneous physical topology. Again, GreedyPartition
is the best algorithm in terms of resource usage.

Limiting The Number Of Physical Hosts

The algorithms adopted by Maxinet and Mininet Cluster Edition do not
optimize the number of physical hosts, but tend to use all the available hosts.
However, the fact that they are using more hosts does not mean that they would
not be able to use fewer of them. To check this, we carried out another study.
We first computed the minimum number of hosts needed to run the experiment
(as given by GreedyPartition). We then put this number of hosts at the
disposal of the algorithms used by Maxinet and Mininet Cluster Edition.
We check (i) if the algorithm finds a solution and (ii) if this solution overloads
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Figure 4.12: Number of physical hosts used by the placement algorithms -
homogeneous Gros cluster.
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Figure 4.13: Number of physical hosts used by the placement algorithms -
heterogeneous Rennes cluster.
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Alg. Metis Random RoundRobin SwitchBin
vFT 59.42% 33.52% 96.38% 32.0%
vRD 5.51% 2.71% 11.82% 1.40%

Table 4.2: Percentage of feasible solutions found by the algorithms used in
Maxinet and Mininet Cluster Edition when the number of physical hosts to
use is set to the minimum one found by GreedyPartition.
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Figure 4.14: Gros link overcommitment, with forced hosts.

physical hosts or links. The results are reported in Table 4.2 for vFT and vRD
topologies for the Gros cluster and in Figs. 4.14, 4.15, and 4.16. We tested
525 different vFT instances and 4,500 vRD topologies. For the vFT, the most
favorable scenario for the existing algorithms (homogeneous virtual and physi-
cal topologies), the first observation is that METIS, Round Robin, Random, and
Switch Bin are only able to find feasible (with no node or link overcommitment)
solutions with the same number of physical hosts for 59.42%, 33.52%, 96.38%,
and 32.0% of the instances, respectively. The percentage is low for METIS and
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Figure 4.15: Gros CPU overcommitment, with forced hosts.

very low for Random and Switch Bin. For Round Robin, the results are good for
this scenario because each physical machine has the same capabilities and each
vNode has the same requests. In homogeneous cases and when considering the
number of hosts found by our algorithm, if the Round Robin strategy returns an
unfeasible solution, it is only due to link overcommitment. As the link capacities
are very high in Gros (25 Gbps), it explains why Round Robin is able to solve
96.38% of instances. If we consider now the more complex scenario with vRT,
the percentage of solved instances by the existing algorithms drops to values
between 1.4% and 11.82%. This shows the efficiency of GreedyPartition to
find efficient solutions even in hard cases. Note that this advantage would be
even more important when doing experiments on heterogeneous clusters.

We analyze now the solutions returned when no solution satisfying node
and link constraints could be found. The goal is to see if such solutions are
“close” to be feasible, in the sense that only a node or link is a little bit over-
loaded. Link, CPU, and memory overcommitments are reported in Figs. 4.14,
4.15, and 4.16, respectively. Random, Round Robin, and Switch Bin do not re-
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Figure 4.16: Gros memory overcommitment, with forced hosts.

turn close solutions when they have some overloaded links. Indeed, they have
multiple overloaded links (with a median of 4 and 5) with an overcommitment
between 2% and 200%, and median values of 60%, 42%, and 68%, respectively.
For Metis, the link overcommitment is lower and involves a single link over-
loaded at around 10%. The overcommitment in terms of CPU tends to be
similar within the algorithms. The number of overloaded hosts is between 1
and 10 (with a median of 3 or 4) and the median overload is between 20% and
90%. The maximum overload reaches more than 100% for three of the four
algorithms.

4.5 Overloading Experiment

To show the importance of placement for distributed emulations and to evaluate
the impact of violating the limitations in terms of physical resources, we carried
out experiments using a placement module implemented in Distrinet [Dis19].
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Figure 4.17: vFatTree K=4, bandwidth experiment.

They were performed using Grid’5000 [Bal+13] on two different clusters (Gros
and Rennes). We perform three kinds of experiments: bandwidth, CPU, and
memory intensive experiments - discussed in Secs. 4.5.1, 4.5.2, and 4.5.3, re-
spectively. We show the very strong impact of placement on bandwidth usage
and, thus, on emulation reliability, as well as the one on crashes and increased
emulation completion time due to lack of memory or because of CPU overload-
ing.

4.5.1 Bandwidth Intensive Experiments

The first experiment shows the performances of our placement module in a
network intensive scenario. The networks we emulate are virtual Fat Trees with
K=4 and K=6. They are composed of vHosts and vSwitches requiring 1 vCore
and 1 GB of RAM, while all the vLinks are set to 500 Mbps. Half of the vHosts
are clients and the other ones are servers. The experiment consists in running
TCP iperf [Tir99] between each pair of client/server. The total aggregated
demand to be served is 4 Gbps and 13.5 Gbps, while the total network traffic
generated is 24 Gbps and 81 Gbps, for K=4 and K=6, respectively. The traffic
is forwarded in a way guaranteeing that each client is theoretically able to send
at full speed (see Fig. 4.17 for an example). This is possible as a Fat Tree is a
permutation network. Each experiment is performed 10 times, i.e., enough to
obtain reliable results as the variability is small.
To avoid the installation’s impact of the forwarding rules by the controller for
the measurements, these rules have been installed manually on each switch
before starting sending the traffic. The first half of vHosts acts as a client,
while the second half corresponds to the servers. Each vLink is set to 500 Mbps,
so in theory each client should be able to send 500 Mbps to its corresponding
virtual server, if the routes in the switch are correctly set. To check what the
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Figure 4.18: Network experiment, Gros cluster, vFatTree K=6.

expected traffic is, we set up a simple experiment with Mininet. We create a
simple topology with one switch and two vHosts, and we measure the traffic
with iperf for 60 s. The result with Mininet is 478 Mbps, so we will use this
value as a baseline for the distributed experiments.

Homogeneous Case

The first experiment shows the bandwidth measured in the Gros cluster (see
Sec. 4.4) with 20 physical nodes, virtualizing a vFT with K=6. The physical
network in this cluster is a simple star topology with 25 Gbps links connect-
ing all physical nodes to the central nodes. The achieved throughput values
for all placement solutions are summarized in Fig. 4.18 by means of boxplots
representing the distributions over all client/server pairs. Since each link has
a capacity of 500 Mbps, the maximum iperf speed is slightly lower than this
value (as for Mininet). We observe that in this simple case, all the algorithms
return a solution that is not overloading any physical link, nor any physical ma-
chine. The emulation is working as expected for each of the studied placement
solutions.
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Figure 4.19: Network experiment, Rennes cluster, vFatTree K=4.

Heterogeneous Case

We now consider the heterogeneous physical (yet simple) physical topology of
the Rennes cluster (Fig. 4.5). Results using this experimental platform are
illustrated in Figs. 4.19 and 4.20. The experiments show how the emulation
can return unexpected results when the placement of the virtual nodes does not
take into account links’ rates. As this topology is not homogeneous like the
Gros cluster, finding a good placement is significantly harder, as discussed in
Sec. 4.4.

The first test in the Rennes cluster consists in emulating a vFT topology
K=4 using all the algorithms. In this case, the emulation creates a vFT with
16 vHosts and 20 vSwitches (Fig. 4.17). Fig. 4.19 reports the bandwidth per-
formance of a vFT (with K=4) obtained for the different placement algorithms
when the emulation is performed in the Rennes cluster. As we can observe, the
bandwidth results using GreedyPartition, k-balanced, DivideSwap, and
Metis are the ones expected from the emulation, while the results obtained
by other algorithms, Random and RoundRobin, are far from the expected
ones. Indeed, some of the links are overloaded in the placement returned by
the latter algorithms. This means that the paths of two demands are using the
same links. For these links, the throughput drops to 120 Mbps and 200 Mbps,
respectively. When running a larger emulation for a vFT with K=6, we can
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Figure 4.20: Network experiment, Rennes cluster, vFatTree K=6.

observe in Fig. 4.20 that k-balanced, DivideSwap do not find a feasible so-
lution and the results returned by Metis and SwitchBin are not trustworthy
anymore. The measured throughput on some overloaded links has fallen to
very low values between 20 and 100 Mbps, to be compared with the expected
478 Mbps. On the contrary, the emulation distributed with GreedyPartition
returns exactly the expected results, showing the efficiency and reliability of the
proposed algorithm.

4.5.2 CPU Intensive Experiments

We now study the behavior of emulations for which a placement algorithm
returns a solution with CPU overcommitment. We evaluate the impact on
emulation execution time.

We built a CPU intensive scenario using Hadoop Apache [Had20a]. The
cluster used for this test is Gros, and the virtual topology is again a vFT with
K=4. One vHost in the vFT is the Master, while the other vHosts are the
Workers. The experiment consists in running a classical Hadoop benchmarking
test. This test computes π using a quasi-Monte Carlo method and MapReduce,
with 2,000 maps and 1,000 samples for each map. Each vHost requires 24
vCPUs and 32 GB of RAM, while the vSwitches only require 1 vCPU and 1 GB
of RAM. Each machine of the cluster provides 32 vCores and 96 GB of RAM.
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Figure 4.21: CPU experiment, Gros cluster, vFatTree K=4.

Fig. 4.21 reports the Hadoop Job Completion times for each placement al-
gorithm. The boxplots provide their distribution over 10 experiments. The best
performances are the ones of GreedyPartition and RoundRobin. The rea-
son is that their solutions are not overloading any physical machine, nor link.
On the contrary, Metis and SwitchBin return the same placement overload-
ing 8 physical machines in terms of CPU by 50% (48 vCores are assigned to
8 hosts with 32 cores available). The impact of this overcommitment on job
completion time is an increase of around 40% as seen in the figure. Random
returns a different placement for each experiment. For most of them, at least
one physical machine hosts 3 virtual hosts leading to a CPU overcommitment
of 100%, explaining why Random has the highest job completion time.

4.5.3 Memory Intensive Experiments

For the memory intensive tests, we create an experiment in which the nodes
run at the same time an in-memory file storage and the Hadoop benchmark
computing π used in the previous section. The first application is is memory-
hungry, while the second application is used to assess the impact of memory
overload on execution time in case the experiment does not crash due to a lack
of memory. We choose the parameter of the experiments to ensure that each
algorithm may return solutions with only memory overcommitment, but not
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Figure 4.22: Memory (swap) experiment, Gros cluster, vFatTree K=4.

CPU or network ones. We test a scenario with low memory overcommitments, as
large ones would induce direct crashes. We consider two scenarios for the impact
of memory overcommitment: swap memory enabled or disabled in the physical
machines. Note that Distrinet is dynamically allocating virtual memory. So,
if the vHost is not using it, it is available for other vHosts or for other tasks in
the hosting machine. The experiment creates a vFT with K=4, in which each
vHost requires 12 vCPU and 50 GB of RAM. A physical machine has 32 cores
and 96 GB of RAM. Hence, if we assign 2 vHosts that use all 50 GB of RAM,
the physical machine is overloaded in terms of memory by 4.2%. In these tests,
just like for the CPU overcommitment ones, one vHost is the Master, while the
other vHosts are the Workers.

Swap Enabled Case

The physical machines also provide 4 GB of swap memory. So, if the RAM is
completely full (depending on the swappiness parameter in the kernel, we use
the default value for the tests), the machine starts to use the swap memory
(Gros cluster uses SSDs for the storage).

Fig. 4.22 presents results using the different placement algorithms. In this
case, we observe that overcommitment slows down the job completion time
using Metis. We also notice that a large fraction of runs crashed, especially
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Figure 4.23: Memory (no swap) experiment, Gros cluster, vFatTree K=4.

using Random (80% of the experiments did not succeed). This is due to a bad
assignment of resources made by the algorithm (often 3 vHosts were assigned
to the same physical host, leading to a memory overcommitment of 56%).

Swap Disabled Case

When the swap memory is disabled, if the assignment overloads the memory, the
machine cannot rely on the SSD memory. In this case, we see in Fig. 4.23 that,
with only 4% of memory overcommitment, the emulation cannot run with Metis
or SwitchBin. We observed during the same experiment different behaviors.
Sometimes, Distrinet containers simply crashed, while other times the in-
memory files generated were corrupted during the emulations. In both cases,
the emulation is considered crashed. Similar to the experiments with swap
enabled, GreedyPartition and RoundRobin do not overcommit the physical
machines and manage to complete the task without issues.

4.6 Conclusions

In this chapter, we propose a placement module for tools enabling distributed
network emulation. Indeed, large scale or resource intensive emulations have to
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be distributed over several physical hosts to avoid overloading hosts carrying
out the emulation. A network experiment can be seen as a virtual network with
resources needed for nodes (e.g., CPU or memory) and links (e.g., bandwidth).
This network has to be mapped to the physical clusters on which the emulation
is done. As we show previously, a bad mapping may lead to overloaded physical
resources leading to untrustworthy experiments. This is the reason why we
propose and evaluate placement algorithms that provide trustworthy mapping,
ensuring that resources are never overloaded. As a bonus, our algorithms also
minimize the number of physical machines needed. We show that they outdo
existing solutions in all aspects. With the ever-growing need of resources for
experiments, we are convinced that having such a fast, efficient, and trustworthy
placement module is essential for the community.

In this work, we consider the case of private test-beds for which we know
and control the infrastructure. However, not all emulations are done on such
platforms. Experiments may be done in private test-beds for which the in-
frastructure is known but the control is not total (e.g., the routing cannot be
chosen), or in public clouds (e.g., Amazon EC2 or Microsoft Azure) in which
the characteristics of available machines are known, but not the network inter-
connecting them. It would be interesting to study how to adapt the methods
and algorithms developed in this work to scenarios in which the knowledge of,
and the control over, the experimental infrastructure is partial.



Chapter 5

Cloud Measurement

5.1 Introduction

Cloud computing provides convenient on-demand access to a potentially unlim-
ited pool of computing resources. In recent years, cloud computing resources
have become cheaper and more powerful, with the growing interest of compa-
nies around the world. Cloud computing brings several advantages: a small
company has little or no capital expenditure (CAPEX) when launching a new
product, instead of having to invest in datacenters and servers before knowing
how much these resources are going to be used. Cloud computing is flexible
and on-demand. This means that the users can consume computing resources
and only pay for the amount of resources they actually consumed. There is no
necessity to spend money on running and maintaining a datacenter since only
cloud providers have access to the physical equipment.

On a high level, cloud providers offer three service models:

• IaaS (Infrastructure as a Service): the cloud provider is responsible for
managing the physical network, the servers and providing a virtualization
layer to isolate the environment of each user. Responsible for all the other
layers in the application stack, the user needs to make sure that the guest
OSs are updated, and check that the applications are correctly configured.
The user is also responsible of the management of the (virtual) network
used by the virtual instances. Examples of IaaS services are Amazon EC2
or Microsoft Azure.

• PaaS (Platform as a Service): the cloud provider is in charge of all the
layers managed in the IaaS service model, and it is responsible for the
Operating System layers, and the development platform which is offered.
Examples of PaaS services are Fargate from AWS (which provides an
environment for docker containers completely managed by Amazon), or
Amazon Simple Queue Service (which provides a simple way to manage
and scale multiple thousands of requests).

79
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• SaaS (Software as a Service): the provider is responsible for managing all
the layers of the application stack, while the user utilizes the application
without any responsibility on the application stack. Examples are Google
docs, or Microsoft One Drive.

In this work, we are focusing on IaaS provisioning, in particular we provide
a brief overview of the main component of AWS that is responsible for this
cloud model which is Amazon Elastic Cloud Computing (EC2). We describe all
the virtual devices involved in the creation of a virtual infrastructure, and we
apply the best practice strategies to deploy our experiments in a regional and
multiregional environment.

Amazon AWS and, in general, all the major cloud providers offer resources
for each instance flavor (e.g., t3.medium, m5.large, etc.), describing how many
vCores and how much RAM are assigned. Regarding networking, AWS provides
the maximum throughput that a flavor is able to generate (from 500 Mbps to
100 Gbps). AWS does not provide the maximum delay inside the infrastructure.
It only mentions that all the regions and the availability zones are connected
with a high performance optical fiber network.

Some applications are delay-sensitive, and for such a type of scenarios, the
user should be able to check if the application can be deployed in two different
regions, or two different datacenters geographically separated.

The goal of this work is to provide CloudTrace, a Command Line Inter-
face (CLI) that can measure the network delay between two, or more, different
networks in AWS using different strategies.

Since there are more than 10 different regions, we present the experiment
results running only on 3 distinct regions (London, Dublin and Frankfurt). In-
terested readers can easily perform their experiments in other regions following
the instructions at https://github.com/Giuseppe1992/CloudTrace

5.2 Related Work

Since AWS launches EC2 service [Ama20d], multiple approaches have been
proposed to measure computing or network performances in virtualized envi-
ronments and cloud infrastructures. Most of them focus on the impact of a
virtualized environment with different hypervisors [RR14], virtualization using
Virtual Machines and containers [Li+17], or the network performances variabil-
ity in virtualized instances [GBU19]. One of the most convincing measurement
tools for the cloud environments is Cloudbench (CBTOOL) from IBM [IBM20].
It is a tool that automates testing of Cloud providers. The tool is able to
automate experiments for a large range of workloads (e.g., Hadoop [Had20b],
Redis [Red20]).

In [JVU19], the authors performed large-scale traceroute measurements over
the global AWS network infrastructure. The traceroutes were performed be-
tween 15 regions, and the goal was to study the complexity of the AWS in-
frastructure. The work is done using traceroute with different protocols (TCP,
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UDP, and ICMP) using different source ports and the default destination port.
The study does not take into account how the delay and the path are changing
at different times of the day like in our study. The work in [Arn+20] covers
more generally the major cloud providers and the main Tier-1 ISPs: this paper
shows how Internet traffic is more and more generated and transmitted in the
private interconnection between the cloud providers, thus bypassing the Tier-1
ISPs.

Migration of applications to the cloud is non-trivial. One of the first works
trying to automate the process is CloudGenius in 2012 [MR12]. CloudGenius
automates the decision-making process using models for web server migration
to the cloud, taking into consideration various constraints of the application,
like QoS, image types, costs, etc. Since 2012, the number of services and com-
plexity have exploded, and the cloud providers tend not to disclose the details
on network performance. The customers thus suffer from highly variable and
unpredictable network performance [MP12], [Pal+19]. [Gar07] evaluates AWS
computing and networking virtual resources’ performance, by analyzing its lim-
itations and the APIs. The work evaluates the AWS security features, the DNS,
Simple Queue Service (SQS) [Ama20g] , and EC2 services.

In [Ber+13], the authors evaluate the AWS network performance through the
passive analysis of network traffic collected from a single university campus and
three large Points of Presence (PoP) of an Italian national-wide ISP for 60 days.
The main services tested are EC2 , S3 [Ama20f], and Cloudfront [Ama20b], the
Content Distribution Network that Amazon built to provide services closer to
its customers.

In [Per+15a] and [Per+15b], the authors analyzed the cloud performance in
Amazon AWS and Microsoft Azure, with more than 800 hours of experimen-
tation. In particular, they studied what is the maximum network throughput
achievable between two VMs deployed on Microsoft Azure and how it changes
over time, across different scenarios.

Another problem is to define what is the network performance metric to
be considered when evaluating cloud infrastructures. Such research is done
in [MP12], where the authors review the proposals for providing performance
guarantees within cloud networks.

A metric to be considered when evaluating cloud performances is the effective
bandwidth assigned by the cloud provider. The authors in [HX18] experimented
public clouds with the Available Bandwidth Estimation Tools (ABETs). They
prove that the tools do not correctly estimate the available bandwidth of public
clouds. The main reasons are the rate limitations of network virtualization, the
packet sizes of the traffic generated, and the overhead of VM scheduling when
virtual instances are deployed in the physical servers.

An interesting scenario where it is critical to have low delay is cloud gaming.
The users do not need a powerful machine or a console to play as the providers
use cloud processing to run the game. In this case, the network delay cannot
exceed few milliseconds in order to be playable. While playing, the users are
constantly sending input commands to the game that is running far from the
user’s location. The gaming service has to send back the output of the game in
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real time. In [Cho+12], simulations demonstrate that end-users geographically
distant from the datacenter running the game experience unacceptable latencies.
This work was done in 2012 and with the rising of edge computing now, cloud
gaming becomes a reality, with services like Microsoft project xCloud [Mic20]
or Google Stadia [Goo20].

Finally, in [UTK16], the authors propose a benchmarking methodology based
on latency measurements collected via active probing of cloud resources. The
measurements are done at multiple layers of the network protocol stack. They
focus on latency as it is among key performance parameters for the vast majority
of applications. They do not provide any tool to automatize the task in case a
user wants to personalize an experiment, and the project was closed in 2017.

Unfortunately, all these propositions do not provide a simple way to automat-
ically deploy a testing infrastructure in a regional or multiregional environment
for studying the network delay’s behavior.

5.3 Amazon Web Services Infrastructure

The AWS global infrastructure is composed of 2 different entities: Region and
Availability Zone (AZ).

The Availability Zone is a set of one or more datacenters connected by
redundant high-speed networks and power in order to guarantee high availability
to the users.

The region represents a set of multiple AZs clustered in a specific area around
the world, within 100 km from each other. The AZs in a same region are in-
terconnected with high-bandwidth, low-latency, high-throughput networks over
fully redundant, dedicated metro fiber. To guarantee privacy, all traffic be-
tween AZs is encrypted. Services like Simple Service Storage (S3) require repli-
cation between different AZs in order to guarantee 99.999999999% durability
and 99.99% availability of objects over a given year [Ama20f]. To achieve such
requirements, S3 performs synchronous replication between AZs of a single re-
gion via a high-speed network. AZs make partitioning applications for high
availability easy. If an application is partitioned across AZs, companies are
better isolated and protected from issues such as power outages or natural dis-
asters [Ama20a].

AWS provides hundreds of different services. We describe briefly the main
services and tools provided for IaaS. The first layer of an IaaS in AWS is the
Virtual Private Cloud (VPC) that creates a virtual network defined by the
user. All the virtual instances and the virtual devices (i.e., Virtual Gateway or
route tables) should be created within a VPC.

The VPC is composed of one or more subnets. The user managing the
subnets can create as many subnets as desired in a single VPC till the address
space in the VPC becomes empty. To control the network flows in the network
subnet, the user can create route tables associated with them.

If the instances are in the same VPC, it is possible to connect them directly
using the private IP if they are in the same subnet. If they are in a different
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subnet, the routing table should be configured before the connection (Fig. 5.1).
By default, the VPC does not provide any way to connect the instances to

the external network. The Virtual Internet Gateway is a highly scalable
virtual device managed entirely by AWS that allows traffic to go from the VPC
to the outside world, and vice-versa. Once created, the routing table should be
updated to redirect traffic to the subnets.

Two other main services are Network Access Control List (NACL) and
Security Group (SG). NACL is a stateless firewall associated with a subnet.
By default, the rule is to DENY the traffic. In order to enable the traffic in the
subnet, the ALLOW rule associated with a specific flow should be appended to
the NACL. SG is similar to NACL. It is a stateful firewall associated with an
interface: it can be a virtual interface of an instance, or another virtual device
that has an IP created in the VPC, i.e., virtual load balancer.

There are three different type of addresses in AWS: private, public, and
Elastic IP. Elastic IP is a public address that can be conveniently attached to,
and detached from, a virtual interface at any time. Once created and attached,
Elastic IP is not released, even if the user deletes the instance or the interface.
The address should be explicitly released by the user when it is not needed
anymore.

In some scenarios, the user needs to connect instances or services between
different VPCs. This can be achieved, of course, using the public IPs of the
interfaces. This solution comes with various side effects. First of all, the traffic
is going through the public Internet, and it is a risk in terms of security and
privacy. The other issue of this solution is that if an application doesn’t need a
public IP but has to communicate with another service or instance in another
VPC, then it is forced to have a public IP. To solve this issue, AWS proposes the
VPC peering service [Ama20h]. With VPC peering, it is possible to connect
two or multiple VPCs. The instances in the peering can connect to each other
via private IP, like they are in the same network. Amazon ensures that the
traffic going via the peering never leaves the AWS network, increasing security
and performances.

The last important concept to describe before presenting CloudTrace is Elas-
tic Compute (EC2). EC2 is a service that provides secure and resizable
compute capacity in the cloud [Ama20d]. EC2 provides a large number of in-
stance types. The user can choose the instance type that fits better the targeted
scenario. Some instances are compute-optimized, with high-performance pro-
cessors ideally used for scientific modeling and High-Performance Computing
(HPC). The memory-optimized instances are able to process large data sets in
memory: this type of instances is well suited for the in-memory database (i.e.,
Redis), GPU-optimized for machine learning workloads and many other types
of instances [Ama20c]. For our experiment, we use two different architectures
(Figs. 5.1 and 5.2). Fig. 5.1 describes a regional infrastructure composed of two
subnets created in two different AZs within a single VPC, i.e., in a single region.
As explained before, the Internet Gateway is responsible to allow connectivity
with the external Internet. An instance is created on each subnet, and the flow
table is stored in a single routing table, serving the two subnets. The instances
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Figure 5.1: Architecture in a regional deployment

can connect to each other via the public IPs (an elastic IP is attached on each
interface of the instance), or via the private IP since they are on the same VPC.

In Fig 5.2, the infrastructure is shared between two different regions. The
architecture is similar, and the instances can still use the public IP to connect
to each other like in the regional environment, but they cannot use by default
the private IPs. In this case, a VPC peering connection between the two VPCs
needs to be created to allow the instances to use the private IP to connect them
as if they were on the same network.

CloudTrace is generating the infrastructure in both cases, with two or more
AZs in case of regional experiments, and two or more regions in case of multi-
regional experiments.

Our implementation choices are discussed in the next section.

5.4 Implementation

CloudTrace is open-source, and it is compatible with Linux and MAC OSX,
while it is possible to install it on Windows via Docker. The tool is built
using LiteSQL, Ansible, Paris-Traceroute, and the Boto3 API for automatic
deployment in Amazon AWS. The basic idea is to have a CLI that takes as input
the regions and the type of experiment that the user wants to run, and creates
an environment performing multiple traceroutes between the virtual instances.
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Figure 5.2: Architecture in a multiregional deployment, with VPC peering

First of all, CloudTrace creates a unique ID for the experiment (a string
composed of 8 alphanumeric random characters). Then, depending on the type
of experiment, it performs the following steps.

Regional Experiment. When creating a regional experiment, the user
has to specify only one region. CloudTrace first checks if there is at least one
VPC slot available in the region, then creates the VPC with subnet 10.0.0.0/16.
Finally, it creates a 10.0.X.0/24 subnet for each Availability Zone (AZ) available
in the region. After setting up the subnets, it creates an Internet gateway and
attaches it to the VPC. It then creates a routing table and appends all the routes
necessary to allow external connectivity to the future instances created within
the subnet. To allow Internet connectivity, adding the route is not enough.
CloudTrace also adds the rules in the NACL. After configuring all the subnets
and the NACL rules, the user creates an instance in each subnet. For each
instance, it creates a Service Group that allows connectivity to the external
networks. Finally, the tool waits that all the instances are in a RUNNING state
and returns all the information. All these interactions are performed using the
Boto3 API, and all the information returned by AWS are saved in the LiteSQL
database of the client where the tool is running.

Multiregional Experiment. The setup of the infrastructure is similar to
the regional one. First of all, CloudTrace connects with each region specified
by the user and checks if there is at least one VPC slot for each region. If
yes, it creates a VPC, a subnet and an Internet gateway in each region in the
default AZ, and configures them like in the regional experiment. The VPC and
the virtual subnet have the same subnet 10.0.X.0/24, because in case of VPC
peering, the subnet cannot overlap.
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If the user selects the option to use VPC peering, a peering connection
between all the VPCs are created, and all the route tables are updated, in order
to forward the traffic via the private IP between remote VPCs (Fig. 5.2).

All the information needed is saved in the client database (i.e., public IPs,
VPC ID, regions, instances ID, etc.). CloudTrace parses all this information
and creates for each experiment an Ansible inventory (a file that describes the
login info and the addresses of the instances). For each experiment, Ansible runs
a standard playbook, a YAML file that lists all the requirements the instances
have to install and all the commands that each instance has to execute before
running the experiment, e.g., update the kernel. All public IPs of the instances
are saved in the client database. CloudTrace also creates a host configuration
file for Ansible.

The process described above summarizes the creation process of the experi-
ment, but the experiment does not start by default. Once all the requirements
are installed, the environment is ready for the experiment. The user can easily
start the traceroute experiment with the start command followed by the ID of
the experiment. Once the user decides to start the experiment, the tool cre-
ates a traceroute script for each instance. This script runs Paris-traceroute on
the default source and destination ports of all the other instances in the ex-
periment. For example, if the user creates a multiregional experiment with 4
regions listed, each instance has to perform 3 traceroutes in parallel (one for
each other instance). If the user decides to run the experiment via the public
IP, the traceroute file uses the public IPs of the instances. Otherwise, it uses the
private ones. The scripts are copied on the virtual instances on AWS. Ansible
uses SSH to connect to the instances, and the login configurations are saved in
the inventory file of the experiment.

After copying the files in the remote instances, Ansible configures crontab
to run the script each minute and saves the file in a specified directory in the
machine. The process is run in parallel using the Ansible –fork option. At
any moment, the user can retrieve the traceroutes from the instances, using
the retrieve data command. This command will not stop the experiment in
the instances, so the user can retrieve the new data without interrupting the
experiment. Ansible compresses the data on the remote instances before sending
them back to the client, in order to decrease the retrieving time (it is also made
in parallel with the fork command).

Once the data are retrieved in the client, the user can analyze it manually
or can use CloudTrace for a simple analysis of the data.

CloudTrace can also plot a simple and interactive network map that describes
how the delay varies around the globe. The map is created using Plotly, Folium,
and Dash Python libraries. Fig. 5.3 is an example of the delays obtained between
3 regions.
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Figure 5.3: Map example for a multiregional experiment

5.5 Experiments

We present multiple experiments, tracing the network performances during one
month in Amazon AWS. The tests are made on 3 AWS regions: Frankfurt
(eu-central-1), Dublin (eu-west-1) and London (eu-west-2). The experiment
ran from 04/11/2020 till 04/12/2020, and we collected in total more than two
millions of traceroutes.

Regional Experiments. We did these first experiments in all the Avail-
ability Zones of the three regions chosen above. The regional experiment creates
a virtual instance in each Availability Zone and performs traceroutes between
them. The first region we take into consideration is Frankfurt, with the traffic
going from eu-central-1a to eu-central-1b (Fig. 5.4) and eu-central-1b to eu-
central-1c (Fig. 5.5). In this first experiment, we present the result using the
private IPs to perform the traceroute.

Figure 5.4: Eu-central-1a to eu-central-1b trace (private IP)
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Figure 5.5: Eu-central-1b to eu-central-1c trace (private IP)

As we can see in Fig. 5.4, the average delay during the day is stable. The
black line indicates the daily rolling mean, while the blue line shows the hourly
rolling mean. The delay is regular in both Availability Zones. In the first
plot, we can see that the average daily delay is increasing in the week from 20
November to 26 November. The reason could be that the Availability Zone was
more used in this period. Unfortunately, we don’t have access to the AWS data
to see how crowded was the region during this period. What we will see in the
latest experiment is how to link the delay with the AWS Spot instances prices.

Figure 5.6: Eu-central-1a to eu-west-2a trace (public IP)
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Figure 5.7: Eu-west-2a to eu-west-1a trace (public IP)

Multiregional Experiment Confidence Interval Delay [ms]
Source Destination Public IPs Private IPs

eu-central-1a eu-west-1a 24.614± 1.125 24.596± 1.281
eu-west-1a eu-central-1a 24.264± 1.095 24.789± 1.333

eu-central-1a eu-west-2a 13.495± 0.618 13.98± 1.12
eu-west-2a eu-central-1a 13.385± 0.689 14.042± 1.05
eu-west-1a eu-west-2a 10.366± 0.275 11.071± 1.554
eu-west-2a eu-west-1a 10.484± 0.305 11.155± 1.302

Table 5.1: Multiregional delay with confidence intervals (99%) with public and
private IPs

Multiregional Experiments. We are performing here the same experi-
ment as before, but we are using Availability Zones in different regions and the
public IP - a comparison between public and private IPs will be made in the
next experiments. Multiregional experiments mean longer distances since the
traffic has to go from Frankfurt to Dublin and London, i.e., higher delays are
expected. Fig. 5.6 shows the delay between Frankfurt and London, and Fig. 5.7
the delay between London and Dublin. As expected, the delay in Fig. 5.6 is
higher since the physical distance between the two regions is longer, so in this
case, if the user wants to deploy a delay-sensitive application with multiregional
high availability, it is recommended to deploy it in London and Dublin. Both
measurements are stable over time.

Public vs. Private. One surprising behavior that we faced in the experi-
ment was the difference in delay using the public and private IPs. As explained
before, AWS makes it possible to create a VPC peering between two or more
different regions. This is done to connect two instances deployed in separated
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Regional Experiment Confidence Interval Delay [ms]
Source Destination Public IPs Private IPs

eu-central-1a eu-central-1b 0.835± 0.697 1.027± 1.04
eu-central-1b eu-central-1a 0.864± 0.839 1.147± 1.202
eu-central-1a eu-central-1c 1.066± 0.7 1.301± 1.496
eu-central-1c eu-central-1a 1.094± 0.599 1.188± 1.369
eu-central-1b eu-central-1c 0.915± 0.928 1.122± 1.505
eu-central-1c eu-central-1b 0.943± 0.961 1.482± 2.149

Table 5.2: Frankfurt delay with confidence interval for public and private IPs

regions with the private IP assigned by AWS. Table 5.1 shows the confidence
intervals (at 99%) for all the multiregional experiments performed in the en-
tire month. As we can see, the delay using private IPs is higher, and also less
stable, than for public IPs. This behavior is also repeated in all the regional
experiments performed. For example, Table 5.2 shows the delay with confidence
interval in the Frankfurt region. We think that these differences are due to the
additional layer added inside the AWS network and the control that each packet
has to pass in order to circulate inside the AWS network. For example, to pre-
vent IP spoofing, the AWS network does not allow a virtual instance to send a
packet inside a network if the packet’s source address is different from the one
assigned to the instance. These types of control can slow down the traffic and
increase the delay.

Figure 5.8: Eu-central-1a to eu-central-1c trace (Private IP)
with spot prices

Delay vs. spot instances prices. We first need to explain the concept of
spot instance. The AWS clusters are not always full. There are periods when the
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Figure 5.9: Eu-west-2c to eu-west-2a trace (Private IP) with
spot prices

datacenters are barely used, so Amazon offers instances at discounted prices. It
thus depends on how much the customer is willing to pay for general instances.
If the spot instance’s actual price is costs less than the amount the customer is
willing to pay, the customer can use it. The downside is that the price is always
changing, and if the spot instance price costs more than the amount set by
the customer, the instances of the customer are terminated within five minutes.
The spot instances are useful for applications that are not suffering immediate
terminations. The spot prices allow the customer to save (a lot of) money since
these prices are between 80% and 60% lower than on-demand prices. As the
spot instances’ prices increase when the datacenter is loaded, our intuition is to
use the spot prices to check if the delay is changing with the prices.

Fig. 5.8 shows the delay between eu-central-1c and eu-central-1a Availability
Zones. We can see that from 5 November to 13 November, the spot price
increases and became almost twice expensive. This means that in this period,
the Availability Zone was more crowded than usual and returned at the standard
price around 23 November. In this period, we can see that the delay was not
affected by the increasing demand from the customer. On the opposite, in
Fig. 5.9, we can see that in the London region (between eu-west-2c and eu-west-
2a), the average delay is higher from November 10 to November 13, but the
spot prices are not changing. This means that there is no correlation between
the spot prices and the delay measured in the Availability Zone.
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5.6 Conclusions

In this chapter, we analyzed and presented the main components of the AWS
IaaS service. AWS provides hundreds of services to its customers. We focused
on the main EC2 components (like VPCs, subnets, Virtual Internet gateway,
etc.) that companies and organizations use to move their infrastructures to the
cloud.

We focused mainly on the networking performances of the global infrastruc-
ture. We studied the network delay stability in multiple deployment scenarios.
Companies that are moving delay-sensitive applications on AWS are interested
in response and delay time of the network for a high availability (multiregional)
configuration or a regional configuration with multiple Availability Zones. We
implemented a simple yet powerful tool for the community to measure the net-
working performances and plot automatically statistics, together with a map of
the analyzed network.

CloudTrace is publicly accessible at https://github.com/Giuseppe1992/

CloudTrace.
We performed multiple experiments on 3 different AWS regions using the

basic EC2 instances, and we monitored the performance of the network for one
month. Interested readers can easily download and install their applications,
and test the networking performances in other regions. The deployment in the
cloud and the experiment part are separated into different modules; CloudTrace
can be easily extended to be compatible with Microsoft Azure and Google Cloud.
These extensions can be helpful to differentiate the performances in the various
cloud providers.



Chapter 6

Failure Recovery

6.1 Introduction

More than ever, data networks have demonstrated their central role in the world
economy, but also in the well-being of humanity that needs fast and reliable
networks. In parallel, with the emergence of Network Function Virtualization
(NFV) and Software Defined Networking (SDN), efficient network algorithms
considered too hard to be put in practice in the past now have a second chance
to be considered again. In this context, as new networks will be deployed and
current ones get significant upgrades, it is thus time to rethink the network
dimensioning problem with protection against Shared Risk Link Group (SRLG)
failures.

In this chapter, we consider a path-based protection scheme with a global
rerouting strategy in which, for each failure situation, there may be a new
routing of all the demands. Our optimization task is to minimize the needed
amount of bandwidth. After discussing the hardness of the problem, we develop
two scalable mathematical models that we handle using both Column Gener-
ation and Benders Decomposition techniques. Through extensive simulations
on real-world IP network topologies and on randomly generated instances, we
show the effectiveness of our methods: they lead to savings of 40% to 48% of
the bandwidth to be installed in a network to protect against failures compared
to traditional schemes. Finally, our implementation in OpenDaylight demon-
strates the feasibility of the approach, and its evaluation with Mininet shows
that technical implementation choices may have a dramatic impact on the time
needed to reestablish the flows after a failure takes place.

As introduced before, NFV is an emerging approach in which network func-
tions such as firewall, load balancing, and content filtering are no longer ex-
ecuted by proprietary hardware appliances but, instead, can run on generic-
purpose servers located in small cloud nodes and can be instantiated on de-
mand [Han+15]. Network flows are often required to be processed by an or-
dered sequence of network functions. Moreover, different customers may have
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different requirements in terms of the sequence of network functions to be per-
formed. This concept is referred to as Service Function Chaining (SFC) [QN15],
also presented earlier.
Network failures such as cable cuts, natural disasters, faulty interfaces, or hu-
man errors are the daily routines of a network [Mar+14]. Such events clearly
need to be taken into account when allocating resources to the network. Faults
in the IP and optical layers tend to be correlated between them [KKV05]. In-
deed, the failure of a component located in a common router, such as a linecard,
or in the underlying optical infrastructure, such as a common fiber, may result
in the consequential failure of multiple entities at the IP layer. To model this
correlation, the concept of Shared Risk Link Groups (SRLGs) has been pro-
posed [Pap01]. SRLGs allow to express easily a risk relationship, and can also
represent different types of failures, such as single and multiple, node and link
failures.

We consider in this work a protection technique called unrestricted flow re-
configuration, also known as global rerouting [PM04]. In each of the possible
failure situations, a new set of backup paths is defined, one for each demand.
This makes the protection method bandwidth-optimal. However, this also means
that each failure may result in a completely different routing for the demands.
In legacy networks, it is impractical to implement this technique due to the large
number of rules to install on the network devices and hence signaling overhead.
However, the introduction of SDN may change the game.

With SDN, the network control is decoupled from the packet forwarding
data plane. Network intelligence is centralized in the controller that maintains
a global view of the network [McK+08]. SDN offers to network operators bet-
ter ways to manage and to configure their networks. Indeed, the introduction
of logically centralized controllers reduces the control plane protocols complex-
ity [KF13]. Routing decisions are taken in a single location, the controller, with a
complete knowledge of the network state, instead of resulting from a distributed
algorithm.

6.2 Related Work

The problem of providing network protection against failures has been widely
investigated in the last decades [FV00]. With the intoduction of NFV and SFCs,
an additional challenge is to map network functions to nodes and to guarantee
that the execution order of the network functions is respected in both primary
and backup paths. The problem of guaranteeing service continuity in Service
Function Chain scenario has started to be investigated recently. Both restora-
tion [Sou+17; LM15] and protection [Hma+17; Ye+16; BBS] techniques have
been investigated. [Tom+18] proposes a scalable exact decomposition model
to provide reliable service function chaining. Column generation techniques
have been shown to be effective in dealing with both Service Function Chain-
ing [HJG17; Hui+18] and failure protection [AV14].

With the advent of SDN/NFV, there are opportunities to create, deploy,
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and manage networks more efficiently. Indeed, with SDN and its control–data
planes decoupling, routing decisions can be done using a logically centralized
approach. This paves the way for a broadening of perspective in terms of fault
management [FM17].

Chu et al. [Chu+15] consider a hybrid SDN network and propose a method
to design the network in such a way that fast failure recovery from any single
link failure is achieved. Their proposal consists in redirecting the traffic of
the failed link from the routers to SDN switches through pre-configured IP
tunnels. Next hops are pre-configured before the failures take place, and the set
of candidate recovery paths for different affected destinations is chosen by the
SDN controller in such a way that the maximal link utilization after redirecting
the recovery traffic through these paths is minimized. In [Qiu+17] they build a
high-performance control plane for path computation using multiple controllers;
while in [Qiu+19] the authors uses fast SDN rerouting reducing the time to
compute new paths in case of link failures, minimizing delay of the new paths.

Suchara et al. [Suc+11] propose a joint architecture for both failure recovery
and traffic engineering. Their architecture uses multiple pre-configured paths
between each pair of edge routers. In the event of a failure, the failover is made
on the least congested path that ensures connectivity. Besides, Sgambelluri et
al. [Sga+13] propose a controller–based fault recovery solution that uses Open-
Flow’s Fast Failover Group Tables to quickly select a pre-configured backup
path in case of link failure.

The idea of using a set of pre-configured multiple backup network configu-
rations is not new. For instance, in [Kva+06; KCG07], the authors propose a
pre-configured proactive IP recovery scheme that makes use of multiple routing
backup configurations as a method for fast recovery. The main idea is to create
a small set of backup routing configurations to be used in the case of a single
link or node failure. Since the backup configurations are kept in the routers,
it is necessary to reduce their number to avoid requiring the routers to store a
significant amount of state information.

In [Vas+18; VNT20; Vas+20], the authors use SRLG for modelling in order
to enhance the preparedness of a given network to natural disasters, or regional
failures. For example, a regional SRLG aims to characterize a failure damaging
the network only in a bounded geographical area. The authors in [Ass+20]
propose a Mixed Integer Linear Program (MILP) for an elastic optical network
protection with SRLG group and dedicated protection mechanism.

Herein, we take to the extreme the idea of multiple routing configurations by
allowing a completely different routing in response to an SRLG failure situation.
Unlike the above studies, our aim is to provide a bandwidth-optimal mechanism
to design a reliable network. Our work revisits optimization techniques and
protection schemes introduced to design survivable optical networks in a large
corpus of studies of the 90s - see for example [GMS95; KM05; Sto06] for surveys
or reference books. We generalize the results to layered graphs. Indeed, besides
guaranteeing the recovery, our proposed approach also takes into consideration
the Service Function Chain (SFC) requirement of the flows. Moreover, we show
with the use of experiments that global rerouting, which was studied in the
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past just as a lower bound, becomes today a viable and very efficient protection
solution thanks to SDN control. It allows to study effectively what is the right
number of NFVI-enabled nodes, in terms of costs and acceptable QoS levels.

Table 6.1 summarizes the most important works to be compared to our
proposal. In particular, we check if the works consider optimal (bandwidth)
dimensioning for protection against SRLGs, handle the VNFs of the network
services, implement fast rerouting upon failures using SDN, propose scalable
solutions through decomposition methods, or approximation algorithms.

[Chu+15] [Suc+11] [Ass+20] [Taj+19] [Sga+13] [Kva+06] [KCG07] [VNT20] [BSY18] Our
Context and problem solved proposal

Survivable network design 4 4 4 4 4 4 4 4 8 4
Fast rerouting with SDN 4 8 8 4 4 8 8 8 4 4
Network services and NFV 8 8 8 4 8 8 8 8 8 4
SRLG 8 4 4 8 8 8 8 4 8 4

Theoretical methods and results

Optimal bandwidth 4 4 4 8 8 8 8 8 4 4
Decomposition methods 8 8 8 8 8 8 8 8 4 4
Approximation algorithms 4 4 8 4 8 4 4 4 8 4

Implementation results

Implementation via emulation 8 8 8 8 4 8 8 8 8 4

4=Yes, 8=No

Table 6.1: Summary of related work. The table analyzes the context and the
methods used in the different works.

6.3 Optimization Approaches

In this section, we first rigorously define the bandwidth-optimal failure re-
covery problem and prove the hardness and inapproximability results for the
Global Rerouting problem (Sec. 6.3.1). We provide a compact ILP formu-
lation (Sec. 6.3.3) which will be used as a baseline for evaluation. We then
propose a scalable1 decomposition model that relies on the Column Genera-
tion technique (Sec. 6.3.4). Both formulations are based on a layered network
model described in Sec. 6.3.2. We next introduce a second scalable model using
Benders Decomposition approach (Sec. 6.3.5). The models led us to study the
complexity of a subproblem, the Min-Overflow Problem, and to propose
approximation algorithms to solve it (Sec. 6.3.6).

6.3.1 Problem Statement And Notations

We model the network as an undirected graph G = (V,E), where V represents
the set of nodes and E the set of links. We are given a set of SRLG events R
that can incur link failures.

Each r ∈ R consists of a set of links that share a common physical resource.
We denote by D the set of demands (e.g., traffic between two locations). As we

1The term scalable has to be understood here in the context of exact optimization methods.
The proposed optimization methods are said scalable in the sense that they allow to solve much
larger instances than the classic compact ILP formulation solving the same problem.
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Symbol Description
G Undirected graph
V Set of nodes in the graph G
E Set of links in the graph G
r ∈ R Set of links that share a common phys-

ical resource
R Set of SRLGs
d ∈ D Single demand composed by

(sd, td, bwd, Cd)
D Set of demands
sd Source of the traffic
td Destination of the traffic
bwd Required units of bandwidth G
Cd Ordered sequence of network functions
`(d) Length of the SFC for a demand d
V vnf ⊆ V Set of NFVI nodes
GL(d) Layered graph for demand d
π Service path
Πr
d Service function paths for a demand d

aπuv Number of times link (u, v) is used in
the service path π

yd,rπ Boolean value to check if demand d
uses path π as a service path in the
SRLG failure event r

xuv Bandwidth allocated to link (u, v)
ϕ(ui,vj) Boolean value to check if the flow

is forwarded on link ((u, i), (v, j)) of
GL(d)

αsdω , βruv Dual values relative to constraints
(6.8) and (6.9)

λd(µ) Length of the shortest path for de-
mand d, with respect to link metrics
µ

Table 6.2: Notation table.

are solving a dimensioning problem, we assume prior full knowledge of traffic
demands, i.e., traffic matrices are known beforehand. A demand d ∈ D is
modeled by a quadruple (sd, td, bwd, Cd) with sd the source, td the destination,
Cd the ordered sequence of network functions that need to be performed to all
the packets belonging to the flow of the demand, and bwd the required units of
bandwidth. We denote by `(d) the length of the SFC for a demand d.

Network functions need to be executed on the so-called NFV Infrastructure
(NFVI) nodes. Not all the network nodes are enabled to run virtualized func-
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s ...
t

e1

e2

e3

e|S|

Figure 6.1: The multigraph resulting from the reduction. G = (V,E) is the
multigraph with V = {s, t} and E = {ei, i = 1, ..., |S|}. All the edges have s
and t as endpoints.

tions. We denote by V vnf ⊆ V the set of NFVI nodes. Moreover, we assume
that an NFVI node can only run a subset of the network functions, as there may
be constraints on their location in the network (e.g., geography or regulatory
constraints and anti-affinity rules).
Given the network topology and the traffic rate of the demands to be supported,
the purpose of the design problem is to precompute a set of paths to guarantee
the recovery of all the demands in the event of an SRLG failure, while satisfying
their SFC requirements.
The considered optimization task is to minimize the required bandwidth in the
network. We refer to this problem as the Global Rerouting problem. For
each demand d ∈ D, we have to find a primary path and a protection one for
each SRLG failure situation r ∈ R, such that the total amount of bandwidth
needed to guarantee the recovery in all the failure situations is minimized.

We denote by u(i) the copy of node u in layer i. The paths for demand Dc
sd

starts from node vs(0) in layer 0 and ends at node vd(1) in layer 1. Using link
(u(i), v(i)) on GL implies using link (u, v) on G. On the other hand, using link
(u(0), u(1)) implies using node u to perform the required network function(s).

We begin the section by proving hardness and inapproximability results for
the Global Rerouting problem. Then, we propose a scalable decomposition
model which relies on the Column Generation technique which is based on a
layered network model.

Proposition 1. The Global Rerouting problem is NP-hard even for a single
demand, and cannot be approximated within
(1 − ε) ln(|R|) for any ε > 0 unless P=NP, where |R| denotes the number of
failing scenarios.

We use a reduction from the Hitting Set Problem, which is defined as
follows. We are given a collection C of subsets of a finite set S and the problem
consists in finding a hitting set for C, i.e., a subset S′ ⊆ S such that S′ contains
at least one element from each subset in C of minimum cardinality. Given an
instance I = (S,C) of Hitting Set, we can build an instance I ′ = (G,D,R)
of Global Rerouting in the following way. G = (V,E) is a multigraph with
V = {s, t} and E = {ei, i = 1, ..., |S|}. All the edges have s and t as endpoints
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(see Fig 6.1 and Example 1 for an example). For each C ′ ⊆ C, we add a
failing scenario rC′ = E \ C ′ to R, corresponding to edges that cannot be used
in the failure situation r. Finally, we add to D, a demand d with s and t as
source and destination respectively, and with charge equal to 1. The goal now
consists in finding a path for each of the failure scenarios r ∈ R minimizing
the needed capacity to deploy. The total capacity needed to satisfy d in each
of the failure situations does not exceed c ⇐⇒ there exists a hitting set of
cardinality not greater than c. The proposition follows immediately from the
fact that Hitting Set is NP-hard [ADP80] and cannot be approximated within
a factor of ln |S| [DS14], unless P=NP.

Example 1 (Reduction). Consider the following instance of the Hitting Set
Problem: S = {1, 2, 3, 4, 5} and C = {C1, C2, C3, C4, C5} with C1 = {1, 2, 3, 4},
C2 = {1, 4, 5}, C3 = {2, 5}, C4 = {2, 3, 5}, and C5 = {1, 4}. The multigraph
resulting from the reduction of the instance is a multigraph with 5 edges (noted
1, 2, 3, 4, and 5) linking two nodes s and t corresponding to the elements in S.
The corresponding instance of the Global Rerouting problem has a single
demand d with source s and destination t, an empty SFC, and requiring a single
unit of bandwidth to be sent. It has 5 SRLG events R = {r1, r2, r3, r4, r5}, as
many as the number of subsets in C, with r1 = E \ C1 = {5}, r2 = E \ C2 =
{2, 3}, r3 = E \C3 = {1, 3, 4}, r4 = E \C4 = {1, 4}, and r5 = E \C5 = {2, 3, 5}.
Solving the Global Rerouting problem boils down to finding a set of edges
(of minimum cardinality) for which at least an edge will be available over all
failure scenarios: {4, 5}. If we install a capacity of 1 for these two edges, we ob-
tain a survivable network of minimum cost to protect against the 5 considered
SRLG events. Note that this is equivalent to finding a minimum cardinality
Hitting Set for the original instance, as the sets C1, C2, C3, C4, C5 correspond
to the edges available in each failure scenario.

6.3.2 A Layered Network Model

In order to support any service types and service function chains, the traffic
associated with each demand must be processed by an ordered sequence of net-
work functions defined in advance. Similarly to [HJG18], we use a layered graph
to model this constraint.
Let G = (V,E) be a graph. We associate to each demand d ∈ D a layered graph
GL(d) = (V ′, E′). GL(d) is defined as follows. For each u ∈ V , V ′ contains
the vertices (u, 0), (u, 1), ..., (u, `(d)). An edge ((u, i), (v, j)) belongs to E′ if and
only if (1) (u, v) ∈ E and i = j, or (2) u is a NFVI node, u = v, j = i+ 1, and
the jth function of Cd is installed on u.
Given a demand d, let sd and td be the source and the destination node, re-
spectively. A path starting at vertex (sd, 0) and finishing at vertex (td, `(d))
of GL(d) defines (a) which edges of G are used to route the flow associated to
the demand; and (b) on which NFVI nodes the traffic is processed by each of
the requested network functions. We refer to a path in GL(d) = (V ′, E′) as a
Service Function Path (SFP) - see Fig. 6.2 for an example.
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Layer 0

u1,0

u2,0

u3,0

Layer 1

u1,1

u2,1

u3,1

Layer 2

u1,2

u2,2

u3,2

Figure 6.2: The layered network GL(d) associated with a demand d such that
sd = u1, td = u3, and Cd = f1, f2, with G = (V,E) being a triangle network.
We assume f1 installed on Node u1 and f2 installed on Nodes u1 and u3. Source
and destination nodes of GL(d) are u1,0 and u3,2, respectively. They are drawn
with dashed lines. Two possible service paths that satisfy d are drawn in red
and blue.

6.3.3 Compact ILP Formulation

A straightforward way to model our problem consists in using an ILP. The goal
of the ILP is to find for each demand d ∈ D a service path on the layered
graph GL(d) for each SRLG event such that the total bandwidth required in
the network is minimized. In order to take into account the scenario without
failure, we add an SRLG associated with an empty set of links to R. Thus, the
SRLGs set is extended to R ∪ ∅.
Variables:

• ϕd,r(ui,vj) ∈ {0, 1}, with ϕd,r(ui,vj) = 1 if demand d uses link ((u, i), (v, j)) of

GL(d) in the SRLG failure event r.

• xruv ≥ 0 is the amount of bandwidth allocated to link (u, v) of G in the
SRLG failure event r.

Objective (6.1): minimization of the bandwidth needed in the network in order
to guarantee the recovery.

min
∑

(u,v)∈E

max
r∈R

xruv (6.1)
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For each link, the needed capacity to be installed is maxr∈R x
r
uv in order to guar-

antee the recovery for every failure scenario or SRLG in R. We thus mininimize
the sum over all links in (6.1).
Flow Conservation constraints (6.2) (6.3) (6.4): for each demand d, SRLG set
r ∈ R, ∑

(v,j)∈ω((sd,0))

ϕd,r(sd0,vj) =
∑

(v,j)∈ω((td,`(d))

ϕd,r(td`(d),vj) = 1 (6.2)

∑
(v,j)∈ω((u,i))

ϕd,r(ui,vj) ≤ 2 v ∈ V \ {(sd, 0), (td, `(d))} (6.3)

∑
(v′,j′)∈ω((u,i))\{(v,j)}

ϕd,r(ui,v′j′) ≥ ϕ
d,r
(ui,vj)

v ∈ V \ {(sd, 0), (td, `(d))}, ` ∈ ω((u, i)) (6.4)

Equation (6.2) ensures that the path of demand d starts at the source node
(sd, 0) in layer 0 and ends at the destination node (td, `(d)) in layer `(d), with
`(d) the length of the SFC of the demand d. Equation (6.3) forces the paths
to not use twice the same link of the layered graph to avoid loops. The flow
conservation of each path (i.e., a path arriving at an intermediate node has to
leave this node) is a result of Equation (6.4). Remark that the constraint is an
inequality. However, we have equality for an optimal solution as a product of
the minimization objective.

Unavailable links in an SRLG failure event (6.5): for each r ∈ R,

∑
d∈D

∑
(u,v)∈r

`(d)∑
k=0

ϕd,r(uk,vk) = 0. (6.5)

Equation (6.5) ensures that a path cannot use a link involved in SRLG r when
considering the failure scenario r.

Bandwidth utilization in an SRLG failure event (6.6): for each SRLG set r ∈ R,
link (u, v) ∈ E, ∑

d∈D
bwd ·

`(d)∑
k=0

ϕd,r(uk,vk) ≤ x
r
uv. (6.6)

Equation 6.6 guarantees that the bandwidth usage on each link (which is the
sum of the bandwidth usage over all layers on the link) is lower than or equal
to the link capacity.

6.3.4 Column Generation Approach

One can apply the Dantzig-Wolfe decomposition [DW60; CC+83] to the ILP
formulation to exploit its block structure per demand d ∈ D. The resulting
model takes the form of a path flow formulation. In order to model the ordered
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sequence of network functions by which the traffic associated to a demand must
be processed, we use a layered graph, similarly as in [HJG18]. Let G = (V,E)
be a graph. We associate to each demand d ∈ D a layered graph GL(d) =
(V ′, E′). GL(d) is defined as follows. For each u ∈ V , V ′ contains the vertices
(u, 0), (u, 1), ..., (u, `(d)). An edge ((u, i), (v, j)) belongs to E′ if and only if (1)
(u, v) ∈ E and i = j, or (2) u is an NFVI node, u = v, j = i + 1, and the jth

function of Cd is installed on u. We refer to a path in GL(d) = (V ′, E′) as a
Service Function Path (SFP).
We denote by Πr

d the set of service function paths for a demand d in the SRLG
failure situation r. Each service path π is associated to an integer value aπuv ≥ 0
telling the number of times link (u, v) is used in the service path π.
Variables:

• yd,rπ ≥ 0, where yd,rπ = 1 if demand d uses path π as a service path in the
SRLG failure event r ∈ R.

• xuv ≥ 0, bandwidth allocated to link (u, v) ∈ E.

Objective (6.7): minimization of the required bandwidth

min
∑

(u,v)∈E

xuv (6.7)

One service path for each demand and SRLG failure event (6.8): for all d ∈ D,
r ∈ R ∑

π∈Πrd

yd,rπ ≥ 1. (6.8)

Inequality (6.8) ensures that at least one path is selected for each pair de-
mand/SRLG event. Note that a single path is selected for optimal solutions
due to the minimization objective.

Bandwidth utilization (6.9): for all (u, v) ∈ E, r ∈ R

xuv ≥
∑
d∈D

∑
π∈Πrd

bwd · aπuv · yd,rπ . (6.9)

Given its very large number of variables, Column Generation is an efficient tech-
nique to handle the above linear integer programming model. One starts with
a limited set of variables in a so-called Restricted Master Problem (RMP). At
each iteration, the RMP is solved. The dual values associated to the constraints
are used to generate new paths with negative reduced cost and the associated
variables are added to the RMP that may enable to improve the current solu-
tion. This process is repeated until no more columns can be added to the RMP,
i.e., no more columns with negative reduced cost exist. We refer to [DDS06] for
more details regarding this technique.

Pricing Problem

The pricing subproblem is solved independently for each demand d and
SRLG failure event r and it returns a service path π. It consists in finding
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a minimum cost service path in the layered graph where the weight of a link is
defined according to the dual values of the associated constraint.
Variables:

• ϕ(ui,vj) ∈ {0, 1}, where ϕd,r(ui,vj) = 1 if the flow is forwarded on link

((u, i), (v, j)) of GL(d).

Let αsdω ≥ 0 and βruv ≥ 0 be the dual values relative to constraints (6.8) and
(6.9), respectively. The service path reduced cost for a given demand d and an
SRLG r can be written as:

min−αdr + bwd ·
∑

(u,v)∈E

βruv ·
`(d)∑
k=0

ϕ(uk,vk)

The first term is a constant for each request, and the second term corresponds
to a summation over the links of the network. Therefore, the objective func-
tion (6.10) becomes:

min
∑

(u,v)∈E

βruv ·
`(d)∑
k=0

ϕ(uk,vk). (6.10)

Thus, for each request and for each failure situation, the pricing subproblem
corresponds to a weighted shortest-path problem in the layered graph. In a
given SRLG failure situation r and for all the demands d ∈ D, the weight of a
link ((u, i), (v, j)) of GL(d) is defined to be βruv if i = j, 0 otherwise. Either one
of these paths leads to a negative reduced cost column, or the current master
solution is optimal for the unrestricted program. In the former case, the new
configurations found are then added iteratively to the RMP. In the second case,
the solution of the linear relaxation of the RMP z∗LP is optimal. Convergence
of the basic Column Generation procedure suffers from dual oscillations as the
number of constraints (6.9) is large. To improve the convergence and reduce the
fluctuations in the dual variables, we use the piecewise linear penalty function
stabilization described in [Pes+18]. Associated to the optimal solution of the
linear relaxation of the RMP, for each demand d and SRLG failure situation
r, there is a set of service paths identified by all the variables yd,rπ with value
greater than 0. These service paths guarantee the minimum cost in terms of
required bandwidth to deploy for ensuring the recovery in the splittable flow
case. However, if we restrict our attention to the unsplittable flow case, we have
to select only one service path for each demand and SRLG failure situation.
The problem now consists in making this choice by reducing the overflow in-
troduced in the network. One possible way consists in changing the domain of
the variables in the last RMP from continuous to integer and use an ILP solver.
We refer to this strategy as MasterILP.

6.3.5 Benders Decomposition Approach

Applying Benders Decomposition technique [Ben62] to our compact model con-
sists in splitting the original problem variables into first stage link capacity
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assignments on one hand, and second stage routing decisions on the other hand.
The master problem is in terms of the xuv variables. It takes the following form.

Objective (6.11): minimization of the bandwidth used in the network

min
∑

(u,v)∈E

xuv. (6.11)

Metric inequalities (6.12):∑
(u,v)∈E

µuv · δuv,r · xuv ≥
∑
d∈D

λd(µ) · bwd ∀ µ ∈ R+E (6.12)

where the latter constraints are known as metric inequalities [CCG09]. They can
be separated in polynomial time by solving an LP. Hence, they can be handled in
a lazy way by a dynamic generation, which allows to solve the problem using the
cutting plane algorithm. These cuts are iteratively added to the master problem
until the difference between the lower bound, corresponding to the solution of
the master problem, and the upper bound, corresponding to the solution of the
subproblems, falls under a fixed value ε.

Benders separation subproblem is solved given the link bandwidth vector x.
This capacity assignment is globally feasible (for the splittable problem) if and
only if for each vector µ = {µuv ≥ 0 : (u, v) ∈ E} and for each SRLG failure
situation r ∈ R, the inequality∑

(u,v)∈E

µuv · δuv,r · xuv ≥
∑
d∈D

λd(µ) · bwd (6.13)

holds, where δuv,r ∈ [0, 1] is the available portion of link (u, v) under scenario r,
and λd(µ) is the length of the shortest path for demand d with respect to link
metrics µ.

Associated to the optimal solution of the master problem, we have the op-
timal link capacities in the splittable flow case, as in the Column Generation
case. The main difference lies in the fact that we do not have the selected paths.
We thus have to find a path for each demand and failure situations trying to
minimize the overflow, with respect to the solution found in the splittable flow
case.

6.3.6 The Min-Overflow Problem

The efficiency of decomposition methods such as Column Generation and Ben-
ders technique is based on two main principles: (i) decomposing the problem
into subproblems which can be solved efficiently (ii) first solving fractional ver-
sions of the problems. Indeed, solving a fractional Linear Program can be done
in polynomial time, when their mixed integral version often is NP-complete (as
it is the case for the problems considered here). An important step of the meth-
ods is to obtain good integral solutions from the optimum fractional solutions
found. The Min Overflow Problem appears in this context.
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Algorithm 4 Iterative ILP (IterILP)

1: Solve the linear relaxation of the general problem
2: c̃← c∗

3: for each r ∈ R do
4: (a) route the demands on G′ = (V,E \ r, c̃) solving MinOverflowILP,

an integral multicommodity flow problem minimizing the overflow
5: (c) update c̃ with the introduced overflow (if any)
6: end for
7: return c̃

As it is costly to solve (exactly) the integer version of the master program
(the MasterILP strategy discussed above at the end of Sec. 6.3.4), to obtain a
“good” integer solution, we could use another approach. That is, we may start
by computing efficiently a fractional solution to the linear relaxation of the
problem (i.e., when flows are splittable) using either the Column Generation
algorithm or the Benders Decomposition technique. We then try to obtain
a good integer solution to the problem (i.e., when flows are unsplittable) by
minimizing the cost to pay in terms of additional capacity (i.e., the overflow)
over all the scenarios when using a single path for each demand.

IterILP Algorithm

We define overflow as the total amount of additional bandwidth to be allocated
to the network in order to satisfy all the demands. To this end, one possible
strategy considers each scenario one at a time, and formulates a multicommodity
flow problem as an ILP. The objective function consists in minimizing the over-
flow to be allocated to the network. We refer to this strategy as IterILP - see
Algorithm 4 for its pseudo-code. The used ILP, denoted as MinOverflowILP,
is given below.

MinOverflowILP:

Input a graph G = (V,E), an SRLG set r ∈ R, and a capacity function c̃.

Objective (6.14): minimization of the overflow (additional bandwidth) needed
in the network in order to guarantee the recovery for the scenario corresponding
to SLRG r.

min
∑

(u,v)∈E

oruv (6.14)

Remark: if the objective function is equal to |E|, all demands can be routed with
the capacity function c̃. All the overflow ratios are equal to 0 and no additional
capacity is needed for the scenario of the SLRG r.
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Flow conservation constraints (6.15) (6.16) (6.17): for each demand d,∑
(v,j)∈ω((sd,0))

ϕd,r(sd0,vj) =
∑

(v,j)∈ω((td,`(d))

ϕd,r(td`(d),vj) = 1 (6.15)

∑
(v,j)∈ω((u,i))

ϕd,r(ui,vj) ≤ 2 v ∈ V \ {(sd, 0), (td, `(d))} (6.16)

∑
(v′,j′)∈ω((u,i))\{(v,j)}

ϕd,r(ui,v′j′) ≥ ϕ
d,r
(ui,vj)

v ∈ V \ {(sd, 0), (td, `(d))}, ` ∈ ω((u, i)) (6.17)

Bandwidth utilization for the SRLG set r (6.18): for each link (u, v) ∈ E,

∑
d∈D

bwd ·
`(d)∑
k=0

ϕd,r(uk,vk) ≤ x
r
uv. (6.18)

Equation 6.18 guarantees that the bandwidth usage on each link is lower than,
or equal to, the link capacity.

Definition of the overflow: the overflow ratio of the link uv ∈ E, oruv, is defined as
1 if xruv ≤ c̃uv and (xruv− c̃uv)/c̃uv otherwise, i.e., oruv = max((xruv− c̃uv)/c̃uv, 1).
It thus gives inequalities (6.19) and (6.20), for each link (u, v) ∈ E,

oruv ≥
xruv − c̃uv

c̃uv
(6.19)

oruv ≥ 1 (6.20)

Note that the minimization of the objective function will imply the equality to
the maximum for an optimal solution.

If on one hand, this strategy leads to good results, on the other hand, it may
not scale well, since we have to solve an ILP for each SRLG failure scenario.

Algorithmic Complexity and Randomized Rounding Strategy

Another strategy consists in using an algorithm to route the demands while
minimizing the overflow. The problem to be solved for an SRLG failure scenario
which we refer to as Min Overflow Problem can be stated as follows.
Input: A graph G = (V,E), a collection D of demands, each associated with
a source, a destination and the units of flows to be routed. Also, each demand
is associated with a set of paths, corresponding to the fractional solution of the
splittable flow version of the problem. Lastly, a capacity function c∗ : (u, v) →
c∗uv, according to the optimal capacities found solving the linear relaxation of
the general problem.
Output: A path for each demand.

Objective: Minimize the overflow, i.e., minimize
∑

(u,v)∈E
c̃(u,v)
c∗uv

with c̃(u, v)

defined as the maximum between c∗uv and the capacity of the link (u, v) after
having selected one path per demand.
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Note that, contrary to the classical version of the problem, we do not have
hard capacity constraints to respect while computing an integer routing. Herein,
the goal is to route all the demands reducing the increase in terms of capacity
over each of the links (i.e., the overflow) with respect to the free given capacities
already available in the network.

Proposition 2. The Min Overflow Problem is APX-hard (and so is NP-
hard) and cannot be approximated within a factor of 1 + 3

320 , unless P=NP.

Proof. We use a reduction from Max 3-SAT. Let I be an instance of Max 3-
SAT with n variables Vi, 1 ≤ i ≤ n and m clauses Cj , 1 ≤ j ≤ m. We associate
each boolean variable Vi to a demand di asking for one unit of flow from a source
sdi to a destination tdi connected by two paths P0(Vi) and P1(Vi). Selecting
P1(Vi) (respectively P0(Vi)) corresponds to assign to Vi the true (respectively
false) value.
We associate each clause C to an edge (uC , vC) and we build the paths in the
following way. For each variable Vi, we consider all the set C(Vi) with all the
clauses in which Vi appears as positive literal. C(Vi) = Ci1 , Ci2 , ..., Cim with
i1 ≤ i2 ≤ ... ≤ im. Then, P1(Vi) = sdi , (ui1 , vi1), (ui2 , vi2), ..., (uim , vim), tdi .
In a similar way, we consider now all the clauses in which Vi appears as negative
literal. C(Vi) = Ci1 , Ci2 , ..., Cim with i1 ≤ i2 ≤ ... ≤ im. P1(Vi) is defined as
sdi , (ui1 , vi1), (ui2 , vi2), ..., (uim , vim), tdi .
As we build paths in this way, the load of an edge (uC , vC) is equal to the number
of literals in the clause C assigned to the false value. There are

∑n
i=1(2im +

1)(2im+1) = 6m+2n edges in the construction, as
∑n
i=1 |C(Vi)|+|C(Vi)| = 3m,

the number of literals in the formula. We now assign to each edge a capacity
2. A fractional routing always exists. Indeed, routing one half of the charge of
each demand di on P0(Vi) and the other half on P1(Vi) is feasible, since after
identification, an arc receives at most 3 × 1

2 ≤ 2. The case of an integral flow
is quite different, since, in such a case, only one between P0(x) or P1(x) can
be chosen. Since the capacity of the edges is 2, the cost will be 2 on each
identified edge ⇐⇒ the formula is satisfiable. This proves that the problem is
NP-complete (as 3-SAT is NP-complete). Then, we derive an inapproximability
result using the fact that it is NP-hard to satisfy more than 7

8 of the clauses (even
if the formula is satisfiable) [H̊as01]. So, we may have to pay 3 on m/8 edges
(even though the optimal is 2 on all edges). Since the initial cost is less than 2
times the number of edges, it is less than 2 × (6m+ 2n) = 12m+ 4n. We have

n ≤ m
3 . So, it is NP-hard to decide if the cost is 1 or

(12+ 4
3 )m+m

8

(12+ 4
3 )m

= 1 + 3
320 .

Proposition 3. The Min Overflow Problem can be approximated with high
probability within a factor of (1 + 1

e ) + ε, for any ε > 0.

Let c∗uv be the optimal capacity of an edge (u, v) in the splittable flow case.
After having computed a fractional flow, we have associated to each demand
d ∈ D a set consisting of n(d) ≥ 1 paths Pd = {Pd,i : i = 1, ..., n(d)}. Each path

Pd,i is associated to a multiplier 0 ≤ λd,i ≤ 1 such that
∑n(d)
i=1 λd,i = 1 which

gives the amount of flow λd,i ·bwd routed on Pd,i. Let λd,i(uv) be the fraction of
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flow routed on the edge (u, v) by a demand d. Note that for each edge (u, v), we

have
∑
d∈D

∑n(d)
i=1 bwd · λd,i(uv) ≤ c∗uv since by hypothesis these capacities are

feasible for the splittable flow case. In order to find an unsplittable solution, we
use a rounding–based heuristic referred to as Randomized Rounding, which
assigns to a demand d a path Pd,i with probability λd,i. We consider now the
impact in terms of load on an edge (u, v). Let fuv be the flow on (u, v) at the
end of the rounding procedure. Clearly, for each edge (u, v), E(fuv) ≤ c∗uv holds.
Let Ouv be the overflow on the edge (u, v) defined as max(0, fuv − c∗uv). We
denote by P0(uv) = P[fuv = 0] the probability that the edge (u, v) is not used.

E[Ouv] = P0(uv) · 0 + (1− P0(uv))E[fuv|fuv > 0]− c∗uv
= (1− P0(uv))E[fuv|fuv > 0]− c∗uv(1− P0(uv))

Moreover,

E[fuv] = P0(uv) · 0 + (1− P0(uv))E(fuv|fuv > 0)

E[fuv|fuv > 0] =
E[fuv]

1− P0(uv)

We can therefore bound the expected overflow of a link (u, v).

E[Ouv] = E[fuv]− c∗uv(1− P0(uv))

= P0(uv)c∗uv − (c∗uv − E[fuv]) ≤ P0(uv)c∗uv

Let us now consider the probability P0(uv) that an edge is not used after the
randomized rounding. Given an edge (u, v), we define Puv to be the paths that
contain (u, v) as an edge.

P0(uv) =
∏

Pd,i∈Puv

(1− λd,i)

The probability for an edge not to be selected is maximized when all λd,i are
equal (i.e., λd,i = 1

|Puv| ∀ λd,i ∈ Puv). Thus,

P0(uv) = (1− 1

ρ|Puv|
)|Puv|

where ρ is defined to be E[fuv ]
c∗uv

. This gives an upper bound for the possible value

of P0(uv). Indeed,

P0(uv) ≤ lim
n→∞

(1− 1

ρn
)n =

1

eρ
.

The function is minimized with ρ = 1. We thus get

E[Ouv] ≤
1

eρ
c∗uv − (c∗uv − E[fuv])

≤ c∗uv(
1

eρ
− (1− ρ)) ≤ 1

e
c∗uv ≈ 0.37c∗uv.
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Algorithm 5 Iterative Randomized Rounding

1: Solve the linear relaxation of the general problem
2: c̃← c∗

3: for each r ∈ R do
4: (a) route the demands on G′ = (V,E \ r, c̃) solving a fractional multi-

commodity flow problem

5: (b) use Randomized Rounding to find a (1+ 1
e +ε)–approximate integer

routing

6: (c) update c̃ with the introduced overflow (if any)
7: end for
8: return c̃

Finally, the expected cost of the solution provided is

E

[∑
(u,v)∈E Ouv∑
(u,v)∈E c

∗
uv

]
=

∑
(u,v)∈E E[Ouv]∑

(u,v)∈E c
∗
uv

≤ 1

e
≈ 0.37.

By using the Markov inequality, the probability that the obtained solution has
a cost larger than 1.37(1 + ε) is at most 1

1+ε . The overflow resulting from the
execution of the randomized rounding can be checked in polynomial time. If the
overflow exceeds the factor of (1+ 1

e )+ε, another trial may be necessary in order
to find a solution below this value. The number of trials depends on the chosen
value for ε. For instance, if we set ε = 1

10 , we need an average of 10 trials in
order to find a solution with cost not greater than 1.507 (= 1.37 + 0.137) times
the optimal fractional one. As we have just shown, the problem of minimizing
the overflow can be approximated efficiently for a single scenario. The proposed
scheme consists in a randomized rounding to be performed according to the value
of the splittable flow solution. We may extend Randomized Rounding to the
case of multiple scenarios by simply solving the scenarios in an iterative fashion.
At each iteration, an SRLG r ∈ R is considered. First, a fractional capacitated
multicommodity flow is solved. Then, a (1+ 1

e +ε)–approximated integer solution
is found using the Randomized Rounding procedure described in Algorithm 6.
The overflow introduced (if any) by the procedure is then added. We refer to
this method as Iterative Randomized Rounding - see Algorithm 5 for the
pseudo-code of our proposed algorithm.

6.4 Numerical Results

In this section, we evaluate the performances of our proposed algorithms on both
real and synthetic network topologies and workloads. The compared methods
are MasterILP, in which the last RMP is solved as an ILP by setting the domain
of the path variables from fractional to binary. IterILP, in which each scenario
is solved independently with an ILP that has, as a goal, the minimization of
the overflow and ITERATIVE RANDOMIZED ROUNDING for which, instead
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Algorithm 6 Randomized Rounding

Require: A network with a capacity function c̃ and a fractional routing for a
set of demands D

Ensure: A (1 + 1
e + ε)–approximate integer routing

1: repeat
2: for each d ∈ D do . Build an integral routing
3: select a path Pd,i among all fractional paths pi with probability
λd,i(uv).

4: end for
5: ci ← compute the capacities of the drawn integral routing
6: overflow = 0 . Compute the overflow
7: for each e ∈ E do
8: overflow + = max(ci,c̃)

c̃
9: end for

10: until overflow ≤ (1+ 1
e +ε)|E| return ci, the capacities of the drawn integral

routing

of using an ILP to minimize the overflow, we use a (1 + 1
e + ε)–approximation

algorithm. We show the effectiveness

• of our algorithms in terms of scalability. Indeed, we are able to solve
instances with much larger numbers of demands, network nodes and links
than the classic compact ILP model, and

• of Global Rerouting in terms of bandwidth usage, i.e., the bandwidth
needed to be provisioned by an operator to handle failures is minimum.

Data Sets

We conduct experiments on three real-world topologies from SNDlib [Orl+10]:
polska, (12 nodes, 18 links, and 66 demands), pdh (11 nodes, 34 links, and 24
demands) and nobel-germany (17 nodes, 26 links, and 121 demands). For these
networks, we use the traffic matrices provided with the data set. No informa-
tion is available about the SRLGs for these networks. Thus, the collection of
network failures R for these instances contains single edge failures.
We also conduct experiments on randomly generated instances of different sizes
and with different SRLGs. We build our synthetic instances using a simi-
lar method to the one in [KKV05]. We generate two networks in which we
place nodes in a unit square. In each of them, we add links according to the
Waxman model [Wax88]. The probability of having a link (u, v) is defined as

α exp
−dist(u,v)

βL where dist(u, v) is the Euclidean distance from node u to node
v, L is the maximum distance between two nodes and α, β are real parameters
in the range [0, 1]. One of the two networks represents the logical IP network,
i.e., IP routers and IP links while the other represents the underlying optical
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Figure 6.3: Time of the solution found by the ILP and by our proposed methods
as a function of the number of demands.

network, i.e., cross-connect and fibers. Each IP node is mapped to the closest
optical cross-connect and each IP link (u, v) is mapped onto the shortest path
between u and v in the physical network.
All IP links using the same physical link are associated to an SRLG. In addition,
we add an SRLG for each undirected link. Demands are generated using the

model described in [FT02]. The model considers the distance factor exp
−dist(u,v)

2L

between two nodes u and v. As a result, the load of the demands between close
pairs of nodes is higher with respect to pairs of nodes far apart.
Finally, the chain of each demand is composed of 3 to 6 functions uniformly
chosen at random from a set of 10 functions. Each NFVI node can run up to 6
network functions. Indeed, a node may not be allowed to run all the network
functions. Similarly as in [HJG18], locations are chosen according to their be-
tweenness centrality, an index of the importance of a node in the network: it
is the fraction of all shortest paths between any two nodes that pass through a
given node. Experiments have been conducted on an Intel Xeon E5520 with 24
GB of RAM.

Limits Of An ILP-based Approach

To study the limits in terms of computing time of an ILP-based approach, we
tested our optimization models on a small random topology with 10 nodes, 16
links, and 26 SRLGs. In Fig. 6.4 and Fig. 6.3, we show the impact of the number
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Figure 6.4: Value of the solution found by the ILP and by our proposed methods
as a function of the number of demands.

of demands on the execution time. We compare the time necessary to find an
optimal solution (Fig. 6.4) and the value of the solution found (Fig. 6.3) by the
ILP and by our proposed methods. For each experiment, we set a maximum
time limit of one hour. If the time limit is exceeded, the solution reported
represents the best solution found so far.
For just 30 demands, the time needed by IBM ILOG Cplex 12.8 to find an exact
solution exceeds 1 hour and for larger instances, no optimal solution can be
found using an ILP approach in a reasonable amount of time. On the contrary,
the algorithms we propose can compute solutions for larger instances with a fair
efficiency. Indeed, our algorithms only take 1 minute to solve the problem for
90 demands. As the considered network is small, the computed values by the
three proposed methods are very close between them. We compare them in the
following on larger networks.

Performances Of The Optimization Models

Table 6.3 summarizes the results of our proposed methods for the three real
networks and for four Waxman random networks. Networks are identified as
wxm N with N being the number of nodes.
The number of demands is set to be 50, 100, 150, and 200 for the 10, 20, 30, and
40 nodes networks, respectively. Moreover, the number of resulting SRLGs for
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the Waxman random networks are 22, 40, 53, and 70, respectively. The first
column compares the Column Generation (ColGen) and the Benders Decompo-
sition [Ben62] (Benders) techniques to find a fractional solution based on which
the heuristics find an integer solution. The Column Generation technique ap-
pears to be faster in finding the optimal solution z∗LP : on the largest considered
network, wxm40 only takes 22 minutes to find an optimal solution, while Benders
would require more than one hour. The remaining three columns refer to our
optimization methods. For each method, we present both the time needed to

find a solution z̃ILP , as well as the ratio ε =
z̃ILP−z∗LP

z∗LP
with respect to the opti-

mal fractional solution z∗LP . ε, called accuracy in the following, gives an upper
bound on the maximum overflow to pay in excess with respect to the optimal
integer solution z∗ILP , since the optimal integer solution may be larger than the
fractional one.
Both MasterILP and IterILP allow to find near–optimal solutions. As the size
of the network increases, we begin to observe the limits of the IterILP approach,
as it solves an ILP for each scenario. Although MasterILP demonstrates a bet-
ter scalability and a very high accuracy, for larger networks we have a tradeoff
between the time to find the solution and the quality of the solution found.
Indeed, for wxm40, IterRR only takes 2 minutes to find a good solution with an
accuracy of about 9%, while MasterILP requires 27 minutes to find a solution
with an accuracy of 2.2%.

Varying The Number Of NFVI Nodes

NFVI nodes are expensive to both purchase and maintain (e.g., hardware,
software licenses, energy consumption, and maintenance). If, on one hand,
over-provisioning corresponds to undue extra costs, on the other hand, under-
provisioning may result in poor service to user and in Service Level Agreement
(SLA) violations. It is thus necessary to find the right trade-off in terms of
NFVI nodes in the network design phase.

Bandwidth overhead. In Fig. 6.5, we compare the overhead in terms of band-
width needed in the network by the global rerouting scheme and Dedicated Path
Protection with respect to the bandwidth needed in the unprotected case. For
Dedicated Path Protection, we compute for each demand two SRLG-disjoint
paths, i.e., two paths such that no link on one path has a common risk with any
link on the other path. By doing so, we set the bandwidth minimization as an
optimization task. With an increasing number of NFVI nodes in the network,
the required bandwidth decreases. However, the overhead with respect to the
unprotected case tends to remain constant. Indeed, if with global rerouting we
only need from 30 to 60% more bandwidth, with dedicated path protection we
may need almost three times more bandwidth to guarantee the recovery.
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(a) Pdh.

(b) Nobel-germany.

Figure 6.5: Bandwidth overhead comparison of the Global Rerouting (GR) and
Dedicated Path Protection (DP) schemes with respect to the No-Protection
scenario (NP) for pdh and Nobel-germany networks. Labels on top of the bars
indicate the overhead with respect to the unprotected case.
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Network
z∗LP MasterILP IterILP IterRR

ColGen Benders time ε time ε time ε
pdh 22s 32s 11mn 4% 1mn 4.82% 40s 12.7%

polska 15s 18s 40s 0.22% 1mn 0.1% 20s 1.4%
nb-germany 35s 1mn 40s 0.17% 4mn 0.06% 30s 3.2%

wxm10 10s 5s 50s 0.3% 40s 1% 10s 5.5%
wxm20 40s 2mn 1mn 0.6% 4mn 0.6% 30s 2.7%
wxm30 3mn 16mn 6mn 0.2% 21mn 0.9% 1mn 4.5%
wxm40 22mn >1h 27mn 2.2% >1h - 2mn 9.2%

Table 6.3: Numerical results for the proposed optimization models. First column
refers to the time needed to find the optimal fractional solution z∗LP . We set a
maximum time limit of 1h. The other columns refer to the proposed methods
to obtain an integer solution z̃ILP . For each method, we show the additional
time needed and the quality of the solution found, expressed as the ratio ε =
z̃ILP−z∗LP
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Figure 6.6: Distribution for the number of distinct paths for each demand. Boxes
are defined by the first and third quartiles. Ends of the whiskers correspond to
the first and ninth deciles. The median value is drawn in red.
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Paths’ delays. In Fig. 6.7, we show the impact of the number of NFVI nodes
on the path latency distribution and compare them with the ones calculated
using shortest paths on the layered network. As expected, we see that the
number of hops decreases as the number of NFVI nodes increases.
Actually, more there are NFVI-nodes in a network, higher is the opportunity to
find easily closer NFVI-nodes which can perform some of the required network
functions. Another result is that the paths computed using our method are
almost as short (in terms of number of hops) as the shortest paths.

Number of paths. In our considered protection scheme, a demand may be
rerouted on a different path in each of the possible SRLG failure situations.
Even though our optimization models do not impose constraints on the number
of distinct paths for a demand, the experimental results indicate that their
number tends to be small in practice.
In Fig. 6.6, we show the distribution for the number of distinct paths of the
demands for our considered networks. The number of distinct paths increases
with the size of the network and tends to stay within the range (5, 10) for most
of them. For instance, for wxm40 we may have potentially 71 distinct paths to
be used for a demand, one for each of the possible SRLG failure scenarios plus
one for the case without failure. However, as the results show, in such a case,
50% of the demands would use no more than 12 distinct paths.
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(a) Pdh.

(b) Nobel-germany.

Figure 6.7: Hops distribution of the backup paths computed by the global
rerouting scheme (GR) compared with the shortest paths (SP) for pdh and
nobel-germany networks.
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6.5 Implementation Perspectives

In the previous sections, we followed a theoretical approach to design a bandwidth-
optimal failure recovery scheme relying on the hypothesis that programmable
networks should be able to implement such a scheme. In this section, we ver-
ify this assumption by implementing the scheme on production SDN appliances,
namely Open vSwitch and OpenDayLight, and evaluate different trade-offs with
Mininet. Our evaluation shows that implementation choices have a significant
impact on the recovery time of protection mechanisms.

6.5.1 Implementation Options

A first option to implement the protection scheme in OpenFlow is to let the
OpenFlow controller fully update the flow tables on the switches upon failure.
When the controller detects a failure, it sends the new flow tables to the im-
pacted switches. This approach minimizes the memory usage on the switches,
but incurs high signaling overhead between the controller and the switches, and
imposes the latter to install a full flow table at every network change. We refer
to this option as full. A variation of this option is to only send the changes to
be performed on the flow tables to the switches to reduce the signaling load and
the number of flow table updates on the switches. We name this option delta.
Another option is to leverage the Multiple Flow Tables capability introduced in
OpenFlow 1.3 to pre-install the flow tables for each SRLG failure scenario in the
switches. When the controller sends a failure notification to a switch, the switch
activates the appropriate flow table in only one operation (using goto). This
approach minimizes the signaling load and flow table changes, but consumes
more memory on the switches than the other options. This option is referred to
as notification. In the rest of this chapter, we study the impact of the technical
choices on the recovery time in realistic operational scenarios.

Fig. 6.8 illustrates how the full and delta implementation options pre-
sented above operate. The network is composed of three switches (S1, S2, S3),
one destination for traffic (d), and one controller. The controller has the full
knowledge of the network and pre-computed the alternative flow tables for each
potential failure. To save space, we only show the information related to link
failures for host d, the rest (e.g., node failures, SRLGs, other destinations. . . ) of
the table is hidden behind the blob term. Figs. 6.8b and 6.8c show the messages
sent by the controller to the switches to recover from the failure of link L5 and
the resulting flow tables on the switch. Fig. 6.9 is the counterpart of Fig. 6.8
for the notification implementation option. In this case, the controller does
not store flow tables in memory. Instead, it stores the goto operations to be
performed in case of failures. This implementation minimizes the controller’s
computational effort in case of failure because every possible rule is precomputed
and installed in the switches. In case of failure the controller sends a single mes-
sage to each switch, with a single rule update (the goto rule). Fig. 6.9b shows
the goto instructions sent to the switches to recover from the failure of link L5

and how it changes the forwarding decisions on the switches.
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Figure 6.8: Switch update operations for the full and delta protection scheme
implementation options in SDN networks upon one link failure. In the full

protection scheme, the table inside the switches are completely overwritten by
the new tables. In the delta protection scheme, the controller only modifies
the rules that are changing in the failure scenario.

6.5.2 Experimental Setup

Our experimental platform is a dual Intel Xeon E5-2630 CPU server with 128
GB of RAM running Mininet 2.2.2 [LHM10] and the controller OpenDaylight
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Figure 6.9: Switch update operations for the notification protection scheme
implementation option in SDN networks upon one link failure. The rules are
preinstalled in the switches in a different table for each failure scenario, and
table 0 is pointing to the no failure table in the normal state. In a failure
situation, the controller updates the pointer in table 0 to use the table assigned
for the failure scenario.

Oxygen [Med+15] with OpenFlow 1.3.
The routing logic is implemented as a network application orchestrator that
communicates with the controller with the HTTP OpenDaylight Northbound
API. This approach is recommended as it decouples the implementation of the
logic from the implementation of the controller.

We also made an ideal implementation to assess the best possible perfor-
mance one could have. It is equivalent to the notification option, but is im-
plemented directly in Mininet with Open vSwitch commands. In this case, the
switches are programmed directly, without the controller overhead. Mininet
emulation is centralized, so we are able to synchronize all failure notifications
to the switches just after the failure occurs, bypassing thus the controller.

Due to the limited number of CPU cores on our emulation server, we could
only evaluate the wxm10 and the polska networks.

6.5.3 Recovery Time

The recovery time is the span of time between a failure event and the moment
in which all switches are updated to be in a state that circumvents the failure.
To measure the recovery time, we continuously probe the end-to-end paths with
UDP datagrams. Fig. 6.10 shows the recovery time for our three OpenDaylight
implementation options and the ideal one. It compares our Global Rerout-
ing protection scheme to the Dedicated Path protection scheme. The figure
highlights the importance of implementation choices on the recovery time: the
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Figure 6.10: Recovery time comparison of various implementation options for
Global Rerouting (GR) and Dedicated Path Protection (DP) for the polska

network.

notification option significantly outperforms the other options. The ideal imple-
mentation also shows that the tools used to implement the protection scheme
have a significant impact on the recovery time as, all things considered, our ideal
is just a way of implementing the notification option without a controller. Actu-
ally, a significant fraction of the recovery time in OpenDaylight implementations
is caused by the usage of the Northbound API. All implementation options offer
sub-second recovery time for the considered network.

Figs. 6.10 and 6.14 show that there is a direct link between the number
of changes to be performed on the switches and the recovery time in Polska
network. The same observation applies to the wx10 network as highlighted by
Figs. 6.11 and 6.15. Figs. 6.14 and 6.15 report, for each switch, the maxi-
mum number of flow table changes observed expressed in number of flow entries
for the three OpenDaylight implementation options. Dedicated path protection
has similar recovery time than global rerouting when the full implementation
is used. This is because the number of flows to install on switches is similar
between dedicated path protection and global rerouting. Similarly, no perfor-
mance difference can be observed when the notifications based implementation
is used as the controller only has to update one rule per switch. On the contrary,
if updates are performed with the delta implementation, then dedicated path
protection converges faster than global rerouting, as it requires much fewer path
changes.



122 CHAPTER 6. FAILURE RECOVERY

Full Delta Notification Ideal
101

102

103

R
ec

ov
er

y
ti

m
e

(m
s)

GR DP

Figure 6.11: Recovery time comparison of various implementation options for
Global Rerouting (GR) and Dedicated Path Protection (DP) for the wxm10

network.
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Figure 6.12: Comparison of the flow table sizes of various implementation op-
tions for Global Rerouting (GR) and Dedicated Path Protection (DP) for the
polska network.
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Figure 6.13: Comparison of the flow table sizes of various implementation op-
tions for Global Rerouting (GR) and Dedicated Path Protection (DP) for the
wxm10 network.
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Figure 6.14: Comparison of the number of flow table changes of various imple-
mentation options for Global Rerouting (GR) and Dedicated Path Protection
(DP) for the polska network.
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Figure 6.15: Comparison of the number of flow table changes of various imple-
mentation options for Global Rerouting (GR) and Dedicated Path Protection
(DP) for the wxm10 network.

6.5.4 Operational Trade-Offs

Based on the recovery time, one would recommend deploying the notification op-
tion. However, the reduction of the recovery time comes at the cost of increasing
flow table sizes on switches as shown in Fig. 6.12 and Fig. 6.13. Actually, these
figures report, for each switch, the maximum observed flow table size expressed
in number of flow entries for the three OpenDaylight implementation options
in both networks. The full option minimizes the number of entries, as it only
requires to have the flow table for the current routing case. The delta option
consumes slightly more space than the full one, as the flow table always con-
tains the “no-failure” scenario flow table and the additional flow entries needed
to circumvent the current failure. Finally, the notification option has signifi-
cantly larger flow tables (one order of magnitude more), as flow tables always
contain all the potential failure scenarios, which may prevent it to be used in
practice on low end switches or for large networks.
As the robustness of the controller is an orthogonal problem that must be treated
by all SDN solutions and because it is already largely studied [Zha+18], it was
not considered here.
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6.6 Conclusion

In this chapter, we studied the network dimensioning problem with protection
against a Shared Risk Link Group (SRLG) failure in the light of network virtu-
alization. We considered a path-protection method based on a global rerouting
strategy, which makes the protection method optimal in terms of bandwidth.
We proposed algorithms to compute the backup paths for the demands which
rely on the Column Generation and Benders Decomposition techniques. We
validated them with simulations on real-world and on randomly generated net-
work topologies and workloads. Simulations show that our algorithms can reach
near-optimal solutions in a short time, even for large instances. Finally, we
proposed a real implementation of our proposition in OpenDaylight and show
the applicability of the global rerouting protection method when SDN is used.
The experimental results in Mininet show that our solution provides sub-second
recovery times, but the way it is implemented may greatly impact the amount
of signaling traffic exchanged. In our evaluations, the recovery phase requires
only a few tens of milliseconds for the fastest implementation, compared to a
few hundreds of milliseconds for the slowest one.
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Chapter 7

Conclusion And Future
Work

7.1 Summary Of Contributions

Cloud computing is the next norm. Companies are investing a massive amount
of resources for migrating to the cloud. Software Defined Networking and Net-
work Function Virtualization are paving the way how Internet Service Providers
manage and distribute their services to their clients.

In Chapter 3 and Chapter 4, we have extensively analyzed Distrinet, a dis-
tributed network emulator for SDN and NFV networks. Chapter 3 focused on
the technical choices made to build the tool. We analyzed the main tools avail-
able (MaxiNet and Mininet Cluster Edition), showing their limitations and how
Distrinet helps to resolve these limitations. The experiments are done using the
same allocation algorithm for all the tools. We ran Iperf on different virtual
topologies in a single host with Mininet and on two hosts with the distributed
tools. We showed that Distrinet is the one that returns the closest results to
Mininet. We also analyzed the creation and removal time for each element of
the virtual networks, demonstrating that the network creation time in Distrinet
is slower, due to a better container isolation and the compatibility with the
Mininet API.

In Chapter 4, we analyzed the optimization problem in the case of distributed
network emulation. As the challenge is a Network Embedding Problem, we pro-
posed three different algorithms and compared them with the algorithms im-
plemented in the other network emulation tools. We tested more than 75,000
scenarios in heterogeneous and homogeneous networks. The algorithms pro-
posed to find a feasible solution for almost all the tests, while the algorithms
used in the other tools often return that overload occurs in a physical host or a
physical link. To justify the need for algorithms returning a solution that is not
overloaded, we conducted experiments showing the impact of the overloading
(for CPU, RAM, and link). These experiments proved that a wrong allocation
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of the virtual network could lead to results that are not trustable, or a complete
crash of the test-bed.

In Chapter 5, we considered the cloud computing topic. Organizations that
are planning to move their applications into the cloud should first check that
the cloud network will support these applications. On premises datacenter,
the delay is usually low, while cloud infrastructures do not provide a specific
value for the delay in a region or in between two different regions. To monitor
the delay within the cloud infrastructure, we implemented CloudTrace, a simple
tool that automatizes the deployment and the configuration of multiregional and
regional Virtual Private Clouds. We first showed the main services proposed
by Amazon Web Services to provide Infrastructure as a Service deployment.
After introducing the single components, we described how to merge them to
provide a multiregional and regional environment. CloudTrace automatically
creates the environments on the regions specified by the user, then manages all
the virtual instances, updating them and installing all the requirements. The
user can run the experiment after the deployment. CloudTrace will synchronize
Paris-Traceroute to run each minute. Results can be retrieved by the user at
any moment, without stopping the experiments. CloudTrace is finally able to
analyze the data received and build a map with all the data collected.

In our last contribution (Chapter 6), we investigated different problems and
proposed new solutions in order to minimize the bandwidth used in the net-
work. The challenge is to design a network, considering a path-based protection
scheme with a global rerouting strategy. In the worst case, using a global rerout-
ing strategy, we may have a new routing of all the flows. This means that the
controller has to send many updates to the switches. We extensively exper-
imented the new approach, comparing it with the dedicated path protection
one. For the experiment test-bed, we used Mininet to emulate the networks
and OpenDaylight as a controller. We demonstrated that there is not a signif-
icant increase in the update rule time in both strategies. However, the global
rerouting consumes on average 40% less bandwidth with respect to the dedi-
cated path protection. The experiments ran on real-world network topologies
and randomly generated instances. We also presented three different implemen-
tation strategies. We showed that the technical implementation choices greatly
impact the time needed to reestablish the flows after a failure occurs.

7.2 Future Work

There are multiple ways to continue our research. For distributed network
emulation and Distrinet, it could be interesting to study the variation and the
correctness of the results in cloud environments. Investigating which scenarios
and experiments are suitable for the use of public clouds to perform emulation
helps to identify the scenarios where it is not possible to use clouds due to their
shared resources (including networking). In such cases, it is more convenient to
use private test-beds in a controlled environment.

Another challenge is to see how much the virtualization layer of public and
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private cloud infrastructures is affecting the emulation results. It is also possible
to extend Distrinet to use Docker containers by default, and measure if the
overhead added by LXC is different from Docker overhead when emulating a
network. There is also another problem when distributing the emulation, such
as synchronization of the virtual nodes on different physical hosts.

The proposed optimization algorithms used in Distrinet consider general
physical infrastructure and general virtual networks for emulation. One en-
hancement is to build an algorithm that optimizes the distribution in fixed
networks topologies used in datacenter or test-beds, such as fat-tree topology.
Distrinet also does not automatically program the physical switches in the net-
work. It could be interesting to create an SDN feature to allow Distrinet to
automatically manage private test-beds’ physical infrastructure, for example,
Grid’5000.

Regarding the CloudTrace tool, it can be extended to work with Microsoft
Azure and Google cloud in order to compare the network delay stability of the
different cloud providers. It could also be interesting to improve it to deploy
hybrid cloud environments, to see what are the delays between different cloud
providers, and check their stability during the day.

Lastly, to continue the failure recovery strategy, it is worth studying the be-
havior of network recovery using segment routing techniques in the edge routers
(e.g., using MPLS). It can also be studied in-depth if the different implementa-
tion options return similar results with physical routers.
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