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Summary

The Earth’s magnetic field is generated by dynamo action in the liquid outer core. Based on
theoretical considerations and estimates of the physical properties of the core, it is expected
that the flow dynamics driving this process are controlled by a balance between pressure,
Coriolis, buoyancy and Lorentz forces, while contributions from inertia and viscous forces
are negligible. The hierarchy of the remaining forces has been the subject of a long-standing
controversy. It has been suggested that the prevailing force equilibrium could be either
geostrophic or magnetostrophic. In the former case, the dominant force balance is only
between Coriolis and pressure forces, whereas in the latter case it additionally includes the
Lorentz force. If geostrophy is prevailing, the Lorentz force enters the force balance at the
next order, where it is compensated by buoyancy and non-geostrophic Coriolis forces. This
type of force equilibrium is therefore sometimes referred to as quasi-geostrophic Magneto-
Archimedean-Coriolis (QG-MAC) balance.

In addition to observations and theoretical considerations, numerical simulations are
an important tool for our understanding of the Earth’s dynamo mechanism. Since the
first successful geodynamo models were calculated 25 years ago, computing resources have
increased considerably. Nevertheless, current models still operate at parameters that are
far from the expected conditions of the Earth’s core. Despite this limitation, numerical
dynamos have proven to be capable of reproducing numerous features of the geomagnetic
field. However, it remains uncertain whether these results are obtained for the correct
physical reasons. Studies that attempted to determine the numerically achieved physical
regime led to contradictory interpretations. Some argued for geophysically-relevant force
balances, i.e. QG-MAC or magnetostrophic balances, while others have suggested that the
dynamics could be viscously controlled and thus not applicable to the Earth’s core.

In this work, we performed a systematic survey of the force balance in the numerically
accessible parameter space to identify whether these diverging results are due either to
misinterpretations or to the fact that the respective models operate in different dynamical
regimes. By analysing in detail the variations of the force balances, including their length-
scale dependence, we found that the majority of dynamos that generate a predominantly
dipolar magnetic field are governed by a QG-MAC balance. In such models the prevailing
force equilibrium is either geostrophic at all length scales or split into large-scale geostrophy
and small-scale magnetostrophy. At the next order, the non-geostrophic part of the Coriolis
force is mainly compensated by buoyancy at large scales and by the Lorentz force towards
smaller scales. Inertia and viscous forces represent second-order contributions. This QG-
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Summary

MAC balance seems to be structurally very robust throughout the investigated parameter
space. Dynamos with a different sequence of the forces, where inertia and/or viscosity
replace the Lorentz force in the first-order force balance, can only be found close to the
onset of dynamo action and in models that produce a multipolar magnetic field. At the
same time, none of our dynamos is governed by system-scale magnetostrophy. Thus our
study illustrates that most numerical dynamos are controlled by a QG-MAC balance, while
cases where viscosity and inertia play a dominant role are the exception rather than the
norm.

We further show that it is possible to relate the computed force balances to flow length
scale measures, a task that has proven to be challenging so far. Our study suggests that this
can be achieved by using the length scales associated with cross-over points in a spectral
representation of the force balance. We found that in most of our analysed numerical
dynamos, the scale at which buoyancy and Lorentz forces equilibrate can be associated
with the dominant scale of convection. Thus, the QG-MAC balance prevailing in these
models is indeed reflected in the convective pattern. Additionally, in models with a strong
magnetic field, the so-called magnetostrophic cross-over length scale, at which the dominant
force equilibrium changes from large-scale geostrophy to small-scale magnetostrophy, can
be related to the loss of the axial invariance of the flow beyond this scale. Furthermore,
we show that both these length scales obtained in our simulations are compatible with the
predictions provided by theoretical scaling laws based on the assumption of a QG-MAC
balance or a length-scale-dependent combination of geostrophy and magnetostrophy.

Our results therefore indicate that the Earth’s core is most likely controlled by a QG-
MAC balance, in which the dominant force equilibrium transitions into a magnetostrophic
balance towards small scales. Extrapolation of the theoretical scalings which assume this
type of force balance to the conditions of the Earth’s core suggests that the dominant flow
length scale of the geodynamo is about 200 km, while magnetostrophic effects are deferred
to scales below 50 km.
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Résumé

Le champ magnétique de la Terre est généré par un effet de dynamo dans le noyau externe
liquide. Sur la base de considérations théoriques et d’estimations des propriétés physiques
du noyau, on estime que la dynamique de l’écoulement à l’origine de ce processus est
contrôlée par un équilibre entre la pression, la force de Coriolis, la flottabilité et les forces de
Lorentz, tandis que les contributions de l’inertie et des forces visqueuses sont négligeables.
La hiérarchie des forces restantes a fait l’objet d’une controverse. Il a été suggéré que
l’équilibre des forces dominantes pourrait être soit géostrophique, soit magnétostrophique.
Dans le premier cas, l’équilibre des forces dominantes se situe uniquement entre les forces
de Coriolis et les forces de pression, alors que dans le second cas, il inclut en plus la force
de Lorentz. Si la géostrophie est dominante, la force de Lorentz entre dans l’équilibre des
forces au premier ordre, où elle est compensée par la flottabilité et les forces de Coriolis
non géostrophiques. Ce type d’équilibre des forces est donc parfois appelé équilibre quasi-
géostrophique Magnéto-Archimédienne-Coriolis (QG-MAC).

Au-delà des observations et des considérations théoriques, les simulations numériques
sont un outil important pour notre compréhension du mécanisme de la dynamo terrestre.
Depuis que les premiers modèles de la géodynamo ont été calculés il y a 25 ans, les ressources
informatiques ont considérablement augmenté. Néanmoins, les modèles actuels fonction-
nent toujours avec des paramètres qui sont loin des conditions attendues du noyau de la
Terre. Malgré cette limitation, les dynamos numériques se sont révélées capables de repro-
duire de nombreuses caractéristiques du champ géomagnétique. Cependant, il n’est pas
certain que ces résultats soient obtenus pour des raisons physiques correctes. Les études
qui ont tenté de déterminer le régime physique obtenu numériquement ont donné lieu à
des interprétations contradictoires. Certains ont plaidé en faveur d’équilibres de forces
géophysiquement pertinents, c’est-à-dire de QG-MAC ou d’équilibres magnétostrophiques,
tandis que d’autres ont suggéré que la dynamique pourrait être contrôlée visqueusement
et serait donc inapplicable au noyau de la Terre.

Dans ce travail, nous avons effectué une étude systématique de l’équilibre des forces
dans l’espace paramétrique accessible numériquement, afin de déterminer si ces résultats
divergents sont le résultat de mauvaises interprétations, ou du fait que les modèles re-
spectifs fonctionnent dans des régimes dynamiques différents. En analysant en détail les
variations des balances de force, y compris leur dépendance à l’échelle de la longueur, nous
avons constaté que la majorité des dynamos qui génèrent un champ magnétique princi-
palement dipolaire sont régies par une balance QG-MAC. Dans ces modèles, l’équilibre de
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Résumé

force prédominant est soit géostrophique sur toutes les échelles de longueur, soit divisé en
géostrophie à grande échelle et magnétostrophie à petite échelle. Dans l’ordre suivant, la
partie non géostrophique de la force de Coriolis est principalement compensée par la flotta-
bilité à grande échelle et par la force de Lorentz vers des échelles plus petites. L’inertie et les
forces visqueuses représentent des contributions du second ordre. Cet équilibre QG-MAC
semble être structurellement très robuste dans tout l’espace des paramètres étudiés. Les
dynamos avec une séquence différente des forces, où l’inertie et/ou la viscosité remplacent
la force de Lorentz dans la balance des forces du premier ordre, ne peuvent être trouvées
que près du lancement de l’action de la dynamo et dans les modèles qui produisent un
champ magnétique multipolaire. En même temps, aucune de nos dynamos n’est régie par
la magnétostrophie à l’échelle du système. Notre étude montre donc que la plupart des
dynamos numériques sont contrôlées par une équilibre QG-MAC, tandis que les cas où la
viscosité et l’inertie jouent un rôle dominant sont l’exception plutôt que la norme.

Nous montrons par ailleurs qu’il est possible de relier les balances de force calculées à des
mesures d’échelle de longueur d’écoulement, une tâche qui s’est avérée difficile à accomplir
jusqu’à présent. Notre étude suggère que cela peut être réalisé en utilisant les échelles
de longueur associées aux points de croisement dans une représentation spectrale de la
balance des forces. Nous avons constaté que dans la plupart des dynamos numériques que
nous avons analysées, l’échelle à laquelle la flottabilité et les forces de Lorentz s’équilibrent
peut être associée à l’échelle dominante de la convection. Ainsi, l’équilibre QG-MAC
qui prévaut dans ces modèles se reflète effectivement dans le modèle de convection. De
plus, dans les modèles à fort champ magnétique, l’équilibre des forces dominantes passe
de la géostrophie à grande échelle à la magnétostrophie à petite échelle, peut être liée
à la perte de l’invariance axiale de l’écoulement au-delà de cette échelle. De plus, nous
montrons que ces deux échelles de longueur obtenues dans nos simulations sont compatibles
avec les prédictions fournies par les lois d’échelle théoriques basées sur l’hypothèse d’un
équilibre QG-MAC ou d’une combinaison de géostrophie et de magnétostrophie dépendant
de l’échelle de longueur.

Nos résultats indiquent donc que le noyau de la Terre est probablement contrôlé par
un équilibre QG-MAC, dans laquelle l’équilibre des forces dominantes passe à un équilibre
magnétostrophique vers les petites échelles. L’extrapolation des échelles théoriques qui
supposent ce type d’équilibre des forces aux conditions du noyau terrestre suggère que
l’échelle de longueur dominante d’écoulement de la géodynamo est d’environ 200 km, tandis
que les effets magnétostrophiques se trouvent à des échelles inférieures à 50 km.
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Chapter 1

Introduction

1.1 Structure of the Earth’s deep interior

The principal structure of the our planet’s deep interior was derived mainly from the study
of seismic waves during the first half of the 20th century. The Earth’s core was detected
by Oldham (1906) who observed delayed arrival times of secondary shear waves at large
epicentral distances, which he attributed to a central core in which the seismic velocities
are smaller than in its surrounding volume, known as the mantle. Only a few years later,
the location of the core-mantle boundary (CMB) was determined by Gutenberg (1912)
who suggested a depth of 2900 km. This is very close to the currently-adopted value of
2890 km, which corresponds to a core radius of 3480 km. At this time, the core was still
believed to be entirely solid, despite there being no observations of shear waves traveling
through the core. The liquid nature of the Earth’s core was deduced by Jeffreys (1926)
by combining seismic observations with the analysis of solid Earth tides. Lehmann (1936)
discovered that the core is divided into an inner and outer part. Today, the accepted value
for the depth of the inner-core boundary (ICB) is 5150 km, which corresponds to an inner
core radius of 1220 km. Jacobs (1953) finally confirmed that the inner core is solid. The
combination of seismic wave travel times, normal modes and the moment of inertia of the
Earth later led to the construction of the Preliminary Reference Earth Model (PREM) by
Dziewonski and Anderson (1981), which today is still widely used as a reference model for
the radial structure of the Earth.

The chemical composition of the different layers of the Earth is not directly accessible,
with the exception of volcanic lavas in the case of the mantle. Our principal source of
information is therefore the abundance of elements found in chondritic meteorites, which
are believed to be representative of the material from which the Earth was formed. By
combining this with the density profiles obtained from seismological observations, it can
be deduced that the Earth’s core has to be predominantly made of iron, while the mantle
consists mainly of silicates (Birch, 1952, 1964).

The precise composition of the Earth’s core is not known with certainty. Cosmochemical
abundances suggest that it consists predominantly of iron alloyed with 5 − 15 % nickel
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1. Introduction

Figure 1.1: Structure of the Earth’s deep interior. This figure was created in paraview using a
satellite image by NASA (https://visibleearth.nasa.gov) for the Earth’s surface.

(e.g. Vočadlo, 2015). The presence of nickel can, however, not be unambiguously proven
since it has a similar density as iron, which makes the two elements indistinguishable for
seismological methods. It has been argued that small amounts of nickel do not significantly
affect the physical properties of iron under core conditions (Martorell et al., 2013). Its
existence in the Earth’s core is therefore often ignored.

The liquid outer core is up to 10 % lighter than pure iron at the expected pressure
and temperature conditions (e.g. Alfè et al., 2002a; Poirier, 1994). The density of the
solid inner core is believed to be closer to that of pure iron, although still somewhat lower
(Jephcoat and Olson, 1987). It is therefore clear that some lighter constituents must be
present in both the inner and outer cores, with a larger fraction in the latter. The identity
of the lighter elements is, however, debated (for reviews see e.g. Poirier, 1994; Hirose et al.,
2013). The most widely assumed candidates are sulfur, silicon and oxygen. Using ab
initio computations, Alfè et al. (2002a) demonstrated that sulfur and silicon are equally
likely to be incorporated into the crystal structure of iron or partitioned into the liquid
phase, whereas oxygen partitions almost entirely into the liquid phase. This suggests that
the density contrast across the ICB, excluding the phase change, is primarily the result
of the difference in oxygen concentrations between the inner and outer cores. However,
there are also several studies that argued for other light elements to be predominantly
partitioned into the fluid core (see Vočadlo, 2015). Independent of the type of element, the
release of light constituents as well as latent heat during the crystallisation of the inner
core represent buoyancy sources that help drive convection in the outer core, and are thus
crucial for maintaining the geodynamo and consequently also Earth’s magnetic field.
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1. Introduction

1.2 Geomagnetic field

1.2.1 Sources

The geomagnetic field is generated by various sources both within and outside the Earth
(see e.g. Hulot et al., 2015). Its spatial extent is controlled by the solar wind. Sources of
internal origin include the self-sustained dynamo process (the geodynamo), which is the re-
sult of convective motions of liquid metal in the core, and magnetised rocks that are mainly
found in the crust. Together these two sources create the internal field. The external field is
generated by coupled electric current systems in the ionosphere and the magnetosphere re-
sulting from the interaction between the geomagnetic field and the interplanetary magnetic
field produced by the Sun.

Of these different sources, the largest contribution by far to the Earth’s magnetic field
is generated by the geodynamo. Consequently, this field is commonly referred to as the
core or main field. It is predominantly dipolar, with a tilt of about 10 degrees with respect
to the rotation axis. At the Earth’s surface, its intensity is about 30µT around the equator
and 60µT near the poles. The magnetic field generated by magnetised rocks is known as
the crustal field. It is on average significantly weaker than the core field. Depending on its
location, it can vary in magnitude between less than one and thousands of nanotesla. The
intensities of the magnetic field produced by the ionospheric and magnetospheric currents
are highly variable in space and time and can range from less than 100 to thousands of
nanotesla.

1.2.2 Observations

Documented, geographically-dispersed observations of the geomagnetic field date back
about 500 years (e.g. Jackson et al., 2000; Jonkers et al., 2003; Jackson and Finlay, 2015).
During the time period from the 16th to the end of the 18th century, magnetic field
measurements were mostly performed by mariners. These observations were exclusively
directional and primarily served the purpose of navigation. Extensive land surveying did
not begin until the 19th century. The first measurement of the absolute field intensity was
carried out by Carl Friedrich Gauss in Göttingen in 1832. Only a few years later, Gauss
founded together with Wilhelm Weber and Alexander von Humboldt the Göttingen Mag-
netic Union (Göttinger Magnetischer Verein) with the goal of carrying out standardised
measurements of variations in the Earth’s magnetic field at locations all over the world.
This association thus represented the first geomagnetic observatory network. The number
of observatories gradually increased over time to about 150 at present. Today, most of
these observatories are members of INTERMAGNET (https://www.intermagnet.org/).
This global geomagnetic observatory network was created in 1987 to establish cooperation
between different sites, to ensure high measurement standards and to make the data widely
available. The geographical locations of the (currently 131) INTERMAGNET observato-
ries (IMOs) are illustrated in Fig. 1.2. It is evident that the majority of the observatories
are located in the Northern hemisphere, with a particularly high density in Europe. How-
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1. Introduction

Figure 1.2: Geographical locations of the 131 geomagnetic observatories that are currently part
of the observatory network INTERMAGNET. An up-to-date list of the members can be found
at https://www.intermagnet.org/.

ever, even if the sites were more evenly distributed across the continents, global coverage
would still be difficult to achieve with ground data alone, as two-thirds of the Earth’s
surface are covered by oceans.

With the advent of satellite missions in the second half of the 20th century, obtaining
a worldwide homogeneous data distribution became possible. The first satellite to carry
out magnetic field observations in space was Sputnik 3 (Dolginov et al., 1962). Global
magnetic field measurements were later performed by NASA’s OGO series of satellites,
which were operational between 1965 and 1971. However, these early missions provided
only field intensity data. The first globally-distributed vector measurements of the Earth’s
magnetic field were recorded by NASA’s Magsat satellite, which was launched in 1979 and
stayed in orbit for about half a year (Langel et al., 1980). During the following two decades
there was no satellite mission that provided high-quality data. Only after the launch of
the Danish Ørsted satellite in 1999 did the global coverage of the magnetic field continue.
Ørsted recorded high-precision field intensity and vector data for 14 years. The satellite
is still in operation today, but at this point in time only provides scalar measurements.
Shortly after Ørsted two other satellite missions were launched into orbit, namely the
SAC-C (2000-2004) and CHAMP (2000-2010) satellites. The former experienced technical
difficulties which caused it to only record scalar field intensity measurements, while the
latter provided high-precision scalar and vector data. The most recent satellite mission,
Swarm, was launched in 2013. It consists of a constellation of three identical satellites: two
satellites fly side by side at lower altitude (about 450 km) to make gradient measurements
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of the field, and a third satellite at higher altitude (510 km) on a different polar orbit than
the other two (Friis-Christensen et al., 2006). This configuration was designed to provide
high quality data for the intensity, vector components and variations of the geomagnetic
field, which enables better differentiation between its various sources compared to previous
missions.

Satellite missions have been the key to achieving true global coverage of the Earth’s
magnetic field. An added benefit is that each satellite samples the field with a single set
of instruments. A disadvantage, however, is that due to the movement of the satellite it is
difficult to distinguish between spatial and temporal variations. Observatory recordings,
on the other hand, provide a high resolution of the temporal variations of the field at
stationary locations. For models of the Earth’s magnetic field, therefore, frequently a
combined analysis of satellite and observatory data is adopted (see e.g. Hulot et al., 2015).

1.2.3 Geomagnetic field models

The Earth’s magnetic field is commonly described using spherical harmonic analysis. This
mathematical concept was introduced to geomagnetism by Gauss in 1839, when he pub-
lished his fundamental work on terrestrial magnetism called (in German) Allgemeine The-
orie des Erdmagnetismus. An English translation has been authored by Glassmeier and
Tsurutani (2014). The basis for the use of spherical harmonic analysis is the poor electric
conductivity of the lower atmosphere, which allows us to assume that electric currents are
negligible at the Earth’s surface. From Ampère’s law it then follows that the magnetic
field is curl-free (∇ × B = 0). It can therefore be expressed as the gradient of a scalar
potential V , i.e.

B = −∇V, (1.2.1)

where the negative sign appears due to convention. Since Gauss’ law of magnetism dictates
that magnetic fields are divergence-free (∇·B = 0), the scalar potential is required to satisfy
the Laplace equation

∇2V = 0. (1.2.2)

For the Earth, the geomagnetic potential can be decomposed into two potentials, Vint and
Vext, describing the sources of internal and external origin, respectively:

V = Vint + Vext. (1.2.3)

Spherical harmonics are the natural solutions to Eq. (1.2.2). The potentials on the right-
hand side of the above relation can thus be expressed by

Vint (r, θ, ϕ) = a

∞∑
`=1

(a
r

)`+1 ∑̀
m=0

[g`m cos (mϕ) + h`m sin (mϕ)]P`m (cos θ) (1.2.4)
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and

Vext (r, θ, ϕ) = a
∞∑
`=1

(r
a

)` ∑̀
m=0

[q`m cos (mϕ) + s`m sin (mϕ)]P`m (cos θ) . (1.2.5)

In the two above equations, r is the radius (i.e. the distance to the center of the Earth),
θ the co-latitude and ϕ the longitude. P`m are the Schmidt quasi-normalised associated
Legendre polynomials of degree ` and order m (e.g. Abramowitz and Stegun, 1970). The
quantities (g`m, h`m) and (q`m, s`m) are the Gauss coefficients of the internal and external
fields, respectively. The parameter a represents the mean radius of the Earth (6371.2 km).

The vector components of the internal magnetic field can then be obtained by substi-
tuting the geomagnetic potential V in Eq. (1.2.1) by expression (1.2.4). This yields in
spherical coordinates

Br (r, θ, ϕ) =
`max∑
`=1

(`+ 1)
(a
r

)`+2 ∑̀
m=0

[g`m cos (mϕ) + h`m sin (mϕ)]P`m (cos θ) , (1.2.6)

Bθ (r, θ, ϕ) = −
`max∑
`=1

(a
r

)`+2 ∑̀
m=0

[g`m cos (mϕ) + h`m sin (mϕ)]
∂P`m (cos θ)

∂θ
, (1.2.7)

Bϕ (r, θ, ϕ) =
`max∑
`=1

(a
r

)`+2 ∑̀
m=0

[g`m sin (mϕ)− h`m cos (mϕ)]
mP`m (cos θ)

sin θ
(1.2.8)

In his publication from 1839, Gauss computed the geomagnetic field components for
the year 1835 under the assumption that Vext = 0 by inverting for the coefficients g`m and
h`m up to degree `max = 4 using 84 data points. He went on to compare his results to
the observed data. The excellent agreement between the two led him to conclude that the
geomagnetic field is predominantly dipolar and must be generated mainly by sources in
the Earth’s interior.

For comparison, Fig. 1.3a-b show the radial components of the internal magnetic field
at the Earth’s surface of the model calculated by Gauss for the year 1835 and the most
recent model of the International Geomagnetic Reference Field (IGRF), IGRF-13, for the
year 2020 (Alken et al., 2020). IGRF models include all available ground and satellite
data and are published every five years by the International Association of Geomagnetism
and Aeronomy (IAGA). Their goal is to provide a standard mathematical description
of the large-scale part of the internal magnetic field for the given epoch, and to give
predictions for the temporal evolution of the main field over the next five years. For this
purpose, a weighted average of different models by various research groups all around the
world is determined. The agreement between Gauss’ model and IGRF-13 is remarkable,
especially considering that the IGRF model has a significantly higher spatial resolution
with a maximum spherical harmonic degree of `max = 13. Assuming the field up to ` = 13,
i.e. the large-scale field, to be entirely generated by the geodynamo in the Earth’s core
(a reasonable assumption, as we will see later), allows us to downward continue the radial
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Figure 1.3: Comparison of Gauss’ model for the year 1835 (a,c) and the most recent IGRF
model, IGRF-13, for the year 2020 (b,d). (a,b): radial components of the respective magnetic
fields at the Earth’s surface; (c,d): radial components of the respective magnetic fields at the
CMB. Gauss’ model has a maximum spherical harmonic degree ` = 4, while the IGRF-13 model
is truncated at ` = 13. A Mollweide projection is used in all representations.

component of the magnetic field to the CMB by setting r = 3480 km in Eq. (1.2.6). The
resulting radial field strengths are illustrated in Fig. 1.3c-d. The difference in resolution
between the two models is much clearer at the CMB compared to at the Earth’s surface,
where the smaller scales are strongly attenuated.

Since IGRF models only aim at describing the Earth’s main magnetic field, they do
not necessarily give precise field values at a given location at the Earth’s surface because
of local variations due to magnetised rocks in the crust not being taken into account.

1.2.4 Power spectrum

The reason why models like IGRF-13, which are intended specifically to describe the mag-
netic field generated by the geodynamo process in the Earth’s core, are truncated at degree
` = 13 becomes obvious when the power spectrum of the geomagnetic field is considered.
For the field of internal origin it is defined by

R` (r) = (`+ 1)
(a
r

)2`+4 ∑̀
m=0

(
g2
`m + h2

`m

)
. (1.2.9)

This definition was introduced by Mauersberger (1956) and Lowes (1974), which is why
the above expression is commonly referred to as Mauersberger-Lowes spectrum. Figure 1.4
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Figure 1.4: Spatial power spectrum of the geomagnetic field of internal origin at the Earth’s
surface (circles) and at the CMB (squares). The Gauss coefficients that were used to compute
the spectrum given by Eq. (1.4) are taken from the SIFM model based on Swarm satellite data
for the year 2014 (Olsen et al., 2015). The spectral power of the CMB field beyond degree ` = 13
is non-physical (see text).

depicts the power spectrum of the internal magnetic field at the Earth’s surface and at the
CMB for the Swarm Initial Field Model (SIFM) model for the year 2014 (Olsen et al., 2015).
For the Earth’s surface field (denoted by circles), we observe the expected dominance of
the dipole (` = 1). For larger degrees, the spectral power decreases approximately linearly
until about ` = 14. Beyond ` = 14, the slope of the spectrum becomes essentially flat.
This dichotomy of the power spectrum is considered to be the result of different sources
dominating on the respective length scales (see e.g. Kono, 2015). The steadily decaying
slope at the large-scales (` ≤ 13) is attributed to the field generated by the geodynamo
in the core, while the flat portion of the spectrum towards smaller scales (` ≥ 15) is
due to the crustal field. At ` = 14 the contributions of the two sources are expected to be
approximately equal. The core field obviously still provides contributions at larger degrees,
but these are relatively small at the Earth’s surface due to the strong geometric attenuation
of short wavelengths far away from the source and as a consequence they are hidden by
the crustal field. Conversely some larger scale content of the crustal field is likely masked
by the core field. However, the crustal field alone would not be able to explain the largest
wavelengths since the Curie temperature limits the depth down to which rocks can carry
a remanent magnetisation to only a few tens of kilometers.
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Similar to the magnetic field components discussed in the previous section, the surface
spectrum can be projected onto the CMB (denoted by squares) by using r = 3480 km in
Eq. (1.4) instead of r = 6371.2 km. At the CMB the dipole is still the strongest field
contribution. However, because of the greatly reduced distance to the source of the large-
scale field, the smaller scales are now much more enhanced due to the (a/r)2`+4 factor
in Eq. (1.4). As a consequence, the CMB spectrum is much flatter than at the Earth’s
surface for degrees ` ≤ 13. Since this downward projection involves the assumption that
there are no sources between the Earth’s surface and the core, this obviously means that
all degrees ` ≥ 14 are rendered non-physical since they are produced by the crustal field.

1.2.5 Time variations

The Earth’s magnetic field varies on a wide range of time scales. The fastest fluctuations,
with periods on the order of seconds to tens of years, are caused by the external field
due to changes in the activity of the solar wind. The longest variations of the external
field partially overlap with the so-called geomagnetic secular variation, which comprises
changes of the core field on time scales from years to centuries. This can make it chal-
lenging to separate the two (e.g. Constable and Constable, 2013). One characteristic of
the secular variation is the slow westward drift of magnetic field features at the Earth’s
surface, which was first recognised by Halley (1683, 1692). This westward movement is,
however, not present uniformly across the globe. It can be observed primarily in the At-
lantic hemisphere, while the secular variation in the Pacific hemisphere is much weaker
and less systematic (Fisk, 1931). Time-dependent models of the Earth’s magnetic field
using historical observations (Bloxham and Jackson, 1992; Jackson et al., 2000) show that
this feature has persisted for at least the last four centuries. Another important aspect of
the geomagnetic secular variation is the rapid decay of the axial dipole moment at a rate
of about 5% per century since the first geomagnetic observatories began operating in the
1830s (e.g. Olson and Amit, 2006). It has been speculated that this dipole decay could
be the onset of an imminent polarity reversal of the Earth’s magnetic field (e.g. Constable
and Korte, 2006). Such reversals are arguably the most striking feature of the tempo-
ral evolution of the field. The duration between two such events varies between hundred
thousand years up to tens of millions of years (e.g. Lowrie and Alvarez, 1981). The time
required for the polarity transition itself ranges from one to ten thousand years (e.g. Valet
and Fournier, 2016).

In the following sections it will become apparent that the temporal variations of the
Earth’s magnetic field represent an important source of information about the Earth’s core
and its dynamics.
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1.3 Core dynamics

1.3.1 Geodynamo hypothesis

The oldest permanently magnetised minerals found at the Earth’s surface indicate that the
geomagnetic field must have persisted for at least 3.5 Gyr or possibly even 4.2 Gyr (Tarduno
et al., 2010, 2015). In the absence of a regeneration mechanism, using characteristic values
for the Earth’s core (see Table 1.1) results in a decay time for the dipole magnetic field of

τdip =
r2
o

π2λ
≈ 56 kyr, (1.3.1)

where ro is the outer core radius and λ the magnetic diffusivity. This measure indicates
how long it would take for the dipole field to decay by the factor e (see e.g. Roberts and
King, 2013). As a consequence, the geomagnetic field would fade away in a comparatively
short period of time. Thus, there must be a mechanism operating in the Earth’s interior
that continuously regenerates the field. Today, it is generally accepted that this mechanism
is dynamo action resulting from turbulent convective motions of liquid metal in the Earth’s
outer core. This idea of a self-sustaining fluid dynamo was first proposed by Larmor (1919),
mainly in the context of the Sun’s magnetic field. He argued that motions of an electrically
conducting fluid under the influence of an initially small magnetic field would be able to
induce an electric field which in turn regenerates the magnetic field. Larmor contemplated
that such a mechanism could also be responsible for the geomagnetic field, although noting
that it would require fluidity in the Earth’s deep interior. At this point in time, the Earth
was however still assumed to be solid throughout (see Section 1.1). Even after the fluid
nature of the outer core was established, it took some time for the geodynamo hypothesis to
gain traction. A first theoretical basis for the concept suggested by Larmor was eventually
provided by Elsasser (1946), Bullard (1949) and Parker (1955), who laid the foundation
for the modern magneto-hydrodynamic (MHD) theory of convection-driven dynamos.

The dynamo mechanism proposed by Larmor requires a continuous energy source ca-
pable of driving the fluid flows in the Earth’s core necessary to sustain the geomagnetic
field. In today’s Earth, it is assumed that convective motions in the core are caused by
thermal and compositional buoyancy forces, which are ultimately the result of the cooling
of the core since its formation. The accretion and subsequent differentiation of the Earth
about 4.5 billion years ago led to the release of large amounts of kinetic and gravitational
energy, which caused the core temperature to rise dramatically, leading to the complete
melting of the core (e.g. Nimmo, 2015b). Since this initial state, the core loses heat to the
surrounding mantle, making it thermally buoyant. The cooling resulting from the outward
transport of heat by conduction and convection eventually led to the formation of the
solid inner core due to the freezing of liquid iron at the center of the Earth. The latent
heat released during this crystallisation process provides an additional source of thermal
buoyancy. More importantly, the solidification also leads to compositional buoyancy since
the core fluid contains a significant amount of light elements. These are not readily incor-
porated into the crystal structure of iron and therefore released into the liquid outer core,
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thereby providing a source of gravitational power. Considerations of the Earth’s energy
budget in combination with recent estimates of the thermal conductivity of the Earth’s
core (Pozzo et al., 2012; de Koker et al., 2012) suggest that the solidification of the inner
core began less than 0.6 Gyr ago (Davies et al., 2015). With the growth of the inner core
over time, the role of compositional convection in driving the geodynamo increased to such
an extent that it is probably more important than thermal driving in the present core
(Nimmo, 2015a). This idea of vigorous convection in the Earth’s core is supported by the
fact that the density profile determined from seismological observations closely follows the
adiabatic gradient (Dziewonski and Anderson, 1981). The convective flow is expected to
be organised into columnar vortices that are aligned with the rotation axis, since the Earth
represents a rapidly-rotating system (e.g. Chandrasekhar, 1961). The term rapid is hereby
understood in the sense that the rotation rate Ω times a relevant length scale, e.g. the
thickness of the Earth’s core L, is much larger than the typical fluid velocity, i.e. ΩL� U .
Using the characteristic values given in Table 1.1 shows that this situation is (at least on
large scales) easily met in the Earth’s core. The columnarity of the flow is a consequence
of the Proudman-Taylor theorem, which states that fluid motions tend to be independent
of the direction of the rotation axis if the force balance of the system is dominated by an
equilibrium between pressure and Coriolis forces, i.e. by the so-called geostrophic balance.
While there is much support for such a leading-order geostrophy, both from recent theoret-
ical considerations (e.g. Davidson, 2013; Calkins, 2018) and from geodynamo simulations
(e.g. Yadav et al., 2016; Aubert et al., 2017; Schaeffer et al., 2017), there is some debate
whether the Lorentz force could also play a dominant role, as we will see in Section 1.3.5.
Before discussing the force balance in detail, we will first review in the next two sections
how the flow velocity and the magnetic field strength in the outer core can be estimated.
The knowledge of these two quantities is crucial to our understanding of the dynamical
regime of the Earth’s core.

1.3.2 Core flow inversions

The movement of geomagnetic field features observed at the Earth’s surface is interpreted
as the result of advection of the magnetic field near the core surface. Therefore, secular
variation data can be used to reconstruct the underlying flow. To this end, the radial
component of the core-generated field and its secular variation, which is given by its time
derivative, are considered. These observations can be projected from the Earth’s surface
onto the top of the core by using the downward continuation outlined in Section 1.2.3. The
temporal evolution of the magnetic field within the Earth’s core, which is described by the
induction equation (see Section 2.1.3), is governed by the competition between advection
of the field and its diffusion. In case of negligible diffusion, i.e. in a perfectly electrically
conducting fluid, the magnetic field moves along with the motion of the fluid as if frozen to
it (see e.g. Jackson and Finlay, 2015). Under this condition, the magnetic field can thus be
used to trace the flow. The use of this so-called frozen flux approximation when inverting
for the core flow was first proposed by Roberts and Scott (1965).
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Table 1.1: Parameter estimates for the Earth’s outer core. Note that there is some controversy
surrounding the physical properties of liquid metal under the expected core conditions. Refer-
ences: 1 = Dziewonski and Anderson (1981), 2 = Pozzo et al. (2013), 3 = Gomi et al. (2013),
4 = Alfè et al. (2002b), 5 = Jones (2015), 6 = Stacey (1993), 7 = Pozzo et al. (2012), 8 = Loper
and Roberts (1981) 9 = Finlay and Amit (2011), 10 = Gillet et al. (2010).

Symbol Definition Estimate Reference

Ω Rotation rate 7.29× 10−5 s−1

ri Inner core radius 1.22× 106 m 1

ro Outer core radius 3.48× 106 m 1

L Thickness of outer core 2.26× 106 m 1

ρi Density at the inner-core boundary 1.2× 104 kg m−3 1

ρo Density at the core-mantle boundary 9.9× 103 kg m−3 1

ρ Mean core density 1.1× 104 kg m−3 1

go Gravity at core-mantle boundary 10.68 m s−2 1

µ Magnetic permeability 4π × 10−7 H m−1

ν Viscous diffusivity 10−6 m2 s−1 2

α Thermal expansion coefficient 10−5 K−1 3

γ Grüneisen parameter 1.5 4

T ′ Typical superadiabatic temperature perturbation 10−4 K 5

cp Specific heat capacity at constant pressure 850 J kg−1 K−1 6

k Thermal conductivity 100 W m−1 K−1 7

κ Thermal diffusivity 10−5 m2 s−1 κ = k/ρcp

κξ Chemical diffusivity 3× 10−9 m2 s−1 8

λ Magnetic diffusivity 0.7 m2 s−1 7

U Typical flow velocity 4× 10−4 m s−1 9

B Typical magnetic field strength 4× 10−3 T 10

20



1. Introduction

(b)

0

10

20

30

km
/y

r

Figure 1.5: (a) Mollweide projection of the radial secular variation at the CMB up to spherical
harmonic degree ` = 13 for the year 2015 from the CHAOS-6x8 model. (b) Core surface flow
obtained by Aubert (2020) by using the radial magnetic field and secular variation data for the
year 2015 from the CHAOS-6x8 model (Finlay et al., 2016).

The CMB is an impenetrable boundary for the core fluid due to the difference in com-
position and phase between the outer core and the mantle. This means that the radial
component of the velocity field must be zero. Because the CMB represents a rigid boundary,
hydrodynamic arguments further demand that the horizontal velocities there also disap-
pear. Consequently, core flow inversions seek the flow just beneath the hydromagnetic
boundary layers, for which it is still reasonable to assume a vanishing radial velocity. Due
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to the boundary layers being very thin compared to the horizontal length scale of the core,
changes in the radial magnetic field at this depth with respect to the core surface can be
considered to be negligible (e.g. Finlay et al., 2010; Holme, 2015). The radial magnetic field
and its secular variation are coupled to the velocity field via the aforementioned induction
equation. Even after making the assumptions discussed above, there remain two major
issues that occur when trying to invert this equation for the flow. It is obvious that one
equation for two unknowns, i.e. the horizontal velocity components, is not sufficient to de-
termine a unique solution. Furthermore, any arbitrarily small scale flow could theoretically
be responsible for the observable large-scale secular variation.

Various strategies have been employed in an attempt to alleviate these difficulties. To
provide additional constraints on the flow, a second equation involving the velocity can
be obtained by making assumptions about the expected core dynamics. One of the most
frequently made approximations is that the flow just below the CMB is considered to be
tangentially geostrophic (e.g. Jackson, 1997; Hulot et al., 2002; Pais et al., 2004). Thus,
it is assumed that the flow there is controlled by an equilibrium between the horizontal
components of the Coriolis and the pressure forces (Hills, 1979; Le Mouël, 1984). Another
dynamical constraint that has been adopted at times is the quasi-geostrophic approxima-
tion (e.g. Pais and Jault, 2008; Gillet et al., 2009, 2015; Kloss and Finlay, 2019). In this case
it is assumed that the rapid rotation of the Earth leads to convection being predominantly
controlled by a balance between Coriolis and pressure forces throughout the core (not only
just below the surface, as in the tangential geostrophy assumption), while buoyancy and
Lorentz forces are regarded as only minor disturbances. Such a force equilibrium results
in the core flow largely being organised into columnar vortices that are aligned with the
rotation axis. One consequence of this approximation is that the flow length scales in the
equatorial plane can be considered to be much smaller than those associated to the con-
vection columns. Furthermore, the columnarity of the flow allows us to exploit the implied
equatorial mirror symmetry of the flow outside the inner core tangent cylinder, which is
coaxial with the axis of rotation, thus greatly reducing the number of possible solutions
to the inverse problem. Other dynamic considerations used in the past to mitigate the
non-uniqueness of the velocity field include the assumption that the flow is either steady
(e.g. Gubbins, 1982) or purely toroidal (e.g. Whaler, 1986). Yet, the application of these
additional constraints does not lead to a unique solution, since, as already mentioned, any
arbitrarily small-scale flow could be responsible for the observable geomagnetic secular
variation. However, it is impossible to derive potential small scales with certainty from the
observations, because large-scale flow alone is sufficient to explain them. Thus, typically
the assumption is made that the observable secular variation is the result of large-scale
flow, which is referred to as the “large-scale approximation” (see e.g. Holme, 2015). In
practice, this is achieved by applying a regularisation or damping to the velocity field to
ensure that the energy contained in the small scales decays rapidly.

As an alternative strategy, several recent studies have relied on statistical information
derived from Earth-like numerical geodynamo models to reduce the non-uniqueness of the
inverse problem (e.g. Fournier et al., 2011; Barrois et al., 2017; Gillet et al., 2019). With

22



1. Introduction

this method it is possible to image the flow not only at the CMB, but also in the en-
tire core (Aubert, 2013, 2014, 2015). Aubert (2020) extended this statistical approach
by additionally constraining the core surface flow to be controlled by a quasi-geostrophic
Magneto-Archimedean-Coriolis (QG-MAC) balance. This assumption is closely related to
the tangential geostrophic and quasi-geostrophic approximations mentioned above, since
the leading-order force equilibrium is again between Coriolis and pressure forces, i.e. a
geostrophic balance. However, unlike in the case of the aforementioned constraints, buoy-
ancy and Lorentz forces are no longer subdominant when a QG-MAC balance is assumed.
The geophysical relevance of this dynamical consideration is well-supported by both theo-
retical arguments (e.g. Davidson, 2013; Calkins, 2018) and numerical geodynamo simula-
tions (e.g. Yadav et al., 2016; Aubert et al., 2017; Aubert, 2019) (see Section 1.3.5).

As an example, one of the solutions for the core surface flow obtained by Aubert (2020)
is illustrated in Fig. 1.5b. The velocities shown were inverted from radial magnetic field and
secular variation data up to degree ` = 13 for the year 2015, as provided by the CHAOS-6x8
model of Finlay et al. (2016). A feature that is clearly observable is the strong westward
drift in the Atlantic hemisphere. Velocities in the Pacific hemisphere, on the other hand,
are much slower and less systematic, as could be expected given the weaker secular variation
there (see Fig 1.5a). However, the detailed pattern of the surface flows may vary between
models due to different underlying assumptions. Regardless of their precise results, core
flow inversions provide an observation-based estimate of the typical flow magnitude near
the surface of the Earth’s core, which is crucial for our understanding of its dynamical
regime. The solution obtained by Aubert (2020), which is shown in Fig. 1.5b yields a
root-mean-square (r.m.s.) velocity Urms ≈ 13 km yr−1 ≈ 4× 10−4 m s−1. This is consistent
with the values obtained by other authors, which typically range from 4− 22 km yr−1 (see
Finlay and Amit, 2011). In the following, we will consider the characteristic flow velocity
in the Earth’s core to be U = 4× 10−4 m s−1.

1.3.3 Magnetic field strength in the core

The assessment of the dynamical state of the Earth’s core in addition to the flow mag-
nitude also requires knowledge of the magnetic field strength in its interior. Downward
continuation of the large-scale radial magnetic field to the CMB yields a r.m.s. magnitude
of about 0.3 mT at the core surface. However, extrapolation of this value into the liquid
core is not possible. The flow at the core surface inverted from geomagnetic observations
can indirectly be used to infer the magnetic field strength in its interior. It has been argued
that the axi- and equatorially symmetric zonal part of the flow is the result of standing
torsional waves (Jault et al., 1988), i.e. oscillatory motions of fluid on cylindrical surfaces
coaxial to the Earth’s rotation axis. These geostrophic motions, which are typically termed
torsional oscillations, generate Alfvén waves that propagate in the cylindrical radial direc-
tion (e.g. Wicht and Christensen, 2010). If the propagation speed of these torsional Alfvén
waves is known, it is possible to estimate the magnitude of the cylindrical magnetic field.

To obtain a model of the magnetic field in the cylindrical radial direction, Zatman
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and Bloxham (1997) fitted a steady flow and two harmonic waves, representing torsional
oscillations about a basic state, to the axi- and equatorially symmetric zonal part of a
time-dependent core flow model. They found periods of about 50 and 80 years for the
fitted waves, consistent with a 60 year signal observed in changes of the length of day,
i.e. in variations of the rotation period of the Earth (see e.g. Roberts et al., 2007), which
has been argued to be the result of angular momentum changes produced by torsional
oscillations in the core (Braginsky, 1970). By subsequently inverting the fitted harmonic
waves for a model of the cylindrical radial magnetic field, they found a r.m.s. intensity of
0.4 mT. The estimated field strength inside the liquid core would therefore be essentially
of the same order of magnitude as at the CMB. This rather unexpected result has been
shown to be inconsistent with numerical geodynamo simulations, which suggest that the
field within the Earth’s core should be about ten times stronger than at its surface (e.g.
Aubert et al., 2009), i.e. of the order of a few millitesla.

A more recent study by Gillet et al. (2010) argued for torsional waves in their core
surface flow models that propagate much faster. These waves occur at a periodicity of six
years and take only about four years to travel from the ICB to the equator. By calculating
the corresponding changes in the core angular momentum, they showed that these oscil-
lations are strongly correlated with a six-year signal in variations of the Earth’s rotation
period (Abarca del Rio et al., 2000). The much faster propagation speed of torsional waves
than previously speculated requires a significantly stronger ambient magnetic field. Gillet
et al. (2010) estimated a r.m.s. magnitude of the magnetic field in the cylindrical radial
direction of about 2 mT, resulting in a total r.m.s. field strength of 4 mT in the core, if
isotropy is assumed. Additional support for these higher-frequency torsional oscillations is
given by the detection of a six-year signal in several geomagnetic field models (Silva et al.,
2012). A similar magnitude of about 3 mT was inferred by Buffett (2010) from signatures
of anomalous dissipation in Earth’s nutation (e.g. Mathews et al., 2002). Hereafter, we
will adopt B = 4 mT as a typical value for the field intensity in the outer core.

1.3.4 Dynamically-relevant time scales

The convective dynamics in the Earth’s core take place over a wide range of time scales.
In Section 1.3.1, we have already mentioned some of them with the decay time of the
dipole magnetic field and the geological time scale, notably the age of the Earth and the
formation of the inner core. Furthermore, we have addressed the influence of the Earth’s
rapid rotation on core convection, which represents the shortest dynamically relevant time
scale with a period of

τΩ =
2π

Ω
= 1 d. (1.3.2)

Inertial waves occuring on this daily time scale are expected to be responsible for the
organisation of the flow into the columnar vortices (Davidson et al., 2006). An estimate
for the typical time scale of the motion of these fluid columns is given by the eddy overturn
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time

τU =
L

U
≈ 200 yr, (1.3.3)

based on the velocity obtained from core flow inversions and considering the thickness
of the Earth’s core as characteristic flow length scale, as we will continue to do in the
developments that follow. The time scale of convection is therefore very slow compared to
the Earth’s rotation period. In between the two is the Alfvén time scale, which controls
the period of hydromagnetic waves. Using characteristic values it is given by

τA =

√
ρµL

B
≈ 2 yr, (1.3.4)

where ρ is the mean core density and µ the magnetic permeability. When the strength of
the magnetic field in the cylindrical radial direction is considered (Bcyl = 2 mT, see Section
1.3.3) rather than the magnitude of the total field, this yields exactly the four years it takes
for torsional Alfvén waves to propagate through the core as found by Gillet et al. (2010).

Other time scales of interest are related to the different diffusion processes. The most
dynamically-relevant one is the magnetic diffusion time defined by

τλ =
D2

λ
≈ 270 kyr, (1.3.5)

which gives essentially the same information as the dipole decay time (Eq. 1.3.1). The
thermal, compositional and viscous diffusion times on the other hand are

τκ =
L2

κ
≈ 16 Gyr, (1.3.6)

τξ =
L2

κξ
≈ 54 Tyr, (1.3.7)

τν =
L2

ν
≈ 160 Gyr, (1.3.8)

where κ, κξ and ν are the thermal, chemical and viscous diffusivities, respectively. Thus,
all three time scales are not only much larger than the magnetic diffusion time but also
larger than the age of the Earth, which implies that dissipation of energy in the outer core
occurs primarily in the form of Ohmic heating.

1.3.5 Force balance governing flow dynamics

1.3.5.1 Dimensionless numbers

Based on the MHD theory of convection-driven dynamos (see Chapter 2) it is known
that convection in the Earth’s core is influenced by six different forces, namely Coriolis,
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pressure, buoyancy, Lorentz, inertial and viscous forces. Our main tool to study their
relative importance and thus to know which dynamical regime the Earth’s core is in, are
dimensionless numbers, which can be computed from the core’s physical properties. These
can be interpreted as order of magnitude estimates of the ratio between two forces. Due to
the Earth being a rapidly rotating system, typically the relative strengths of the individual
forces with respect to the Coriolis force are considered. Since we adopt the thickness of the
outer core as a characteristic flow length scale, the dimensionless numbers only provide an
estimate of the global-scale force balance.

The ratio between viscous and Coriolis forces can be estimated with the help of the
so-called Ekman number

E =
ν

ΩL2
∼ O

(
10−15

)
, (1.3.9)

while the relative amplitudes of inertia and Coriolis forces are given by the Rossby number

Ro =
U

ΩL
∼ O

(
10−6

)
. (1.3.10)

The smallness of E and Ro allows us to conclude that inertial and in particular viscous
contributions are insignificant compared to rotational effects. The strength of buoyancy
relative to Coriolis forces can be estimated by defining the following buoyancy number

Bu =
αT ′go

ΩU
∼ O

(
10−1

)
, (1.3.11)

where α represents the thermal expansion coefficient, T ′ a superadiabatic temperature
perturbation and go the gravity at the CMB. The ratio between Lorentz and Coriolis
forces in planetary dynamos is often assessed by evaluating the traditional form of the
Elsasser number, which is defined by

Λt =
B2

ρµλΩ
∼ O (10) . (1.3.12)

This suggests a dominant role of the Lorentz force in governing the flow dynamics. The
traditional Elsasser number, however, does not contain any length or velocity scales, and
hence may provide an inaccurate measure of the force ratio (e.g. Soderlund et al., 2012,
2015; Dormy, 2016). For a more exact estimate, Soderlund et al. (2012, 2015) therefore
introduced the dynamic Elsasser number

Λd =
B2

ρµΩUL
∼ O

(
10−2

)
. (1.3.13)

In contrast to Λt, the dynamic Elsasser number indicates that the Lorentz force is two
orders of magnitude smaller than the Coriolis force, suggesting that convection dynamics
are rotationally-dominated. The final force that has not been considered so far is the
one due to pressure. In the case of negligible inertia and viscosity, the pressure force
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Table 1.2: Theoretical scaling laws and thereby estimated values for convective flow length
scales in the Earth’s outer core using the characteristic values given in Table 1.1.

Force balance Scaling law Earth’s core value

MS L ∼ L ∼ 2000 km

QG-MAC L ∼ Ro1/4L ∼ 100 km

QG+MS LX ∼ Λ2
tL/Rm ∼ 1000 km

QG-VAC L ∼ E1/3L ∼ 30 m

compensates the part of the Coriolis force that is not balanced by buoyancy and Lorentz
forces.

The hierarchy of the forces indicated by dimensionless numbers is different, depending
on which Elsasser number is used to estimate the Lorentz force. It is clear, however,
that in any event viscosity and inertia represent the least important contributions, since
they are far smaller than the other four forces. When considering the dynamic Elsasser
number, buoyancy and Lorentz forces come about one or two orders of magnitude below the
prevailing force equilibrium between pressure and Coriolis forces. The leading-order force
balance in this case is therefore geostrophic (e.g. Busse, 1970). The traditional Elsasser
number, on the other hand, suggests a much stronger Lorentz force, so that the dominant
force balance would be between pressure, Coriolis and Lorentz forces, which is termed
magnetostrophic (MS) balance (e.g. Roberts, 1978). As already pointed out above, the
non-dimensional numbers only provide information about the force balance on the system
scale. The true force balance in the Earth’s core is likely more complicated due to the
length-scale dependence of the forces (e.g. Aurnou and King, 2017; Aubert et al., 2017).
Based on scaling analysis of Λd (Eq. 1.3.13), which is described in detail in Section 3.2,
Aurnou and King (2017) for instance argued that only the large-scale flow is predominantly
geostrophic, while magnetostrophy occurs on smaller scales.

1.3.5.2 Effect of the force balance on the convective pattern

The nature of the leading-order force balance has a significant effect on the convective
pattern. A dominant geostrophic balance would result in convection being primarily or-
ganised into columnar eddies that are aligned with the rotation axis as a result of the
Proudman-Taylor theorem. In the case of magnetostrophy, on the other hand, the Lorentz
force would be able to relax this rotational constraint, and thus break up the columnarity
of the flow, resulting in larger scale flow.

In an attempt to obtain estimates of characteristic length scales of the convective flow
in the Earth’s outer core, several scaling laws have been proposed, based on the different
hypotheses about the dominant force balance. Here, we recall the possible scalings that
are also listed in Table 1.2. Their derivation involves assumptions about the underlying
equations. However, this goes beyond the scope of the introduction, but will be discussed
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in detail later on in Chapter 3. In case of leading-order geostrophy, followed by a balance
between buoyancy, Lorentz and ageostrophic (non-geostrophic) Coriolis forces at the next
order, i.e. in case of a QG-MAC balance, the following scaling for the typical flow length
scale has been suggested (Davidson, 2013)

L ∼ Ro1/4L ≈ 100 km. (1.3.14)

The alternative assumption of the outer core being in a magnetostrophic regime suggests
that the strong Lorentz force should be able to relax the rotational constraint imposed
by the Coriolis force to such an extent that convection occurs on the system scale (e.g.
Roberts, 1978; Hollerbach, 1996), so that

L ∼ L ≈ 2000 km. (1.3.15)

Aurnou and King (2017) introduced a scaling to account for the length-scale dependence
of geostrophy and magnetostrophy. In this case the Lorentz force is hypothesised to reach
leading order only beyond a magnetostrophic cross-over length scale, which is defined by

LX ∼
Λ2
t

Rm
L ≈ 1000 km, (1.3.16)

where Rm = UL/λ is the magnetic Reynolds number. The comparison of measured
convective length scales with scaling laws such as those mentioned above is often used in
fluid dynamics to draw conclusions about the underlying force balance. As we will see
in the next section, this approach has also been applied to numerical simulations of the
geodynamo.

1.3.5.3 Numerical dynamo simulations

In addition to observations and theoretical considerations, numerical simulations are an
important tool for our understanding of the Earth’s dynamo mechanism. The first success-
ful geodynamo models were calculated 25 years ago by Glatzmaier and Roberts (1995) and
Kageyama and Sato (1995). Since then computing resources have increased considerably.
Nevertheless, current models still operate at parameters that are far from the expected
conditions of the Earth’s core (see Table 1.3). Despite this limitation, numerical dynamos
have proven to be capable of reproducing numerous features of the geomagnetic field (e.g.
Christensen et al., 2010). However, it remains uncertain whether these results are obtained
for the correct physical reasons. Consequently, many studies have been conducted in an
attempt to answer this question. Two different approaches can be used for this purpose.
Firstly, the comparison of the scaling behaviour of measured flow length scales and veloc-
ities to scaling laws, which allows us to infer the underlying force balance. Secondly, the
explicit calculation of the magnitude of the individual forces.

The analysis of the scaling behaviour of convective length scales in geodynamo simula-
tions has not led to an agreement with any of the theoretically expected scaling laws given
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Table 1.3: Dimensionless parameters in numerical geodynamo simulations and in the Earth’s
outer core.

Parameter Symbol Definition Meaning Simulations Earth

Ekman E
ν

ΩL2

viscous force

Coriolis force
10−7 − 10−3 O

(
10−15

)
Rayleigh Ra

αgoL
3∆T

νκ
vigour of convection 105 − 1011 O

(
1022

)
Magnetic Prandtl Pm

ν

λ

magnetic diffusion time

viscous diffusion time
0.01− 20 O

(
10−6

)
Prandtl Pr

ν

κ

thermal diffusion time

viscous diffusion time
0.1− 10 O

(
10−1

)
Nusselt Nu

Q

Qc

total core heat flow

conductive core heat flow
1.5− 60 O

(
108
)

Rossby Ro
U

ΩL

inertia

Coriolis force
10−4 − 10−1 O

(
10−6

)
Reynolds Re

UL

ν

viscous diffusion time

eddy overturn time
10− 104 O

(
109
)

Magnetic Reynolds Rm
UL

λ

magnetic diffusion time

eddy overturn time
50− 3000 O

(
103
)

Traditional Elsasser Λt
B2

ρµλΩ

Lorentz force

Coriolis force
0.1− 100 O (10)

Dynamic Elsasser Λd
B2

ρµΩUL

Lorentz force

Coriolis force
0.01− 1 O

(
10−2

)
Energy ratio M B2

ρµU2

magnetic energy

kinetic energy
1− 200 O

(
104
)

in the previous section. Instead, it has been shown that typical flow length scale measures
roughly follow the viscous scaling (e.g. King and Buffett, 2013; Oruba and Dormy, 2014)

L ∼ E1/3L ≈ 30 m. (1.3.17)

This has led to the suggestion that convection in numerical dynamos is viscously-controlled
and therefore not applicable to the Earth’s core. The seemingly missing influence of the
magnetic field is consistent with the results of Soderlund et al. (2012), who reported that in
many dynamo simulations the flow occurs on a scale similar to that of rotating convection,
which they attributed to a subdominant role of the Lorentz force. The difference between
the convective pattern in dynamo solutions and non-magnetic models, however, has been
shown to become clearer when the simulations are computed at more extreme parameters
(e.g. Sakuraba and Roberts, 2009; Yadav et al., 2016).
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Explicit calculations of the r.m.s. strength of the forces (e.g. Wicht and Christensen,
2010; Soderlund et al., 2012, 2015; Yadav et al., 2016; Aubert et al., 2017; Aubert, 2019)
did not confirm a dominant role of viscosity in the dynamo models. Instead, these studies
showed that the force equilibrium in geodynamo simulations typically is composed of a
zeroth-order balance between Coriolis and pressure forces, followed by a balance between
buoyancy, Lorentz and ageostrophic Coriolis forces. The flow dynamics are thus mainly
controlled by a QG-MAC balance. Inertia and viscosity were found to be second-order
contributions, although the difference between them and the first-order forces proved to be
rather small in models computed at moderate control parameters, in particular if viscous
boundary layers are not excluded (Soderlund et al., 2012). Recent high-resolution simula-
tions (e.g. Yadav et al., 2016; Aubert et al., 2017; Schaeffer et al., 2017; Aubert, 2019) in
advanced parameter regimes showed that the relative importance of viscosity and inertia
decreases in more realistic setups, the leading-order structure of the force balance, how-
ever, remains essentially unchanged. This is particularly evident in the study by Aubert
et al. (2017), who defined a path in parameter space to connect models with moderate
parameters to the conditions of the Earth’s core. The observed invariance of the principal
force equilibrium in simulations up to the middle of this path supports the idea that the
QG-MAC balance could indeed be the relevant force balance for the Earth’s core. A novel
approach introduced by Aubert et al. (2017) is the spectral analysis of forces. This has
provided access to the length-scale dependence of the force balance. It revealed that in
their models the leading-order force balance is subdivided into large-scale geostrophy and
small-scale magnetostrophy. Similarly, in the first-order MAC equilibrium, the ageostrophic
Coriolis force is predominantly balanced by buoyancy on large scales and by the Lorentz
force towards smaller scales. Therefore, most dynamo models to date support a QG-MAC
equilibrium, although there is the possibility that small scales are in a magnetostrophic
state. Some studies have, however, also reported dynamos that could be controlled by
system-scale magnetostrophy (Dormy, 2016; Dormy et al., 2018; Raynaud et al., 2020).

1.4 Objectives of this work

In the previous sections, we have seen that the presumed force balance in the Earth’s
core as well as the force balance identified in numerical geodynamo simulations are highly-
debated topics. On the one hand, it has been argued for dynamo models controlled by a
QG-MAC balance as well as for dynamos governed by system-scale magnetostrophy. Both
could possibly be relevant for the Earth’s core, since the theoretically expected dynamics
are not definitively known. On the other hand, however, there are also a number of studies
advocating for a subdominant role of the Lorentz force or even viscous control. Since
the different studies typically include different control parameters for the simulations, the
diverging results could be due either to misinterpretations or to the fact that the respective
models operate in different dynamical regimes. Thus, the first goal of this thesis is to
systematically investigate the force balance in the numerically accessible parameter space
to see which different force balance regimes can be found and whether the transitions
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between them are sharp or not. This would not only improve our understanding of force
balances, but could also help with the choice of input parameters for geodynamo simulations
to ensure that they operate in a geophysically-relevant regime.

Furthermore, it has proven to be challenging to relate the force balances derived from
the analysis of the scaling behaviour of flow length scale measures to the results obtained
by explicit calculation of the forces. The key to a successful approach is to measure
length scales that are both representative of the energy contained in the solution and also
indicative of the underlying physics. The second goal of this thesis therefore is to define
length scale measures that fulfill these two criteria. Only if the considered length scale
measures are in fact representative of a geophysically-relevant force balance, it is possible
to extrapolate them in a meaningful way to the conditions of the Earth. This could provide
important information about whether the flow in the Earth’s core is in fact large scale as
is generally assumed for core flow inversions.

This thesis is structured as follows. Chapter 2 describes the derivation of the used
magneto-hydrodynamic model. In Chapter 3, different theoretical scaling laws for the flow
length scale are outlined. Details about the numerical implementation of the MHD model
are given in Chapter 4. Chapter 5 describes the systematic analysis of the force balance in
numerical geodynamo simulations, which is identical to the published Geophysical Journal
International (GJI) article Schwaiger et al. (2019), except for some notations that have
been adapted within this manuscript for consistency. Chapter 6 deals with relating force
balances and flow length scales in dynamo models. This chapter, together with Chapter 3,
is published in the GJI article Schwaiger et al. (2020). Finally, conclusions and perspectives
of this work are given in Chapter 7.
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Chapter 2

A magneto-hydrodynamic model for
the geodynamo

This chapter introduces the magneto-hydrodynamic model for the geodynamo under the
Boussinesq approximation that we consider in our numerical simulations. More detailed
derivations of the equations can be found for example in Kay and Nedderman (1985),
Batchelor (2000), Davidson (2001), Braginsky and Roberts (1995) and Anufriev et al.
(2005).

2.1 Magneto-hydrodynamic equations

2.1.1 Continuity equation

The continuity equation, which describes the conservation of mass in a moving fluid, can
be derived by considering a macroscopic control volume V fixed in space which is enclosed
by the surface ∂V . Assuming no internal sources, the principle of conservation of mass
dictates that the rate of change of mass within the volume must equal the net rate of inflow
of mass through the bounding surface. This balance is given by∫

V

∂ρ

∂t
dV = −

∮
∂V

ρu · n dS, (2.1.1)

where ρ = ρ (x, t) is the mass density and u = u (x, t) the fluid velocity at position x and
time t. The right-hand side (RHS) of Eq. (2.1.1) can be transformed into a volume integral
by applying the divergence theorem, i.e.∮

∂V

ρu · n dS =

∫
V

∇ · (ρu) dV. (2.1.2)

Equation (2.1.1) can then be rearranged such that it reads∫
V

[
∂ρ

∂t
+∇ · (ρu)

]
dV = 0. (2.1.3)
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Since this relation is required to hold for any volume, it follows that

∂ρ

∂t
+∇ · (ρu) = 0. (2.1.4)

This represents the differential form of the law of conservation of mass in a moving fluid,
which is known as the continuity equation. Expanding the divergence term in (2.1.4) into

∇ · (ρu) = u · ∇ρ+ ρ∇ · u, (2.1.5)

and introducing the material derivative

D

Dt
≡ ∂

∂t
+ u · ∇, (2.1.6)

allows to rewrite the continuity equation as

1

ρ

Dρ

Dt
+∇ · u = 0. (2.1.7)

2.1.2 Momentum equation

An element of fluid is subject to body forces (e.g. gravitational forces) that act on the mass
of the element through a force field without direct contact and surface forces which arise
from physical contact of the surface area of the element with its surroundings. The body
force per unit volume is given by ρf , with f representing the body force per unit mass.
The surface forces are given by ∮

∂V

¯̄σ · n dS =

∫
V

∇ · ¯̄σ dV, (2.1.8)

where ¯̄σ is the stress tensor. Newton’s second law states that the total force acting on an
element of volume, i.e. the sum of body and surface forces, must be equal to its mass times
its acceleration. This yields the following equation of motion for an element of fluid

ρ
Du

Dt
= ρf +∇ · ¯̄σ. (2.1.9)

It is convenient to decompose the stress tensor ¯̄σ into isotropic and non-isotropic parts,
which yields the following expression.

¯̄σ = −p¯̄δ + ¯̄τ, (2.1.10)

where p is the isotropic fluid pressure, ¯̄δ the identity tensor and ¯̄τ the deviatoric stress
tensor, which describes the non-isotropic viscous stress components. It can be shown that
¯̄τ is symmetric, i.e. τij = τji (e.g. Kay and Nedderman, 1985). Substituting ¯̄σ in Eq.
(2.1.9) by relation (2.1.10) yields

ρ
Du

Dt
= ρf −∇p+∇ · ¯̄τ. (2.1.11)
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To develop this basic equation of motion further, we make an assumption about the re-
lationship between stress and deformation. Viscous fluids are generally considered to be
Newtonian, i.e. stress is expected to relate linearly to the rate of strain. Combining this
assumption with the symmetry of ¯̄τ , and considering the medium to be isotropic results in
the following expression for the deviatoric stress tensor (e.g. Kay and Nedderman, 1985)

τij = 2ηeij + λekkδij. (2.1.12)

In this equation eij is the strain rate tensor, which specifies the changes of volume and
shearing that the fluid element experiences due to the viscous stresses. It is defined by

eij =
1

2

(
∂ui
∂xj

+
∂uj
∂xj

)
, (2.1.13)

with ekk = ∇·u describing the volumetric rate of strain. The two material variables λ and
η are related through Stokes’ hypothesis

λ = −2

3
η. (2.1.14)

Inserting this into (2.1.12) results in

τij = 2η

[
eij −

1

3
(∇ · u) δij

]
. (2.1.15)

Replacing the deviatoric stress tensor in Eq. (2.1.11) with relation (2.1.15) and assuming
the dynamic viscosity η to be constant yields the Navier-Stokes equation

ρ
Du

Dt
= −∇p+ ρf + η∇2u +

1

3
η∇ (∇ · u) . (2.1.16)

Equation (2.1.16) is valid in an inertial reference frame. In the case of the Earth
typically a reference frame fixed on the surface is considered for measurements of positions
and velocities. Any such frame is, however, subject to the Earth’s rotation, i.e. rotating
with respect to an inertial frame. To modify the Navier-Stokes equation accordingly,
suppose a frame of reference that rotates at a constant angular velocity Ω relative to an
inertial frame. The common origin of coordinates of both frames is defined by the point
O. To an observer in the fixed frame, the rate of change of a vector P is then given by
(e.g. Batchelor, 2000) (

dP

dt

)
F

=

(
dP

dt

)
R

+ Ω×P, (2.1.17)

where (dP/dt)R represents the rate of change of P to a rotating observer. The relation of
the velocities between the two frames of reference can thus be obtained by applying rule
(2.1.17) to the position vector r, which yields

uF = uR + Ω× r. (2.1.18)
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Applying the transformation (2.1.17) to uF neglecting precession and nutation gives(
duF
dt

)
F

=

(
duF
dt

)
R

+ Ω× uF . (2.1.19)

Inserting Eq. (2.1.18) into this relation results in

duF
dt

=

(
duR
dt

)
R

+ Ω×
(

dr

dt

)
R

+ Ω× uR + Ω× (Ω× r) . (2.1.20)

This describes the transformation of the accelerations between the two frames, which can
be rewritten in condensed form as

aF = aR + 2Ω× uR + Ω× (Ω× r) . (2.1.21)

The absolute acceleration observed in the fixed frame therefore equals the sum of the
apparent acceleration measured in the rotating frame, the Coriolis acceleration 2Ω×u and
the centripetal acceleration Ω× (Ω× r).

Application of this transformation to Eq. (2.1.16) yields the Navier-Stokes equation for
a viscous fluid in a rotating frame of reference

ρ
Du

Dt
= −∇p+ ρf − 2ρΩ× u− ρΩ× (Ω× r) + η∇2u +

1

3
η∇ (∇ · u) , (2.1.22)

where −2ρΩ× u and −ρΩ× (Ω× r) represent the Coriolis and centrifugal forces respec-
tively. These two terms are commonly referred to as fictitious or inertial forces since they
vanish when Ω = 0, i.e. in the absence of rotation of the frame. The above equation can be
shortened by expressing the centripetal acceleration as the gradient of a potential function,
i.e.

Ω× (Ω× r) = −∇

[
(Ω× r)2

2

]
. (2.1.23)

By introducing the modified pressure p? = p − ρ (Ω× r)2/2, the Navier-Stokes equation
can then be rewritten as

ρ
Du

Dt
= −∇p? + ρf − 2ρΩ× u + η∇2u +

1

3
η∇ (∇ · u) , (2.1.24)

The body forces per unit volume ρf in the above equation can be defined more precisely.
For the Earth’s core they obviously include the gravitational force per unit volume ρg.
Additionally, it is necessary to consider electromagnetic forces experienced by the fluid,
since the liquid metal in the outer core represents a moving conductor in the presence of
a magnetic field. The Lorentz (or electromagnetic) force per unit volume is given by (e.g.
Davidson, 2001)

ρfL = ρeE + j×B, (2.1.25)
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where E represents the electric field, j the electric current density, B the magnetic field
and ρe the electric charge density. In the Earth’s outer core, the electrostatic force ρeE is
expected to be negligible compared to j×B since typical fluid velocities are of the order of
millimeters per second and hence much smaller than the speed of light c, i.e. |u|� c (e.g.
Davidson, 2001). This is known as the MHD approximation. Therefore, the Lorentz force
can be reduced to

ρfL ' j×B. (2.1.26)

The Navier-Stokes equation thus reads

ρ
Du

Dt
= −∇p? + ρg + j×B− 2ρΩ× u + η∇2u +

1

3
η∇ (∇ · u) . (2.1.27)

2.1.3 Induction equation

The evolution of the Earth’s magnetic field is governed by the induction equation. For its
derivation, it is necessary to consider Maxwell’s equations, which are

∇ · E =
ρe
ε

(Maxwell-Gauss), (2.1.28)

∇× E = −∂B

∂t
(Maxwell-Faraday), (2.1.29)

∇ ·B = 0 (Maxwell-Thompson), (2.1.30)

∇×B = µ

(
j + ε

∂E

∂t

)
(Maxwell-Ampère), (2.1.31)

where B is the magnetic induction, E the electric field, j the electric current density
and ρe the electric charge density. The constants ε and µ represent the permittivity and
the magnetic permeability of free space, respectively. The former can be expressed as
ε = (µc2)

−1
, where c is the speed of light. Equation (2.1.31) can then be rewritten as

∇×B = µj +
1

c2

∂E

∂t
. (2.1.32)

The last term in this equation, which describes the displacement currents, can be discarded
since |u|� c in the Earth’s outer core. Equation (2.1.31) therefore reduces to Ampère’s
law

∇×B = µj. (2.1.33)

For the derivation of the magnetic induction equation from Maxwell’s equations, sup-
pose a fluid with electric conductivity σ. If the fluid is at rest, the electric current density
is related to the electric field by Ohm’s law

j = σE. (2.1.34)
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The Earth’s outer core is, however, expected to be convecting. Hence, the fluid core
represents a moving conductor, and as a result Ohm’s law has to be modified. To this end,
consider a reference frame moving at velocity u with respect to a fixed reference frame.
The electric and magnetic fields in the moving frame (E′ and B′) can then be obtained
from the corresponding fields in the fixed frame (E and B) through the following relations
(e.g. Dormy and Soward, 2007)

E′ = (1− γu)
u · E
|u|2

u + γu (E + u×B) , (2.1.35)

B′ = (1− γu)
u ·B
|u|2

u + γu

(
B− u× E

c2

)
, (2.1.36)

where γu = (1− |u|2/c2)
−1/2

represents the Lorentz factor. The aforementioned assump-
tion |u|� c yields γu ≈ 1. Scaling Eq. (2.1.29) with the typical length scale L and the
typical time scale τ yields

|E|∼ |u| |B|, (2.1.37)

where |u|= L/τ . Combining this with Eq. (2.1.36) shows that B′ scales as

B′ ∼ B

(
1− |u|

2

c2

)
∼ B. (2.1.38)

Hence, the transformations (2.1.35) and (2.1.36) can be reduced to

E′ = E + u×B, (2.1.39)

B′ = B. (2.1.40)

Relative to the fixed frame, Ohm’s law can then be expressed as

j = σ (E + u×B) . (2.1.41)

Inserting this into Eq. (2.1.33) and subsequently taking the curl of both sides results in

∇× (∇×B) = ∇× [µσ (E + u×B)] . (2.1.42)

By assuming the electric conductivity to be constant and using the vector identity

∇× (∇×B) = ∇ (∇ ·B)−∇2B, (2.1.43)

relation (2.1.42) can be rewritten as

∇ (∇ ·B)−∇2B = µσ [∇× E +∇× (u×B)] . (2.1.44)

Inserting Eq. (2.1.30) and (2.1.29) yields

−∇2B = µσ

[
−∂B

∂t
+∇× (u×B)

]
. (2.1.45)

Introducing the magnetic diffusivity λ = 1/(µσ) yields the following expression of the
magnetic induction equation for a fluid with constant electric conductivity

∂B

∂t
= ∇× (u×B) + λ∇2B. (2.1.46)
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2.1.4 Heat transport equation

Convection in the outer core is driven by thermal and compositional buoyancy forces.
Thermal driving results from temperature gradients due to the cooling down of the Earth
since its formation combined with the release of latent heat during the crystallisation of iron
and nickel at the inner-core boundary (ICB). This crystallisation process is also responsible
for the compositional driving since it leads to the release of light elements at the ICB which
cannot be incorporated into the solid inner core. In this section, we will for simplicity only
consider thermal buoyancy sources. This type of driving mechanism is governed by the
thermal energy equation, which can be derived from the principles of thermodynamics.

The first law of thermodynamics says that in a closed system any transition between two
thermodynamic states leads to a change of the system’s internal energy that equates the
sum of heat supplied to the system and the work done on the system by its surroundings.
In differential form, this principle can be expressed as

de = δQ+ δW, (2.1.47)

where de represents the change in internal energy per unit mass, δQ the supplied heat per
unit mass and δW the work done per unit mass.

Consider a quasi-static infinitesimal compression of a fluid element. This transformation
can be considered to be reversible. The work done on the fluid is then given by −pdV ,
where V = ρ−1 is the volume per unit mass. In this case the first law of thermodynamics
becomes

de = dQ+
p

ρ2
dρ. (2.1.48)

The entropy change dS during a reversible process is related to the heat added to the
system through the following relation

dQ = TdS. (2.1.49)

Expressing the entropy as a function of pressure and temperature, i.e.

S = S (p, T ) , (2.1.50)

yields the following equation for the changes in entropy

dS =

(
∂S

∂T

)
p

dT +

(
∂S

∂p

)
T

dp. (2.1.51)

Maxwell’s relations of thermodynamics state that(
∂S

∂p

)
T

= −
(
∂V

∂T

)
p

=
1

ρ2

(
∂ρ

∂T

)
p

. (2.1.52)
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Introducing the coefficient of thermal expansion

α
.
=

1

V

(
∂V

∂T

)
p

= −1

ρ

(
∂ρ

∂T

)
p

(2.1.53)

allows to rewrite expression (2.1.52) as(
∂S

∂p

)
T

= −α
ρ
. (2.1.54)

Substituting this relation together with the definition of the heat capacity at constant
pressure cp, which is given by

cp
.
= T

(
∂S

∂T

)
p

, (2.1.55)

into Eq. (2.1.51) yields

dS =
cp
T

dT − α

ρ
dp. (2.1.56)

The rate of change of the entropy is therefore given by

DS

Dt
=
cp
T

DT

Dt
− α

ρ

Dp

Dt
. (2.1.57)

By introducing the heat flux q and a term H which denotes the internal heating, the
rate of change of the supplied heat can be expressed as

ρ
DQ

Dt
= −∇ · q +H (2.1.58)

For the Earth’s outer core the heat source term encompasses several contributions

H = Qv +Qj +HR, (2.1.59)

where Qv and Qj represent viscous and ohmic dissipation, respectively. The term HR

denotes internal heating due to radiogenic elements. By assuming Fourier’s law q = −k∇T
to describe the heat flux, Eq. (2.1.58) can be written as

ρ
DQ

Dt
= ∇ · (k∇T ) +H (2.1.60)

Using relation (2.1.49) and assuming the thermal conductivity k to be constant results in

ρT
DS

Dt
= k∇2T +H. (2.1.61)
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Substituting Eq. (2.1.57) into the above relation finally yields the heat transport equation

ρcp
DT

Dt
− αT Dp

Dt
= k∇2T +H. (2.1.62)

In summary, the compressible equations that govern thermal convection in planetary
dynamos for homogeneous λ, µ and k are then

1

ρ

Dρ

Dt
= −∇ · u, (2.1.63)

ρ
Du

Dt
= −∇p+ ρg +

1

µ
(∇×B)×B− 2ρΩ× u + η∇2u +

1

3
η∇ (∇ · u) , (2.1.64)

∂B

∂t
= ∇× (u×B) + λ∇2B, (2.1.65)

∇ ·B = 0, (2.1.66)

ρcp
DT

Dt
− αT Dp

Dt
= k∇2T +H, (2.1.67)

where we denote the modified pressure p? simply as p. In addition to this set of equations,
an equation of state for the density is required to complete the system

ρ = ρ (p, T ) . (2.1.68)

This closed system of equations complemented by boundary conditions could in theory
be solved numerically. However, because of convection being driven by density perturba-
tions that are tiny compared to the mean core density, even very small errors in the full
density can lead to unreliable solutions. Therefore, in numerical schemes it is more useful
to only study the small disturbances about a reference state that are caused by convective
motions instead of solving for the full thermodynamic variables.

2.2 Reference state

The Earth’s outer core is expected to be well-mixed and close to adiabatically-stratified.
Thus, we adopt a reference state that is non-magnetic, hydrostatic, adiabatic and spherically-
symmetric (Braginsky and Roberts, 1995; Anufriev et al., 2005; Jones, 2015). Hence, one
can develop the convective fluctuations around this background state in the following way:
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ρ (r, t) = ρa (r) + ρ′ (r, t) , (2.2.1a)

p (r, t) = pa (r) + p′ (r, t) , (2.2.1b)

T (r, t) = Ta (r) + T ′ (r, t) , (2.2.1c)

S (r, t) = Sa (r) + S ′ (r, t) . (2.2.1d)

The values of the adiabatic reference state are denoted by the subscript a. The small
perturbations about this reference state due to the convection are referred to with the
superscript ′. It should be noted that in the case of the Earth this background state is not
truly stationary, but rather evolving slowly on geological time scales, i.e. on time scales of
millions of years.

From Eq. (2.1.56), it follows that the spatial variations of the entropy are given by

∇S =
cp
T
∇T − α

ρ
∇p. (2.2.2)

For the reference state this expression reduces to

cp
Ta

dTa
dr

=
α

ρa

dpa
dr

+
dSa
dr︸︷︷︸
=0

, (2.2.3)

since it is assumed to be adiabatic.
The hydrostatic background state is given by the balance between the pressure gradient

force and gravity

dpa
dr

= −gρa. (2.2.4)

Inserting this into (2.2.3) yields

cp
Ta

dTa
dr

= −αg. (2.2.5)

By introducing the Dissipation number (e.g. Schubert et al., 2001; Anufriev et al., 2005)

Di =
gαL

cp
, (2.2.6)

the expression for the temperature gradient (Eq. 2.2.5) can be reformulated as

L

Ta

dTa
dr

= −Di. (2.2.7)
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Finally, the radial variations of the density in the reference state can be derived from
the Grüneisen parameter γ, which is defined by (e.g. Vočadlo et al., 2003)

γ =
ρ

T

(
∂T

∂ρ

)
S

. (2.2.8)

For the adiabatic reference state (which is isentropic) γ is given by

γ =
ρa
Ta

(
∂Ta
∂ρa

)
S

=
ρa
Ta

dTa
dρa

=
ρa
Ta

dTa
dr

dr

dρa
. (2.2.9)

Inserting Eq. (2.2.7) into this relation then yields the following expression for the density
gradient

L

ρa

dρa
dr

= −Di
γ
. (2.2.10)

In summary, the adiabatic reference state is therefore governed by the following set of
equations

dpa
dr

= −gρa,
L

Ta

dTa
dr

= −Di, L

ρa

dρa
dr

= −Di
γ
, Sa = const, Di =

gαL

cp
. (2.2.11)

2.3 Equations for the convective perturbations

It is convenient to introduce a parameter ε to quantify the ratio between the small fluctu-
ations and the reference state:

ε ∼ |ρ
′|
|ρa|
∼ |p

′|
|pa|
∼ |T

′|
|Ta|
∼ |S

′|
|Sa|
� 1. (2.3.1)

To derive the convective perturbation equations, we now solve the MHD equations in first
order of ε.

Applying the decomposition (2.2.1a) to the continuity equation (2.1.4) yields

∂

∂t
(ρa + ρ′) +∇ · [(ρa + ρ′) u] = 0. (2.3.2)

Since the reference state is time-independent this reduces to

∂ρ′

∂t
+∇ · (ρ′u) +∇ · (ρau) = 0. (2.3.3)

The second term on the LHS is of second order. To estimate the order of the time derivative,
we consider the magnitude ratio of the two remaining terms by scaling the divergence
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operator as 1/L and using the convective turnover time τ = L/U as unit of time. This
yields

|∂ρ′/∂t|
|∇ · (ρau) |

∼ ρ′

ρa
∼ ε. (2.3.4)

The time derivative is thus also of second order. Neglecting this term is equivalent to
filtering out sound waves. As a first order approximation, the continuity equation can then
be reduced to

∇ · (ρau) = 0. (2.3.5)

Expanding the divergence operator and using the fact that the reference state only varies
with radius yields

ρa∇ · u + u · ∇ρa = ρa∇ · u + ur
dρa
dr

= 0. (2.3.6)

Finally, substituting Eq. (2.2.10) into the above expression gives

ρa∇ · u−
urρaDi

Lγ
= 0. (2.3.7)

The next step is to derive the momentum equation for the convective perturbations.
Inserting the decompositions of the thermodynamic quantities into Eq. (2.1.27) results in

(ρa + ρ′)
Du

Dt
=−∇ (pa + p′) + (ρa + ρ′) g − 2 (ρa + ρ′) Ω× u+

+ j×B + η

[
∇2u +

1

3
∇ (∇ · u)

] (2.3.8)

Removing the hydrostatic background state given by

−∇pa + ρag = 0 (2.3.9)

modifies Eq. (2.3.8) to

(ρa + ρ′)
Du

Dt
= −∇p′ + ρ′g − 2 (ρa + ρ′) Ω× u + j×B + η

[
∇2u +

1

3
∇ (∇ · u)

]
(2.3.10)

By neglecting the second order terms ρ′Du/Dt and 2ρ′Ω× u, the Navier-Stokes equation
reduces to

ρa
Du

Dt
= −∇p′ + ρ′g − 2ρaΩ× u + j×B + η

[
∇2u +

1

3
∇ (∇ · u)

]
. (2.3.11)
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We now want to express ρ′ as a function of the pressure and temperature perturbations,
i.e.

ρ′ = ρ′ (p′, T ′) . (2.3.12)

To this end, we apply the chain rule to the equation of state (Eq. 2.1.68). This results in
the following relation for the density variations

dρ =

(
∂ρ

∂T

)
p

dT +

(
∂ρ

∂p

)
T

dp. (2.3.13)

Introducing the isothermal bulk modulus KT , which is given by

KT
.
= ρ

(
∂p

∂ρ

)
T

, (2.3.14)

and using the definition of the thermal expansion coefficient α (Eq. 2.1.53) allows to rewrite
Eq. (2.3.13) as

dρ = −ραdT +
ρ

KT

dp. (2.3.15)

This can be further modified by defining the heat capacity at constant volume cV

cV
.
= T

(
∂S

∂T

)
V

, (2.3.16)

which then allows to express the isothermal bulk modulus as

KT =
γcV ρ

α
. (2.3.17)

Inserting this relation into Eq. (2.3.13) yields

dρ = −ραdT +
α

cV γ
dp. (2.3.18)

We will see later on that it is convenient to reformulate the last term using the dissipation
number Di (Eq. 2.2.6). The above equation then reads

dρ = −ραdT +
cpDi

cV γgL
dp. (2.3.19)

Replacing dρ, dT , dp by the convective perturbations ρ′, T ′, p′, and considering the re-
maining thermodynamic quantities to be governed by the reference state, yields

ρ′ = −ρaαT ′ +
cpDi

cV γgL
p′. (2.3.20)
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Substituting this into Eq. (2.3.11) yields the following formulation of the momentum
equation for the convective perturbations

ρa
Du

Dt
=−∇p′ − ρaαT ′g +

cpDi

cV γgL
p′g − 2ρaΩ× u + j×B+

+ η

[
∇2u +

1

3
∇ (∇ · u)

]
.

(2.3.21)

Before inserting the decompositions (Eq. 2.2.1a-2.2.1d) into the heat transport equation
(Eq. 2.1.62), we note that for fluids with αT � 1 pressure variations can be neglected.
Eq. (2.1.62) thus reduces to a temperature equation

ρcp
DT

Dt
= k∇2T +H. (2.3.22)

This approximation is known as the anelastic liquid approximation. Anufriev et al. (2005)
noted that these conditions are reasonably fulfilled in the Earth’s outer core where αT ∼
6 × 10−2. Applying the decompositions (2.2.1a) and (2.2.1c) to the above equation then
results in

(ρa + ρ′) cp

[
∂

∂t
(Ta + T ′) + u · ∇ (Ta + T ′)

]
= k∇2 (Ta + T ′) +H. (2.3.23)

The time derivative ∂Ta/∂t vanishes since the reference state is static. Neglecting all
second-order terms then yields

ρacp

(
∂T ′

∂t
+ u · ∇T ′ + u · ∇Ta

)
= k∇2 (Ta + T ′) +H (2.3.24)

By introducing the thermal diffusivity κ
.
= k/ρcp this can be rewritten as

∂T ′

∂t
+ u · ∇T ′ = κ∇2 (Ta + T ′)− u · ∇Ta + H̃, (2.3.25)

where the source term has been adjusted to H̃ = H/ρacp.
In summary, the equations for the convective perturbations are then

ρa∇ · u =
urρaDi

Lγ
, (2.3.26)

ρa
Du

Dt
= −∇p′ − ρaαT ′g +

cpDi

cV γgL
p′g − 2ρaΩ× u + j×B+

+η

[
∇2u +

1

3
∇ (∇ · u)

]
,

(2.3.27)

∂T ′

∂t
+ u · ∇T ′ = κ∇2 (Ta + T ′)− u · ∇Ta + H̃. (2.3.28)
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2.4 Boussinesq approximation

Despite the approximations included in the anelastic liquid equations (Eq. 2.3.26-2.3.28),
numerical studies of the geodynamo process are still computationally extremely demanding.
Thus, to further reduce the complexity and therefore the required computational resources,
core convection is usually studied under the Boussinesq approximation, which essentially
states that the density variations in the fluid can be neglected except for when they are
multiplied by the gravitational acceleration g.

The Boussinesq equations can be obtained from the anelastic liquid equations (Eq.
2.3.26-2.3.28) by setting the dissipation numberDi to zero, i.e. all terms that includeDi will
vanish. This corresponds to the so-called thin-layer approximation since Di = gαL/cp → 0
implies that

L� cp
gα
. (2.4.1)

In the Earth’s core, this assumption is not perfectly satisfied since Di ≈ 0.3. This value is,
however, argued to be sufficiently small to use the Boussinesq approximation, which has
the advantage that the convection equations simplify significantly.

In the limit Di→ 0 the continuity equation (Eq. 2.3.26) reduces to

∇ · u = 0. (2.4.2)

The momentum equation (Eq. 2.3.27) also greatly simplifies. It is now given by

ρa
Du

Dt
= −∇p′ − ρaαT ′g − 2ρaΩ× u + j×B + η∇2u, (2.4.3)

where Eq. (2.4.2) has been inserted into the viscous term. In the above equation buoyancy
forces due to pressure perturbations are now neglected.

In the Boussinesq limit, the temperature equation (Eq. 2.3.28) becomes

∂T ′

∂t
+ u · ∇T ′ = κ∇2T ′ + H̃, (2.4.4)

since from Eq. (2.2.7) it follows that ∇Ta = 0 when Di→ 0. Note that in the Boussinesq
limit the viscous and ohmic dissipation terms contained in the last term (see Eq. 2.1.59)
also vanish since they are proportional to Di (Anufriev et al., 2005).

The magneto-hydrodynamic equations under the Boussinesq approximation are there-
fore given by
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ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p− ραTg − 2ρΩ× u + j×B + η∇2u, (2.4.5)

∂T

∂t
+ u · ∇T = κ∇2T +H, (2.4.6)

∂B

∂t
= ∇× (u×B) + λ∇2B, (2.4.7)

∇ · u = 0, (2.4.8)

∇ ·B = 0. (2.4.9)

For simplicity, we neglected all super- and subscripts in the above equations (and will
continue to do so from hereafter).

2.5 Non-dimensionalisation

It is convenient to non-dimensionalise the magneto-hydrodynamic equations. The thereby
introduced dimensionless parameters provide information about the physical regime of the
dynamo as they measure the relative importance of the individual forces. There are various
ways in which the equations can be scaled. We non-dimensionalise the equations following
Christensen et al. (2001). To this end, any quantity will be expressed as the product of a
dimensionless part (denoted by a hat) and its unit, i.e. we write for vectors

x = x̂X , (2.5.1)

and for scalars

x = x̂X . (2.5.2)

To scale the equations, we adopt the thickness of the outer core L = ro − ri as reference
length scale, whereby ri and ro are the inner and outer core radii respectively. The viscous
diffusion time τν = L2/ν serves as unit of time, where ν = η/ρ is the kinematic viscosity
(or viscous diffusivity). The gradient and the time derivative operator can then be scaled
as

∂

∂t
=

1

τν

∂

∂t̂
=

ν

L2

∂

∂t̂
, (2.5.3)

∇ =
1

L
∇̂. (2.5.4)
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We begin by non-dimensionalising the magnetic induction equation. The magnetic
field B is scaled by

√
ρµλΩ and the velocity field by L/τν , such that B =

√
ρµλΩ B̂ and

u = L/τν û. This yields for Eq. (2.4.7):

∂B̂

∂t̂
= ∇̂ ×

(
û× B̂

)
+
λ

ν
∇̂2B̂. (2.5.5)

Introducing the magnetic Prandtl number Pm, which is the ratio of viscous and magnetic
diffusivities, i.e.

Pm =
ν

λ
, (2.5.6)

allows us to rewrite the dimensionless magnetic induction equation as

∂B̂

∂t̂
= ∇̂ ×

(
û× B̂

)
+

1

Pm
∇̂2B̂. (2.5.7)

The magnetic Prandtl number can also be understood as the time scale ratio τλ/τν , where
τλ is the magnetic diffusion time. The Earth’s core is expected to be in a small Pm regime
(see Table 1.3).

The next step is the non-dimensionalisation of the temperature equation (Eq. 2.4.6). To
this end, the temperature perturbation T is scaled with the superadiabatic temperature
difference ∆T between the ICB and the CMB. By neglecting any internal heating, the
evolution equation of the temperature then becomes

∂T̂

∂t̂
+ û · ∇̂T̂ =

κ

ν
∇̂2T̂ . (2.5.8)

The non-dimensional ratio κ/ν is the inverse of the hydrothermal Prandtl number Pr,
which is defined by

Pr =
ν

κ
. (2.5.9)

In terms of time scales, Pr represents the ratio between the thermal diffusion time and
the viscous diffusion time, i.e. τκ/τν . By using the definition of Pr, the dimensionless
temperature equation can be expressed as

∂T̂

∂t̂
+ û · ∇̂T̂ =

1

Pr
∇̂2T̂ . (2.5.10)

For the non-dimensionalisation of the momentum equation (Eq. 2.4.5), we assume that
the outer core rotates uniformly with rotation rate Ω about the axis ez, i.e. Ω = Ωez. The
gravitational acceleration g is assumed to increase linearly with radius (Dziewonski and
Anderson, 1981), such that the gravity profile follows g = −gor/ro, where go represents the
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gravitational acceleration at the CMB. The non-hydrostatic pressure p scales with ρL2/τ 2
ν ,

i.e. p = ρL2/τ 2
ν p̂. Applying these scalings to the momentum equation yields

∂û

∂t̂
+ û · ∇̂û =− ∇̂p̂− 2

ΩL2

ν
ez × û +

αgoL
3∆T

ν2

r

ro
T̂+

+
ΩL2λ

ν2

(
∇̂ × B̂

)
× B̂ + ∇̂2û.

(2.5.11)

To rewrite this expression, we have to introduce two additional dimensionless parameters.
The first parameter is the Ekman number E, which is defined by

E =
ν

ΩL2
. (2.5.12)

It represents the ratio of the planetary rotation period Ω−1 and the viscous diffusion time
τν . The Ekman number can also be interpreted as a proxy for the ratio between viscous
and Coriolis forces. In the Earth’s core, E is expected to be vanishing (see Table 1.3)
meaning that viscous effects are marginal compared to rotational forces.

The second dimensionless parameter that we need to introduce is the Rayleigh number
Ra, which is defined by

Ra =
αgoL

3∆T

νκ
. (2.5.13)

It represents the ratio between the buoyancy forces driving convection and diffusive effects
which obstruct the flow. The Rayleigh number thus represents a measure for the vigour
of convection. For convection to occur it has to surpass a critical value, below which heat
is exclusively transferred by conduction. In the Earth’s outer core, the Rayleigh number
is believed to be much larger than its critical value for convection onset (e.g. Christensen,
2011).

After introducing the Ekman and Rayleigh numbers, Eq. (2.5.11) can be rewritten as

∂û

∂t̂
+ û · ∇̂û = −∇̂p̂− 2

E
ez × û +

Ra

Pr

r

ro
T̂ +

1

EPm

(
∇̂ × B̂

)
× B̂ + ∇̂2û. (2.5.14)

Finally, the non-dimensional solenoidal conditions of the velocity field and the magnetic
field are given by

∇̂ · û = 0, (2.5.15)

∇̂ · B̂ = 0. (2.5.16)

To numerically integrate these dimensionless equations in time, it is required to specify
boundary conditions for the velocity, magnetic and temperature fields. The set of mechan-
ical, magnetic and thermal boundary conditions used within this thesis is outlined in the
next section.
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Figure 2.1: Sketch of the model geometry. The spherical shell, which is bounded by spheres
with radii ri and ro, is rotating with the angular frequency Ω about the z-axis. The dashed
cylinder aligned with the rotation axis illustrates the inner core tangent cylinder. The cartesian,
cylindrical and spherical coordinate systems are given by (x, y, z), (s, ϕ, z) and (r, θ, ϕ).

2.6 Boundary conditions

In numerical geodynamo simulations, convection in the Earth’s outer core is modeled by
considering a fluid domain that is bounded by two spheres with radii ri and ro, corre-
sponding to the ICB and the CMB respectively. A radius ratio ri/ro = 0.35 as for the
present-day Earth is adopted. This model geometry is illustrated in Fig. 2.1.

The set of boundary conditions assumed in this thesis is mainly chosen for comparison
purpose with the largest possible number of published dynamo models, which typically rely
on the simplest possible option, and not necessarily motivated by geophysical relevance.
The most frequently used boundary condition for the velocity field is the constraint that
u vanishes entirely at ri and ro within the rotating reference frame, i.e.

u = 0 at r ∈ {ri, ro} , (2.6.1)

which implies that the bounding spheres are rigid, impenetrable and co-rotating. This
type of boundary condition is referred to as no-slip or rigid. This in fact represents a
reasonable assumption for the Earth’s outer core, although it should be noted that there
is no theoretical argument for the inner core and the mantle to be co-rotating.

Unlike the velocity field, the magnetic field is not confined to the fluid shell. Here,
we assume that both the inner core and the mantle are electrically insulating, a condition
that is obviously not realistic, since the inner core is made of solid metal. Nevertheless,
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this assumption is widely used in geodynamo models for the sake of simplicity. As a
consequence, no electric currents can flow outside the fluid shell and Ampère’s law (Eq.
2.1.33) reduces to

∇×B = 0 at 0 ≤ r ≤ ri and ro ≤ r ≤ ∞ (2.6.2)

In these insulating regions, the magnetic field can therefore be expressed as the gradient
of a scalar potential Φ, i.e.

B = −∇Φ, (2.6.3)

such that the solenoidal condition of B yields

∇2Φ = 0. (2.6.4)

The magnetic field inside the fluid shell matches the potential fields in the inner core and
the mantle continuously.

Finally, for the thermal boundary condition, we assume that convection is driven by a
fixed temperature difference ∆T = To − Ti between the two bounding spheres. The tem-
perature of the inner boundary Ti is thereby considered to be larger than the temperature
of the outer boundary To. In this scenario, there are no internal heat sources, which means
that the heating termH in the heat transport equation (Eq. 2.4.6) vanishes. This condition
is a crude approximation of the thermodynamics in the Earth’s outer core. There, convec-
tive motions are driven by a combination of thermal and compositional buoyancy forces,
with the latter likely being more relevant. Thermal convection is the result of the release
of latent heat due to the crystallisation of liquid metal at the ICB and the secular cooling
of the inner and outer cores. Internal heating due to radioactive decay could potentially
be another heat source. However, it is typically ignored since its relevance in the Earth’s
core is unknown. The amount of heat lost from the outer core is controlled by mantle
convection. Compositional convection, on the other hand, is driven by the release of light
elements during the solidification of the outer core. In principle, the nature of the thermal
boundary conditions is not expected to play a critical role as the simulations approach the
physical regime of the Earth’s core (Aubert et al., 2017).
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Chapter 3

Theoretical scaling laws for the flow
length scale

In this chapter, we introduce several theoretical scalings of relevant length scales that
have been suggested for dynamos and non-magnetic rotating convection based on different
assumptions regarding the governing force balance. The starting point for these scalings
is the Navier-Stokes equation for thermally-driven Boussinesq convection in a rotating
reference frame:

ρ

(
∂u

∂t
+ u · ∇u

)
︸ ︷︷ ︸

Inertia

+ 2ρΩ× u︸ ︷︷ ︸
Coriolis

= −∇p︸ ︷︷ ︸
Pressure

+ ραTg︸ ︷︷ ︸
Buoyancy

+ j×B︸ ︷︷ ︸
Lorentz

+ ρν∇2u︸ ︷︷ ︸
Viscosity

,
(3.0.1)

where u is the velocity field, Ω the rotation vector, p the pressure, T the temperature, g
the gravitational acceleration, B the magnetic field and j = 1/µ∇×B the electric current
density. The labels denote the corresponding forces.

3.1 Leading-order geostrophy

Since the Earth’s core is rapidly rotating, the leading-order force balance is often assumed
to be geostrophic (e.g. Busse, 1970; Calkins, 2018), that is a balance between the Coriolis
force and the pressure gradient:

2ρΩ× u = −∇p. (3.1.1)

Taking the curl yields

∂u

∂z
= 0, (3.1.2)

which is known as the Proudman-Taylor theorem. It constrains the fluid flow to the two
dimensions perpendicular to the rotation axis. The only truly geostrophic flows in spherical
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shells are however axisymmetric, and as such cannot drive the geodynamo according to
Elsasser’s anti-dynamo theorem (Elsasser, 1946). Therefore, poloidal flow, which can only
arise from deviations to geostrophy, is required in the Earth’s core. This non-geostrophic
(ageostrophic) flow can be obtained from (3.0.1) by taking its curl to remove the pressure
gradient, which yields the vorticity equation

∂ω

∂t
+ u · ∇ω − ω · ∇u + 2Ω

∂u

∂z
=∇× (αTg) +

1

ρ
∇× (j×B) + ν∇2ω, (3.1.3)

where ω = ∇× u is the vorticity.
Based on the assumption of triple force balances in (3.1.3), three different scalings for

the convective flow length scale have been suggested. All three triple balances have in
common the thermal wind balance, that is the balance between ageostrophic Coriolis and
buoyancy terms, termed AC in the following. It is supplemented by a third force term that
is hypothesised to be responsible for breaking the Proudman-Taylor constraint. This third
force could be viscosity, inertia or the Lorentz force forming the respective VAC, CIA and
MAC force balance. By virtue of the small Ekman and Rossby numbers in the Earth’s
core, the Lorentz force is considered to be the geophysically most relevant candidate.
Nevertheless, we will outline all three scalings below. Since the parameters in geodynamo
simulations are far from Earth’s conditions, the dynamics might be controlled by inertia
or viscosity in numerical models. In addition, for the purpose of comparison our study
includes a series of non-magnetic rotating convection simulations, for which obviously only
scalings that do not involve the Lorentz force are relevant.

3.1.1 VAC balance

Assuming a balance between viscous, buoyancy and Coriolis terms, which is sometimes
referred to as the VAC balance (VAC for Viscous-Archimedean-Coriolis), in (3.1.3) and
using L⊥ and L‖ to describe the integral length scales perpendicular and parallel to the
rotation axis, respectively, yields the following order of magnitude estimates

νω

L2
⊥
∼ αT ′go

L⊥
∼ ΩU

L‖
. (3.1.4)

The zeroth-order geostrophic balance leads to convection predominantly occuring in colum-
nar vortices aligned with the rotation axis. Therefore, it can be assumed that L‖ ∼ L.
Combining this with the assumption ω ∼ U/L⊥, the balance between Coriolis and viscous
terms yields

L⊥
L
∼
( ν

ΩL2

)1/3

= E1/3, (3.1.5)

which corresponds to the flow length scale at the onset of convection (e.g. Busse, 1970;
King and Buffett, 2013).
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3.1.2 CIA balance

The combination of large Reynolds (Re = UL/ν ∼ O (109)) and low Rossby numbers in
the Earth’s core has resulted in some studies considering a turbulent quasi-geostrophic
balance between Coriolis, inertia and buoyancy terms in (3.1.3). The acronym CIA (CIA
for Coriolis-Inertia-Archimedean) is commonly used to refer to this type of balance. The
amplitudes of the individual terms are given by

ΩU

L‖
∼ Uω

L⊥
∼ αT ′go

L⊥
. (3.1.6)

Combining the assumption L‖ ∼ L with the balance between curled Coriolis and inertial
forces leads to

L⊥
L
∼ ω

Ω
. (3.1.7)

Assuming again ω ∼ U/L⊥ yields the following prediction for the integral flow length scale
L⊥

L⊥
L
∼
(
U

ΩL

)1/2

∼ Ro1/2, (3.1.8)

which is commonly referred to as the Rhines scaling (e.g. Rhines, 1975; Cardin and Olson,
1994; Aubert et al., 2001; Cabanes et al., 2017; Guervilly et al., 2019).

3.1.3 MAC balance

The last option consists of assuming a triple balance between Lorentz, buoyancy and
Coriolis terms in (3.1.3), the so-called MAC balance (MAC for Magneto-Archimedean-
Coriolis) (e.g. Starchenko and Jones, 2002; Davidson, 2013; Calkins, 2018). In addition
to the aforementioned integral length scales L‖ and L⊥, the MAC balance theory put
forward by Davidson (2013) (see also Wicht and Sanchez (2019) for a detailed derivation)
introduces the magnetic dissipation length scale

Lohm =

√ ∫
V

B2 dV∫
V

(∇×B)2 dV
, (3.1.9)

where V is the outer core volume. Ohmic dissipation is expected to carry most of the
energy loss in the limit of magnetic energy much larger than kinetic energy (Emag � Ekin)
and small magnetic Prandtl number (Pm = ν/λ � 1). Both requirements are fulfilled
in the Earth’s core.

Assuming the ageostrophic flow dynamics described by (3.1.3) to be controlled by a
MAC balance, and using j×B ∼ B2/µL⊥, yields the following order of magnitude estimates

B2

ρµL2
⊥
∼ αT ′go

L⊥
∼ ΩU

L‖
. (3.1.10)
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Combining the balance between the Lorentz and buoyancy terms with the estimate for the
input power per unit mass

P =
αgo
V ro

∫
V

rurTdV ∼ αgoUT
′, (3.1.11)

yields the following relation for the magnetic energy density

B2

ρµ
∼ PL⊥

U
. (3.1.12)

In the Earth’s core, the energy input is expected to be almost entirely balanced by ohmic
dissipation

Dohm =
1

ρV

∫
V

λ

µ
(∇×B)2 dV. (3.1.13)

However, in numerical dynamos this may not necessarily be the case due to viscosity still
being sizeable. To account for remaining viscous effects, the factor fohm, which quantifies
the relative fraction of heat dissipated via Ohmic losses, is introduced. As a result, the
total energy loss per unit mass can be expressed by

D =
1

fohm

Dohm ∼
1

fohm

λB2

µρL2
ohm

. (3.1.14)

Hence, considering that for a saturated dynamo the energy input should be balanced by
dissipation, P ∼ D, yields

B2

ρµ
∼ L

2
ohm

λ
fohmP . (3.1.15)

By combining equations (3.1.12) and (3.1.15), we therefore obtain

fohm
U

L⊥
∼ λ

L2
ohm

. (3.1.16)

In the above expression, U/L⊥ denotes the typical large-scale vorticity related to the con-
vective columns, while λ/L2

ohm can be interpreted as a characteristic small-scale vorticity
(see Davidson, 2013). Thus, when fohm = 1, Eq. (3.1.16) indicates that large- and small-
scale vorticities are proportional to each other. This proportionality is an inherent feature
of quasi-2D turbulence such as rapidly-rotating convection (e.g. Davidson, 2004). The non-
dimensional form of Eq. (3.1.16) provides a way to estimate the integral length scale L⊥

L⊥
L
∼ fohm

(
Lohm

L

)2

Rm, (3.1.17)

where Rm = UL/λ is the magnetic Reynolds number. Making the additional assumption
that large- and small-scale vorticities are independent of the rotation rate implies that the
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magnetic energy density itself is also independent of Ω. Based on a dimensional analysis,
Davidson (2013) argues that B2/ρµ can hence be expressed as a function of the power per
mass generated by buoyancy forces and the flow length scale alone, which yields

B2

ρµ
∼ L2/3

‖ (fohmP)2/3 . (3.1.18)

The balance between the buoyancy and Coriolis terms in (3.1.10) together with Eq. (3.1.11)
results in the following relation

L⊥
L‖
∼ P

ΩU2
. (3.1.19)

Combining Eqs. (3.1.12), (3.1.18) and (3.1.19), and assuming L‖ ∼ L, leads to the following
scaling for the flow length scale

L⊥
L
∼ f

1/2
ohmRo

1/4. (3.1.20)

Therefore, we finally end up with an expression that only depends on a system-scale di-
mensionless number.

3.2 Leading-order magnetostrophy

As an alternative to a prevalent geostrophic balance, it has been suggested that the flow
dynamics in the Earth’s core could be in a magnetostrophic regime (e.g. Roberts, 1978;
Hollerbach, 1996). This would imply that the leading-order force balance consists of Cori-
olis, pressure and Lorentz forces

2ρΩ× u = −∇p+ j×B. (3.2.1)

In this scenario, the Lorentz force is expected to be strong enough to relax the rotational
constraint imposed by the Coriolis force. It has been commonly assumed that the convec-
tive length scale can then reach the system scale

L‖ ∼ L⊥ ∼ L. (3.2.2)

So far, system-scale magnetostrophy has not been attained in numerical geodynamo sim-
ulations, although it has been approached in some models with strong magnetic control
(e.g. Dormy, 2016; Raynaud et al., 2020). Numerical dynamos in the currently accessible
parameter space, however, frequently exhibit a magnetostrophic balance at smaller length
scales (e.g. Aurnou and King, 2017; Aubert, 2019).

The assessment of whether a dynamo is in a magnetostrophic balance is generally based
on the evaluation of the Elsasser number Λ, which is a measure of the relative strengths of
the Lorentz and Coriolis forces:

Λ =
|FLorentz|
|FCoriolis|

=
|j×B|
|2ρΩ× u|

∼ JB

ρΩU
. (3.2.3)
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Using Ohm’s law to scale the current density as J ∼ σUB, where σ = 1/(µλ), results in
the traditional form of the Elsasser number

Λt =
B2

ρµλΩ
(3.2.4)

This definition allows one to obtain estimates of the force ratio for planetary dynamos
based on magnetic field observations, yielding Λt ∼ O (10) for the Earth. This has been
used to argue for a dominant role of Lorentz forces, and therefore the geodynamo being
in the magnetostrophic regime. Soderlund et al. (2012) note that this might not be the
correct interpretation of Λt since the estimate J ∼ σUB is only expected to hold when
Rm � 1. This is, however, not the case for global-scale dynamics in the Earth’s core for
which Rm ∼ O (103). Hence, Λt is only relevant on small length scales where Rm � 1
and is likely not an appropriate measure to assess global-scale magnetostrophy. Soderlund
et al. (2012, 2015) suggested that a more meaningful estimate of the relative strengths
of Lorentz and Coriolis forces in the Earth’s core can be obtained by scaling the electric
current density using Ampère’s law under the magneto-hydrodynamic approximation

J =
∇×B

µ
∼ B

µLB
, (3.2.5)

where LB is the length scale of magnetic field structures. Inserting this into (3.2.3) results in
the dynamic Elsasser number (e.g. Christensen et al., 1999; Cardin et al., 2002; Soderlund
et al., 2012)

Λd =
B2

ρµΩULB
∼ Λt

Rm

L

LB
. (3.2.6)

The dependence of Λd on L−1
B implies that the relative strength of the Lorentz force in-

creases with decreasing length scale. Building on these developments, Aurnou and King
(2017) attempted to estimate the flow scale at which the zeroth-order force balance changes
from geostrophy to magnetostrophy, that is the flow scale at which Λd = 1. To this end,
they assumed quasi-steady induction (∂B/∂t = 0) which results in the following balance:

BU

LU
∼ λB

L2
B

, (3.2.7)

where LU is the length scale of the flow. This yields the following relation for the magnetic
length scale:

LB
L
∼
(
LU
RmL

)1/2

. (3.2.8)

Replacing LB/L in (3.2.6) with relation (3.2.8) results in

Λd ∼
(

Λ2
t

Rm

L

LU

)1/2

. (3.2.9)
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Based on this expression Aurnou and King (2017) interpret Λ2
t/Rm as a dimensionless

length scale

LX
L

=
Λ2

t

Rm
. (3.2.10)

The dynamic Elsasser number can therefore be rewritten as

Λd ∼
(
LX
LU

)1/2

, (3.2.11)

indicating that the flow is in geostrophic balance on length scales larger than LX due to
the Lorentz force being subdominant to the Coriolis force (Λd < 1). On scales smaller
than LX , the Lorentz force is expected to be dominant (Λd > 1), suggesting that the
flow is in magnetostrophic balance. Hence, Aurnou and King (2017) refer to LX as the
magnetostrophic cross-over length scale.
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Chapter 4

Numerical methods

This chapter outlines the numerical methods that were used to solve the geodynamo equa-
tions described in Chapter 2. More detailed descriptions can be found in Glatzmaier
(1984), Glatzmaier (2013), Christensen and Wicht (2015) and in the documentation of the
open-source numerical code MagIC (Wicht, 2002; Gastine et al., 2016, freely available at
https://github.com/magic-sph/magic), which has been used to simulate all considered
models.

In MagIC, the MHD equations are solved by employing a pseudo-spectral method, in
which spherical harmonic functions are used to expand the unknowns in the angular di-
rections. The radial dependencies can either be represented using a Chebyshev collocation
method or a finite difference scheme. The Coriolis force and the non-linear terms are com-
puted in physical space, since this reduces computational costs. Hence, this approach is
termed pseudo-spectral. For the spherical harmonic transforms between grid and spectral
space, MagIC resorts to the open-source library SHTns (Schaeffer, 2013, freely available at
https://bitbucket.org/nschaeff/shtns).

4.1 Poloidal-toroidal decomposition

For solenoidal vector fields, it is convenient to apply the poloidal-toroidal decomposition
(Chandrasekhar, 1961) since it reduces three unknown vector components to two unknown
scalar fields. It states that any vector v that fulfills ∇ · v = 0 can be represented as the
sum of a poloidal and a toroidal field. This decomposition is given by

v = ∇×∇× (erVp)︸ ︷︷ ︸
poloidal field

+∇× (erVt)︸ ︷︷ ︸
toroidal field

, (4.1.1)

where er represents the radial unit vector. The poloidal and toroidal scalar potentials
Vp and Vt are unique, with the exception that they can be multiplied by a purely radial
function f (r) without resulting in a change of v due to a gauge freedom on the radial
dependence.
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4. Numerical methods

In spherical polar coordinates, the poloidal-toroidal decomposition of the vector v can
be written as

vr = −∇2
HVp, (4.1.2)

vθ =
1

r

∂2Vp
∂r∂θ

+
1

r sin θ

∂Vt
∂ϕ

, (4.1.3)

vϕ =
1

r sin θ

∂2Vp
∂r∂ϕ

− 1

r

∂Vt
∂θ

, (4.1.4)

where ∇2
H represents the horizontal part of the Laplace operator:

∇2
H =

1

r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

r2 sin2 θ

∂2

∂2ϕ
. (4.1.5)

The curl of v is then given by

(∇× v)r = −∇2
HVt (4.1.6)

(∇× v)θ = − 1

r sin θ

∂

∂ϕ

(
∂2

∂r2
+∇2

H

)
Vp +

1

r

(
∂2Vt
∂r∂θ

)
(4.1.7)

(∇× v)ϕ =
1

r

∂

∂θ

(
∂2

∂r2
+∇2

H

)
Vp +

1

r sin θ

∂2Vt
∂r∂ϕ

. (4.1.8)

The poloidal and toroidal scalar potentials are related to the radial components of v and
∇× v, respectively:

er · v = −∇2
HVp, (4.1.9)

er · (∇× v) = −∇2
HVt. (4.1.10)

Under the Boussinesq approximation, Eq. (4.1.1) can be applied to the velocity and mag-
netic fields, i.e.

u = ∇×∇× (erW ) +∇× (erZ) , (4.1.11)

B = ∇×∇× (erG) +∇× (erH) . (4.1.12)

Hence, instead of six vector field components now only four scalar potentials have to
be solved for. In the next section, we will derive the temporal evolution equations for
the poloidal and toroidal scalar potentials for the velocity (W,Z) and the magnetic field
(G,H), the non-hydrostatic pressure p and the temperature perturbation T .

4.2 Evolution equations of scalar fields

Before deriving the evolution equations, we recall the dimensionless MHD equations de-
scribing Boussinesq convection in a rotating spherical shell in the presence of a magnetic
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field, which were derived in Chapter 2. This set of equations is given by

∂u

∂t
+ u · ∇u = −∇p− 2

E
ez × u +

Ra

Pr

r

ro
T +

1

EPm
(∇×B)×B +∇2u, (4.2.1)

∂T

∂t
+ u · ∇T =

1

Pr
∇2T, (4.2.2)

∂B

∂t
= ∇× (u×B) +

1

Pm
∇2B, (4.2.3)

∇ ·B = 0, (4.2.4)

∇ · u = 0. (4.2.5)

For simplicity, we removed all superscripts indicating dimensionless quantities.

4.2.1 Poloidal and toroidal flow potentials

We will start by deriving the temporal evolution equation of the poloidal flow potential
W (r, θ, ϕ, t). To this end, it is convenient to group the non-linear terms and the Coriolis
force in Eq. (4.2.1) into one force term

F = − 2

E
ez × u− u · ∇u +

1

EPm
(∇×B)×B. (4.2.6)

These forces are calculated in physical space in contrast to the remaining terms. For the
following developments we will therefore take them as given. The Navier-Stokes equation
then reads

∂u

∂t
+∇p− Ra

Pr

r

ro
T −∇2u = F. (4.2.7)

The evolution equation of the poloidal flow potential W (r, θ, ϕ, t) can be obtained by
taking the radial component of the above equation. Using relation (4.1.9), this yields for
the time derivative

er ·
∂u

∂t
=

∂

∂t
(er · u) = −∇2

H

∂W

∂t
, (4.2.8)

and for the viscosity term (see Appendix A for the derivation)

er · ∇2u = −∇2
H

(
∂2W

∂r2
+∇2

HW

)
. (4.2.9)

The dot product of Eq. (4.2.7) with er therefore gives

−∇2
H

∂W

∂t
+
∂p

∂r
− Ra

Pr

r

ro
T +∇2

H

∂2W

∂r2
+∇2

H∇2
HW = er · F. (4.2.10)
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The temporal evolution equation for the toroidal flow potential Z (r, θ, ϕ, t) can be
derived by curling the Navier-Stokes equation and subsequently taking the scalar product
with er. Applying the curl operator to Eq. (4.2.7) leads to

∂

∂t
(∇× u)− Ra

Pr
∇×

(
r

ro
T

)
−∇2 (∇× u) = ∇× F. (4.2.11)

When taking the scalar product of both sides of the above expression with er, the buoyancy
term vanishes. Applying relation (4.1.10), yields for the time derivative term

er ·
∂

∂t
(∇× u) =

∂

∂t
(er · ∇ × u) = −∇2

H

∂Z

∂t
, (4.2.12)

and for the viscous term

er · ∇ ×
(
∇2u

)
= −∇2

H

(
∂2Z

∂r2
+∇2

HZ

)
. (4.2.13)

The evolution equation of the toroidal flow potential is therefore given by

−∇2
H

∂Z

∂t
+∇2

H

∂2Z

∂r2
+∇2

H∇2
HZ = er · (∇× F) . (4.2.14)

4.2.2 Poloidal and toroidal magnetic potentials

The evolution equations for the poloidal and toroidal magnetic potentials G (r, θ, ϕ, t) and
H (r, θ, ϕ, t) can be obtained by applying the same procedure to the magnetic induction
equation (Eq. 4.2.3). The non-linear induction term is not expressed in terms of potential
functions. Therefore, we simply denote it by

D = ∇× (u×B) , (4.2.15)

and rewrite Eq. (4.2.3) as

∂B

∂t
− 1

Pm
∇2B = D. (4.2.16)

Taking the dot product of this equation with er and applying relations (4.2.8) and (4.2.9)
to the magnetic field yields the following temporal evolution for the poloidal magnetic
potential

−∇2
H

∂G

∂t
+

1

Pm

(
∇2
H

∂2G

∂r2
+∇2

H∇2
HG

)
= er ·D, (4.2.17)

while applying the operator er · (∇×) and using relations (4.2.12) and (4.2.13) gives for
the toroidal magnetic potential

−∇2
H

∂H

∂t
+

1

Pm

(
∇2
H

∂2H

∂r2
+∇2

H∇2
HH

)
= er · (∇×D) . (4.2.18)
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4.2.3 Temperature perturbation

The temperature equation is already a scalar equation. However, we will see later on
that it is convenient to decompose the total Laplacian of T into its radial and horizontal
components

∇2T =
1

r2

∂

∂r

(
r2∂T

∂r

)
+∇2

HT =
∂2T

∂r2
+

2

r

∂T

∂r
+∇2

HT. (4.2.19)

After inserting this into (4.2.2), the evolution equation of the temperature perturbation
reads

∂T

∂t
− 1

Pr

(
∂2T

∂r2
+

2

r

∂T

∂r
+∇2

HT

)
= −u · ∇T. (4.2.20)

4.2.4 Pressure

So far we have derived the temporal evolution equations for the flow potentials, the mag-
netic field potentials and the temperature perturbations. However, the pressure still re-
mains an unknown. There are two different approaches to resolve this problem. One option
is to apply the operator (er · ∇ ×∇×) to the Navier-Stokes equation, which yields an evo-
lution equation for the poloidal flow potential without the pressure that can be used to
replace Eq. (4.2.10). Alternatively, an additional evolution equation involving the pressure
and the poloidal flow potential can be derived by taking the horizontal divergence of the
Navier-Stokes equation (Eq. 4.2.7). In MagIC, the former approach is employed when a
finite difference method is used for the radial representation, while the latter is used in the
case of a Chebyshev collocation method.

We start with deriving an additional evolution equation for the pressure. Applying the
horizontal divergence to the Navier-Stokes equation yields

∇H ·
∂u

∂t
+∇H · ∇p−∇H · ∇2u = ∇H · F, (4.2.21)

whereby the buoyancy term vanishes because ∇H · (Tr/ro) = 0. The horizontal divergence
operator is defined by

∇H · v =
1

r sin θ

∂

∂θ
(sin θ vθ) +

1

r sin θ

∂vϕ
∂ϕ

. (4.2.22)

To express the velocity in Eq. (4.2.21) in terms of the poloidal flow potential, it is conve-
nient to write the total divergence of a vector v as

∇ · v =
1

r2

∂

∂r

(
r2vr

)
+∇H · v, (4.2.23)

Hence, the time-derivative term can be rewritten as

∇H ·
∂u

∂t
=

∂

∂t
(∇H · u) =

∂

∂t

[
∇ · u− 1

r2

∂

∂r

(
r2ur

)]
. (4.2.24)
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Since in the Boussinesq approximation ∇ · u = 0, this expression can be simplified to

∇H ·
∂u

∂t
= − ∂

∂t

(
2ur
r

+
∂ur
∂r

)
. (4.2.25)

Using relation (4.1.9), the horizontal divergence of the time derivative is then given by

∇ · ∂u

∂t
=

∂

∂t

[
2

r
∇2
HW +

∂

∂r

(
∇2
HW

)]
= ∇2

H

∂

∂t

(
∂W

∂r

)
. (4.2.26)

By taking advantage of the decompositions (4.2.19) and (4.2.23), the pressure gradient
term can be rewritten as

∇H · ∇p = ∇ · ∇p− 1

r2

∂

∂r

(
r2∂p

∂r

)
= ∇2

Hp. (4.2.27)

The viscous term (see Appendix A) is given by

∇H ·
(
∇2u

)
= ∇2

H

(
∂3W

∂r3
+∇2

H

∂W

∂r
− 2

r
∇2
HW

)
. (4.2.28)

Equation (4.2.21) can thus be rewritten as

∇2
H

∂

∂t

(
∂W

∂r

)
+∇2

Hp−∇2
H

(
∂3W

∂r3
+∇2

H

∂W

∂r
− 2

r
∇2
HW

)
= ∇H · F. (4.2.29)

Alternatively, the pressure can be eliminated by applying the double-curl operator to
Eq. (4.2.7), which yields

∇×∇× ∂u

∂t
+
Ra

Pr
∇×∇×

(
r

ro
T

)
−∇×∇×∇2u = ∇×∇× F. (4.2.30)

The radial component of the above expression can then be used to derive a substitute
evolution equation for the poloidal flow potential. For the time derivative this leads to

er · ∇ ×∇×
∂u

∂t
=

∂

∂t

[
er ·

(
∇ (∇ · u)−∇2u

)]
. (4.2.31)

Since ∇ · u = 0, this reduces to

er · ∇ ×∇×
∂u

∂t
= − ∂

∂t
er ·

(
∇2u

)
. (4.2.32)

Using relation (4.2.9) then yields

er · ∇ ×∇×
∂u

∂t
= ∇2

H

∂

∂t

(
∂2W

∂r2
+∇2

HW

)
. (4.2.33)
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For the buoyancy term, we obtain

er ·
Ra

Pr
∇×∇×

(
r

ro
T

)
=
Ra

Pr

[
er · ∇

(
∇ ·
(

r

ro
T

))
− er · ∇2

(
r

ro
T

)]
=
Ra

Pr

[
∂

∂r

[
1

r2

∂

∂r

(
r2

(
r

ro
T

))]
−∇2

(
r

ro
T

)
+

2

r2

(
r

ro
T

)]
= −Ra

Pr

r

ro
∇2
HT

(4.2.34)

The viscous term (see Appendix A) is given by

er · ∇ ×∇×∇2u = ∇2
H

[
∂4W

∂r4
+ 2∇2

H

∂2W

∂r2
− 4

r
∇2
H

∂W

∂r
+∇2

H

(
∇2
H +

6

r2

)
W

]
.

(4.2.35)

Thus, the following evolution equation is obtained for the poloidal flow potential

−∇2
H

[
∂4W

∂r4
+ 2∇2

H

∂2W

∂r2
− 4

r
∇2
H

∂W

∂r
+∇2

H

(
∇2
H +

6

r2

)
W

]
+

+∇2
H

∂

∂t

(
∂2W

∂r2
+∇2

HW

)
− Ra

Pr

r

ro
∇2
HT = er · ∇ ×∇× F.

(4.2.36)

This expression can be used to replace Eqs. (4.2.10) and (4.2.29). In this case, there are
only five unknowns that have to be solved for: the flow potentials (W,Z), the magnetic
potentials (G,H) and the temperature perturbation T .

4.3 Spherical harmonic expansion

The spherical harmonic functions Y`m at colatitude θ and longitude ϕ are defined by

Y`m (θ, ϕ) = P`m (cos θ) eimϕ, (4.3.1)

where ` and m represent the spherical harmonic degree and order. P`m denotes the associ-
ated Legendre polynomials. The spherical harmonic functions up to degree and order four
are illustrated in Fig. (4.1).

Various normalisations can be chosen for Y`m. In the case of a complete normalisation,
Eq. (4.3.1) is replaced by

Y`m (θ, ϕ) =

√
(2`+ 1)

4π

(l − |m|) !

(l + |m|) !
P`m (cos θ) eimϕ, (4.3.2)
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Figure 4.1: Spherical harmonic functions Y`m up to degree and order four.

for which the following orthogonality relation holds∫ 2π

ϕ=0

∫ π

θ=0

Y`m (θ, ϕ)Y ?
`′m′ (θ, ϕ) sin θ dθdϕ = δ``′δmm′ , (4.3.3)

where δij is the Kronecker delta. The asterisk denotes the complex conjugate.
As an example, the spherical harmonic expansion of the poloidal magnetic field potential

G can then be written as

G (r, θ, ϕ, t) '
`max∑
`=0

∑̀
m=−`

G`m (r, t)Y`m (θ, ϕ) , (4.3.4)

where `max denotes the truncation in spherical harmonic degree and order. The spherical
harmonic coefficients G`m (r, t) of the poloidal magnetic potential are given by

G`m (r, t) =
1

π

∫ π

0

Gm (r, θ, t)P`m (cos θ) sin θ dθ, (4.3.5)
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with

Gm (r, θ, t) =
1

2π

∫ 2π

0

G (r, θ, ϕ, t) e−imϕ dϕ. (4.3.6)

Only coefficients with m ≥ 0 have to be dealt with in the above relations, because the
potential G (r, θ, ϕ, t) is a real-valued function for which G?

`m (r, t) = G`,−m (r, t). Equations
(4.3.5) and (4.3.6) correspond to a two-step transform from physcial (or grid) space (r, θ, ϕ)
to spectral space (r, `,m), with the former representing a Legendre transform and the latter
a Fourier transform. The inverse transform is defined by Eq. (4.3.4). In practice, these
transforms are handled numerically by truncated sums. The Legendre transform (Eq.
4.3.5) is approximated by

G`m (r, t) ' 1

Nθ

Nθ−1∑
k=0

wkGm (r, θk, t)P`m (cos θk) , (4.3.7)

where θk denotes the Gaussian quadrature points and wk the respective Gauss-Legendre
weights (Abramowitz and Stegun, 1970; Glatzmaier, 2013). The Fourier transform (Eq.
4.3.6) is discretised using

Gm (r, θk, t) '
1

Nϕ

Nϕ−1∑
j=0

G (r, θk, ϕj, t) e
−imϕj with ϕj =

2jπ

Nϕ

∀j ∈ [0, Nϕ − 1] , (4.3.8)

where ϕj are the Nϕ evenly-spaced longitudinal points. This allows the use of fast Fourier
transforms (FFTs) for the evaluation of (4.3.8). In MagIC, the computation of (4.3.7) and
(4.3.8) is handled by the spherical harmonic transform library SHTns (Schaeffer, 2013).

4.4 Spectral evolution equations

The spectral evolution equations can be obtained by expanding the flow potentials (W,Z),
the magnetic potentials (G,H), the pressure p (if needed) and the temperature perturbation
T into spherical harmonics like in Eq. (4.3.4).

Y`m form complete and orthogonal eigenfunctions of the horizontal Laplacian, such that

∇2
HY`m = −` (`+ 1)

r2
Y`m ∀ (`,m) . (4.4.1)

Using this expression, we start with the derivation of the spectral evolution equation of the
poloidal flow potential W . Expanding all potentials as in Eq. (4.3.4) yields for the terms
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on the LHS of Eq. (4.2.10):

−∇2
H

∂W

∂t
=

`max∑
`=0

∑̀
m=0

∂W`m

∂t

` (`+ 1)

r2
Y`m, (4.4.2)

∂p

∂r
=

`max∑
`=0

∑̀
m=0

∂p`m
∂r

Y`m, (4.4.3)

−Ra
Pr

r

ro
T = −Ra

Pr

r

ro

`max∑
`=0

∑̀
m=0

T`mY`m, (4.4.4)

∇2
H

∂2W

∂r2
= −

`max∑
`=0

∑̀
m=0

∂2W`m

∂r2

` (`+ 1)

r2
Y`m, (4.4.5)

∇2
H∆HW =

`max∑
`=0

∑̀
m=0

W`m

[
` (`+ 1)

r2

]2

Y`m. (4.4.6)

Inserting these expressions into Eq. (4.2.10), multiplying with the complex conjugate Y ?
`m

and subsequently integrating over spherical surfaces (using relation (4.3.3) for the product
Y`mY

?
`m) yields the spectral evolution equation for the poloidal flow potential at the degree

` and order m

` (`+ 1)

r2

[
∂

∂t
+
` (`+ 1)

r2
− ∂2

∂r2

]
W`m +

∂p`m
∂r
− Ra

Pr

r

ro
T`m =

=

∫ 2π

ϕ=0

∫ π

θ=0

er · FY ?
`m sin θ dθdϕ.

(4.4.7)

Applying the same procedure as for the poloidal flow potential W to the evolution
equations of the toroidal flow potential Z (Eq. 4.2.14), the magnetic potentials G and H
(Eq. 4.2.17 and 4.2.18), the temperature perturbation T (Eq. 4.2.20) and the pressure p
(Eq. 4.2.29) yields the spectral equations for the expansion coefficients Z`m, G`m, H`m,
T`m and p`m. In case of the use of the double-curl formalism to eliminate the pressure this
obviously also applies to the alternative evolution equation for the poloidal flow potential
(Eq. 4.2.36). Thus, the spectral equation for the toroidal flow potential reads

` (`+ 1)

r2

[
∂

∂t
+
` (`+ 1)

r2
− ∂2

∂r2

]
Z`m =

∫ 2π

ϕ=0

∫ π

θ=0

er · (∇× F) Y ?
`m sin θ dθdϕ. (4.4.8)

Analogously, the spectral evolution equations for the poloidal and toroidal magnetic field
coefficients G`m and H`m are given by

` (`+ 1)

r2

[
∂

∂t
+

1

Pm

` (`+ 1)

r2
+

1

Pm

∂2

∂r2

]
G`m =

∫ 2π

ϕ=0

∫ π

θ=0

er ·DY ?
`m sin θ dθdϕ (4.4.9)
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and

` (`+ 1)

r2

[
∂

∂t
+

1

Pm

` (`+ 1)

r2
+
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Pm

∂2

∂r2

]
H`m =

∫ 2π

ϕ=0

∫ π

θ=0

er · (∇×D) Y ?
`m sin θ dθdϕ.

(4.4.10)

For the temporal evolution of the temperature perturbation, we obtain[
∂

∂t
+
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Pr

` (`+ 1)
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Pr

(
2

r

∂
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+
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T`m =

∫ 2π

ϕ=0

∫ π

θ=0

u · ∇T Y ?
`m sin θ dθdϕ. (4.4.11)

The spectral equation for the pressure reads

` (`+ 1)

r2

[
2

r

` (`+ 1)

r2
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∂
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+
` (`+ 1)

r2

)
∂
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ϕ=0

∫ π

θ=0

∇H · FY ?
`m sin θ dθdϕ.

(4.4.12)

Finally, the substitute spectral evolution equation of the poloidal flow potential (where
pressure has been eliminated) is given by
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∂r4
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2
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+
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)
∂2
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` (`+ 1)
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]2 [
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− 6
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∂
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` (`+ 1)

r2
T`m

=

∫ 2π

ϕ=0

∫ π

θ=0

er · (∇×∇× F) Y ?
`m sin θ dθdϕ.

(4.4.13)

4.5 Radial representation

At this stage the angular discretisation has been fully specified, and we now turn to the de-
scription of the radial discretisation. In MagIC, a finite difference method and a Chebyshev
collocation method is supported.

4.5.1 Finite difference method

In case a finite difference method is used to represent the radial dependencies, the set
of spectral evolution equations that have to be solved consists of Eqs. (4.4.8-4.4.11) and
(4.4.13). The radial derivatives contained in these equations are thereby approximated with
finite differences. This method is based on the definition of the derivative of a function f
at a point x ∈ R, which is given by

∂f

∂x
= lim

h→0

f (x+ h)− f (x)

h
. (4.5.1)
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Hence, for sufficiently small h the finite difference (f (x+ h)− f (x)) /h can be used to
replace the derivative ∂f/∂x.

In MagIC, a centered finite difference scheme is employed on an irregular grid. To this
end, the radial domain ri < r < ro is discretised into N + 1 grid points with a variable
sampling step hi such that ri = ri−1 + hi. This is schematically illustrated in Fig. (4.2).
The sampling step hi is decreased towards the inner and outer boundaries to be able to
resolve potential strong gradients due to boundary layers.

Figure 4.2: Sketch of the discretisation of a 1-D domain with a variable discretisation step.

To derive the expressions for the first and second radial derivatives of a function f , we
need to consider the Taylor expansions at the points ri−1 and ri+1:

fi+1 = fi + hi+1
∂f

∂r

∣∣∣∣
ri

+
h2
i+1

2

∂2f
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∣∣∣∣
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+
h4
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24

∂4f

∂r4

∣∣∣∣
ri

+O
(
h5
i+1

)
, (4.5.2)

fi−1 = fi − hi
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∂2f

∂r2
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∂4f
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+O
(
h5
i

)
, (4.5.3)

where we used the notation f (ri) = fi. Multiplying the first equation by h2
i and the second

by h2
i+1, and subsequently subtracting them, results in

h2
i fi+1 − h2

i+1fi−1 − h2
i fi + h2
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(
h2
ihi+1 + h2
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) ∂f
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(
h2
ih

3
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i+1h
3
i

) ∂3f

∂r3
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+ ...

(4.5.4)

Rearranging this expression then yields for the first derivative

∂f

∂r
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1
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[
hi
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(fi+1 − fi) +
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6
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+ ... (4.5.5)

Since the dominant error term is of order O (hihi+1), this can be written as

∂f

∂r
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ri

=
1

hi+1 + hi

[
hi
hi+1

(fi+1 − fi) +
hi+1

hi
(fi − fi−1)

]
+O (hihi+1) , (4.5.6)

It should be noted that in the limit h = hi = hi+1 this simplifies to the usual second-order
central difference scheme

∂f

∂r

∣∣∣∣
ri

=
fi+1 − fi−1

2h
+O

(
h2
)
. (4.5.7)
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To obtain the second derivative, we multiply Eq. (4.5.2) by hi and Eq. (4.5.3) by hi+1,
and subsequently sum the two expressions. This yields

hifi+1 + hi+1fi−1 − (hi+1 + hi) fi =
1

2

(
hih

2
i+1 + hi+1h

2
i

) ∂2f

∂r2

∣∣∣∣
ri

+

+
1

6

(
hih

3
i+1 − hi+1h

3
i

) ∂3f

∂r3

∣∣∣∣
ri

+

+
1

24

(
hih

4
i+1 + hi+1h

4
i

) ∂4f

∂r4

∣∣∣∣
ri

+ ...

(4.5.8)

Rearranging this equation then yields for the second derivative
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fi+1 − fi
hi+1
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hi

)
− 1

3
(hi+1 − hi)

∂3f

∂r3

∣∣∣∣
ri︸ ︷︷ ︸

?

− 1

12

h3
i+1 + h3

i

hi + hi+1

∂4f

∂r4
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(4.5.9)

The order of the truncation error in this expression is difficult to estimate, since the error
is dominated by the term denoted by an asterisk which is specific to irregular grids (see
e.g. Dormy, 1997). This term vanishes in the limit h = hi = hi+1, for which the above
equation reduces to the second derivative of the second-order central difference scheme

∂2f

∂r2

∣∣∣∣
ri

=
fi+1 − 2fi + 2fi−1

h2
+O

(
h2
)
. (4.5.10)

Therefore, to minimise the error, the difference (hi+1 − hi) has to be minimised, which
means that it is not possible to rapidly change the sampling step without significantly
decreasing the order of convergence of the scheme. One possible option that allows to
contain the truncation error is to consider a geometric progression such that hi+1 = qhi,
with a factor q close to 1. Hence, the sampling step can only change very gradually,
which means that the geometric progression has to be started well before the boundaries
to achieve a dense grid spacing in the boundary layers.

In MagIC, a radial grid that is comprised of several parts is adopted, with a geometric
progression towards the boundaries and a regular grid spacing in the bulk. The segmenta-
tion between the two can be tuned by input parameters (Dormy, 1997).

4.5.2 Chebyshev collocation method

Alternatively, a Chebyshev collocation method can be used for the radial representation.
The set of spectral evolution equations that has to be solved is then given by Eq. (4.4.7-
4.4.12). Chebyshev polynomials allow to expand the radial variations of the unknowns into
complete sets of functions. The Chebyshev polynomial of degree n ≥ 0 is defined by

Cn (x) = cos [n arccos (x)] , (4.5.11)
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Figure 4.3: Chebyshev polynomials up to degree n = 5.

where −1 ≤ x ≤ 1. Figure 4.3 illustrates the Chebyshev polynomials up to degree n = 5.
To evaluate the Chebyshev polynomials, it is advantageous to choose the Gauss-Lobatto

collocation points xk which are defined by

xk = cos

(
πk

N

)
, k = 0, 1, ..., N. (4.5.12)

At these points the Chebyshev polynomials are then given by

Cn (xk) = cos

(
nπk

N

)
. (4.5.13)

Due to the spherical shell geometry, it is useful to map the domain of the Chebyshev
polynomials (−1 ≤ x ≤ 1) onto the radius range (ri ≤ r ≤ ro). In MagIC, this is done by
employing an affine mapping defined by

r (x) =
1

2
[ro (1 + x) + ri (1− x)] . (4.5.14)

Using the Chebyshev representation, the poloidal magnetic field potential G`m (r, t) can
then be expanded in radius as follows

G`m (r, t) '
N∑
n=0

G`mn (t)Cn (x) , (4.5.15)
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where N denotes the degree of truncation. The coefficients G`mn (t) in the above expression
are defined by

G`mn (t) =
2− δn0 − δnN

π

∫ 1

−1

G`m (r (x) , t)Cn (x)√
1− x2

dx. (4.5.16)

Numerically, this integral can be handled by using the Gaussian quadrature rule∫ 1

−1

f (x)w (x) dx '
N∑
n=0

wnf (xn) . (4.5.17)

For the collocation points xk = cos (πk/N), the weights wn are given by (Abramowitz and
Stegun, 1970)

wn =


π

N
n = 1, 2, ..., N − 1

π

2N
n = 0, N.

(4.5.18)

Equation (4.5.16) can thus be approximated by

G`mn (t) ' 1

2N

[
G`m (r0, t) +G`m (rN , t) + 2

N−1∑
n=1

G`m (rn, t) cos

(
nkπ

N

)]
. (4.5.19)

This expression represents a fast discrete cosine transform (DCT) (Press et al., 1992,
Chapter 12). Being able to use fast DCTs to change from physical space to Chebyshev
representations and vice versa is one major benefit of the Gauss-Lobatto nodal points. An
additional advantage is the increased density of the radial grid points towards the inner
and outer boundaries, which improves the resolution of potential boundary layers.

However, the dense spacing of the radial grid points near the boundaries can also cause
severe time step limitations in models with a sizeable Lorentz force due to the propagation
of Alfvén waves (Christensen et al., 1999). In MagIC, this restriction can be mitigated by
adopting a mapping of the Gauss-Lobatto collocation points as suggested by Kosloff and
Tal-Ezer (1993), which is defined by

yk =
arcsin (αmap xk)

arcsin (αmap)
, (4.5.20)

where αmap denotes the mapping coefficient. By replacing xk in relation (4.5.14) by yk a
more uniform spacing of the radial grid points, and hence larger time steps, can be achieved
(Boyd, 2001, § 16.9). To ensure spectral convergence, the mapping coefficient αmap has to
fulfill the following condition (Gastine et al., 2020):

αmap ≤
[
cosh

(
| ln ε |
Nr − 1

)]−1

, (4.5.21)
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where ε is the machine precision.
Finally, by combining the Chebyshev representation in radius (Eq. 4.5.15) with the

spherical harmonic expansion in the angular directions (Eq. 4.3.4) the full spectral repre-
sentation of the poloidal magnetic potential reads

G (rk, θ, ϕ, t) '
`max∑
`=0

∑̀
m=0

N∑
n=0

G`mn (t)Cn (rk)Y
m
` (θ, ϕ) . (4.5.22)

The same expansion is applied to the toroidal magnetic potential H`m, the velocity po-
tentials W`m and Z`m, the temperature perturbation T`m and the non-hydrostatic pressure
p`m. The set of equations (4.4.7-4.4.12) then modifies to

` (`+ 1)

r2

[(
d

dt
+
` (`+ 1)

r2

)
Cn − C ′′n

]
W`mn + C ′np`mn −

Ra

Pr

r

ro
CnT`mn =

=

∫ 2π

ϕ=0

∫ π

θ=0

er · FY ?
`m sin θ dθdϕ,

(4.5.23)

` (`+ 1)

r2

[(
d

dt
+
` (`+ 1)

r2

)
Cn − C ′′n

]
Z`mn =

∫ 2π

ϕ=0

∫ π

θ=0

er · (∇× F) Y ?
`m sin θ dθdϕ,

(4.5.24)

` (`+ 1)

r2

[(
d

dt
+

1

Pm

` (`+ 1)

r2

)
Cn +

1

Pm
C ′′n

]
G`mn =

∫ 2π

ϕ=0

∫ π

θ=0

er ·DY ?
`m sin θ dθdϕ,

(4.5.25)

` (`+ 1)

r2

[(
d

dt
+

1

Pm

` (`+ 1)

r2

)
Cn +

1

Pm
C ′′n

]
H`mn =

∫ 2π

ϕ=0

∫ π

θ=0

er · (∇×D) Y ?
`m sin θ dθdϕ

(4.5.26)

and

−` (`+ 1)

r2

[
` (`+ 1)

r2

2

r
Cn +

(
d

dt
− ` (`+ 1)

r2

)
C ′n + C ′′′n

]
W`mn

−` (`+ 1)

r2
Cnp`mn =

∫ 2π

ϕ=0

∫ π

θ=0

∇H · FY ?
`m sin θ dθdϕ.

(4.5.27)

In the above equations Einstein’s summation convention is used for the sum over the
Chebyshev polynomials. The operators C ′n, C ′′n and C ′′′n denote the first, second and third
radial derivatives of the Chebyshev polynomials, respectively. They can be easily obtained
using recurrence relations (Glatzmaier, 2013, § 9.4). It should be noted that Cn, C ′n, C ′′n
and C ′′′n are dense matrices.
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4.6 Boundary conditions

In our models, we consider impenetrable, no-slip boundaries. These conditions require that
radial and horizontal velocities vanish, i.e.

W`m (r, t) = 0, (4.6.1)

∂

∂r
W`m (r, t) = 0, (4.6.2)

Z`m (r, t) = 0, (4.6.3)

at r = ri and r = ro.
For the magnetic boundary conditions, we assume that both boundaries are electrically

insulating. Since the toroidal magnetic field cannot penetrate the insulating regions, it has
to vanish at the boundaries, i.e.

H`m (r, t) = 0 at r ∈ {ri, ro}. (4.6.4)

For the poloidal magnetic field matching conditions to a potential field have to be formu-
lated. These are given by

∂

∂r
G`m (r, t)− `+ 1

r
G`m (r, t) at r = ri, (4.6.5)

and

∂

∂r
G`m (r, t) +

`

r
G`m (r, t) at r = ro. (4.6.6)

Finally, convection in our models is driven by a fixed superadiabatic temperature dif-
ference between the two boundaries. Thus, we impose

T`m (r, t) = const. at r ∈ {ri, ro}, (4.6.7)

with T`m (ri, t) > T`m (ro, t).

4.7 Time integration

Equations (4.5.23-4.5.27) form a semi-discrete set of equations, where the full spatial dis-
cretisation has been specified. In this section, we will now turn to the time discretisation.
The spectral evolution equations represent ODEs in which the coefficients only depend on
time. For their time integration MagIC employs a mixed implicit/explicit (IMEX) algo-
rithm, since the simulated convection dynamics exhibit a large range of time scales (see
Section 1.3.4). In general form the equations can therefore be expressed as

dy

dt
= I (y, t) + E (y, t) , y (t0) = y0, (4.7.1)
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where I (y, t) indicates the terms that are treated implicitly, and E (y, t) the ones that
are advanced in time explicitly. The latter correspond to the contributions that were
summarised on the RHS of the evolution equations, i.e. the non-linear and Coriolis terms.
In theory, a fully implicit treatment should yield better numerical stability as well as the
possibility to use larger time step sizes. This would, however, lead to the coupling of
all spherical harmonic modes due to the non-linear terms. Similarly, the Coriolis term
couples the modes (`,m, n) with (`+ 1,m, n) and (`− 1,m, n) in addition to the coupling
of the poloidal and toroidal flow potentials (Marti et al., 2016). The numerical costs become
prohibitive when using a dense matrix formulation because of the required memory storage.
A purely, explicit treatment on the other hand has the disadvantage that the linear terms
impose much stricter temporal stability constraints compared to the non-linear ones (e.g.
Gastine, 2019), which would lead to extremely small time steps being required. Hence,
in MagIC a mixed implicit/explicit approach is used to mitigate the difficulties associated
with each method.

In MagIC, IMEX multistep (e.g. Ascher et al., 1995) and IMEX multistage (e.g. Ascher
et al., 1997) algorithms are supported. Here we will only outline some of the basics of
IMEX multistep methods, which use the information of several previous steps to generate
the next solution point. In its general form such a scheme is given by

yn+1 =
k∑
j=0

ajyn+1−j + δt

(
k∑
j=1

bEj En+1−j +
k∑
j=0

bIj In+1−j

)
, (4.7.2)

where k denotes the number of steps that are used and δt the time step size. We used
the notation En+1−j = E (yn+1−j, tn+1−j) and In+1−j = I (yn+1−j, tn+1−j). The vectors
a,bE and bI represent the weighting factors of the algorithm. The above equation can be
rearranged as follows:

(
I − bI0δtI

)
yn+1 =

k∑
j=1

ajyn+1−j + δt

k∑
j=1

(
bEj En+1−j + bIj In+1−j

)
, (4.7.3)

where I denotes the identity matrix. One widely used IMEX multi-step algorithm in
geodynamo simulations, which was introduced by Glatzmaier (1984), is a second-order
scheme in which the implicit terms are integrated in time using a Crank-Nicolson method
(Crank and Nicolson, 1947) and the explicit terms using a second-order Adams-Bashforth
scheme (hereafter CNAB2). For a constant time step δt, it is given by the weights a = (1, 0),
bE = (3/2,−1/2) and bI = (1/2, 1/2).

Using relation (4.7.1), time-stepping equations are formulated for all spectral coefficients
of spherical harmonic degree ` and order m for each radial grid point rk, with the exception
of pressure. As an example, the equation to advance the poloidal magnetic potential
G`mn (t) in time with a CNAB2 scheme is given by(
Akn −

1

2
δtIkn

)
G`mn (t+ δt) =

(
Akn +

1

2
δtIkn

)
G`mn (t) +

3

2
δtEk`m (t)− 1

2
δtEk`m (t− δt) .

(4.7.4)
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In case Chebyshev polynomials are chosen for the radial representation, the matrices Akn
and Ikn in the above expression are defined by

Akn =
` (`+ 1)

r2
k

Cnk (4.7.5)

and

Ikn =
` (`+ 1)

r2
k

1

Pm

(
C ′′nk −

` (`+ 1)

r2
k

Cnk

)
, (4.7.6)

where Cnk = Cn (rk). It should be noted that again Einstein’s summation convention
is used for the Chebyshev polynomials. Both Akn and Ikn are independent of time. Akn
must be updated though if the time step δt is modified. The explicit contribution in (4.7.4)
represents the non-linear induction term

Ek`m (t) =

∫ 2π

ϕ=0

∫ π

θ=0

er ·DY ?
`m sin θ dθdϕ. (4.7.7)

Numerical stability requirements limit the maximum allowable time step size. A guide-
line for the choice of δt is given by the Courant condition, which states that δt must be
smaller than the advection time between two grid points. This criterion alone, however,
would not be sufficient in models with a strong Lorentz force due to the propagation of
Alfvén waves near the boundaries. Therefore, a modified Courant condition is additionally
adopted in which the fluid velocity is replaced by the Alfvén velocity, which depends on
the magnetic field strength (Christensen et al., 1999).

4.8 Simulations computed for this work

In this work, we attempt to systematically study the force balance that governs the flow dy-
namics in numerical dynamo models. To this end, we computed a series of 110 simulations,
most of which cover a similar parameter space as previous large studies, as shown in Fig. 4.4.
At E = 10−6, we significantly increased the number of models though. The range of con-
trol parameters covered in this thesis extends over 10−6 ≤ E ≤ 10−4, 0.03 ≤ Pm ≤ 15,
1.5 × 106 ≤ Ra ≤ 2.66 × 1010 with Pr = 1. The majority of dynamo models published
to date use a simple set of boundary conditions, in which both boundaries are assumed
to be rigid (no-slip), electrically insulating and have a fixed temperature. Therefore, to
be able to directly compare our results with these studies, we have decided to adopt the
same boundary conditions in this work. Furthermore, to investigate how the presence of
a magnetic field changes our results, we performed 24 non-magnetic rotating convection
simulations in the same range of parameters as used for the dynamo models. The con-
trol parameters and relevant results of the dynamo and non-magnetic rotating convection
simulations are listed in the Tables B.1 and B.2, respectively.
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Figure 4.4: Parameter space covered by the simulations computed for this work in comparison
to previous studies that used the same set of boundary conditions. CA[2006] denotes Christensen
and Aubert (2006), Y[2016] Yadav et al. (2016), AGF[2017] Aubert et al. (2017), DOP[2018]
Dormy et al. (2018) and P[2018] Petitdemange (2018). The crosses indicate so-called failed
dynamos, i.e. simulations in which convection was not able to sustain a magnetic field. All shown
models operate with Pr = 1 and use the same set of boundary conditions.
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Chapter 5

Force balance in numerical
geodynamo simulations: a systematic
study

This chapter is a reproduction of the Geophysical Journal International (GJI) article
Schwaiger et al. (2019). In this paper, we systematically analysed the force balance in
numerical geodynamo models by explicitly computing the forces and assessing their length-
scale dependence. Thereby, we show that most dynamo models within the investigated
parameter space are governed by a QG-MAC balance and thus can be considered relevant
for studying the Earth’s core dynamics.

Abstract

Dynamo action in the Earth’s outer core is expected to be controlled by a balance between
pressure, Coriolis, buoyancy and Lorentz forces, with marginal contributions from inertia
and viscous forces. Current numerical simulations of the geodynamo, however, operate at
much larger inertia and viscosity because of computational limitations. This casts some
doubt on the physical relevance of these models.

Our work aims at finding dynamo models in a moderate computational regime which
reproduce the leading-order force balance of the Earth. By performing a systematic param-
eter space survey with Ekman numbers in the range 10−6 ≤ E ≤ 10−4, we study the varia-
tions of the force balance when changing the forcing (Rayleigh number, Ra) and the ratio
between viscous and magnetic diffusivities (magnetic Prandtl number, Pm). For dipole-
dominated dynamos, we observe that the force balance is structurally robust throughout
the investigated parameter space, exhibiting a quasi-geostrophic (QG) balance (balance
between Coriolis and pressure forces) at zeroth order, followed by a first-order MAC bal-
ance between the ageostrophic Coriolis, buoyancy and Lorentz forces. At second order this
balance is disturbed by contributions from inertia and viscous forces. Dynamos with a
different sequence of the forces, where inertia and/or viscosity replace the Lorentz force in
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the first-order force balance, can only be found close to the onset of dynamo action and
in the multipolar regime. To assess the agreement of the model force balance with that
expected in the Earth’s core, we introduce a parameter quantifying the distance between
the first- and second-order forces. Analysis of this parameter shows that the strongest-
field dynamos can be obtained close to the onset of convection (Ra close to critical) and
in situations of reduced magnetic diffusivity (high Pm). Decreasing the Ekman number
gradually expands this regime towards higher supercriticalities and lower values of Pm.

Our study illustrates that most classical numerical dynamos are controlled by a QG-
MAC balance, while cases where viscosity and inertia play a dominant role are the exception
rather than the norm.

5.1 Introduction

The Earth’s magnetic field is believed to be generated by dynamo action in the liquid outer
core. The flow dynamics driving this process are expected to be controlled by a balance
between pressure, Coriolis, buoyancy and Lorentz forces, with marginal contributions from
inertia and viscous forces (e.g., Roberts and King, 2013). However, the exact structure
of the leading-order force balance is still debated (e.g., Dormy, 2016; Aubert et al., 2017;
Aurnou and King, 2017).

Historically, theoretical considerations largely based on asymptotic studies of magneto-
convection resulted in the distinction between weak- and strong-field regimes of dynamo
action (e.g., Hollerbach, 1996). In a system dominated by rapid rotation, as is the case
for the Earth’s core, fluid motions tend to be invariant in the direction of the rotation
axis, and fulfill the so-called Proudman-Taylor constraint. In the weak-field regime, this
rotational constraint is broken by the viscous force or inertia, while the Lorentz force is
substantially weaker, leading to small-scale convection. Increasing the vigour of convection
increases the magnetic field strength and as a result, the Lorentz force could eventually
break the rotational constraint, leading to larger convective scales. This induces a catas-
trophic runaway growth of the magnetic field until convection occurs on the scale of the
system size. At this point the magnetic field equilibrates at Elsasser number Λ ∼ O(1),
where Λ measures the relative amplitudes of the Lorentz and Coriolis forces:

Λ =
|FLorentz|
|FCoriolis|

=
|J×B|
|2ρΩ× u|

∼ JB

ρΩU
, (5.1.1)

with J representing the current density, B the magnetic field strength, ρ the fluid density,
Ω the rotation rate and U the flow velocity. The resulting regime is referred to as strong-
field regime due to the Lorentz force now being much stronger than the viscous forces and
inertia. Since a magnetic field with Λ ∼ O(1) facilitates convection (Malkus, 1959), it has
been suggested that the core flow dynamics are in a magnetostrophic (MS) state, where
pressure, Coriolis and Lorentz forces balance each other at zeroth order (Wu and Roberts,
2013). To assess based on geomagnetic observations whether the geodynamo operates in
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a magnetostrophic regime, the Elsasser number has traditionally been estimated using the
following definition:

Λt =
B2

ρµλΩ
, (5.1.2)

where µ represents the magnetic permeability and λ the magnetic diffusivity. Inserting
characteristic values of the Earth (e.g., Christensen and Aubert, 2006) yields Λt ∼ O(1),
which has often been used to argue for Lorentz and Coriolis forces being of the same order
of magnitude in the outer core. The definition of Λt, however, does not include length and
velocity scales and therefore may provide an inaccurate measure of the relative amplitudes
of the forces (Soderlund et al., 2012, 2015; Calkins, 2018). A more rigorous estimate of
this force ratio can be obtained using a dynamic Elsasser number, defined as (Soderlund
et al., 2012):

Λd =
B2

ρµΩUL
, (5.1.3)

where L represents the thickness of the outer core. Employing characteristic values to
this definition yields Λd ∼ O(10−2) for the Earth, indicating that the Lorentz force is two
orders of magnitude smaller than the Coriolis force. This suggests that core flow dynamics
could be controlled by a geostrophic balance between pressure and the Coriolis force at
leading order, which would result in quasi-geostrophic (QG) instead of magnetostrophic
convection dynamics (Soderlund et al., 2012; Calkins, 2018). This is in agreement with
recent studies of the core flow based on the inversion of geomagnetic secular variation data,
which suggest that on global scales QG flows appear to describe the observations best (e.g.,
Gillet et al., 2012). Theoretical grounding for how such large-scale quasi-geostrophy could
be possible has recently been provided by Aurnou and King (2017), who suggested based
on scaling analysis of the Elsasser number, that magnetostrophic flow dynamics may be
deferred to smaller scales, inaccessible to geomagnetic observations. Aurnou and King
(2017) therefore argue for a length scale dependent combination of zeroth-order quasi-
geostrophy and magnetostrophy.

In addition to observations and theoretical considerations, global numerical dynamo
simulations represent an important tool for our understanding of the dynamo mechanism.
Although computational resources have increased significantly since the first successful
dynamo simulations computed more than 20 years ago (Glatzmaier and Roberts, 1995),
current numerical models still operate at parameters far from the expected conditions
of the Earth’s core. Despite this limitation, numerical dynamos have proven to be very
successful in reproducing numerous features of the geomagnetic field (e.g., Christensen
et al., 2010). However, it remains uncertain whether these results are obtained for the
right physical reasons. As a consequence many studies have been performed, trying to
answer this question. Soderlund et al. (2012) found that convection in many dynamo
simulations does not occur on the system scale, but rather on a scale similar to that of
rotating convection. As a result, they argued for a subdominant role of the magnetic field
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in those numerical models, which was attributed to a sizeable contribution of viscosity (e.g.,
King and Buffett, 2013; Oruba and Dormy, 2014). Some authors even suggested that the
majority of dynamos found to date belong to the viscous weak-field regime (e.g., Dormy,
2016; Dormy et al., 2018). However, the discrepancy between dynamo solutions and non-
magnetic convection was shown to become more obvious when the viscosity in the models
is lowered (e.g., Sakuraba and Roberts, 2009; Yadav et al., 2016). By explicitly computing
the magnitude of all forces (e.g., Wicht and Christensen, 2010; Soderlund et al., 2012,
2015) and their level of cancellation (e.g., Yadav et al., 2016), numerical dynamos were
found to be quasi-geostrophic at zeroth order, with buoyancy and Lorentz forces balancing
the ageostrophic Coriolis force, i.e. the part of the Coriolis force which is not balanced
by pressure. More recently, Aubert et al. (2017) introduced a length scale dependent
approach for a more refined analysis of the force balance. High resolution dynamos (e.g.,
Yadav et al., 2016; Schaeffer et al., 2017; Sheyko et al., 2018) at advanced parameter regimes
support this QG-MAC (Quasi-Geostrophic Magneto-Archimedean-Coriolis) balance, which
suggests that it could go all the way to the core (Aubert et al., 2017).

While the majority of dynamo models to date therefore seem to support a QG-MAC
balance, some studies also report dynamos that could be controlled by a magnetostrophic
balance at zeroth order (e.g., Dormy, 2016; Dormy et al., 2018). Dormy (2016) and Dormy
et al. (2018) were further able to observe close to the onset of dynamo action a catastrophic
runaway growth of the magnetic field from viscously dominated weak-field dynamos to
strong-field dynamos in their models, similar to that predicted by asymptotic studies of
rotating magneto-convection. These conflicting interpretations illustrate that not only the
presumed force balance in the Earth’s core but also the force balance obtained in current
numerical models are still highly-debated topics.

By performing a systematic survey of the numerically accessible parameter space, we
attempt to enable a better understanding of force balances. To this end, we will make use
of the scale dependent force balance representations introduced in Aubert et al. (2017).
Additionally, we will introduce new tools to directly relate the physical scale at which the
dynamo is organised locally to the governing force balance. Throughout this work, we adopt
the following naming conventions. Some authors use the term ‘magnetostrophic’ (strictly)
to describe a zeroth-order MS balance (e.g., Roberts, 1978; Dormy, 2016; Dormy et al.,
2018). Other authors consider ‘magnetostrophic’ as the QG-MAC balance (e.g., Yadav
et al., 2016; Aubert et al., 2017). Here, ‘magnetostrophic’ will only refer to the zeroth-order
MS balance to avoid possible confusion between the two types of force balances. Likewise,
some authors refer to dynamos as being in the strong-field regime only in the presence of
an Λ ∼ O(1) magnetic field, i.e. dynamos controlled by a zeroth-order MS balance (e.g.,
Roberts, 1978; Dormy, 2016; Dormy et al., 2018). Many other authors consider strong field
simply as the magnetic energy being much larger than the kinetic energy (e.g., Schaeffer
et al., 2017; Aubert et al., 2017). This is the definition that we will retain here.

Section 5.2 presents the numerical models and methods. The results are presented in
Section 5.3, followed by a discussion in Section 5.4.
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5.2 Numerical model

We consider a spherical shell of thickness L = ro−ri and radius ratio ri/ro = 0.35, where ri
and ro are the inner and outer radii. The shell rotates with angular frequency Ω about the
axis ez. The inclosed fluid of density ρ and (kinematic) viscosity ν is electrically conducting
and incompressible. Convection is driven by a fixed superadiabatic temperature difference
∆T between the inner and the outer boundary. Gravity g increases linearly with radius.

We solve the geodynamo equations in non-dimensional form using the Boussinesq ap-
proximation to obtain the velocity field u, magnetic induction B and temperature pertur-
bation T . We adopt L as reference length scale, the viscous diffusion time L2/ν serves as
time unit, temperature is scaled by ∆T and magnetic induction by

√
ρµλΩ, where µ is

the magnetic permeability and λ the magnetic diffusivity of the fluid. This results in the
following set of equations:

∂u

∂t
+ u · ∇u +

2

E
ez × u =−∇p+

Ra

Pr

r

ro
T +

1

EPm
(∇×B)×B +∇2u, (5.2.1)

∂T

∂t
+ u · ∇T =

1

Pr
∇2T, (5.2.2)

∂B

∂t
= ∇× (u×B) +

1

Pm
∇2B, (5.2.3)

∇ · u = 0, (5.2.4)

∇ ·B = 0, (5.2.5)

where p is the pressure. The non-dimensional control parameters of the system are the
Ekman number

E =
ν

ΩL2
, (5.2.6)

the hydrodynamic Prandtl number

Pr =
ν

κ
, (5.2.7)

the magnetic Prandtl number

Pm =
ν

λ
, (5.2.8)

and the Rayleigh number

Ra =
αgoL

3∆T

νκ
, (5.2.9)

where κ is the thermal diffusivity, α the thermal expansion coefficient and go the gravity
at the outer boundary.
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Both boundaries are assumed to be electrically insulating with vanishing velocity field
(no-slip) and fixed temperature. All models are simulated with the open-source numerical
code MagIC (Wicht, 2002; Gastine et al., 2016, https://github.com/magic-sph/magic),
which uses Chebychev polynomials in the radial direction and a spherical harmonic de-
composition in the angular directions. MagIC relies on the library SHTns (Schaeffer, 2013,
https://bitbucket.org/nschaeff/shtns) for efficient calculation of the spherical har-
monic transforms. Diffusion terms are integrated implicitly in time using a Crank-Nicolson
scheme, while a second-order Adams-Bashforth scheme is employed for the explicit treat-
ment of the remaining terms. For the explicit time stepping, numerical stability requires
the maximum allowable time step to satisfy a Courant criterion, which is constrained by
the spacing of the radial grid points (Christensen et al., 1999). To alleviate the time step
restrictions due to the Alfvén waves propagating close to the boundaries, we adopt a map-
ping of the Gauss-Lobatto collocation grid points (Kosloff and Tal-Ezer, 1993). This leads
to an increase of the maximum allowable time step by up to a factor two and therefore
results in a significant reduction of the computational costs (e.g., Boyd, 2001, Section 16.9).

To systematically study the force balance that drives the convection in geodynamo
models, we perform a series of 95 numerical simulations spanning the parameter range
10−6 ≤ E ≤ 10−4, 0.07 ≤ Pm ≤ 15 and 1.5 × 106 ≤ Ra ≤ 2.66 × 1010 with Pr = 1. The
control parameters and relevant output parameters of the analysed models are given in
Table B.1. Fig. 5.1 shows the regime diagrams for the three different Ekman numbers con-
sidered here following Christensen and Aubert (2006). The shaded regions represent areas
of the parameter space where no self-sustained dynamos could be found. Depending on the
geometry of the generated magnetic field we distinguish between dipolar and multipolar
dynamos. The transition between these two regimes appears to shift towards higher super-
criticalities (Ra/Rac) as the Ekman number decreases, while the onset of dynamo action
seems to remain approximately at constant Ra/Rac. Decreasing the Ekman number also
extends the region of dynamo action (region of self-sustained dynamos) towards lower Pm
(Christensen et al., 1999; Christensen and Aubert, 2006). None of the investigated dynamo
models in the dipolar regime exhibited reversals of the magnetic field polarity. However, for
our models with strong magnetic turbulence we expect that reversals could occur, provided
the simulations would cover long enough timescales (e.g., Heimpel and Evans, 2013). For
the explored control parameters, verifying this would be extremely demanding in terms of
computational resources. Therefore, this is currently not feasible within the scope of a sys-
tematic parameter space survey. To reduce the duration of transients after the start of the
simulations, the dynamo models were initiated with an equilibrated solution with similar
input parameters whenever possible. Note that close to the transition of the dipolar to
the multipolar regime, bistable dynamos can be found (Petitdemange, 2018). This can be
attributed to the strength of the seed magnetic field. Similarly, some models close to the
onset of dynamo action do require a strong magnetic field at the outset for convection to be
able to sustain it. Such bistabilities that depend on the initial conditions have been studied
in detail by Petitdemange (2018) for the same physical setup. In our study, however, we
only consider the dipole-dominated dynamos in all of these cases. To obtain an extensive
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Table 5.1: Control parameters of four representative dynamo models with coloured symbols to
locate them in the regime diagrams (Fig. 5.1).

Model E Ra Ra/Rac Pm

A 10−6 2.66× 1010 148.5 0.456

B 10−4 2.2× 106 3.2 12

C 10−6 2× 109 11.2 0.25

D 10−5 4× 108 37.8 0.1

Figure 5.1: Regime diagrams for E = 10−4, E = 10−5 and E = 10−6. Shaded regions represent
areas of the parameter space where no self-sustained dynamos exist (computationally too expen-
sive to determine for E = 10−6). All dynamo models have been computed with Pr = 1. Circles
represent dipolar, diamonds multipolar and crosses failed dynamos. The dashed lines tentatively
delineate the transition between dipolar and multipolar dynamos. The control parameters of the
dynamo models highlighted by coloured symbols are given in Table 5.1.

picture of the evolution of the force balance when changing the control parameters, we
reproduced several recently published dynamo models (Yadav et al., 2016; Aubert et al.,
2017; Dormy et al., 2018), as well as models covering the parameter space that has been
classically explored (e.g., Kutzner and Christensen, 2002; Christensen and Aubert, 2006).

For our following analysis we will mainly focus on four cases which we consider to
be representative for the investigated parameter space. Table 5.1 summarises the control
parameters of these models, along with the coloured symbols used to locate them in the
regime diagrams presented in Fig. 5.1.
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5.3 Results

5.3.1 Force balance spectra

For our systematic study of the force balance, we follow the method introduced by Aubert
et al. (2017) and decompose each force into spherical harmonic contributions:

F 2
rms =

1

V

∫ ro−b

ri+b

`max∑
`=0

∑̀
m=0

F 2
`mr

2dr =
`max∑
`=0

F 2
` , (5.3.1)

where b represents the thickness of the viscous boundary layers. Viscous boundary layers
are excluded from the calculations since we are primarily interested in the force balance in
the bulk of the fluid. The resulting force balance spectra of the four cases given in Table 5.1
are illustrated in Fig. 5.2. Most force balance spectra of the dynamo models in the dipolar
regime are structurally very similar. The model A (see Fig. 5.2a), which is among the
“path”-dynamos analysed by Aubert et al. (2017), can be considered as a typical example.
At zeroth order, it is characterised by a quasi-geostrophic balance between pressure and
the Coriolis force. The ageostrophic part of the Coriolis force is then balanced by buoyancy
at small spherical harmonic degrees and by the Lorentz force at large `. This QG-MAC
balance has been identified in several recent studies (e.g., Yadav et al., 2016; Schaeffer
et al., 2017; Aubert et al., 2017). This balance is, however, quite significantly disturbed by
inertia and viscous forces since they are only one to two orders of magnitude smaller than
the leading-order forces.

Dormy (2016) recently suggested that dynamos governed by a magnetostrophic balance
at zeroth order can be attained even in a computationally moderate regime by adopting
a setup close to the onset of convection to minimise inertial effects and with large Pm to
maintain a strong influence of the Lorentz force. Our study confirms that in these dynamos
the Lorentz force is of approximately the same magnitude as the total Coriolis force. There-
fore, these models do indeed approach magnetostrophy when considering volume-integrated
forces. However, the length scale dependent analysis of model B (which corresponds to
one of the configurations considered by Dormy et al., 2018) using the force balance spec-
tra (see Fig. 5.2b) reveals the same basic structure as for the QG-MAC cases, i.e. like
for model A we observe a geostrophic balance at zeroth order, followed by a first-order
balance between the ageostrophic Coriolis, buoyancy and Lorentz forces. This indicates
that these models do not represent a force balance regime that is different from the one
of most dipole-dominated dynamos. Yet, due to the role of inertia getting minimised, the
separation between the Lorentz force and second-order forces increases compared to QG-
MAC cases at larger supercriticalities. Therefore, one may refer to such dynamo models
as strong-field cases.

The only occurrences of dipole-dominated dynamos that cannot be attributed to the
QG-MAC regime can be found in regions of the parameter space close to the onset of
dynamo action. Model C (see Fig. 5.2c) can be considered as an example for such dynamos
at low Pm, which are characterised by a significantly weaker Lorentz force compared to
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Figure 5.2: Force balance spectra for examples of different types of force balances excluding the
viscous boundary layers. The spherical harmonic contributions of the r.m.s. forces are normalised
with respect to the peak of the Coriolis force. The solid lines represent the time averages of the
forces. The corresponding shaded regions represent one standard deviation. a-b: Examples of
QG-MAC balances of dipole-dominated dynamos at E = 10−6 and E = 10−4. c: Example of
a special case with control parameters close to the onset of dynamo action at E = 10−6. d:
Example of QG-CIA balance of a multipolar dynamo at E = 10−5. The four coloured symbols
refer to the location of the dynamos in the parameter space (see Fig. 5.1). The vertical dashed
lines correspond to the cross-over length scales defined in section 5.3.1.2.
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typical QG-MAC cases. While the Lorentz force is still larger than inertia and viscous
forces at large scales, it becomes very weak towards smaller scales and as a result does not
balance the ageostrophic Coriolis force at any point.

By increasing the vigour of convection one eventually reaches the transition from the
dipolar to the multipolar regime (e.g., Kutzner and Christensen, 2002; Christensen and
Aubert, 2006). Model D (see Fig. 5.2d) is an example of a multipolar dynamo close to this
transition. Its force balance spectrum features a significantly weaker Lorentz force than the
QG-MAC cases. This decrease of the Lorentz force might be related to the increasing role
of inertia (Christensen and Aubert, 2006) or the breaking of the equatorial symmetry of the
flow (Garcia et al., 2017). For multipolar cases inertia becomes a first-order contribution
to the force balance, such that they are controlled by a first-order CIA (Coriolis-Inertia-
Archimedean) balance (Gillet and Jones, 2006). At zeroth order these dynamos exhibit a
quasi-geostrophic balance again. Therefore, analogously to QG-MAC, we refer to this type
of force balance as QG-CIA balance.

5.3.1.1 “Strong-fieldness”

To evaluate, based on the force balance spectra, which of the dynamos can be attributed
to the strong-field regime, we introduce the “strong-fieldness” δ. This parameter quantifies
the separation between the Lorentz force and the second-order forces (inertia and viscous
forces) and is defined as:

δ =

√√√√ ∑`max

`=1 F
2
Lorentz,`∑`max

`=1 max
(
F 2

inertia,`, F
2
viscous,`

) . (5.3.2)

Fig. 5.3a-b show extrapolated contour levels of δ for the investigated parameter space at
E = 10−4 and E = 10−5. For E = 10−6, the limited number of simulations does not allow
a meaningful linear interpolation required to draw the contour lines. As a consequence,
only the data points are displayed as a scatterplot in Fig. 5.3c. We observe that δ reaches
its maximum for dynamos at low Ra/Rac and high Pm for all three Ekman numbers. This
confirms the results by Dormy (2016) and Dormy et al. (2018) who suggested that strong-
field dynamos can be attained for this parameter range. The smallest values of δ are found
close to the onset of dynamo action and in the multipolar regime where the Lorentz force
falls below the level of inertia. Decreasing the Ekman number from E = 10−4 to E = 10−6

leads to an overall increase of δ. In parallel, the parameter region of dynamos with δ � 1,
which corresponds to QG-MAC dynamos, gradually extends towards lower values of Pm.

The influence of viscous forces on δ decreases strongly with decreasing Ekman number.
As a consequence, δ can be approximated by the ratio between the magnetic and kinetic
energies M:

M =
Emag

Ekin

=
B2

ρµU2
, (5.3.3)
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Figure 5.3: Regime diagrams for Ekman numbers E = 10−4, E = 10−5 and E = 10−6 with linear
interpolations of the “strong-fieldness” δ (Eq. 5.3.2, panels a-c) and the ratio of the magnetic
and kinetic energiesM (Eq. 5.3.3, panels e-f). The light grey dashed lines correspond to a value
of 1. The symbols are filled with the values computed from the simulation output. The meaning
of the symbols is the same as in Fig. 5.1. The symbols of the models given in Table 5.1 are
highlighted by coloured edges.
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which represents a proxy for the relative magnitudes of the Lorentz force and inertia.
The linear interpolations of M for the explored parameter space are shown in Fig. 5.3d-f.
Comparison of the integral diagnostic M to δ shows a broad agreement. The discrepancy
in the amplitude between the two parameters can be explained by the independence ofM
on length scales, while they are inherently included in the definiton of δ due to the explicit
calculation of the forces. Additionally, viscosity still represents a sizeable contribution at
large Ekman numbers.

5.3.1.2 Cross-over length scale

Following Aubert et al. (2017), we use the spectral representations of the forces to introduce
the cross-over length scales d⊥. These are defined as the length scales where two forces are
of equal amplitude. This implies that these forces are in balance under the constraint of
some remainder of the Coriolis force. Hence, this scale corresponds in fact to a three-terms
balance. To obtain the cross-over length scale which corresponds to the first-order force
balance, we therefore determine the spherical harmonic degree, `MA, where buoyancy and
the Lorentz force are of equal magnitude in the case of QG-MAC dynamos. Analogously, we
also identify the cross-overs between buoyancy and inertia, `IA, and buoyancy and viscous
forces, `VA, for QG-CIA and QG-VAC (Quasi-Geostrophic Viscous-Archimedean-Coriolis)
dynamos, respectively. Hence, we determine the three following spherical harmonic degrees:

`MA = argmin
`

(|FLorentz,` − Fbuoyancy,`|) , (5.3.4)

`IA = argmin
`

(|Finertia,` − Fbuoyancy,`|) , (5.3.5)

`VA = argmin
`

(|Fviscous,` − Fbuoyancy,`|) . (5.3.6)

For our example cases (see Table 5.1), the cross-overs are highlighted by vertical dashed
lines in Fig. 5.2. The associated length scales are defined as d⊥ = π/`⊥. Note that none
of the investigated models exhibits a first-order QG-VAC balance since we exclude viscous
boundary layers from the integration of the forces and the bulk viscosity is too small to
enter the first-order force balance. Several dynamos close to the onset of dynamo action
feature force balances where the Lorentz force, inertia and buoyancy are of the same order
of magnitude. Due to the lack of separation between the three forces, it does not make sense
to define a cross-over length scale based on one individual force in such cases. Dynamos
featuring a force balance with ill-posed cross-overs, e.g. model C (see Fig. 5.2c), also do
not allow the determination of a unique relevant cross-over length scale.

5.3.2 Convective pattern

To qualitatively analyse the effect of the governing force balance on the dominant length
scale of the convective flow, we turn to the equatorial planes of the radial velocity of the
dynamos, which are presented in Fig. 5.4.
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Figure 5.4: Radial velocity in the equatorial plane for the four simulations highlighted in Fig. 5.1.
The abrupt change of the convective length scale towards the outer boundary in the equatorial
plane of model C (panel c) is highlighted by a dashed circle at radius r ∼ 0.8 ro.
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In the equatorial planes of both QG-MAC dynamos (models A and B) one can observe
elongated structures of the scale of the system size despite the large difference in the input
parameters (see Fig. 5.4a-b). Since model A is far more supercrititcal than model B, it
also shows a greater range of length scales with small-scale features developing close to
the outer boundary (e.g., Sakuraba and Roberts, 2009). The equatorial plane of model
C (see Fig. 5.4c) features a rather abrupt change in the size of the convective cells as it
transitions from large elongated structures in the interior of the shell to very small scales
towards the outer boundary. Yadav et al. (2016) also observed such layers of small-scale
convection in their simulations at E = 10−6, which they attributed to a weak Lorentz force
in these regions. The equatorial plane of the multipolar dynamo (model D, see Fig. 5.4d)
shows mostly small convective scales, which resemble that of non-magnetic convection due
to inertia being much stronger compared to the Lorentz force (see Fig. 5.2d) (e.g., Gillet
and Jones, 2006; Gastine et al., 2016). A gradual decrease of the convective scale with
radius can also be observed in the equatorial plane of the multipolar dynamo.

The dominant length scales of these models can be characterised by the peaks of the
poloidal kinetic energy spectra:

`pol = argmax
`

(Epol) . (5.3.7)

Comparison of the cross-over length scales to the observed number of up- and downwellings,
as well as to `pol, shows a satisfactory agreement for the QG-MAC cases (models A and
B). This becomes, however, more challenging for models C and D due to the overall
smaller convective cells and the additional strong radial dependence of the length scales.
This suggests that analysing the radial dependence of the force balances will help to fully
understand how the cross-over length scales relate to the observed convective scales.

5.3.3 2D force spectra

Changes of the convective length scale in the radial direction, like in the equatorial plane
of case C (see Fig. 5.4c), suggest an underlying change in the dominant force balance with
radius. To quantify this effect, we introduce a measure of the local forces defined as:

F 2
` (r) =

∑̀
m=0

F 2
`m. (5.3.8)

The resulting 2D force spectra of the dynamo models discussed above are illustrated in Fig.
5.5. We exclude pressure and Coriolis forces from this representation since all investigated
models are, on global scales, quasi-geostrophic at zeroth order, and restrict our focus on
the contributions of first- and second-order forces.

The 2D spectra of the QG-MAC dynamos (models A and B, see Fig. 5.5a-b) show
a balance between the ageostrophic Coriolis force and buoyancy on large scales (small
spherical harmonic degrees) and by the Lorentz force on small scales (large `) for all
radii (excluding viscous boundary layers). In model A the Lorentz force is very strong
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Figure 5.5: 2D force balance spectra of the dynamo models highlighted in Fig. 5.1. The
geostrophic balance formed by pressure and Coriolis force is omitted since it is on a global
scale present in all of the investigated dynamo models. The 2D force spectra of each model are
normalised by the maximum of the forces excluding the viscous boundary layers. The vertical
dashed lines at r ∼ 0.8 ro in panel (c) correspond to the change of the convective length scale
that can be observed in the equatorial plane of model C (see Fig. 5.4c).
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throughout the entire volume. Yet, one can observe a maximum close to the inner boundary
from which it tends to decrease with increasing radius. Model B also displays a strong
Lorentz force throughout the entire shell, however, with a localised maximum towards the
outer boundary at intermediate length scales. Note that buoyancy only slightly depends
on radius in model A, while in model B it is significantly larger in the inner part of the
volume compared to the boundaries. This is expected as the lower vigour of convection
in models with Rayleigh numbers close to the onset of convection leads to a overall less
efficient heat transport, and therefore to the formation of thick thermal boundary layers.

In the 2D force spectra of model C (see Fig. 5.5c), the ageostrophic Coriolis force is
balanced by buoyancy and Lorentz force for radii r . 0.8 ro, therefore exhibiting a first-
order QG-MAC balance which explains the elongated flow structures in this portion of the
volume. However, the Lorentz force is overall considerably weaker on small length scales
compared to most QG-MAC dynamos. For larger radii, we observe a significant decrease of
the Lorentz force. Additionally, inertia and viscosity increase towards the outer boundary.
As a consequence, the ageostrophic Coriolis force is in the outer part of the shell almost
entirely balanced by buoyancy and to a smaller extent by inertia and viscous forces. Since
inertia and viscous forces are slightly larger than the Lorentz force in this region, the force
balance of the dynamo is close to a QG-CIA/QG-VAC regime which appears to be the
reason for the layer of small-scale convection that is visible in Fig. 5.4c. This change in the
governing force balance depending on the radius also explains why the cross-over length
scale in the fully integrated force balance spectrum is ill-posed for model C (see Fig. 5.2c).

In the multipolar dynamo (model D, see Fig. 5.5d), the ageostrophic Coriolis force is
largely balanced by buoyancy and inertia at all radii. The Lorentz force remains smaller
than inertia throughout the entire shell, and therefore does never contribute to the first-
order force balance. As a consequence, the dynamo is controlled by a QG-CIA balance
throughout the entire shell.

The 2D force spectra of all four models show that the viscosity is predominantly confined
to the inner and outer boundaries, which justifies our decision to exclude the viscous
boundary layers when calculating the integrated forces (see Eq. 5.3.1). While at E = 10−4

the viscous boundary layers still extend into the shell, they become very thin at lower
Ekman numbers like E = 10−6. At E = 10−4, both the bulk viscosity and inertia are
only about one order of magnitude smaller than the leading order forces. Hence, they
may still significantly influence the overall force balance. Decreasing the Ekman number
to E = 10−6 leads to the bulk viscosity and inertia being two to three orders of magnitude
lower than the first-order forces.

5.3.3.1 Cross-over length scales of 2D force spectra

The 2D force spectra further allow us to determine the cross-over length scales at each radial
level. To obtain an idea on how well these match the convective scale in the equatorial
plane, we compare them to `pol (r). Fig. 5.6 illustrates the 2D spectra of the poloidal
kinetic energy for the four example cases, along with the cross-over length scales linked to
the different types of force balances for each radial level. While it is generally possible to
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Figure 5.6: 2D-spectra of the poloidal kinetic energy of the dynamo models highlighted in Fig.
5.1. Each 2D-spectrum is normalised by its maximum value. The solid blue line connects the
peaks of the poloidal kinetic energy spectra (`pol) for each each radial level. The dashed lines are
the harmonic degrees of the crossings in the corresponding force balance spectra; yellow: `MA,
scale at which buoyancy and Lorentz force are equal; red: `IA, scale at which buoyancy and inertia
are equal; grey: `VA, scale at which buoyancy and viscous forces are equal. The vertical dashed
line at r ∼ 0.8 ro in panel (c) corresponds to the change of the convective length scale that can
be observed in the equatorial plane of model C (see Fig. 5.4c).
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Figure 5.7: Regime diagrams for Ekman numbers E = 10−4, E = 10−5 and E = 10−6 with
linear interpolations of χnorm (Eq. 5.3.10), with small values of χnorm corresponding to QG-MAC
dynamos and large values to non-QG-MAC dynamos. The symbols are filled with the values
computed from the simulation outputs. The meaning of the symbols is the same as in Fig. 5.1.
The symbols of the models given in Table 5.1 are highlighted by coloured edges.

determine the scales at which the buoyancy-inertia and buoyancy-viscous pairs are of equal
magnitude for nearly all radii, the crossing between buoyancy and Lorentz force becomes
ill-posed in the thermal boundary layers, where buoyancy is weak. This is especially the
case for the strong-field dynamos that are run at low supercritical Rayleigh numbers and
are therefore only weakly driven, which leads to the formation of thick thermal boundary
layers. In several multipolar dynamos and dynamos close to the onset of convection it is
also not possible to determine `MA in some parts of the volume, or in a few cases even the
entire shell, because of the Lorentz force being too weak relative to buoyancy.

Fig. 5.6a-b show that for both QG-MAC dynamos (models A and B) `MA is in good
agreement with `pol in the bulk of the volume. In addition, `IA and `VA do not match
`pol with the exception of the viscous boundary layers, where viscosity and therefore `VA

becomes relevant. The separation between the length scales corresponding to the different
force balances is larger in model A compared to model B since it operates at a lower
Ekman number.

For model C (see Fig. 5.6c), `MA is close to `pol for most of the interior of the volume.
Although close to the inner boundary it is not possible to determine a relevant crossing as
the spectral contributions of the Lorentz force and buoyancy overlap. This corresponds,
however, only to a small portion of the total volume. For the outer region `MA starts to
deviate from `pol at r & 0.9 ro. Beyond this radius, `IA and `VA corresponding to a CIA
and VAC balance, respectively, start to match the peaks of the poloidal energy better.
This confirms what we observe in the 2D force spectra (see Fig. 5.5c), which revealed a
QG-MAC balance in the interior of the shell and a QG-CIA/QG-VAC regime towards the
outer boundary. Hence, the agreement of the different cross-over length scales with `pol,
i.e. the convective length scales, indeed appears to reflect the force balance at the given
radius.

For the multipolar dynamo (model D, see Fig. 5.6d), `IA fits `pol best. This is expected
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since the first-order force balance corresponds to a CIA balance. Due to the weak Lorentz
force it is not possible to determine `MA for this dynamo.

These results suggest that by quantifying the agreement between the peak of the
poloidal kinetic energy spectra and the harmonic degrees of the different types of crossings,
we can obtain a measure for the type of force balance that controls the dynamo. Therefore,
we calculate the volumetric relative misfit between `pol and the crossings `⊥ (`MA, `IA and
`VA) using the following formula:

χi =

√
4π

V

∫
r

(
`pol (r)− `⊥ (r)

`pol (r)

)2

r2 dr, (5.3.9)

where i = [MAC,CIA,VAC]. We again exclude viscous boundary layers. Additionally, we
restrict the computation of the misfits of all three types of crossings to the part of the
volume where `MA is defined. Since the focus of our study is on finding dynamo models
with a force balance relevant to the Earth’s core conditions, a simple classification in QG-
MAC and non-QG-MAC dynamos is sufficient at first. Therefore, we normalise the misfit
that we obtain for the QG-MAC balance by the one for the next best fitting force balance
(either QG-CIA or QG-VAC), i.e.

χnorm =
χMAC

min (χCIA, χVAC)
. (5.3.10)

This allows us to quantify the discrepancy between the misfit of the cross-over length
scales corresponding to a QG-MAC balance and the other types of force balances and
therefore essentially whether the dynamo is controlled by a QG-MAC balance or not.
Linear interpolations of χnorm for the investigated parameter space are shown in Fig. 5.7.
Comparison of Fig. 5.7 to the same type of representation for δ and M (see Fig. 5.3)
shows that in the region of the parameter space at low Ra/Rac and high Pm, where one
can find the strong-field dynamos, we also observe the smallest values for χnorm, i.e. the
best agreement between `pol and `MA. One notable difference is that δ and M transition
generally quite smoothly throughout the parameter space from large to small values as
indicated by the equidistant spacing of the contour lines. For χnorm, however, the smaller
values found in the region of strong-field dynamos extend to lower values of Pm, before
decaying rather steeply near the onset of dynamo action and close to the transition from the
dipolar to the multipolar regime. Therefore, χnorm seems to allow for a better distinction
between the different force balance regimes. Decreasing the Ekman number gradually
extends the boundaries of the QG-MAC regime towards lower Pm and higher Ra/Rac.

5.4 Discussion

Dynamo action in the Earth’s outer core is expected to be controlled by a balance between
pressure, Coriolis, buoyancy and Lorentz forces, with marginal contributions from inertia
and viscous forces (e.g., Roberts and King, 2013). Current numerical simulations of the
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geodynamo, however, operate at much larger inertia and viscosity because of computational
limitations. This has lead to conflicting interpretations of the classical data set, casting
some doubt on the physical relevance of these models.

By performing a systematic survey of the numerically accessible parameter space, we
attempted to provide a better understanding of the force balances controlling the flow
dynamics in dynamo models. To this end, we resorted to the length scale based approach
introduced by Aubert et al. (2017) and decomposed the amplitudes of the forces into
spherical harmonic contributions. We extended this method by additionally looking at the
radial dependence of a local force balance measure to analyse possible transitions within the
fluid volume. Based on the agreement of the thereby obtained cross-over scales, i.e. scales
where three forces are in balance, and the convective scales, we introduced a measure that
allows to categorise the force balances into three end-member cases. In agreement with
recent studies (e.g., Yadav et al., 2016; Aubert et al., 2017; Schaeffer et al., 2017), we find
that the majority of the dipole-dominated dynamos are at leading order controlled by a
quasi-geostrophic balance between pressure and the Coriolis force. The ageostrophic part
of the Coriolis force is then balanced by buoyancy on large scales and the Lorentz force
on small scales. This QG-MAC balance seems to be very stable throughout the parameter
space, with the exception of boundary regimes. Beyond the transition from the dipolar to
the multipolar regime inertial effects become more significant so that inertia now balances
the ageostrophic Coriolis force at small scales, while the Lorentz force becomes secondary.
The resulting dynamos are therefore governed by a QG-CIA balance at leading order.
Close to the onset of dynamo action the Lorentz force also falls onto or below the level
of inertia and viscous forces. As a result the QG-MAC balance is lost in these regions
for at least parts of the fluid volume. Therefore, one may refer to these dynamos as QG-
Hybrid cases. These three different force balance regimes are summarised in a sketch in
Fig. 5.8. Decreasing the Ekman number extends the region of dynamos controlled by a
QG-MAC balance towards lower values of Pm, while the transition to the QG-CIA regime
(the multipolar regime) moves towards higher supercriticalities.

Analysis of the “strong-fieldness” and the ratio of magnetic and kinetic energies of
the dynamos confirms that the strongest-field dynamos can be found in the parts of the
parameter space with high Pm and low Ra/Rac as suggested by Dormy (2016). This
is mainly a result of the role of inertia being minimised at low supercriticalities. When
decreasing the Ekman number, this region of strong-field dynamos will therefore by con-
struction expand to larger supercriticalities due to the increase of rotational effects on the
fluid. These strong-field dynamos do indeed approach magnetostrophy when considering
volume-integrated forces. However, the introduction of a finer length scale dependent force
balance analysis revealed that these cases are actually controlled by a QG-MAC balance
comparable to most dynamo models published to date.

Most dynamo models feature a nearly radially independent force balance. However,
in several QG-MAC dynamos a gradual decrease of the convective scale can be observed
towards the outer boundary. This can be attributed to a smaller Lorentz force in this
region (e.g., Yadav et al., 2016). Yet, it does not involve a change of the leading-order
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Figure 5.8: Sketch of the three different force balance regimes attained in our study independent
of the Ekman number. The dashed line marks the transition between the dipolar and multipolar
regime.

force balance. However, by lowering Pm dynamos can be found for which the convective
length scale changes very abruptly from elongated structures in the interior of the shell
to small-scale convection in the outer part. The 2D analysis of the force balance spectra
showed that for these cases the force balance changed from a QG-MAC balance in the
interior to a mixed QG-CIA/QG-VAC balance towards the outer boundary. By further
decreasing Pm the QG-MAC balance is gradually lost in larger parts of the volume. This
stands in contrast to a common strategy in dynamo modelling, which is to decrease Pm
as much as possible to approach Earth’s core conditions (e.g., Sheyko et al., 2016). Our
results, however, show that following this approach may lead to a significant decrease of the
Lorentz force and therefore to the loss of the physically relevant force balance when getting
too close to the onset of dynamo action. Strategies such as employed by Dormy (2016) and
Aubert et al. (2017), which aim at preserving the governing force balance when decreasing
the Ekman number (by keeping a constant relation between the control parameters), are
immune to this.

Future work should focus on asserting the Ekman number dependence of the boundaries
of the different force balance regimes. It would also be of interest to perform a more in
depth analysis of length scales.
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Chapter 6

Relating force balances and flow
length scales in geodynamo
simulations

This chapter together with Chapter 3 is a reproduction of the Geophysical Journal Interna-
tional (GJI) article Schwaiger et al. (2020). In the published version, Chapter 3 is located
in between Sections 6.1 and 6.2. In this study, we show how to relate force balances to
convective flow length scales. Thereby, we confirm the dynamical influence of the Lorentz
force in dynamo models controlled by a geophysically-relevant force equilibrium. By ex-
trapolating scaling laws to the conditions of the Earth, we propose that the dominant scale
of convection in the outer core is about 200 km.

Abstract

In fluid dynamics, the scaling behaviour of flow length scales is commonly used to in-
fer the governing force balance of a system. The key to a successful approach is to
measure length scales that are simultaneously representative of the energy contained in
the solution (energetically relevant) and also indicative of the established force balance
(dynamically relevant). In the case of numerical simulations of rotating convection and
magneto-hydrodynamic dynamos in spherical shells, it has remained difficult to measure
length scales that are both energetically and dynamically relevant, a situation that has led
to conflicting interpretations, and sometimes misrepresentations of the underlying force
balance. By analysing an extensive set of magnetic and non-magnetic models, we focus on
two length scales that achieve both energetic and dynamical relevance. The first one is the
peak of the poloidal kinetic energy spectrum, which we successfully compare to crossover
points on spectral representations of the force balance. In most dynamo models, this result
confirms that the dominant length scale of the system is controlled by a previously proposed
quasi-geostrophic (QG-) MAC (Magneto-Archimedean-Coriolis) balance. In non-magnetic
convection models, the analysis generally favours a QG-CIA (Coriolis-Inertia-Archimedean)
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balance. Viscosity, which is typically a minor contributor to the force balance, does not
control the dominant length scale at high convective supercriticalities in the non-magnetic
case, and in the dynamo case, once the generated magnetic energy largely exceeds the ki-
netic energy. In dynamo models, we introduce a second energetically relevant length scale
associated with the loss of axial invariance in the flow. We again relate this length scale to
another crossover point in scale-dependent force balance diagrams, which marks the tran-
sition between large-scale geostrophy (the equilibrium of Coriolis and pressure forces) and
small-scale magnetostrophy, where the Lorentz force overtakes the Coriolis force. Scaling
analysis of these two energetically and dynamically relevant length scales suggests that the
Earth’s dynamo is controlled by a QG-MAC balance at a dominant scale of about 200 km,
while magnetostrophic effects are deferred to scales smaller than 50 km.

6.1 Introduction

Turbulent convective motions of liquid metal in the Earth’s outer core initiate dynamo
action that maintains the geomagnetic field. Based on the magneto-hydrodynamic theory of
convection-driven dynamos, it is known that the fluid flow in the Earth’s core is influenced
by six different forces, namely Coriolis, pressure, buoyancy, Lorentz, inertial and viscous
forces. Our main tool to study their relative importance and thus to know which dynamical
regime the Earth’s core is in, are dimensionless numbers, which can be computed from the
core’s physical properties (see Table 6.1). These can be interpreted as order of magnitude
estimates of the ratio between two forces. Since the Earth is a rapidly-rotating system, the
relative strengths of the individual forces with respect to the Coriolis force are considered.
In the following, we adopt the thickness of the outer core L as a characteristic flow length
scale. The dimensionless numbers therefore only provide an estimate of the global-scale
force balance. It can be expected that the force balance differs at smaller scales.

The ratio between viscous and Coriolis forces can be estimated with the help of the
Ekman number

E =
ν

ΩL2
∼ O

(
10−15

)
, (6.1.1)

while the relative amplitude of inertia compared to Coriolis forces is given by the Rossby
number

Ro =
U

ΩL
∼ O

(
10−6

)
. (6.1.2)

In the above two definitions, Ω denotes the Earth’s rotation rate, U a characteristic flow
velocity and ν the kinematic viscosity. The smallness of E and Ro allows us to conclude
that in the Earth’s core inertial and in particular viscous contributions are insignificant
compared to rotational effects at large scales. The strength of buoyancy relative to Coriolis
forces can be estimated by defining the following buoyancy number

Bu =
αT ′go

ΩU
∼ O

(
10−1

)
, (6.1.3)
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where α represents the thermal expansion coefficient, T ′ a superadiabatic temperature
perturbation and go the gravity at the core-mantle boundary. The ratio between Lorentz
and Coriolis forces in planetary dynamos is often assessed by evaluating the traditional
form of the Elsasser number, which is defined by

Λt =
B2

ρµλΩ
∼ O (10) , (6.1.4)

where B is the magnetic field strength, ρ the fluid density, µ the magnetic permeability
and λ the magnetic diffusivity. This definition suggests a dominant role of the Lorentz
force in governing the flow dynamics. However, it has been argued that the traditional
Elsasser number is an unreliable measure of the force ratio due to some of the underlying
assumptions possibly not being fully satisfied in turbulent dynamos (see e.g. Soderlund
et al., 2012, 2015; Dormy, 2016). A more exact estimate can be obtained using the so-
called dynamic Elsasser number (e.g. Christensen et al., 1999; Cardin et al., 2002; Soderlund
et al., 2012, 2015)

Λd =
B2

ρµΩUL
∼ O

(
10−2

)
. (6.1.5)

In contrast to Λt, the dynamic Elsasser number indicates that the Lorentz force is two
orders of magnitude smaller than the Coriolis force, suggesting that convection dynamics
are rotationally-dominated. The final force that has not been considered so far is the one
due to pressure. In the case of negligible inertia and viscosity, the pressure force compen-
sates the part of the Coriolis force that is not balanced by buoyancy and Lorentz forces.
The hierarchy of the forces indicated by dimensionless numbers is different depending on
which Elsasser number is used to estimate the Lorentz force. It is clear, however, that
in either case viscosity and inertia represent the least important contributions, since they
are far smaller than the other four forces. When considering the dynamic Elsasser num-
ber, buoyancy and Lorentz forces come about one or two orders of magnitude below the
prevailing force equilibrium between pressure and Coriolis forces. The leading-order force
balance in this case is therefore geostrophic (e.g. Busse, 1970). The traditional Elsasser
number, on the other hand, suggests a much stronger Lorentz force, so that the dominant
force balance would be between pressure, Coriolis and Lorentz forces, which is termed
magnetostrophic (MS) balance (e.g. Roberts, 1978). As already pointed out above, the
non-dimensional numbers only provide information about the force balance on the system
scale. The true force balance in the Earth’s core is likely more complicated due to the
length-scale dependence of the forces (e.g. Aurnou and King, 2017; Aubert et al., 2017).
Based on scaling analysis of Λd (Eq. 6.1.5), which is described in detail in Section 3.2, Au-
rnou and King (2017) for instance argued that only the large-scale flow is predominantly
geostrophic, while magnetostrophy occurs on smaller scales.

The nature of the leading-order force balance has a significant effect on the convective
pattern. A dominant geostrophic balance would result in convection being primarily organ-
ised into columnar eddies that are aligned with the rotation axis as a result of the so-called
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Table 6.1: Typical estimates of physical properties of the Earth’s outer core. References:
1 = Dziewonski and Anderson (1981), 2 = Pozzo et al. (2013), 3 = Gomi et al. (2013), 4 = Jones
(2015), 5 = Stacey (1993), 6 = Pozzo et al. (2012), 7 = Finlay and Amit (2011), 8 = Gillet et al.
(2010).

Symbol Definition Estimate Reference

Ω Rotation rate 7.29× 10−5 s−1

L Thickness of outer core 2.26× 106 m 1

ρ Mean core density 1.1× 104 kg m−3 1

go Gravity at core-mantle boundary 10.68 m s−2 1

µ Magnetic permeability 4π × 10−7 H m−1

ν Kinematic viscosity 10−6 m2 s−1 2

α Thermal expansion coefficient 10−5 K−1 3

T ′ Typical superadiabatic temperature perturbation 10−4 K 4

cp Specific heat capacity at constant pressure 850 J kg−1 K−1 5

k Thermal conductivity 100 W m−1 K−1 6

κ Thermal diffusivity 10−5 m2 s−1 κ = k/ρcp

λ Magnetic diffusivity 0.7 m2 s−1 6

U Typical flow velocity 4× 10−4 m s−1 7

B Typical magnetic field strength 4× 10−3 T 8
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Proudman-Taylor theorem. In the case of magnetostrophy, on the other hand, the Lorentz
force would be able to relax this rotational constraint, and thus break up the columnar-
ity of the flow, resulting in larger scale flow. Core flow inversions based on observations
of the secular variation of the Earth’s magnetic field show consistency with leading-order
geostrophy (e.g. Pais and Jault, 2008; Gillet et al., 2012; Aubert, 2020). However, solutions
to the core flow problem are non-unique, and the unknown contribution from unresolved
length scales in the magnetic field and secular variation limits the spatial resolution of the
inverted flows to spherical harmonic degrees well below ` = 14 (e.g. Hulot et al., 2015).
Therefore, smaller unresolvable scales could still be in a magnetostrophic state.

In addition to observations and theoretical considerations, numerical simulations are an
important tool for our understanding of the geodynamo mechanism. Computational con-
straints make it currently impossible to simulate the extreme range of spatial and temporal
scales present in the Earth’s core (e.g. Schaeffer et al., 2017). Nonetheless, dynamo models
can provide valuable insights into our planet’s core dynamics if they operate in a relevant
force balance regime, since this would allow a meaningful extrapolation of the numerical
results to realistic parameters. Two different approaches have been used to assess the dy-
namical regime such simulations operate in. First, the comparison of the scaling behaviour
of measured flow length scales to scaling laws, which allows one to infer the underlying
force balance. Second, the explicit calculation of the magnitude of the individual forces.

The analysis of the scaling behaviour of convective length scales in geodynamo simula-
tions has not resulted in an agreement with a scaling law based on a geophysically-relevant
force balance (see Chapter 3 for details about the scaling laws). Instead, it has been shown
that typical flow length scale measures roughly follow the viscous scaling (e.g. King and
Buffett, 2013; Oruba and Dormy, 2014). This has led to the suggestion that convection in
numerical dynamos is viscously-controlled and therefore not applicable to the Earth’s core.

Explicit calculations of the root-mean-square (r.m.s.) strength of the forces in the
dynamo models (e.g. Wicht and Christensen, 2010; Soderlund et al., 2012; Yadav et al.,
2016; Aubert et al., 2017; Aubert, 2019; Schwaiger et al., 2019) did not confirm a dominant
role of viscosity. Instead, these studies showed that the force equilibrium in geodynamo
simulations is typically composed of a zeroth-order balance between Coriolis and pressure
forces, followed by a balance between buoyancy, Lorentz and ageostrophic Coriolis forces.
This type of force balance has been referred to as quasi-geostrophic Magneto-Archimedean-
Coriolis (QG-MAC) balance (Aubert, 2019; Schwaiger et al., 2019). Inertia and viscosity
were found to be second-order contributions, although the difference between them and
the first-order forces proved to be rather small in models computed at moderate control
parameters, in particular if viscous boundary layers are not excluded (Soderlund et al.,
2012). Recent high-resolution simulations (e.g. Yadav et al., 2016; Aubert et al., 2017;
Schaeffer et al., 2017; Aubert, 2019) in advanced parameter regimes showed that the relative
importance of viscosity and inertia decreases in more realistic setups. The leading-order
structure of the force balance, however, remains essentially unchanged. While these studies
brought more insight to the discussion about the underlying physics in numerical dynamos,
it has still remained an outstanding task to successfully relate force balances to convective
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flow length scales.
The contradiction between the results obtained by applying theoretical scalings to a

flow length scale and the explicit force balance calculation is likely the result of two often
overlooked questions: (i) How do we estimate length scales that are sufficiently representa-
tive of the energy contained in the solution? (ii) Is the length scale measure representative
of the underlying force equilibria?

The recent introduction of a spectral analysis of the forces by Aubert et al. (2017)
has provided access to the length scale dependence of the force balance. This approach
revealed that the zeroth-order force balance in geophysically-relevant numerical models is
either geostrophic at all scales, or subdivided into large-scale geostrophy and small-scale
magnetostrophy. Similarly, in the first-order MAC equilibrium the ageostrophic Coriolis
force is predominantly balanced by buoyancy at large scales, and by the Lorentz force
towards smaller scales. The respective transitions between large- and small-scale balances
define triple points, at which three forces are of comparable magnitude. The associated
length scales are referred to as cross-over length scales, which are by construction charac-
teristic of the underlying physics. The goal of this paper is to relate them to energetically
relevant flow length scales, as well as to theoretical scaling laws. To this end, we will
analyse a series of dynamo models as well as non-magnetic rotating convection models for
comparison. The study presented here is a follow-up to Schwaiger et al. (2019), where
the force balance in the considered dynamo models was systematically analysed, and to
Aubert et al. (2017) and Aubert (2019), in which the force balance tools and the concept
of cross-over length scales were introduced.

We describe the numerical models and methods in Section 6.2. The results of our study
are presented and discussed in Sections 6.3 and 6.4. Our conclusions are summarised in
Section 6.5. Note that throughout the manuscript, when we use the terms ‘dominant’ or
‘leading-order’ force balance, we refer to the zeroth-order force equilibrium.

6.2 Methods

6.2.1 Numerical models

For the present study, we extend the set of numerical dynamo models analysed by Schwaiger
et al. (2019) with non-magnetic rotating convection models. In both sets of simulations,
we consider a spherical shell rotating about the axis ez with constant angular frequency Ω,
with a ratio between the inner and outer radii of ri/ro = 0.35. The shell is filled with an
incompressible fluid of density ρ and kinematic viscosity ν, which is electrically conducting
in the dynamo models and electrically insulating in the rotating convection models. An
imposed temperature difference ∆T = To − Ti between the two bounding spheres drives
convection of the fluid. In addition to being held at constant temperatures, both boundaries
are mechanically rigid and electrically insulating.

We solve the dimensionless magneto-hydrodynamic equations under the Boussinesq
approximation for the velocity field u, magnetic field B and temperature T . The shell
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depth L = ro − ri serves as the reference length scale and the viscous diffusion time L2/ν
is the time unit. The temperature is scaled by ∆T , and the magnetic field by

√
ρµλΩ,

where µ is the magnetic permeability and λ the magnetic diffusivity. The dimensionless
gravity profile is assumed to be linear and follows g(r) = r/ro. Hence, we end up with the
following system of equations:

∂u

∂t
+ u · ∇u +

2

E
ez × u =−∇p+

Ra

Pr

r

ro
T +

1

EPm
(∇×B)×B +∇2u, (6.2.1)

∂T

∂t
+ u · ∇T =

1

Pr
∇2T, (6.2.2)

∂B

∂t
= ∇× (u×B) +

1

Pm
∇2B, (6.2.3)

∇ · u = 0, (6.2.4)

∇ ·B = 0, (6.2.5)

where p corresponds to the dimensionless pressure. The control parameters governing this
set of equations are the Ekman number

E =
ν

ΩL2
, (6.2.6)

the hydrodynamic Prandtl number

Pr =
ν

κ
, (6.2.7)

the magnetic Prandtl number

Pm =
ν

λ
(6.2.8)

and the Rayleigh number

Ra =
αgoL

3∆T

νκ
, (6.2.9)

where κ is the thermal diffusivity, α the thermal expansion coefficient and go the gravity
at the outer boundary.

All simulations considered in this study were computed using the open-source code
MagIC (Wicht, 2002; Gastine et al., 2016, freely available at https://github.com/magic-sph/
magic). To numerically solve Eqs. (6.2.1-6.2.5) in the spherical coordinate system (r, θ, ϕ),
the solenoidal vector fields u and B are decomposed into poloidal and toroidal potentials

u = ∇×∇× (Wer) +∇× (Zer) , (6.2.10)

B = ∇×∇× (Ger) +∇× (Her) , (6.2.11)
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where er is the radial unit vector. The spatial discretisation of the unknown scalar fields
W , Z, G, H, T and p involves a spherical harmonic expansion up to degree and order `max

in the angular directions, and a Chebyshev decomposition with Nr collocation points in
the radial direction. MagIC employs the open-source libary SHTns (Schaeffer, 2013, freely
available at https://bitbucket.org/nschaeff/shtns) for efficient computation of the
spherical harmonic transforms. The equations are integrated in time using a semi-implicit
adaptive time stepping algorithm. The Coriolis force and the non-linear terms are treated
explicitly using a second-order Adams-Bashforth scheme, while the remaining terms are
advanced implicitly with a Crank-Nicolson scheme.

To investigate the link between force balances and observable flow length scales, we
analyse 95 dynamo models and 24 non-magnetic rotating convection models. The set of
dynamo models is nearly identical to the one studied by Schwaiger et al. (2019, Table
A1), with the only difference being that the run time of some of the simulations has been
increased to improve the statistics of the output parameters. The control parameters and
relevant results of the non-magnetic cases can be found in Table B.2.

6.2.2 Energetically relevant length scales

In numerical dynamo and rotating convection models, characteristic length scales of the
convective flow are typically obtained from the kinetic energy spectra. In our study, we
consider the time-averaged spectrum of the poloidal kinetic energy, which is defined by
(see Glatzmaier, 2013, p. 159)

Epol =
`max∑
`=0

Epol,`, (6.2.12)

where

Epol,` =

∫ ro

ri

`∑′

m=0

` (`+ 1)

[
` (`+ 1)

r2
|Wm

` |
2 +

∣∣∣∣∂Wm
`

∂r

∣∣∣∣2
]

dr. (6.2.13)

In the above expression Wm
` is the poloidal flow potential of degree ` and order m. The

prime on the summation indicates that the m = 0 contribution entering the sum is multi-
plied by one half. We choose the peak of the spectrum of Epol to characterise the convective
pattern of the flow in our simulations, i.e.

`pol = argmax
`

(Epol,`) . (6.2.14)

The degree `pol can be associated to a length scale Lpol through the definition of the
characteristic half-wavelength (see e.g. Backus et al., 1996, p. 101)

Lpol =
πrm√

`pol (`pol + 1)
≈ πrm

`pol

, (6.2.15)
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Figure 6.1: Examples of time-averaged force balance spectra for two strong-field QG-MAC
dynamos. The amplitudes of the spherical harmonic contributions of the forces are normalised
relative to the peak of the Coriolis force. The shaded regions correspond to one standard devi-
ation in time. (a) Force balance of a dynamo (M = Emag/Ekin ≈ 10) governed by a prevailing
geostrophic balance at all length scales, followed by a first-order MAC balance. (b) Force bal-
ance of a dynamo (M ≈ 200) with a subdivided zeroth-order force balance that is controlled by
a geostrophic balance at large scales (small `) that transitions into a magnetostrophic balance
towards smaller scales (large `).

where the mid-shell radius rm = (ri + ro)/2 is approximated by 1 when ri/ro = 0.35. As
we shall see in Fig. 6.2a, Lpol enables the recovery of results previously obtained with the
more commonly used energy-weighted length scale (Christensen and Aubert, 2006), while
being more representative of the dominant scale of convection and arguably less sensitive
to second-order force balances that would control the tail of the spectrum (e.g. Aubert
et al., 2017; Dormy et al., 2018).

6.2.3 Dynamically relevant length scales

To examine whether the energetically relevant flow length scales can be related to the
governing force balances, we define dynamically relevant length scales, i.e. length scales
that are representative of the underlying force equilibria. To this end, we rely on the
spectral representation of the force balance introduced by Aubert et al. (2017). This
requires an expression of each force vector f in terms of scalar potentials, i.e.

f = Rer + r∇S + r×∇T , (6.2.16)

where r = rer is the radius vector. R, S and T represent the radial, spheroidal and toroidal
scalar fields, respectively. The latter three quantities can then be expanded in spherical
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harmonics, such that

f =
`max∑
`=0

∑̀
m=−`

Rm
` Y

m
` er + Sm` r∇Y m

` + T m` r×∇Y m
` , (6.2.17)

where Y m
` are the spherical harmonic functions of degree ` and order m. The energy of

the force vector (excluding viscous boundary layers) can then be obtained by computing

F 2 =

∫
V

f 2 dV

= 2

∫ ro−b

ri+b

`max∑
`=0

`∑′

m=0

|Rm
` |

2 + ` (`+ 1)
(
|Sm` |

2 + |T m` |
2) r2 dr,

(6.2.18)

where b is the thickness of the viscous boundary layers. The prime on the summation again
indicates that the first term of the sum is multiplied by one half. The above expression
can be rewritten as

F 2 =
`max∑
`=0

F2
` , (6.2.19)

where

F2
` = 2

∫ ro−b

ri+b

`∑′

m=0

|Rm
` |

2 + ` (`+ 1)
(
|Sm` |

2 + |T m` |
2) r2 dr. (6.2.20)

The above formalism can be used not only to compute spectra of individual forces, but
also to measure the degree of cancellation between forces, such as between the pressure
gradient and the Coriolis force, which yields the ageostrophic Coriolis force.

Figure 6.1 illustrates the force spectra F` (time-averaged and normalised by the peak
of the spectrum of the Coriolis force) of two dynamos controlled by a QG-MAC balance.
This type of force equilibrium has been shown to be the governing force balance of most
dipole-dominated dynamos in a systematic parameter space survey by Schwaiger et al.
(2019). At zeroth order these dynamos are controlled by a balance between pressure and
Coriolis forces, the so-called geostrophic balance. However, depending on the strength of
the magnetic field, the geostrophic balance is either present at all length scales (see Fig.
6.1a) or restricted to large scales, that is small spherical harmonic degrees (see Fig. 6.1b).
In the latter case, the zeroth-order balance morphs into a balance between pressure and
Lorentz forces towards smaller scales, forming a magnetostrophic balance. The Lorentz
force contributes to this balance predominantly in the form of magnetic pressure. At the
following order, the cancellation between pressure and Coriolis forces, the ageostrophic
Coriolis force, is balanced by buoyancy at large scales (small `) and the Lorentz force at
small scales (large `). This first-order balance is typically referred to as MAC balance.
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Finally, inertia and viscous forces contribute at second order. To indicate the “strong-
fieldness” of the dynamo, i.e. the dynamical influence of the Lorentz force relative to
the second-order forces, we will use the ratio between the magnetic and kinetic energies
M = Emag/Ekin (e.g. Schwaiger et al., 2019). In the following, we will refer to cases with
M ≥ 10 as strong-field dynamos.

In dynamo models, there are up to four possible cross-overs of forces (see Fig. 6.1),
which can be linked to different types of force balances: MAC, CIA, VAC and MS (mag-
netostrophic). The types of crossings which can be observed in a given dynamo model
directly depends on the relative strength of the individual forces. The spherical harmonic
degrees `MA, `IA and `VA, corresponding to first- or higher-order MAC, CIA and VAC force
balances, represent the scales at which the Lorentz force, inertia and viscous forces are of
the same amplitude as buoyancy, respectively. Thus, we define

`MA = argmin
`

(|FLorentz,` −Fbuoyancy,`|) , (6.2.21)

`IA = argmin
`

(|Finertia,` −Fbuoyancy,`|) , (6.2.22)

`VA = argmin
`

(|Fviscous,` −Fbuoyancy,`|) . (6.2.23)

The magnetostrophic crossing `MS occuring at zeroth order, represents the scale at which
Lorentz and Coriolis forces are in balance. It is therefore given by

`MS = argmin
`

(|FCoriolis,` −FLorentz,`|) . (6.2.24)

The length scales associated to these crossings (the so-called cross-over length scales) are
again given by the characteristic half-wavelength associated to each degree (see Eq. 6.2.15)

L =
πrm
`
. (6.2.25)

6.3 Results

6.3.1 Convective length scales in dynamo simulations

In planetary dynamos, the flow length scale is expected to be controlled by the Lorentz
force. Therefore, we will examine in the following sections whether it is possible to relate
the QG-MAC length scale LMA/L = π/`MA and the magnetostrophic cross-over length
scale LMS/L = π/`MS to observable (energetically relevant) flow length scales. In addition,
we will also examine their scaling behaviour to assess the validity of the aforementioned
theoretical scalings in our numerical models.

6.3.1.1 QG-MAC length scale

One of the most frequently invoked results in favour of a QG-VAC balance in numerical
dynamos is the apparent compatibility of a spectrally weighted kinetic energy length scale
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Figure 6.2: (a) Lpol/L (Eq. 6.2.15) as a function of the Ekman number E. The black dashed
line corresponds to the viscous scaling L⊥/L ∼ E1/3. (b) Comparison of the spherical harmonic
degree at which buoyancy and Lorentz forces are of equal magnitude in the force balance spectra,
`MA, (see Fig. 6.1 for examples) to the peak of the poloidal kinetic energy spectrum `pol. The
spherical harmonic degrees can be converted to length scales using Eq.(6.2.25). The green vertical
dashed lines correspond to the respective azimuthal wavenumber of convection onset mc for
E ∈ {10−4, 10−5, 10−6} from left to right. The symbols in both panels are coloured with M .

Figure 6.3: (a) Comparison of the QG-MAC length scale LMA/L = π/`MA to the theoretical
scaling given by Eq. (3.1.17). (b) LMA/L as a function of Ro. The black dashed line corresponds
to the theoretical scaling L⊥/L ∼ Ro1/4. The prefactor 2.4 was obtained by considering only
dynamos with M = Emag/Ekin ≥ 10. The symbols in both panels are coloured with M .
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(Christensen and Aubert, 2006) with the viscous E1/3-scaling (e.g. King and Buffett, 2013;
Oruba and Dormy, 2014). Figure 6.2a shows the spectral peak length scale Lpol as a
function of the Ekman number. We observe that Lpol also appears to follow a similar
trend. This is however misleading, as the scatter of Lpol at each given Ekman number
is almost as large as the change in length scale predicted by the viscous scaling. This
indicates that in this case simply considering the Ekman number as a diagnostic, without
a more detailed analysis, has little to no predictive power for the underlying force balance.

The comparison of the dynamically relevant cross-over `MA and the peak of the poloidal
kinetic energy `pol shown in Fig. 6.2b offers a more meaningful approach to link the domi-
nant convective length scale to the governing physics. All models where `MA is well defined
are included independent of the type of the first-order force balance. To include informa-
tion about the force balance of the dynamos, the symbols of the models are coloured with
the ratio between the magnetic and kinetic energies M . We observe that `MA is in good
agreement with `pol for dynamos with sufficiently large M (M ≥ 10), which suggests that
the convective scale is indeed controlled by a first-order MAC balance in these models.
For dynamos with 1 < M < 10 this correlation becomes less obvious due to the QG-MAC
balance being increasingly perturbed by viscous and/or inertial effects. Finally, we observe
no correlation between `MA and `pol for dynamos with M ≤ 1, as expected since these
models are no longer controlled by a QG-MAC balance. The influence of second-order
forces on the convective scale in dynamos with M < 10 is further highlighted by the fact
that for each of the considered Ekman numbers, `pol seems to cluster around the respective
critical azimuthal wavenumber of convection onset (green vertical dashed lines in Figure
6.2b), which follow the viscous scaling (Eq. 3.1.5). The onset values have been computed
using the open-source generalised eigenvalue solver Singe (Vidal and Schaeffer, 2015, freely
available at https://bitbucket.org/nschaeff/singe).

Given that LMA seems to correspond to an observable flow length scale in QG-MAC
dynamos, we will now examine whether it is consistent with the theoretical predictions
based on the assumption of a first-order MAC balance as suggested by Davidson (2013)
(see Section 3.1.3). The comparison between LMA and the prediction of the integral length
scale L⊥ obtained from the equivalence between large- and small-scale vorticities (Eq.
3.1.17) is shown in Fig. 6.3a. The symbols corresponding to the individual models are
again coloured with M . We observe that for numerical dynamos with strong magnetic
control (M ≥ 10), i.e. QG-MAC dynamos, the predicted and measured length scales are
overall in good agreement. This suggests that the vorticity equivalence is reasonably well
satisfied for these cases. The cross-over length scale LMA thus appears to correspond to the
integral length scale L⊥ as defined by Davidson (2013). This is again much less the case
for dynamos with smaller M since those dynamos either feature a significant contribution
of inertial/viscous effects or are controlled by a different first-order force balance.

The second scaling of L⊥ (Eq. 3.1.20) by Davidson (2013) which further assumes the
rotational independence of the vorticities is shown in Fig. 6.3b, in which LMA/L is plotted
versus Ro. However, no correlation is found between LMA/L and the theoretical L⊥/L ∼
Ro1/4 scaling, even in the limit of M ≥ 10. Including the factor f

1/2
ohm in Eq. (3.1.20)
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does not improve the correlation between the two quantities, which is why it is omitted in
Fig. 6.3b. There are several possible explanations for this. One of them being that our
numerical models are not operating in a regime of Pm � 1, the physical limit in which
the scaling (3.1.20) was devised. Therefore, viscous dissipation is still significant (although
some of the very high Pm runs do have large fohm). Additionally, the assumption of B2/ρµ
being independent of the rotation rate, which is required for this scaling, is potentially not
well satisfied in the models (Schrinner, 2013). In Fig. 6.3b, we also observe that the
data points show a dependency on M , with larger length scales typically corresponding to
larger M . This hints at a feedback between the magnetic field and the velocity field, which
suggests that scaling the Lorentz force as B2/µL⊥ is likely too crude an approximation.
While there are a number of reasons that could lead to the scaling law not being applicable
to numerical dynamos, it should also be noted that in our models in which M ≥ 10, Ro
only covers slightly more than one order of magnitude, which might not be enough for a
fair assessment of its validity.

6.3.1.2 Magnetostrophic cross-over length scale

In many strong-field dynamos the zeroth-order geostrophic balance is only present at large
scales, while it turns into a balance between pressure and Lorentz forces towards smaller
scales (see Fig. 6.1b). This transition from geostrophy to magnetostrophy occurs at the
magnetostrophic cross-over length scale at which Lorentz and Coriolis forces are of equal
magnitude (Aurnou and King, 2017). The effect of this dichotomy of the zeroth-order force
balance is visualised in Fig. 6.4 for one parameter configuration considered by Dormy et al.
(2018). We observe that the flow is organised into large-scale columns (spanning the entire
shell) that are aligned with the rotation axis, indicating a dominant geostrophic balance
on large scales. On smaller scales the columns are broken up especially in regions with an
intense magnetic field.

Unlike the QG-MAC crossing `MA, the magnetostrophic cross-over `MS does not match
with `pol in any of our dynamos models. Therefore, it does not appear to control the
dominant scale of convection. It is, however, still possible to relate `MS to the fluid flow.
To this end, we decompose the cylindrical radial velocity, us, into its geostrophic (ugs) and
ageostrophic (uas) components. 3-D renderings of these three velocities are shown in Fig.
6.5. To construct ugs, we average us along the rotation axis, which yields a flow component
that completely satisfies the Proudman-Taylor theorem (Eq. 3.1.2). For the integration,
we consider the regions inside and outside the inner core tangent cylinder (TC) separately,
since the fluid volumes inside the TC have to be averaged independently in the northern
and southern hemispheres. Therefore, we compute for

· ri ≤ s ≤ ro (i.e. outside TC)

ūgs (s, ϕ) =
1

2ho

ho∫
−ho

us (s, ϕ, z) dz, (6.3.1)
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Figure 6.4: 3D-rendering of the columnar convection pattern and the magnetic field lines in
a strong-field dynamo at E = 10−5, Ra = 4 × 107 and Pm = 7. The columns aligned with
the rotation axis (represented by the arrow) correspond to isosurfaces of the cylindrical radial
velocity us ∈ {−60, 60}. The magnetic field lines are coloured according to the magnetic energy.
Additionally, their thickness increases with the magnetic energy. The force balance corresponding
to this case is shown in Fig. 6.1b.
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(a) (b) (c)

Figure 6.5: 3-D renderings of (a) the total cylindrical radial velocity us, (b) the geostrophic
component ugs of us, and (c) the ageostrophic component uas of us for the numerical dynamo at
E = 10−5, Ra = 4 × 107 and Pm = 7. In each panel, the arrow marks the rotation axis. The
force balance corresponding to this case is shown in Fig. 6.1b.

· 0 ≤ s < ri and z > 0 (i.e. inside TC, northern hemisphere)

ūgs (s, ϕ) =
1

ho − hi

ho∫
hi

us (s, ϕ, z) dz, (6.3.2)

· 0 ≤ s < ri and z < 0 (i.e. inside TC, southern hemisphere)

ūgs (s, ϕ) =
1

ho − hi

−hi∫
−ho

us (s, ϕ, z) dz, (6.3.3)

where hi =
√
r2

i − s2, ho =
√
r2

o − s2, and s is the cylindrical radius. Subsequently, we
expand the z-averaged flow ūgs (s, ϕ) along the rotation axis back into the initial spherical
geometry, which yields the perfectly axially-aligned flow component ugs (r, θ, ϕ) visible in
Fig. 6.5b. The ageostrophic flow component (see Fig. 6.5c) is then given by

uas = us − ugs. (6.3.4)

We construct time-averaged spectra of these three velocities as a function of the degree
` using spherical harmonic transforms. Figure 6.6a illustrates the resulting spectra for the
strong-field dynamo whose force balance is shown in Fig. 6.1b. We observe that the large
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Figure 6.6: (a) Example of spectra of the total cylindrical radial velocity us (solid blue line),
its geostrophic component ugs (dashed red line), and its ageostrophic component uas (dash-dotted
green line) for the numerical dynamo at E = 10−5, Ra = 4× 107 and Pm = 7. The force balance
corresponding to this case is illustrated in Fig. 6.1b. `us represents the crossing between the
spectra of ugs and uas . (b) Comparison of the magnetostrophic crossing `MS defined by the force
balance spectra (see Fig. 6.1b) to `us . (c) Comparison of LMS/L = π/`MS with the estimate
L′X/L provided by the theoretical scaling (6.3.5). The symbols are coloured with M .

scales are almost entirely dominated by the geostrophic flow component, while the small
scales are predominantly ageostrophic as expected from the corresponding force balance
spectrum. The spherical harmonic degree `us beyond which the flow is mostly ageostrophic
does appear to coincide with the magnetostrophic cross-over `MS. Repeating this analysis
for other cases for which `MS is well-defined, shows that `us and `MS generally seem to be
in good agreement as shown in Fig. 6.6b. This indicates that LMS/L = π/`MS does indeed
represent the length scale beyond which the zeroth-order geostrophy is broken up by the
Lorentz force. The large spatial resolutions required for our most extreme simulations
restricted this type of analysis to dynamo models with E ≥ 10−5.

For the comparison of the magnetostrophic cross-over length scales obtained from the
force balance spectra, LMS, to the ones predicted by the Elsasser number scaling suggested
by Aurnou and King (2017), LX (Eq. 3.2.10), we restrict ourselves to numerical dynamos
in which `MS is well-defined and M ≥ 10. This ensures that the leading-order force bal-
ance contains a magnetostrophic range and is not significantly disturbed by inertia and/or
viscous forces. LMS however does not show any correlation with LX , especially since in our
models LX varies over a much larger range of magnitudes than LMS. If we slightly modify
the scaling by Aurnou and King (2017) by assuming similar scales for the fluid flow and
the magnetic field, i.e. LU ∼ LB (e.g. Aubert et al., 2017), instead of different ones and
follow the same lines of reasoning as described in Section 3.2, we end up with the following
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Figure 6.7: (a) Example of a time-averaged force balance spectrum of a non-magnetic numerical
model with E = 10−6, Ra = 5.5 × 109 (Ra/Rac ≈ 30) and Pr = 1. The amplitudes of the
spherical harmonic contributions of the forces are normalised relative to the peak of the Coriolis
force. The shaded regions correspond to one standard deviation in time. `IA is defined as the
spherical harmonic degree at which buoyancy and inertia intersect. (b) Comparison of `IA to
the peak of the poloidal kinetic energy spectrum `pol, which serves as reference for the dominant
flow length scale in the rotating convection models. The green vertical dashed lines correspond
to the respective azimuthal wavenumber of convection onset mc for E ∈ {10−4, 10−5, 10−6, 10−7}
from left to right. (c) LIA/L = π/`IA as a function of Ro. The black dashed line corresponds to
the theoretical scaling L⊥/L ∼ Ro1/2. The symbols in panels (b) and (c) are coloured with the
supercriticality Ra/Rac.

definition for the magnetostrophic cross-over length scale:

L′X
L

=
Λt

Rm
. (6.3.5)

The comparison between L′X/L and LMS/L is shown in Fig. 6.6c. We observe that although
the estimate L′X/L does not offer a perfect prediction for LMS/L, it still gives a reasonable
order of magnitude estimate of the magnetostrophic cross-over length scales defined by the
force balance spectra.

6.3.2 Convective length scales in rotating convection simulations

In the previous sections, we have shown that the scales at which forces equilibrate in
dynamo models correspond to observable convective flow scales. In this section, we will
now focus on rotating convection models without the influence of a magnetic field, and
investigate whether comparable results can be obtained. Figure 6.7a illustrates the force
balance of the non-magnetic counterpart to the dynamo model shown in Fig. 6.1a. Similar
to the dynamo model, the zeroth-order force balance is geostrophic at all length scales in
the non-magnetic case. At the next order, the ageostrophic Coriolis force is now balanced
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by buoyancy at large scales and inertia towards smaller scales. `IA corresponds to the
harmonic degree where the latter two forces are of equal amplitude. Analogously to the
magnetic case, we refer to this type of combination of zeroth- and first-order force balance
as QG-CIA balance. Viscosity contributes at second order, about one order of magnitude
smaller than inertia for the given example. We would like to emphasise, that although
both the QG-MAC and the QG-CIA model are geostrophic at zeroth order, the separation
between zeroth- and first-order force balance is considerably larger for the latter, indicating
a larger degree of geostrophy of the convective flow in the non-magnetic case.

Like for the dynamo models, we again examine whether we can relate the crossing
`IA defined by the first-order force balance to the dominant convective flow length scale
represented by `pol in spectral space. The comparison of the two length scales, expressed by
the associated spherical harmonic degree, is shown in Fig. 6.7b. The symbols corresponding
to the individual models are coloured with the supercriticality Ra/Rac to visualise their
proximity to the convection onset. We observe that `IA matches reasonably well with `pol

above Ra/Rac & 25. In these cases, which are governed by a QG-CIA balance according to
the force balance spectra, inertia hence appears to control the flow length scale. For lower
supercriticalities, we again observe to a first approximation a clustering of `pol around the
critical azimuthal wavenumbers at convection onset for the respective Ekman numbers.
This suggests a viscous control of the convective flow in weakly supercritical models (e.g.
Gastine et al., 2016; Long et al., 2020).

Given that LIA/L = π/`IA can be associated with the dominant convective length scale
in models that are controlled by a QG-CIA balance, we now want to evaluate whether it
follows the predicted Rhines scaling given by relation (3.1.8). Figure 6.7c shows LIA/L as
a function of Ro. We observe that LIA/L starts to approach the L⊥/L ∼ Ro1/2 scaling
towards the lowest Ekman numbers and largest supercriticalities considered in this study
similarly to the results obtained by Gastine et al. (2016) and Guervilly et al. (2019).
However, the length scales for the different Ekman numbers do not collapse on a single
curve. This indicates that the analysed models have not fully reached the inertial regime,
although they appear to be trending towards it.

6.4 Discussion

Several recent studies helped to define the different force balance regimes attained in nu-
merical dynamos by explicitly computing the individual forces (Yadav et al., 2016; Aubert
et al., 2017; Aubert, 2019; Schwaiger et al., 2019). It, however, still remained an outstand-
ing task to successfully link the force balances to convective flow length scales. Our study
suggests that this can be achieved by using the cross-over length scales defined by the spec-
tral representation of force balances introduced by Aubert et al. (2017). We have found
that in dynamos controlled by a QG-MAC balance, the scale at which the Lorentz force
and buoyancy balance, LMA, appears to correspond to the dominant convective scale. This
demonstrates the dynamical influence of the Lorentz force in such models. In addition, we
have shown that LMA can be reasonably well estimated using the proportionality between
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large- and small-scale vorticities (Eq. 3.1.17) following the theoretical considerations sug-
gested by Davidson (2013). Assuming fohm = 1, Rm = 1000, Lohm = 20 km (Aubert,
2019) and L = 2260 km yields LMA ≈ 200 km (`MA = πL/LMA ≈ 40) for the Earth’s outer
core.

The L⊥ ∼ Ro1/4L scaling by Davidson (2013), which additionally assumes rotational
independence of the vorticities is not well satisfied by our numerical dynamos. This in-
dicates that this assumption might not be valid in at least the parameter regime covered
by our simulations (Schrinner, 2013). Possible reasons for this could be that most of the
analysed models operate at rather moderate magnetic Reynolds number, Rm, and fairly
large Pm compared to the Earth’s core, where Rm ∼ O (103) and Pm ∼ O (10−6). That
being said, the exploration of a larger range of Ro might lead to a reassessment of the
validity of the scaling law. This would however require far more computational resources.
Alternatively, the results could possibly be improved by decreasing Pr which would allow
a lower Pm to be reached at a given Ekman number.

The second cross-over length scale of the Lorentz force, that is the magnetostrophic
cross-over length scale LMS, can also be retrieved from the convective flow. Our results
indicate that it corresponds to the length scale at which the flow dynamics change from
predominantly geostrophic (at large scales) to predominantly ageostrophic towards smaller
scales. We have shown that a reasonable order of magnitude estimate of LMS can be
obtained from a modified version of the Elsasser number scaling suggested by Aurnou
and King (2017) by assuming similar scales for velocity and magnetic fields (Eq. 6.3.5).
Considering Λt = 10 and Rm = 1000 (Christensen et al., 2010) yields LMS ≈ 50 km
(`MS = πL/LMS ≈ 140) for the Earth’s core.

These results highlight the dynamical influence of the Lorentz force in QG-MAC dy-
namos, and offer supporting evidences that force balance crossings reflect convective flow
length scales. We would like to emphasise that our results indicate that it is not necessary
for the Lorentz force to reach leading order to be dynamically relevant. The dominant
scale of convection in QG-MAC dynamos appears to always be controlled by the scale
at which buoyancy and Lorentz forces equilibrate in the first-order balance. This is the
case independent of whether the zeroth-order balance is geostrophic at all length scales, or
subdivided into large-scale geostrophy and small-scale magnetostrophy.

We have obtained comparable results for non-magnetic rotating convection simulations.
In models that are controlled by a QG-CIA balance, which is the case at sufficiently high
supercriticalities (Ra/Rac & 25), the cross-over length scale defined by the first-order
force balance, LIA, again seems to be reflected in the dominant scale of convection. The
comparison of LIA to the Rhines scaling L⊥ ∼ Ro1/2L suggests that the inviscid regime
has not been attained for the Ekman numbers considered in this study. The models at
the highest supercriticalities and lowest Ekman numbers, however, appear to approach
it. The fact that the Rhines scaling is not fully met could be attributed to the viscous
dissipation in the boundary layers still being significant even at the lowest considered
Ekman numbers (Gastine et al., 2016). The recent study by Guervilly et al. (2019), in
which a quasi-geostrophic approximation of spherical convection is used to reduce the
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Table 6.2: Theoretical scaling laws and thereby estimated values for the convective flow length
scale in the Earth’s outer core. The predictions are obtained by assuming E = 10−15, Ro = 10−6,
Rm = 1000, Λt = 10, Lohm = 20 km and L = 2260 km.

Force balance Scaling law Predicted value

QG-VAC L⊥ ∼ E1/3L ∼ 20 m

QG-CIA L⊥ ∼ Ro1/2L ∼ 20 km

QG-MAC L⊥ ∼ Rm L2
ohm/L ∼ 200 km

QG-MAC L⊥ ∼ Ro1/4L ∼ 100 km

QG-MS L′X ∼ Λt/Rm ∼ 50 km

computational costs, suggests that Ekman numbers as low as E ∼ 10−9 might be required
to fully reach the inertial regime. Such extreme parameters are currently still out of reach
in 3-D simulations. Given that for the investigated Ekman numbers LIA does not fall onto a
single curve yet, we assume a prefactor of 10 for the Rhines scaling, which is slightly larger
than what our simulations indicate. Using LIA ∼ 10Ro1/2L consistent with the results by
Guervilly et al. (2019), yields LIA ≈ 20 km (`IA = πL/LIA ≈ 350) for the Earth’s outer
core in the absence of a magnetic field. For comparison, the viscous scale predicted from
Eq. (3.1.5) would be on the order of twenty meters if E = 10−15 is considered. A summary
of the theoretical scalings and the predicted flow length scales for the Earth’s outer core is
given in Table 6.2. Overall, the separation between the different scales is not large, with
the exception of the viscous scale, which is about a factor 103− 104 smaller than the other
scales.

6.5 Conclusions

Our main findings can be summarised by the following points:
(i) Length-scale-dependent analysis of the forces shows that in QG-MAC dynamos,

the scale at which buoyancy and Lorentz forces are of equal magnitude is reflected in the
dominant scale of convection. Similar results hold for non-magnetic rotating convection
simulations that are controlled by a QG-CIA balance. In these models, the scale at which
buoyancy and inertia equilibrate can be associated to the primary convective scale.

(ii) In most QG-MAC dynamos, the dominant force balance is divided into large-scale
geostrophy and small-scale magnetostrophy. The analysis of the axial invariance of the
flow reveals that the length scale which marks this transition can be retrieved from the
convective pattern. In agreement with the prevailing force balance, the flow is close to
invariant along the axis of rotation on large scales, while this is much less the case on
smaller scales.

(iii) Assuming that the Earth’s dynamo is controlled by a QG-MAC balance, analysing
the scaling behaviour of the two characteristic length scales found in geodynamo models
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suggests that the dominant flow length scale in the Earth’s core is about 200 km, while
magnetostrophic effects are deferred to scales smaller than 50 km.

Future contributions to the discussion on convective flow length scales in numerical
dynamo models could involve the analysis of the z-averaged flow due to the prevailing
(large-scale) geostrophy, as has been done for the 3-D models of non-magnetic rotating
convection in Guervilly et al. (2019). This would allow access to the integral flow length
scale L⊥ perpendicular to the rotation axis. A similar strategy could potentially also be
applied to the computation of the force balance, which might provide additional insights
on how to relate force balances to convective flow length scales.
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Chapter 7

Conclusions and perspectives

Convection of liquid metal in the Earth’s outer core is responsible for driving the geody-
namo and thus for maintaining the geomagnetic field. Physical arguments about the force
balance governing the flow dynamics are provided by core properties derived from seismo-
logical and geomagnetic observations, in combination with mineral-physical considerations
and experiments. These offer the possibility to estimate the order of magnitude of force ra-
tios. Due to the low viscosity of liquid iron under core conditions and the rapid rotation of
the Earth, inertial and viscous forces are expected to be negligible. However, the hierarchy
of the remaining forces, namely buoyancy, pressure, Coriolis and Lorentz forces, has been
the subject of a long-standing controversy. It has been suggested that the prevailing force
equilibrium could be either geostrophic (e.g. Busse, 1970) or magnetostrophic (e.g. Roberts,
1978). In the former case, the dominant force balance is only between Coriolis and pressure
forces, whereas in the latter case it additionally includes the Lorentz force. Alternatively,
a length-scale dependent combination of the two with geostrophy dominating the large
scales was suggested (Aurnou and King, 2017). If geostrophy is prevailing, the Lorentz
force enters the force balance at the next order, where it is compensated by buoyancy
and non-geostrophic Coriolis forces. To incorporate the ageostrophic dynamics required
to drive the geodynamo, we refer to this type of force equilibrium as quasi-geostrophic
Magneto-Archimedean-Coriolis (QG-MAC) balance (Davidson, 2013).

In addition to observations and theoretical considerations, numerical simulations are
an important tool for our understanding of the Earth’s dynamo mechanism. Since the
first geodynamo models were calculated 25 years ago by Glatzmaier and Roberts (1995),
steadily increasing computational resources have led to more and more realistic solutions
capable of reproducing numerous features of the geomagnetic field (e.g. Christensen et al.,
2010). Because of these similarities between models and observations, numerical dynamos
are increasingly used in data assimilation frameworks with the aim of drawing conclusions
about the state of the core. But despite such successes, it remains uncertain whether these
results are obtained for the right physical reasons, since current numerical simulations still
work with parameters that are far from the expected conditions of the Earth’s core. Studies
that attempted to determine the numerically-achieved physical regime led to contradictory
interpretations. Some argued for geophysically-relevant force balances, i.e. QG-MAC (e.g.

123



7. Conclusions and perspectives

Yadav et al., 2016; Aubert et al., 2017; Schaeffer et al., 2017) or magnetostrophic balances
(e.g. Dormy, 2016; Dormy et al., 2018), while others have suggested that the dynamics could
be viscously controlled (e.g. King and Buffett, 2013; Oruba and Dormy, 2014) and thus not
applicable to the Earth’s core. Since the different studies typically include different control
parameters for the simulations considered, the diverging results could be due either to
misinterpretations or to the fact that the respective models operate in different dynamical
regimes. Therefore, the first goal of this work was to systematically investigate the force
balance in the numerically accessible parameter space to see which different dynamical
regimes can be found and whether the transitions between them are sharp or not. The
second goal was to relate the computed force equilibria to measures of the convective flow
length scales, a task that has proven to be challenging in the past and has consequently
led to some confusion about the force balance in dynamo models in the first place.

7.1 Summary of the results

7.1.1 Force balance regimes

Our systematic study of the force balance revealed three different regimes. We found that
the majority of dipole-dominated dynamos are governed by a QG-MAC balance. The
use of the spectral representation of the forces introduced by Aubert et al. (2017), for
which two examples are shown in Fig. 7.1, allowed us to access their length-scale de-
pendence. This revealed that in QG-MAC dynamos the zeroth-order balance can either
be geostrophic on all length scales (see Fig. 7.1a) or split into large-scale geostrophy and
small-scale magnetostrophy (see Fig. 7.1b). The degree of magnetostrophy, i.e. up to which
maximum length scale the flow dynamics are in a magnetostrophic equilibrium, depends
on the relative strength of the Lorentz force and thus on the combination of supercrit-
icality and magnetic Prandtl number. At the order below the prevailing force balance,
the ageostrophic part of the Coriolis force is mainly compensated by buoyancy on large
scales and by the Lorentz force towards smaller scales. Inertia and viscous forces represent
second-order contributions. This QG-MAC balance seems to be structurally very robust
throughout the investigated parameter space, with the exception of “boundary regimes”.
Beyond the boundary between the dipolar and multipolar regimes, inertial effects gain im-
portance. As a result, inertia compensates the ageostrophic Coriolis force on small scales
instead of the Lorentz force, which becomes secondary in these cases. Such dynamos are
therefore governed by a quasi-geostrophic Coriolis-Inertia-Archimedean (QG-CIA) balance
(e.g. Cardin and Olson, 1994; Aubert et al., 2001; Guervilly et al., 2019). Close to the
onset of dynamo action, the magnitude of the Lorentz force also decreases to or below the
strength of inertial and viscous forces. As a result, the QG-MAC balance is lost in these
regions, at least for parts of the fluid volume. Thus, we termed such dynamos QG-Hybrid
cases. The three different force balance regimes are summarised in Fig. 7.2. Decreasing
the Ekman number extends the domain of dynamos controlled by a QG-MAC equilibrium
towards lower magnetic Prandtl numbers and higher supercriticalities.
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Figure 7.1: Examples of time-averaged force balance spectra for two QG-MAC dynamos. The
r.m.s. amplitudes of the spherical harmonic contributions of the forces are normalised relative to
the peak of the Coriolis force. The shaded regions correspond to one standard deviation in time.
(a) Force balance of a dynamo governed by a prevailing geostrophic balance on all length scales,
followed by a first-order MAC balance. (b) Force balance of a dynamo with a split zeroth-order
force balance that is controlled by a geostrophic balance on large scales (small `) that transitions
into a magnetostrophic balance towards smaller scales (large `).

Within the analysed parameter space, we were not able to find dynamos that exhibit
system-scale magnetostrophy. Dormy (2016) and Dormy et al. (2018) proposed that such
models could be found close to the onset of convection (Ra close to critical) and in condi-
tions of reduced magnetic diffusivity (high Pm). Our simulations at the same parameters
showed that dynamos in this region do indeed appear to approach the magnetostrophic
regime when volume-integrated forces are considered. However, the length-scale dependent
force balance analysis revealed that these cases are also controlled by a QG-MAC balance
similar to most numerical simulations published to date. In these models, only the flow
length scales about a factor three or four smaller than the integral flow length scale are in
a magnetostrophic equilibrium, which is a common feature of QG-MAC dynamos towards
larger Pm and/or high Ra/Rac. It is worth noting, though, that these cases correspond
to the strongest-field dynamos observed in our study. The greater strength of the Lorentz
force relative to the second-order forces in these models in comparison to QG-MAC dy-
namos at different parameters is mainly due to the fact that inertial effects are minimized
at low supercriticality levels. When lowering the Ekman number, this region of strong-field
dynamos will thus by construction expand towards larger supercriticalities owing to the
increase of rotational effects on the fluid.

In geodynamo modeling it is a common strategy to decrease Pm as much as possible
to approach the conditions expected in the Earth’s core. We found, however, that lowering
Pm to a value too close to the onset of dynamo action can lead to the loss of the QG-MAC
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Figure 7.2: Sketch of the three different force balance regimes attained in our study independent
of the Ekman number. The dashed line marks the transition between the dipolar and multipolar
regime. The solid black line denotes the onset of dynamo action.

balance in large parts of the (or even in the entire) volume which may result in viscosity
and inertia being dynamically more important overall than the Lorentz force, and thus
to a force balance that is not geophysically relevant. For example, oscillatory low-Pm
dynamos, as described by Sheyko et al. (2016), are found just beyond the transition from
the QG-Hybrid to the QG-CIA regime. Therefore, care must be taken when choosing
the input parameters. Strategies such as those employed by Dormy (2016) and Aubert
et al. (2017) are immune to this, since they aim at preserving the governing force balance
when decreasing the Ekman number by keeping a constant relation between the control
parameters.

Overall, our systematic investigation of the dynamical regime in numerical geodynamo
models allows us to conclude that the majority of numerical dynamos are controlled by
a QG-MAC balance, and thus by a force equilibrium that could prevail in the Earth’s
core, while cases where viscosity and inertia play a dominant role are the exception rather
than the norm. These results are published in the Geophysical Journal International (GJI)
article Schwaiger et al. (2019).

7.1.2 Relating force balances to flow length scales

One of the main reasons that led to questions about the geophysical relevance of numerical
geodynamo simulations was the fact that the analysis of the scaling behavior of typical
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flow length scale measures indicated that the flow dynamics might be controlled viscously
(King and Buffett, 2013; Oruba and Dormy, 2014). By explicitly calculating the forces,
subsequent studies (e.g. Yadav et al., 2016; Aubert et al., 2017), including the results
presented here, have shown that this is typically not the case and that the force balance
in most models could indeed be relevant to the Earth’s core. Nevertheless, it is still
an outstanding task to successfully relate force balances to convective flow length scales.
Our study suggests that this can be achieved by using the length scales associated with
cross-over points in the spectral diagrams of the force balances. We showed that in most
numerical dynamos the peak of the poloidal kinetic energy, which we chose as a measure
for the dominant scale of convection, can be related to the scale at which buoyancy and
the Lorentz force are in equilibrium. Thus, the QG-MAC balance prevailing in these
models is indeed reflected in the convective pattern. In non-magnetic rotating convection
simulations, which generally favour a QG-CIA balance at high supercriticalities, we found
analogous results. In these cases the scale at which buoyancy and inertia are in balance
seems to control the dominant flow length scale. Our results therefore show that viscosity,
which generally only makes a small contribution to the force equilibrium, does not control
the dominant length scale of convection in the majority of models.

Furthermore, in dynamo simulations with a strong magnetic field, we were able to relate
a second crossing point in the scale-dependent force balance diagrams to the convective flow.
We found that the scale at which the Lorentz force balances the Coriolis force, the so-called
magnetostrophic cross-over length scale, corresponds to the scale beyond which the axial
invariance of the flow (which prevails on large scales) is lost. This result is not surprising
since this cross-over point marks the transition in the zeroth-order force balance between
large-scale geostrophy and small-scale magnetostrophy. The fact that we can correlate both
the dominant flow length scale and the scale beyond which the flow loses its columnarity
with different crossings of the Lorentz force in the spectral representations of the force
balance underlines the dynamical influence of the magnetic field in QG-MAC dynamos.
It is worth emphasising that our results indicate that it is not necessary for the Lorentz
force to reach leading order to be dynamically relevant. The dominant scale of convection
in QG-MAC dynamos always seems to be controlled by the scale at which buoyancy and
Lorentz forces balance in the first-order equilibrium. This is the case regardless of whether
the zeroth-order balance is geostrophic on all length scales or whether it is divided into
large-scale geostrophy and small-scale magnetostrophy.

Finally, we showed that the length scale associated with the crossing between buoyancy
and Lorentz forces in QG-MAC dynamos is compatible with predictions based on scaling
laws derived by assuming a QG-MAC balance. In addition, we found that the theoreti-
cal scaling for the magnetostrophic cross-over length scale provides a reasonable order of
magnitude estimate for the corresponding length scale obtained in our models.
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7.2 Some preliminary findings and open questions

This work offers the possibility for several future studies. One could be to analyse in
more detail the transition between the dipolar and multipolar regime and its effects on
the force equilibrium. So far, we have found that the change of the field geometry is
accompanied by a rather sharp transition of the prevailing force balance. The state of this
analysis presented in the previous chapters was based on only a small number of multipolar
cases at relatively low magnetic Prandtl numbers. These models are controlled by a QG-
CIA balance, with the Lorentz force being only a secondary contribution. Since then we
have computed a few additional multipolar cases at higher Pm at the Ekman number
E = 10−5. The corresponding updated regime diagram is illustrated in Fig. 7.3 along
with some examples of force balances in different parts of the parameter space. We find
that within the multipolar regime the Lorentz force becomes stronger with increasing Pm,
similar to what we observe in dipole-dominated dynamos, with the difference that inertia
remains a first-order contribution on the largest scales. An example of a force balance of
such a multipolar model is shown in Fig. 7.3d. We observe that the Lorentz force not only
enters the first-order equilibrium at large scales, where it is of comparable magnitude as
inertia, but that it even rises to zeroth order on the smallest scales. These are therefore in
a magnetostrophic state analogous to what we see in strong-field dynamos in the dipolar
regime. The occurrence of magnetostrophy at small scales is thus independent of the field
geometry. It should be noted, however, that the magnetostrophic cross-over length scale
in multipolar dynamos shifts somewhat towards smaller scales across the regime boundary.
All dynamos featuring a magnetostrophic range at small scales are highlighted by filled
symbols in Fig. 7.3a. In general, the transition between the dipolar and multipolar regimes
seems to be much less drastic in terms of the force balance towards higher values of Pm, the
main difference being a jump in the magnitude of inertia across the transition, while the
Lorentz force seems to be largely unaffected. In contrast, at lower Pm values in addition
to the increase of inertia, a significant drop in the Lorentz force is observed. Overall,
the dipole-dominated regime extends towards higher supercriticalities as Pm is increased,
which seems to be a result of the associated increase of the Lorentz force in such dynamo
models (Menu et al., 2020).

Using these results, it is possible to tentatively update the sketch of the observed force
balance regimes shown in Fig. 7.2. To this end, we will slightly modify the names of
the different regimes. As before QG stands for quasi-geostrophic, M for magneto, A for
Archimedean, C for Coriolis, I for inertia and V for viscous. To account for small-scale
magnetostrophy, we additionally add the acronym MS. What we previously referred to as
QG-Hybrid balance will now be called QG-VIMAC balance to specify that at the order be-
low the geostrophic balance, viscous, inertial and Lorentz forces contribute approximately
equally to balancing buoyancy and ageostrophic Coriolis forces, even though the former
three forces are rather small in this equilibrium. Furthermore, we can split the QG-MAC
regime into a region where the zeroth-order balance is geostrophic on all length scales (at
smaller Pm and lower supercriticality Ra/Rac), and a part where the zeroth-order bal-
ance is split into large-scale geostrophy and small-scale magnetostrophy (at larger Pm and
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Figure 7.3: (a) Regime diagram at E = 10−5 with circles and diamonds denoting dipole- and
multipole-dominated dynamos, respectively. The symbols are coloured according to their force
balance: QG-MAC (orange), QG-VIMAC (red), QG-CIA (blue), QG-MCIA (purple). Hatched
symbols denote models with a magnetostrophic (MS) balance towards small scales. (b-f) Exam-
ples of spectral force balance diagrams of models found in the different regimes in (a).
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Figure 7.4: Sketch of the different force balance regimes attained in our study independent of
the Ekman number. The red hatched area indicates the part of the parameter space where the
dominant force equilibrium is divided into large-scale geostrophy and small-scale magnetostrophy.
The dashed line marks the transition between the dipolar and multipolar regime. The solid black
line denotes the onset of dynamo action.

higher supercriticality Ra/Rac). We will therefore refer to the force balance in the latter
case as QG-MAC+MS. The transition between the QG-MAC and QG-MAC+MS regime
is very gradual, and as mentioned above, the QG-MAC balance controls the dominant flow
length scale in both cases. Thanks to the additional simulations, we are now able to divide
the dynamos in the multipolar regime into different groups as well. Our results indicate
that at low Pm values, they are controlled by a QG-CIA balance, which progressively
morphs into a QG-MCIA+MS balance as Pm is increased due to the associated rise of
the Lorentz force, which enters the large-scale first-order balance as well as the small-scale
zeroth-order equilibrium. The updated sketch containing all these different force balance
regimes is shown in Fig. 7.4.

To further investigate the behaviour of the dipole-multipole transition, additional sim-
ulations should be computed at different Ekman numbers. Since the multipolar dynamos
considered in our study are restricted to the regime boundary, it would also be interesting
to see how the equilibrium of forces changes towards higher supercriticalities. There are
also a number of open questions about how the positions of the different force balance
boundaries within the regime diagram vary as a function of the control parameters. It
would in particular be useful to determine the Ekman number dependence of the mini-
mum Pm values necessary to reach the QG-MAC or the QG-MAC+MS regimes, which
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would then allow us to extrapolate these boundaries to the conditions of the Earth’s core
and could potentially be used to better constrain the force balance governing the geody-
namo. In addition, it would also be insightful to explore how the regime diagram changes
when different values for the hydrodynamic Prandtl number are taken into account, since
Pr in the Earth’s core is expected to be in the range of 0.1− 100 (the larger value corre-
sponding to 100% chemical forcing), whereas our simulations were computed with Pr = 1.
At lower Pr values, for example, we expect an increase of inertial effects (e.g. Aubert
et al., 2001), which would probably shift the transition between the dipolar and multipo-
lar regimes to less supercritical Rayleigh numbers, thus reducing the extent of QG-MAC
dynamos along the Ra/Rac-axis. On the other hand, reducing Pr would allow us to reach
smaller magnetic Prandtl numbers at a given Ekman number.

7.3 Implications for the geodynamo

To conclude this thesis, we would like to discuss what the implications of our results are
regarding the force equilibrium that governs the flow dynamics in the Earth’s core. By
combining the fact that by far the majority of dipole-dominated geodynamo models anal-
ysed in our study are dominated by a QG-MAC balance and that simulations calculated
at more extreme parameters (Aubert et al., 2017; Schaeffer et al., 2017; Aubert, 2019) also
show the same kind of leading-order force balance, we suggest that the Earth’s core prob-
ably operates in the QG-MAC regime as well. Our results do not provide any evidence for
the alternative possibility of system-scale magnetostrophy, however, they do indicate that
magnetostrophic effects are most likely to be present towards smaller scales as suggested
by Aurnou and King (2017). To be more specific, the proposed dynamic regime of the
Earth’s core can therefore be called QG-MAC+MS. Using theoretical scaling laws to ex-
trapolate the associated flow length scales found in dynamo simulations to the conditions
of the Earth’s core hints that the dominant flow length scale of the geodynamo is about
200 km, while magnetostrophy occurs on scales below 50 km. These values hence suggest
that the separation between these two length scales is not very large. Scrutinising the ratio
of the integral flow length scale and the magnetostrophic cross-over length scale in our set
of numerical dynamos, as well as assessing which models produce an Earth-like magnetic
field by computing the quantitative criteria introduced by Christensen et al. (2010), could
help to better constrain the location of the geodynamo in Fig. 7.4.
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Appendix A

Derivation of terms for the evolution
equations of the scalar potentials

The viscous term (4.2.9) for the evolution equation of the poloidal flow potential W (in
the Bousssinesq approximation) can be derived as follows:
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We will see that it is convenient to express the Laplacian term as
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Inserting this into (A.0.1) results in
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The radial derivative ∂ur/∂r can be rewritten as
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Substituting this into (A.0.3) then leads to
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A. Derivation of terms for the evolution equations of the scalar
potentials

Inserting

ur = −∇2
HW. (A.0.6)

into relation (A.0.5) results in
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Decomposing the Laplacian into its radial and horizontal parts, i.e.
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finally yields
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For the viscous term (4.2.13) in the evolution equation of the toroidal flow potential Z,
it follows analogously
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The viscous term (4.2.28) for the evolution equation of the pressure can be derived as
follows:
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Using relation (A.0.9) results in the following expression
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A. Derivation of terms for the evolution equations of the scalar
potentials

In the double curl formulation, the viscous term (4.2.35) is derived from the following:
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By replacing u with ∇2u in relation (A.0.5) this can be rewritten as
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Decomposing the Laplacian into its radial and horizontal parts yields
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After inserting expression (A.0.9) one finally obtains
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Appendix B

Results of simulations

B.1 Dynamo models

Table B.1: Summary of the relevant parameters of the numerical models that were analysed
for this study. All dynamo models have been computed with Pr = 1 and ri/ro = 0.35. Nu is
the Nusselt number, Rm the magnetic Reynolds number, fohm the ohmic dissipation fraction and
fdip the relative dipole strength as defined in Christensen and Aubert (2006). `⊥ corresponds to
the spherical harmonic degree at which buoyancy and Lorentz forces are of equal magnitude. For
cases where this crossing is ill-posed, or the Lorentz force is of the same magnitude or weaker
than inertia and/or viscous forces no value is provided.

Ra Pm Nu Rm Λ M δ χnorm fohm fdip `pol `⊥ (Nr, `max)

E = 10−4

1 1.500× 106 12.000 1.40 209.6 8.50 23.9 20.02 0.07 0.60 0.82 5 5.93 (49, 96)

2 1.600× 106 12.000 1.42 205.2 11.02 32.5 22.07 0.09 0.66 0.84 5 5.57 (49, 96)

3 1.800× 106 12.000 1.48 203.5 19.24 57.5 28.92 0.03 0.73 0.82 5 4.73 (49, 96)

4 2.000× 106 12.000 1.60 238.5 25.10 54.3 30.08 0.05 0.73 0.77 5 4.46 (61, 106)

5 2.000× 106 15.000 1.64 312.1 35.16 55.6 29.32 0.04 0.71 0.72 4 3.46 (65, 128)

6 2.200× 106 12.000 1.71 267.9 29.87 51.0 29.20 0.03 0.72 0.76 5 4.51 (61, 106)

7 2.400× 106 5.000 1.63 153.3 3.67 8.1 13.76 0.12 0.52 0.86 6 8.35 (49, 96)

8 2.400× 106 12.000 1.83 299.8 34.08 46.4 26.44 0.06 0.71 0.74 4 4.51 (61, 106)

9 2.440× 106 2.000 1.37 66.3 0.03 0.2 0.41 1.03 0.04 0.97 5 — (41, 85)

10 2.750× 106 12.000 1.99 353.7 38.94 38.0 24.12 0.08 0.70 0.72 5 4.53 (61, 106)

11 2.790× 106 2.000 1.55 72.3 0.42 1.6 3.47 0.41 0.28 0.93 6 17.32 (41, 85)

12 3.200× 106 3.000 1.78 120.5 2.12 4.4 10.20 0.1 0.48 0.88 7 9.87 (41, 96)

13 3.200× 106 7.000 2.07 234.8 21.26 27.5 23.86 0.05 0.71 0.78 6 4.94 (61, 106)

Continued on next page
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B. Results of simulations

Ra Pm Nu Rm Λ M δ χnorm fohm fdip `pol `⊥ (Nr, `max)

14 3.200× 106 12.000 2.18 416.0 44.11 31.2 22.06 0.05 0.67 0.69 5 4.61 (61, 106)

15 3.500× 106 1.000 1.86 46.4 0.45 2.1 2.64 0.48 0.36 0.97 8 23.87 (41, 85)

16 3.750× 106 1.000 1.97 48.4 0.69 3.0 3.72 0.5 0.44 0.96 7 16.54 (41, 85)

17 4.830× 106 3.000 2.46 154.8 8.54 10.9 15.17 0.05 0.67 0.86 6 6.70 (41, 96)

18 4.830× 106 5.000 2.65 263.1 18.52 13.6 17.97 0.08 0.66 0.76 7 5.20 (61, 106)

19 4.830× 106 9.500 2.80 507.7 43.33 16.2 16.74 0.06 0.63 0.67 5 5.00 (49, 106)

20 4.880× 106 1.000 2.35 57.8 1.55 4.7 5.57 0.34 0.55 0.96 7 10.92 (41, 85)

21 6.500× 106 0.500 2.84 43.6 0.49 1.3 1.23 1.29 0.31 0.97 5 — (41, 85)

22 7.500× 106 0.500 3.25 50.4 0.60 1.2 1.22 1.01 0.31 0.96 6 — (41, 64)

23 7.500× 106 1.000 3.16 84.6 2.70 3.8 5.01 0.08 0.54 0.95 6 10.91 (41, 85)

24 7.500× 106 3.000 3.44 249.7 11.87 5.8 10.31 0.1 0.59 0.78 7 8.19 (49, 106)

25 7.500× 106 9.000 3.64 726.6 53.23 9.2 12.92 0.12 0.56 0.63 6 5.67 (49, 106)

26 7.500× 106 12.000 3.67 957.0 77.88 10.3 14.16 0.05 0.55 0.60 6 5.30 (65, 128)

27 7.500× 106 15.000 3.68 1195.4 99.66 10.6 13.38 0.08 0.53 0.58 7 5.08 (65, 133)

28 8.250× 106 7.000 3.83 622.6 39.97 7.3 11.94 0.09 0.56 0.64 6 6.32 (49, 106)

29 8.500× 106 0.500 3.64 57.9 0.64 1.0 1.08 1.01 0.29 0.95 7 — (41, 85)

30 1.125× 107 1.000 4.28 127.0 3.41 2.1 3.58 0.08 0.48 0.91 8 12.29 (41, 85)

31 1.125× 107 3.000 4.51 366.1 14.37 3.2 6.95 0.15 0.53 0.73 6 8.92 (49, 106)

32 1.125× 107 5.000 4.59 594.4 29.30 4.2 8.89 0.18 0.53 0.66 7 8.40 (49, 106)

33 1.125× 107 7.000 4.61 814.6 46.53 5.0 10.36 0.15 0.53 0.62 7 6.78 (61, 128)

34 1.500× 107 1.000 5.90 227.7 0.49 0.1 0.36 5.48 0.11 0.31 6 — (41, 85)

35 1.500× 107 2.000 5.41 324.0 9.27 1.8 4.12 0.16 0.47 0.77 12 11.23 (41, 85)

36 1.500× 107 3.000 5.46 473.0 16.21 2.2 5.45 0.15 0.48 0.71 9 10.38 (49, 106)

37 1.500× 107 5.000 5.46 757.2 33.83 3.0 6.87 0.19 0.48 0.64 6 8.82 (49, 106)

38 1.500× 107 7.000 5.47 1038.1 53.11 3.5 7.77 0.16 0.48 0.59 8 8.35 (61, 128)

39 1.500× 107 9.000 5.45 1309.4 74.79 4.0 8.80 0.14 0.47 0.57 7 8.28 (65, 133)

40 1.500× 107 15.000 5.38 2108.2 147.91 5.1 9.75 0.12 0.42 0.52 6 6.71 (65, 133)

41 1.750× 107 1.000 6.53 255.2 0.66 0.1 0.38 6.08 0.12 0.31 6 — (61, 106)

42 1.750× 107 2.000 6.09 381.5 8.83 1.2 3.28 0.11 0.43 0.75 14 13.01 (61, 106)

43 1.750× 107 4.560 5.98 785.2 32.62 2.4 6.14 0.19 0.47 0.65 11 8.91 (61, 106)

44 1.750× 107 8.000 5.96 1327.8 69.66 3.2 7.85 0.15 0.45 0.57 8 8.43 (61, 128)

45 2.100× 107 2.000 7.21 522.6 4.05 0.3 1.21 1.61 0.26 0.28 6 — (61, 128)

46 2.100× 107 7.000 6.61 1353.1 63.08 2.4 6.50 0.17 0.45 0.58 6 8.69 (81, 133)

E = 10−5
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Ra Pm Nu Rm Λ M δ χnorm fohm fdip `pol `⊥ (Nr, `max)

47 3.300× 107 5.000 1.83 271.5 3.74 27.4 36.83 0.03 0.75 0.27 8 7.70 (81, 133)

48 3.300× 107 7.000 1.87 346.2 7.15 42.5 37.42 0.05 0.78 0.75 9 6.79 (97, 133)

49 4.000× 107 2.000 1.33 104.1 0.09 1.7 3.54 0.67 0.26 0.97 12 31.88 (81, 133)

50 4.000× 107 7.000 2.12 303.1 23.01 180.8 61.43 0.02 0.88 0.84 6 4.92 (97, 133)

51 5.000× 107 1.000 1.52 72.6 0.09 1.8 3.03 0.58 0.33 0.96 14 39.73 (81, 133)

52 5.000× 107 2.000 1.43 132.9 0.16 1.8 5.10 0.68 0.30 0.87 12 28.63 (81, 133)

53 5.000× 107 3.000 2.05 240.9 2.21 12.1 23.33 0.06 0.69 0.76 8 10.46 (81, 133)

54 6.000× 107 5.000 2.81 337.2 26.37 117.5 57.82 0.01 0.87 0.80 7 4.93 (97, 170)

55 7.500× 107 0.500 2.22 60.8 0.20 2.8 2.96 0.98 0.44 0.90 13 — (81, 133)

56 7.500× 107 2.000 2.49 194.1 3.27 17.6 33.57 0.05 0.77 0.91 8 8.96 (81, 133)

57 8.000× 107 1.000 2.46 120.0 0.93 6.5 12.55 0.13 0.63 0.84 10 12.50 (81, 133)

58 1.000× 108 1.000 3.06 140.5 1.76 9.1 14.19 0.11 0.69 0.91 9 11.10 (81, 133)

59 1.000× 108 2.000 3.67 225.5 11.35 45.3 36.12 0.09 0.86 0.91 6 6.39 (81, 133)

60 1.000× 108 3.000 3.90 341.1 21.15 55.4 37.40 0.04 0.85 0.83 6 5.65 (97, 170)

61 1.000× 108 7.000 4.07 779.9 63.63 74.9 31.72 0.04 0.80 0.75 6 4.96 (97, 170)

62 1.100× 108 0.200 3.01 39.6 0.07 0.9 0.45 — 0.23 0.99 12 — (97, 170)

63 1.500× 108 0.200 4.10 51.0 0.19 1.4 0.86 1.41 0.33 0.96 14 — (97, 170)

64 1.500× 108 0.300 4.28 72.6 0.42 2.4 2.11 0.31 0.44 0.91 13 — (81, 133)

65 1.500× 108 0.500 4.45 116.9 1.03 3.8 4.54 0.09 0.56 0.90 12 16.08 (81, 133)

66 1.500× 108 2.000 5.13 346.3 15.87 26.8 29.72 0.04 0.82 0.87 7 7.39 (97, 170)

67 2.000× 108 0.150 6.31 55.8 0.24 1.2 0.62 3.78 0.34 0.98 12 — (97, 170)

68 2.000× 108 1.000 6.02 240.4 7.03 12.3 15.42 0.06 0.77 0.94 8 9.60 (97, 170)

69 2.000× 108 2.000 6.31 451.4 19.88 19.7 24.82 0.05 0.80 0.84 9 8.18 (97, 170)

70 2.000× 108 5.000 6.57 1107.2 63.20 26.1 24.92 0.05 0.74 0.74 7 6.60 (97, 170)

71 3.000× 108 0.150 9.90 78.8 0.55 1.3 0.69 2.32 0.43 0.96 13 — (97, 170)

72 3.000× 108 0.200 9.89 99.3 0.99 2.0 1.33 0.35 0.51 0.96 14 — (97, 170)

73 3.000× 108 0.300 9.34 136.8 1.70 2.8 2.48 0.1 0.58 0.94 12 15.72 (97, 170)

74 3.000× 108 0.500 8.43 202.0 3.16 3.9 5.11 0.08 0.65 0.95 12 12.83 (97, 192)

75 4.000× 108 0.100 12.38 89.3 0.10 0.1 0.22 — 0.19 0.25 7 — (97, 192)

76 4.000× 108 0.150 12.52 98.8 0.89 1.4 0.84 1.27 0.48 0.97 12 — (97, 192)

77 4.000× 108 1.000 10.33 432.5 13.02 7.0 9.80 0.07 0.74 0.90 11 9.71 (121, 256)

78 4.000× 108 2.000 10.55 845.0 30.59 8.6 13.97 0.07 0.73 0.81 10 8.96 (121, 256)

79 5.000× 108 0.070 14.70 77.9 0.07 0.1 0.16 — 0.17 0.24 7 — (97, 192)

80 5.000× 108 0.150 14.28 116.8 1.07 1.2 0.87 0.91 0.49 0.97 12 — (97, 192)
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81 7.000× 108 0.200 18.93 236.2 0.86 0.3 0.59 9.28 0.36 0.30 9 — (121, 256)

82 7.000× 108 0.500 15.35 375.5 8.28 2.9 4.70 0.15 0.68 0.94 11 8.95 (121, 256)

83 7.000× 108 1.440 15.64 1018.0 27.55 3.8 6.94 0.11 0.68 0.85 12 10.42 (121, 256)

84 7.000× 108 5.000 15.18 3286.8 131.81 6.2 7.86 0.12 0.56 0.70 9 8.87 (121, 256)

85 9.000× 108 1.440 18.22 1219.6 35.06 3.4 6.37 0.11 0.67 0.84 8 10.11 (121, 256)

86 1.000× 109 0.500 19.76 517.6 10.18 1.9 4.42 0.12 0.66 0.92 11 10.29 (161, 256)

87 1.300× 109 0.500 23.59 651.8 11.34 1.3 3.79 0.14 0.64 0.89 10 10.68 (161, 256)

88 1.300× 109 1.440 22.90 1656.2 43.80 2.3 5.29 0.14 0.63 0.81 10 10.52 (161, 256)

89 1.500× 109 0.500 27.40 858.0 7.15 0.5 1.83 1.09 0.51 0.25 6 15.81 (240, 256)

90 1.500× 109 1.440 24.86 1865.1 46.76 2.0 5.11 0.14 0.61 0.80 8 10.78 (240, 256)

91 1.900× 109 1.440 29.82 2597.1 32.97 0.7 3.02 0.54 0.52 0.23 7 13.41 (240, 256)

92 2.200× 109 1.440 31.83 2837.2 38.66 0.7 2.92 0.60 0.51 0.16 6 13.02 (240, 256)

93 2.200× 109 3.000 29.59 5015.1 135.77 1.6 4.10 0.18 0.46 0.67 8 10.59 (240, 256)

94 2.600× 109 3.000 33.15 6113.2 109.70 0.9 3.94 0.49 0.45 0.26 6 12.15 (280, 341)

E = 10−6

95 8.000× 108 2.000 1.37 243.0 0.04 1.5 3.27 0.68 0.23 0.91 39 72.58 (161, 341)

96 1.000× 109 1.000 1.67 141.9 0.15 7.6 15.12 0.76 0.63 0.81 29 25.77 (161, 426)

97 2.000× 109 0.150 2.84 57.1 0.04 1.8 0.82 — 0.32 0.93 22 — (161, 341)

98 2.000× 109 0.250 3.42 97.9 0.14 3.5 3.70 1.33 0.49 0.77 24 — (193, 426)

99 2.000× 109 0.500 4.93 176.5 1.22 19.8 19.65 0.21 0.82 0.90 17 16.90 (161, 426)

100 2.000× 109 1.000 4.98 340.9 2.65 22.9 37.09 0.03 0.84 0.92 12 13.22 (193, 426)

101 2.000× 109 2.000 5.69 525.9 11.74 85.3 83.90 0.02 0.91 0.93 11 8.86 (193, 426)

102 2.800× 109 0.500 6.98 259.5 1.72 12.8 16.58 0.03 0.78 0.88 18 15.63 (193, 426)

103 5.500× 109 0.100 12.27 128.7 0.16 1.0 0.75 - 0.41 0.81 26 — (289, 426)

104 5.500× 109 0.400 12.78 358.0 3.61 11.3 12.36 0.12 0.80 0.88 22 11.07 (289, 426)

105 1.000× 1010 0.080 26.00 176.8 0.54 1.4 1.07 - 0.54 0.92 16 — (321, 512)

106 1.000× 1010 0.250 22.17 365.2 4.10 7.7 9.07 - 0.80 0.87 12 13.48 (321, 597)

107 1.000× 1010 0.500 20.05 580.9 11.53 17.2 17.52 0.02 0.87 0.94 13 9.64 (321, 512)

108 2.660× 1010 0.030 49.63 162.6 0.27 0.3 0.42 - 0.46 0.39 10 — (768, 597)

109 2.660× 1010 0.080 45.71 281.1 2.87 2.9 2.80 - 0.74 0.94 18 10.35 (720, 597)

110 2.660× 1010 0.150 44.20 466.2 6.36 4.4 5.52 - 0.80 0.93 13 8.93 (720, 597)

111 2.660× 1010 0.456 41.22 1085.6 30.10 11.8 11.11 0.04 0.90 0.94 11 8.76 (361, 512)
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Table B.2: Summary of the relevant parameters of the non-magnetic rotating convection sim-
ulations considered in the present study. All models have been computed with Pr = 1 and
ri/ro = 0.35. Nu represents the Nusselt number.

Ra Nu Ro Re `pol `IA (Nr, `max)

E = 10−4

1 3.000× 106 1.51 4.31× 10−3 43.15 6 31.18 (41, 85)

2 4.830× 106 2.13 7.46× 10−3 74.56 7 55.57 (41, 85)

3 7.500× 106 3.02 1.20× 10−2 120.12 6 52.66 (41, 85)

4 1.125× 107 4.67 1.89× 10−2 189.28 6 23.43 (41, 85)

5 1.500× 107 5.87 2.48× 10−2 247.81 6 9.58 (41, 85)

6 1.750× 107 6.51 2.82× 10−2 282.45 6 8.26 (65, 128)

7 2.100× 107 7.27 3.27× 10−2 327.17 5 6.37 (65, 133)

E = 10−5

8 4.000× 107 1.39 6.66× 10−4 66.63 14 51.31 (97, 170)

9 1.000× 108 2.44 2.01× 10−3 201.38 12 120.4 (97, 213)

10 2.000× 108 5.41 4.99× 10−3 499.27 8 14.99 (97, 256)

11 3.000× 108 9.01 8.15× 10−3 815.16 9 8.66 (121, 288)

12 4.000× 108 11.95 1.09× 10−2 1092.02 7 6.33 (121, 288)

13 7.000× 108 18.13 1.82× 10−2 1824.76 5 4.69 (161, 426)

E = 10−6

14 8.000× 108 1.42 1.51× 10−4 150.56 30 110.64 (129, 256)

15 1.000× 109 1.55 2.00× 10−4 199.62 27 125.53 (129, 256)

16 2.000× 109 2.38 4.59× 10−4 458.87 20 244.43 (129, 341)

17 2.800× 109 3.42 7.21× 10−4 721.33 18 43.13 (161, 426)

18 3.500× 109 4.74 1.03× 10−3 1028.67 20 22.49 (181, 426)

19 5.500× 109 9.42 2.05× 10−3 2045.89 12 12.25 (201, 426)

20 1.000× 1010 19.68 4.13× 10−3 4125.75 9 6.50 (321, 512)

21 1.600× 1010 30.78 6.71× 10−3 6714.67 6 4.78 (385, 597)

22 2.660× 1010 46.46 1.06× 10−2 10613.04 5 4.46 (513, 853)

E = 10−7

23 6.500× 1010 4.15 2.07× 10−4 2074.51 26 34.83 (433, 682)

24 1.000× 1011 7.92 4.42× 10−4 4420.00 20 19.00 (513, 682)
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Clausen, and P. Vigneron. The Swarm Initial Field Model for the 2014 geomagnetic field.
Geophysical Research Letters, 42(4):1092–1098, 2015. doi: 10.1002/2014GL062659. URL
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2014GL062659.

P. Olson and H. Amit. Changes in earth’s dipole. Naturwissenschaften, 93(11):
519–542, 2006. doi: 10.1007/s00114-006-0138-6. URL https://doi.org/10.1007/

s00114-006-0138-6.

L. Oruba and E. Dormy. Predictive scaling laws for spherical rotating dynamos. Geophysical
Journal International, 198(2):828–847, 06 2014. ISSN 0956-540X. doi: 10.1093/gji/
ggu159. URL https://doi.org/10.1093/gji/ggu159.

M. A. Pais and D. Jault. Quasi-geostrophic flows responsible for the secular variation of the
Earth’s magnetic field. Geophysical Journal International, 173(2):421–443, 2008. doi: 10.
1111/j.1365-246X.2008.03741.x. URL https://onlinelibrary.wiley.com/doi/abs/

10.1111/j.1365-246X.2008.03741.x.

M. A. Pais, O. Oliveira, and F. Nogueira. Nonuniqueness of inverted core-mantle bound-
ary flows and deviations from tangential geostrophy. Journal of Geophysical Research:
Solid Earth, 109(B8), 2004. doi: 10.1029/2004JB003012. URL https://agupubs.

onlinelibrary.wiley.com/doi/abs/10.1029/2004JB003012.

E. N. Parker. Hydromagnetic dynamo models. The Astrophysical Journal, 122:293, 1955.

L. Petitdemange. Systematic parameter study of dynamo bifurcations in geody-
namo simulations. Physics of the Earth and Planetary Interiors, 277:113–132, 2018.
ISSN 0031-9201. doi: https://doi.org/10.1016/j.pepi.2018.02.001. URL http://www.

sciencedirect.com/science/article/pii/S0031920117301875.

J.-P. Poirier. Light elements in the Earth’s outer core: A critical review. Physics of the
Earth and Planetary Interiors, 85(3):319 – 337, 1994. ISSN 0031-9201. doi: https://doi.
org/10.1016/0031-9201(94)90120-1. URL http://www.sciencedirect.com/science/

article/pii/0031920194901201.

153

http://www.sciencedirect.com/science/article/pii/B9780444538024001603
http://www.sciencedirect.com/science/article/pii/B9780444538024001603
https://jgs.lyellcollection.org/content/62/1-4/456
https://jgs.lyellcollection.org/content/62/1-4/456
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2014GL062659
https://doi.org/10.1007/s00114-006-0138-6
https://doi.org/10.1007/s00114-006-0138-6
https://doi.org/10.1093/gji/ggu159
https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1365-246X.2008.03741.x
https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1365-246X.2008.03741.x
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2004JB003012
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2004JB003012
http://www.sciencedirect.com/science/article/pii/S0031920117301875
http://www.sciencedirect.com/science/article/pii/S0031920117301875
http://www.sciencedirect.com/science/article/pii/0031920194901201
http://www.sciencedirect.com/science/article/pii/0031920194901201


Bibliography
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Geodynamo simulations in the Earth’s core dynamical regime: a
systematic study

Abstract

The geomagnetic field is generated by dynamo action in the Earth’s liquid outer core. In this thesis, the
force balance controlling the convective flow dynamics which drive this dynamo mechanism is studied
using numerical simulations. To this end, we compute and analyse a large series of models. We find that
most numerical dynamos are governed by a so-called quasi-geostrophic Magneto-Archimedean-Coriolis
(QG-MAC) balance. This type of force equilibrium refers to a physical setup in which the dominant
force balance is between Coriolis and pressure forces (geostrophic balance), while Lorentz, buoyancy
and ageostrophic Coriolis forces, i.e. the part of the Coriolis force not compensated by pressure, equi-
librate at the next order. Inertia and viscous forces represent secondary contributions. In QG-MAC
dynamos with a strong magnetic field, the Lorentz force becomes dominant towards the smallest flow
length scales such that these are in a magnetostrophic (Coriolis-Pressure-Lorentz) balance. Spectral
analysis of the force balance shows that in QG-MAC models, the length scale at which buoyancy and
Lorentz forces are of equal magnitude controls the dominant scale of convection. In addition, we show
that the scale at which the prevailing force balance changes from large-scale geostrophy to small-scale
magnetostrophy, can be related to the loss of the axial invariance of the flow. Our results suggest that
the Earth’s core is most likely controlled by a QG-MAC balance, in which the dominant force equi-
librium transitions into a magnetostrophic balance towards small scales. Extrapolation of theoretical
scalings which assume this type of force balance to the conditions of the Earth’s core suggests that
the dominant flow length scale of the geodynamo is about 200 km, while magnetostrophic effects are
deferred to scales below 50 km.

Key words: Core, Geodynamo, Numerical modelling

Simulations de la géodynamo dans le régime dynamique du noyau de la
Terre : une étude systématique

Résumé

Le champ géomagnétique est généré par l’action de la dynamo dans le noyau externe liquide de la Terre.
Dans cette thèse, l’équilibre des forces qui contrôle la dynamique de l’écoulement convectif à l’origine de
ce mécanisme de dynamo est étudié à l’aide de simulations numériques. À cette fin, nous calculons et
analysons une grande série de modèles. Nous constatons que la plupart des dynamos numériques sont
régies par une balance dite quasi-géostrophique Magnéto-Archimédienne-Coriolis (QG-MAC). Ce type
d’équilibre des forces fait référence aux cas dans lesquels l’équilibre des forces dominantes est celui entre
les forces de Coriolis et les forces de pression (équilibre géostrophique), tandis que les forces de Lorentz,
de flottabilité et de Coriolis agéostrophique, c’est-à-dire la partie de la force de Coriolis non compensée
par la pression, s’équilibrent à l’ordre suivant. L’inertie et les forces visqueuses représentent des contri-
butions secondaires. Dans les dynamos QG-MAC à fort champ magnétique, la force de Lorentz devient
dominante vers les plus petites échelles de longueur d’écoulement, de sorte que celles-ci sont en équilibre
magnétostrophique (Coriolis-Pressure-Lorentz). L’analyse spectrale de la balance des forces montre que
dans les modèles QG-MAC, l’échelle de longueur à laquelle la flottabilité et les forces de Lorentz sont
en équilibre contrôle l’échelle dominante de convection. De plus, nous montrons que l’échelle à laquelle
la balance des forces dominante passe de la géostrophie à grande échelle à la magnétostrophie à petite
échelle, peut être liée à la perte de l’invariance axiale de l’écoulement. Nos résultats suggèrent que le
noyau de la Terre est probablement contrôlé par une balance QG-MAC, dans laquelle l’équilibre de
force dominant passe d’une balance géostrophique à une balance magnétostrophique à petite échelle.
L’extrapolation des échelles théoriques qui supposent ce type d’équilibre des forces aux conditions du
noyau terrestre suggère que l’échelle dominante de longueur de flux de la géodynamo est d’environ
200 km, tandis que les effets magnétostrophiques sont décalés vers des échelles inférieures à 50 km.

Mots clés : Noyau, Géodynamo, Modélisation numérique
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