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Abstract

The spectacular progress in controlling the electronic properties of graphene has triggered
research in alternative atomically thin two-dimensional (2D) crystals. Nowadays, 2D
materials properties cover almost every phenomenon in condensed matter physics such
as magnetism, superconductivity, optoelectronics, spintronics, topological insulation and
many more.

2D semiconductors based on Transition Metal Dichalcogenides (TMD), such as MoS2,
are very promising nanostructures for optical and electronic applications. 2H-phase TMD
materials have a layer thickness dependent band structure: indirect bandgap for a number
of layers ≥ 2, while the monolayer form has a direct bandgap located at the K points of
the 2D hexagonal Brillouin zone. The optical properties of TMD thin layers are governed
by Coulomb bound electron-hole pair, i.e. exciton, with giant binding energy of a few
hundreds of meV. In monolayers (ML), the interplay between the absence of inversion
symmetry and the spin-obit interaction yields very unique optical selection rules: valley
selective circular dichroism arises as a consequence of the coupling between spin and
valley physics.

In this thesis, we use an all-dry viscoelastic stamping method to fabricate high-quality
van der Waals heterostuctures based on TMD materials. Thanks to the use of hexag-
onal boron nitride (hBN, large indirect gap semiconductor) as encapsulation layers, we
show that the exciton linewidth of TMD monolayer is narrowed, approaching the homo-
geneous limit (1-4 meV). This improvement of optical properties allows us to explore the
long-disputing exciton fine structure in Molybdenum-based TMD MLs. We performed
magneto-photoluminescence experiments up to 30 T to brighten the dark exciton states.
The bright excitons are measured 1.4 meV below the dark ones in MoSe2 ML, whereas
the ordering is opposite for MoS2 ML with bright states 14 meV above the dark states.
Thanks to the reduction of dielectric disorder in encapsulated MoSe2 monolayers, we
also demonstrate the control of exciton radiative lifetime and linewidth as a result of
the Purcell effect by simply tuning the bottom hBN thickness. Finally we use various
optical spectroscopy techniques to reveal the exciton excited states in MoTe2 MLs for
the first time. Exciton upconversion is observed in all TMD monolayers that we have
investigated: MoS2, MoSe2, MoTe2 and WSe2. It is interpreted as a consequence of very
efficient resonant interband Auger processes. These detailed studies help us better un-
derstand the physics of 2D TMD semiconductors and pave the way for future photonic
and optoelectronic applications.
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Résumé en Français

Les progrès spectaculaires réalisés sur le contrôle des propriétés électroniques du graphène
ont stimulé la recherche de nouveaux cristaux bidimensionnels (2D). De nos jours, les
propriétés des matériaux 2D couvrent presque tous les phénomènes de la physique de
la matière condensée tels que le magnétisme, la supraconductivité, l’optoélectronique, la
spintronique, l’isolation topologique et bien d’autres.

Les semiconducteurs 2D basés sur les dichalcogénures de métaux de transition (TMD),
tels que MoS2, sont des nanostructures très prometteuses pour les applications optiques et
électroniques. Les matériaux TMD en phase 2H ont une structure de bande dépendante
de l’épaisseur : semiconducteur à bande interdite indirecte pour un nombre de couches �
2, tandis que la forme monocouche a une bande interdite directe située aux points K de la
zone Brillouin hexagonale 2D. Les propriétés optiques de ces couches ultra-minces à base
de TMD sont régies par des excitons, paires électron-trou en interaction coulombienne,
avec des énergies de liaison géante pouvant atteindre quelques centaines de meV. Dans les
monocouches (ML), l’effet combiné de l’absence de symétrie d’inversion et de l’interaction
spin-orbite donne des règles de sélection optique uniques: un dichroïsme circulaire sélectif
en vallée résulte du couplage entre la physique du spin et la physique de vallée.

Dans cette thèse, nous utilisons des méthodes d’exfoliation/transfert déterministe
pour fabriquer des hétérostuctures de van der Waals de grande qualité à base de matériaux
TMD. Grâce à l’utilisation de nitrure de Bore hexagonal (hBN, semi-conducteur à grande
bande interdite) comme couches d’encapsulation, nous montrons que la largeur de raie
excitonique de la monocouche TMD est rétrécie, s’approchant de la limite homogène (1-4
meV). Cette amélioration des propriétés optiques nous permet d’explorer la structure fine
fortement débattue des excitons dans les monocouches TMD à base de molybdène. Nous
avons effectué des expériences de magnéto-photoluminescence jusqu’à 30 T pour mettre
en évidence les excitons noirs. Les excitons brillants sont mesurés 1,4 meV en dessous des
états noirs dans MoSe2, tandis que l’ordre est opposé pour les monocouches de MoS2 avec
des états brillants 14 meV au dessus des états sombres. Grâce à la réduction du désordre
diélectrique dans les monocouches MoSe2 encapsulées, nous démontrons également le
contrôle du temps de vie radiatif de l’exciton et de sa largeur de raie par effet Purcell,
en réglant simplement l’épaisseur de la couche hBN inférieure. Enfin, nous avons mis en
œuvre plusieurs techniques de spectroscopie optique pour révéler les états excitoniques
excités pour la première fois dans les monocouches MoTe2. La conversion d’exciton (« up-
conversion ») est observée dans toutes les monocouches TMD que nous avons étudiées:
MoS2, MoSe2, MoTe2, WSe2. Elle est interprétée comme la conséquence de processus
Auger inter-bandes résonants très efficaces. Ces études détaillées nous aident à mieux
comprendre la physique des semi-conducteurs 2D à base de TMD et ouvrent la voie à de
futures applications photoniques et optoélectroniques.
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Introduction

2D materials from insulator to superconductor. Eg denotes the band gap. (Ref. [1]).

Nowadays, silicon is still the dominating material in integrated electronic devices. In
order to improve the computing power, transistors need to be highly integrated on a
chip, which means the size of transistors need to shrink accordingly. The miniaturization
of the transistors also helps to reduce power dissipation, increase the processor base
frequency and industrial production yield. However, even though the miniaturization
techniques are more and more advanced, the performance might not increase as expected
due to the problems of gate leakage, carrier scattering and quantum tunneling when the
drain and source come too close to each other. Currently, the hard physical scaling limit
of Si-electronics is 5 nm (∼ 14 silicon atoms) and this induces a deviation from the well
known Moore’s law, i.e. doubling the transistor density roughly every two years.

An alternative could be quantum computing. Quantum computer uses quantum bits
(qubits) [2] in contrast to the classical binary bit of 0 and 1. Quantum computer could
ideally process the entire superposition of the qubits in parallel, which means exponen-
tially less computing time and energy consumption. Despite recent advances, large-scale
quantum circuits are still far from applications because it is composed of a very limited
number of qubits and fundamental problems related to quantum decoherence persist.

To improve the performance of digital electronics, a plausible plan could be replacing
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silicon with other semiconductors. Industry has tried to use the III-V semiconductors
that have larger bandgap and higher carrier mobility, but the application is limited by
the cost of high quality wafers. The second choice could be the integration on chips of
the two-dimensional (2D) materials made of single or multiple atomically thin layers.

The last decade has witnessed the thriving development of 2D physics, following the
groundbreaking work of 2010 Nobel laureates Andre Geim and Konstantin Novoselov
regarding graphene. Graphene is the first 2D material found to be thermodynamically
stable in ambient condition. Experimentally, the “production”of graphene could be
rather simple, using micromechanical exfoliation methods to break the interlayer van der
Waals force. This extended single layer of carbon honeycomb has very amazing properties
such as high carrier mobility up to the order of 105 cm2/V ·s at room temperature [3],
record material intrinsic strength [4] and the best thermal conductivity among carbon
materials [5]. However, graphene is a semi-metal with a gapless band structure of Dirac
cone, yielding low on-off transistor ratio ∼ 102 at RT, severely hampering its application.
Besides, the massive production of high quality graphene layers is still a challenge.

Nevertheless, the discovery of graphene has boosted the search of other 2D materials
such as insulators, semiconductors, metal, superconductors and ferromagnets with very
rich electronic properties, see the above figure. These geometry-confined quantum system
could provide us with a platform to design and fabricate new generation of electronic de-
vices that exploit quantum effects. The fundamental researches on these materials could
also yield applications in quantum communication, quantum sensing and optoelectronics.

In this thesis, we have investigated the electronic and optical properties of 2D ma-
terials based on the semiconducting Transition Metal Dichalcogenides. Their general
properties will be introduced in Chapter 1: crystal symmetry, band structure, exciton
states and spin/valley polarization. In Chapter 2, we will present the main experimental
techniques we have performed for the sample fabrication (exfoliation, all-dry visco-elastic
stamping technique) and for the measurement of the optoelectronic properties (micro-
photoluminescence, differential reflectivity, photoluminescence excitation and time re-
solved photoluminescence). In Chapter 3, we investigated exciton fine structure in MoS2

and MoSe2 MLs on the basis of magneto-photoluminescence spectroscopy up to 30 T.
After many years of debates, we find that the spin-forbidden dark excitons lie 14 meV
below the bright excitons in MoS2 ML, whereas it is 1.4 meV above the bright ones in
MoSe2 ML. In Chapter 4, thanks to the very high quality of hBN encapsulated MoSe2
ML, we demonstrate the control of the exciton radiative lifetime, by simply tuning the
hBN bottom layer thickness. A modulation of the lifetime by a factor 10 is evidenced
through this Purcell type effect. In the final Chapter 5, we present a detailed investiga-
tion of the exciton excited state spectra in several TMD MLs. The key role played by
strong exciton upconversion effects is discussed.
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Chapter 1

Transition Metal Dichalcogenides

In this Chapter, we introduce the basic properties of Transition Metal Dichalcogenides
(TMD). These properties are controlled by their unique band structure: bulk and multi-
layer TMDs are indirect gap semiconductors, while monolayers have a direct gap in K
valleys, i.e. at the edge of the 2D hexagonal Brillouin Zone. Due to the quantum
confinement and reduced dielectric screening in 2D, the optical properties of TMD MLs
are governed by Coulomb bound electron-hole pair, i.e. exciton with binding energy
up to hundreds of meV. In addition, due to the broken crystal inversion symmetry and
strong spin-orbit coupling, the excitons in TMD MLs have chiral optical selection rules.
We review in this Chapter the crystal symmetry and the band structure of TMDs. The
key characteristics of exciton states are introduced. Then we present the spin/valley
polarization properties. Finally, the geometries of recently developed van der Waals
heterostructures and devices are introduced.

The chapter is organized according to the following sections:

1.1. Crystal symmetry and band structure

1.2. Exciton states

1.3. Spin/Valley polarization

1.4. Van der Waals heterostructure

1



1.1 Crystal symmetry and band structure

Transition Metal Dichalcogenides (TMD) investigated in this thesis belong to the MX2

family (M = W, Mo; X = S, Se, Te). Figure 1.1.1(b) shows several crystal structures of
TMD materials: 1T, 2H and 3R. The transition metal atoms are sandwiched by two layers
of chalcogen atoms to form a single layer of lattice. Here, we focus on the 2H-phase TMD
materials of MoS2, MoSe2, WS2, WSe2 and MoTe2. The bulk material belongs to D6h

point group symmetry. Ultrathin layers are easy to exfoliate due to the weak interlayer
van der Waals coupling like in the graphite. Figure 1.1.1(a) shows an isolated 2H-phase
monolayer and its view normal to the plane. It has armchair and zigzag type edges like
graphene. 2H-phase TMD bulk has inversion symmetry that is broken in odd number
layers such as monolayer, trilayer... 2H-phase TMD ML belongs to the D3h point group
with a honeycomb lattice. Figure 1.1.1(c) shows the hexagonal 1st Brillouin Zone (BZ)
of the monolayer. The time-reversal K+1 and K−1 points are located at the edge of the
hexagonal BZ.

(a) (b)

armchair

zigzag

(c)

K+1

K-1

K-1K+1

K-1

K+1

M

QG

Figure 1.1.1: Crystal structures of Transition Metal Dichalcogenides. (a) A TMD
ML, MX2 (M = Mo, W. X = S, Se, Te). The black and yellow spheres represent transition metal
and chalcogen atoms, respectively. The top view shows the hexagonal lattice with armchair
and zigzag edges, similar to graphene. (b) Sketch of the structural polytypes: 1T (tetragonal
symmetry, octahedral coordination), 2H (hexagonal symmetry, trigonal prismatic coordination)
and 3R (rhombohedral symmetry, trigonal prismatic coordination). The interlayer spacing is c
∼ 6.5 Å. (c) Sketch of the hexagonal 1st Brillouin Zone of the 2H structure. Figures (b,c) are
extracted from Refs. [6, 7].

2



MoS2:  bulk bilayer monolayer(a) (b) MX2 (M= W, Mo; X = S, Se, Te)

Figure 1.1.2: Density Functional Theory calculations (a) Band structure of MoS2,
extracted from Ref. [8]. (b) Contribution of individual atomic orbitals in MX2 ML, extracted
from Ref. [9]. Transition Metal: dz2 , dx2−y2 + dxy, dxz + dyz and chalcogen atoms: pz, px + py.
Symbol size is proportional to the weight of atomic orbital. (a,b) neglect spin-orbit coupling.

Figure 1.1.2(a) shows the band structure of MoS2 calculated by Density Functional
Theory (DFT) [8]. For the multilayers and bulk, MoS2 has an indirect band structure
with valence band maximum (VBM) at Γ and conduction band minimum (CBM) at the
Q symmetry point [roughly the middle between K and Γ, see Figure 1.1.1(c)]. As the
thickness decreases, this indirect bandgap (CBM: Q - VBM: Γ) gradually increases and
finally the monolayer form has a direct bandgap with CBM and VBM both located at K
points (K valleys). In fact, the direct gap (CBM: K - VBM: K) is not very sensitive to
the layer thickness.

These changes as a function of the number of layers can be explained by checking
the band hybridization. Figure. 1.1.2(b) shows the atomic orbital weight in TMD ML.
More than one type of orbitals contribute to CB and VB. The weight of each contribution
changes throughout the BZ. We notice that the CB wavefunction in K and Q, as well as
the VB wavefunction in K and Γ are built mainly from the d-orbitals (dz2 , dx2−y2 + dxy,
dxz + dyz) of the transition metal. The transition metal atoms are sandwiched between
these Chalcogen atoms, so that the d-orbitals are not very sensitive to the altered layer
coupling due to thickness reduction. The upshifts of indirect bandgap (CBM: Q - VBM:
Γ) is mainly due to the Chalcogen pz-orbital that is more influenced by the interlayer
van der Waals interaction. This indirect to direct band structure crossover applies to the
main five TMD materials of MoS2, MoSe2, WS2, WSe2 and MoTe2.

Experimentally, Angle-Resolved Photoemission Spectroscopy (ARPES) measures di-
rectly the distribution of electrons in momentum-space, so that it can reveal the band
structure below the Fermi level [10–14]. Figure 1.1.3 shows ARPES measurements of
MBE-grown MoSe2 thin layers, extracted from Ref. [10]. In both undoped and potassium-
doped n-type MoSe2 MLs, the VBM is measured at K point. The CBM at K can only be
measured in potassium-doped MoSe2 ML, confirming a direct bandgap (CBM: K - VBM:
K) in MoSe2 ML. We also notice that the VBM switches from K to Γ in thicker layers,
qualitatively consistent with general DFT calculations.

The Scanning Tunneling Microscope (STM) technique also measures directly the
bandgap by recording the current associate to the quantum tunneling between sample
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and the probing tip. Thus, the sample has to be conductive, or a conducting substrate
must be used. Figure 1.1.4 shows the measured direct bandgap Eg = 2.18 ± 0.04 eV of
MoSe2 ML exfoliated on bilayer graphene (BLG) [15].

(a) monolayer

(b)     bilayer trilayer 8 layers

Figure 1.1.3: ARPES spectra of MoSe2 thin layers grown by MBE on epitaxial graphene
terminated SiC substrate, extracted from Ref [10] (a) data of undoped and potassium-doped
MoSe2 ML. (b) VBs in undoped bilayer, trilayer and 8 layers.

STM of single-layer MoSe2/BLG

Figure 1.1.4: STM spectroscopy of a MoSe2 ML on bilayer graphene (BLG), ex-
tracted from [15]. The measured voltage of 2.16 V corresponds to a calculated bandgap Eg =
2.18 ± 0.04 eV.
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1.2 Exciton states

(b)(a)

A

B

MX2 ML

Figure 1.2.1: (a) DFT calculated band dispersion of MX2 ML along the Γ–K–M–Γ line in the
Brillouin zone, with SOC taken into account, extracted from [9]. The labels A and B marks the
VB subbands split by SOC. (b) Absorbance and normalized PL of suspended MoS2 ML and
BL at room temperature (RT), extracted from [16].

As shown in the ARPES measurements, the actual band structure has to take into account
the SOC. Figure 1.2.1(a) shows a DFT calculated band structure of TMD ML with spin-
orbit coupling (SOC) [9]. Due to the broken inversion symmetry, all bands are split by
intrinsic SOC, except the time-reversal invariant points M and Γ, qualitatively consistent
with the ARPES measurements in Figure 1.1.3(a).

Optical measurements are also powerful means to reveal the band structure. As a
direct bandgap semiconductor, TMD MLs are expected to exhibit larger photolumines-
cence (PL) intensity than its indirect counterparts (bilayers, trilayers...bulk). This was
indeed firstly observed by Mak et al. for suspended MoS2 [16]: the monolayer has absorp-
tion up to 20% and its PL quantum yield is two orders of magnitude larger than that of
bilayer. Figure 1.2.1(b) compares the absorbance and normalized PL of suspended MoS2

ML and BL [16]. The absorbance spectra show two peaks labeled A and B coming from
the transitions between SOC subbands of CB and VB in K valleys. For this direct tran-
sition, the absorbance is almost insensitive to the layer number, confirming the almost
invariant K valley transitions to the interlayer coupling. The PL spectrum matches well
with the absorbance for the A transition. In addition, MoS2 BL has an additional PL
peak (labeled I) for the indirect bandgap.

In TMD MLs, the band edge A-transition is significantly smaller in energy than
the measured single particle electronic bandgap [15, 17–19]. The optical properties of
TMD MLs are actually governed by tightly bound electron-hole pair, i.e. exciton, with
binding energy (EB) on the order of 0.3 ∼ 0.5 eV. This huge binding energy is 1 or 2
orders of magnitude larger than traditional quasi-2D systems based on III-V or II-IV
semiconductor quantum wells, so that we can observe PL due to exciton recombination
even at RT (thermal energy ∼ 26 meV at 300 K). Such robust excitonic effect is a mixed
result of perfect 2D quantum confinement and reduced dielectric screening at 2D [20,21].
As explained below, the dielectric environment (such as surface adsorbates, substrate,
encapsulation layers...) plays a key role on the TMD exciton properties. These dielectric
environment causes additional screening, which can change the exciton binding energy
and free carrier bandgap up to hundreds of meV [15, 22–25].
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Kx = ke + kh

e   h

A : 1s

Continuum

A : 2s/ 2p

A : 3s/ 3p

…

E

Figure 1.2.2: Sketch of the A-exciton series in the quasi-particle picture. Continuum stands
for the onset of quasi-particle (free carrier) bandgap, i.e. unbound electron and hole state.

Let us recall that there are two basic types of excitons: Frenkel exciton and Wannier-
Mott exciton. Frenkel exciton has a much smaller radius comparable to the unit cell [26].
While the exciton radius in TMD MLs is small (aB ≃ 1 nm) in real space, one can still
consider a Wannier-Mott regime, since the correlation of electron and hole extends across
several lattices and the excitons are free to propogate in-plane [27]. Thus, we can model
the excitons in TMD MLs as a hydrogen-like structure. The exciton wavefunction [28,29]
in momentum-space is thus expressed as

ΨX =
∑
e,h

CX(ke, kh)|e;h⟩ (1.1)

where |e⟩ and |h⟩ are electron and hole Bloch wavefunctions; and CX(ke, kh) represents
the relative contribution of (ke, kh) electron-hole pairs in the exciton. Small exciton radius
(aB) means the exciton wavefunction spread in the reciprocal space is quite large in BZ
and states far away from the K points need to be considered [9]. Calculations based on
Density Functional Theory (DFT) coupled to Bethe Salpeter Equation (BSE) have been
carried out to predict the exciton spectra taking into account the details of the TMD
band structure [15, 30, 31].

In analogy to the hydrogen Rydberg series, the exciton states are named accordingly
with principal quantum number (n = 1, 2, 3...) and orbital labels (s, p, d...). Figure
1.2.2 presents the schematic dispersion curves of the A-exciton series: A:ns, in which A:1s
corresponds to the A-exciton ground state that can be evidenced in PL and absorbance
as shown in Figure 1.2.1(b).

Experimentally, the excited exciton states (n > 1) can be probed by optical mea-
surements such as (single or two-photon) absorption and photoluminescence-excitation
microscopy (PLE) [31, 32], differential reflectivity [20] and second harmonic generation
(SHG) [31,33], etc. Figure 1.2.3 sketches a typical optical absorption spectrum. The ab-
sorption of excitonic resonances decreases with the increasing exciton principal quantum
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Figure 1.2.3: Schematic illustration of optical absorption of exciton resonances in an ideal 2D
semiconductor. Free particle bandgap is shown. Figure extracted from [28]

number n, representing gradual weakening of the light-matter interaction. The oscillator
strength of an exciton state for an ideal 2D system is expressed as fn = f1

(2n−1)3
, where f1

is the oscillator strength of the ground state, A:1s. The oscillator strength ratio between
exciton states and A:1s state is 1

27
: 1

125
: 1

343
for n = 2, 3 and 4, respectively.

Thus, the first challenge for the optical measurements is to detect exciton states
with quite small fn (n > 1). After taking the first derivative of the reflectance contrast
measurements (differential reflectivity), Chernikov et al. reported exciton states up to
n = 5 in a WS2 ML [20]. In addition, Robert et al. have shown that the oscillators of
exciton states can be made more visible by simply varying the bottom dielectric layer’s
thickness, as a consequecence of a cavity-like effect [34], see details in Section 2.2.2. In
the following Chapters, we will present different optical techniques including differential
reflectivity, photoluminescence, photoluminescence excitation and upconversion to access
the excitonic Rydberg series.

Another challenge is the optical measurement of the free carrier bandgap energy.
However, the absorption continnum merges into the exciton series, see Figure 1.2.3. A
detailed modelling is usually required to extract its value from the measurement of the
energy of the exciton states [34]. Because of the inhomogeneous dielectric environment
(substrates, hBN, graphene...), the Coulomb interaction deviates strongly from the con-
ventional hydrogenic central potential v 1/r [20, 34, 35]. Instead, the Rytova-Keldysh
model has been proved to describe the non-hydrogenic potential and yields excellent
quantitative results [20, 34, 36, 37]. The Rytova-Keldysh potential is expressed as:

V (r) = − e2

8ϵ0r0

[
H0

(
εextr

r0

)
− N0

(
εextr

r0

)]
(1.2)

where r is the in-plane electron-hole separation; r0 = 2πχ2D is the screening radius; χ2D is
the 2D polarizability; εext is the effective dielectric constants of the environment; H0 and
N0 are the Struve and Neumann functions, respectively. Note that in some references [23,
34, 38] ρ0 = κr0 is used to provide a direct link with the monolayer polarizability. Since
most of the dielectric surroundings (air, SiO2, hBN...) have usually smaller dielectric
constant than the intrinsic bulk TMD materials, the effective environmental dielectric
constant εext for a TMD ML can be taken as an averaged value on top and bottom sides
of the 2D-plane, i.e. εext =

1
2
(εtop + εbottom).
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1.3 Spin/Valley polarization

WX2

DVB

K-1K+1

s+

s+ s-

K-1

K-1
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K+1
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DVB

K-1K+1
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K-1

K-1

K+1
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s-
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Figure 1.3.1: Schematics of the band structure of WX2 and MoX2 MLs around K point in
BZ. Spin/valley dependent optical selection rules in K valleys; ∆CB and ∆V B are the spin-orbit
splitting in the CB and VB, respectively.

Figure 1.3.1 presents the schematics of the band structure in K valleys of WX2 and
MoX2 MLs. The spin-orbit splittings ∆CB in CB and ∆V B in the VB are typically of
a few hundreds of meV and a few tens of meV, respectively [39–41]. More importantly,
depending on the type of transition metal, ∆CB has a different sign, resulting in the
bright and dark exciton fine structures, as we will see in Chapter 3.

For a given TMD ML, the K+1 and K−1 valleys are degenerate in energy, but the sign
of both ∆CB and ∆V B are opposite due to the time-reversal symmetry. The label +1 and -
1 correspond to the valley index. This yields very unique optical selection rules [29,40,42].
By carefully choosing the laser energy and helicity (σ+ or σ−), we can selectively excite
A and B excitons in K+1 or K−1 valley, see Figure 1.3.1. Following circularly polarized
excitation, the measurement of the PL circular polarization can give information on the
spin/valley depolarization mechanisms [42–45]. We will not detail these mechanisms here
as we will not present many results on spin/valley polarization properties in this thesis.
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1.4 Van der Waals heterostructure

(a). Conventional epitaxy:
Lattice mismatch, dangling bonds, 
strains, elastic deformation……

(b).  van der Waals epitaxy:
Fully relaxed layers

(c). van der Waals stacking :
Moiré superlattice
Band structure engineering

Figure 1.4.1: Heterostructures made in (a) Conventional epitaxy [46]. (b) van der Waals
epitaxy [46]. (c) van der Waals stacking [47,48].

One of the reasons of the interest for 2D materials is the possibility to stack layers of
various materials to form van der Waals (vdW) heterostructures [47]. Indeed, while
heterostructures made of conventional materials have been used for decades in electronic
and optoelectronic devices, their engineering is often limited by the lattice-matching
condition to avoid strain relaxation and formation of dislocations, see Figure 1.4.1(a).
With vdW crystals, this constraint is relaxed as the layers are separated by the vdW
gap. Van der Waals epitaxy [49] has been used recently to produce high-quality TMD
structures [50,51]. It takes advantage of the interlayer van der Waals force instead of the
chemical bonds as in conventional molecular-beam epitaxy (MBE), see Figure 1.4.1(b).
This technique deposits strain-free epitaxial layers, but is still limited to produce more
complex structures for diverse functionalities.

Up to now, the majority of heterostructures are made by van der Waals stacking
like building with lego bricks [47], the most developed fabrication technique in the last
decade [52, 53]. This considerably extends the choice of materials combinations. Among
the emerging vdW heterostructures, we can mention structures made of a semiconducting
monolayer and new magnetic 2D layers like CrI3 [54]. In addition, the twist angle between
adjacent layers can be adjusted arbitrarily and offer a new degree of freedom to engineer
the electronic band structure. In particular, the stacking of two atomically thin layers
with a small lattice mismatch and a small twist angle results in nanoscale periodic varia-
tions of the atomic arrangement: the so-called Moiré pattern, see Figure 1.4.1(c). Many
novel quantum effects have been observed in such structures such as superconducting and
orbital ferromagnetic effects in twisted BLG [55,56] or localized Moiré excitons in TMD
heterobilayers [48,57,58]. VdW heterostructures thus offer a unique possibility to control
electronic, optical and spin properties at the nanoscale. Nevertheless, a prerequisite to
the study of complex vdW heterostructures is to understand the intrinsic properties of
individual layers. We will show in the next chapters that it can be done by embedding
TMD MLs into hexagonal boron nitride (hBN).
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Chapter 2

Experimental Techniques

In this Chapter, we introduce the all-dry transfer and fabrication methods of the 2D van
der Waals heterostructures. The effects of hBN encapsulation on TMD MLs are also
discussed. Then, we present the general experimental techniques used extensively in the
following chapters to measure the excitonic transitions in TMD MLs. The differential
reflectivity (DR/R), photoluminescence (PL), photoluminescence excitation (PLE) and
time-resolved photoluminescence (TRPL) experiments are described. These experiments
are based on a confocal microscopy setup. Polarization measurements can also be achieved
on this confocal setup to explore the spin/valley polarization and coherence.

The chapter is organized according to the following sections:

2.1. Sample fabrication

2.1.1. All-dry viscoelastic stamping method and fabrication setups
2.1.2. Identification of TMD monolayer and measurement of hBN thickness

2.2. Optical spectroscopy experiments

2.2.1. Confocal microscopy setups
2.2.2. Differential Reflectivity

2.2.2.1 Modeling of the absorption/reflectivity spectra
2.2.2.2 Fabry-Perot effect and transfer Matrix method

2.2.3. Photoluminescence
2.2.3.1 Continuous wave photoluminescence
2.2.3.2 Photoluminescence excitation
2.2.3.3 Time-resolved photoluminescence

2.3. Effects of hBN encapsulation on optical and exciton properties

2.4. Conclusion
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2.1 Sample fabrication
2.1.1 All-dry viscoelastic stamping method and fabrication setups

(a) (b)

(d)

(c)

Figure 2.1.1: Fabrication setup and procedures. (a) Sketch of fabrication setup with two
(x, y, z) stages extracted from Ref. [59]. The left stage controls the positon of glass slide and
the PDMS stamp, on which 2D materials are exfoliated. The right stage controls the postion of
the substrate. (b) Photo of the home-bulit setup. Each stage has 3 motorized actuators. (c)
Glovebox with fabrication setup, hot plate and optical paths inside. (d) Fabrication procedures
extracted from Ref. [59].

All-dry viscoelastic stamping method

The 2D van der Waals heterostructure are made by all-dry viscoelastic stamping method.
The procedure is shown in Figure.2.1.1(d). We firstly use a piece of scotch tape to me-
chanically exfoliate 2D materials from the bulk and transfer it on a Polydimethylsiloxane
(PDMS) thin film (GelPackr; retention level ×4) that is already sticked on the glass
slide. Commercial PDMS films are soft, thin and transparent. We can then mount the
glass slide upside down and use a long-working distance objective to look for the desired
flakes. We use this PDMS thin film to perform in-situ stamping on the substrate where
other flakes might have already been transferred. Then, we gently bring the PDMS
stamp that carries 2D layers into contact with the substrate. Once the flakes are on
the target location, we disengage very slowly to remove the PDMS stamp but leave the
flakes. By repeating these procedures, we are able to fabricate very complex van der
Waals heterostructures.

After each transfer process, we anneal the sample on a hot plate at 200℃ for at least
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30 minutes. Annealing is of great importance for the interfacial cleanness of the 2D
van der Waals heterostructures. At high temperature, the contamination and bubbles
trapped between flakes tend to agglomerate due to the self-cleaning mechanism [60].

Fabrication setup

Figure. 2.1.1(a) shows a sketch of the transferring setup consisted of mainly two stages.
The left stage controls the position of the stamping, whereas the right stage holds a
substrate (SiO2/Si for instance) ready for the deposition processes. Each stage is con-
trolled by 3 manual positioners whose precision is quite dependent on users. Figure.
2.1.1(b,c) show our second updated two-stage setup in the glovebox filled with N2. The
concentration of O2 and H2O is controlled under 0.1 ppm, permitting us to work with
air-sensitive materials. The typical 6 manual positioners are replaced by 6 motorized
actuators from Newportr (Models: TRB25CC and LTA-HL with 0.1 µm and 0.05 µm
precision, respectively). Additional elements mounted on each stage allow subtle angle
rotational manipulations. The substrate on the right stage is fixed by the vacuum created
beneath through a tube connected with an outside pump. Additionally, the temperature
of the right stage can be controlled from RT to 200℃ [61]. The fabrication processes are
monitored by an optical microscopy using an objective (Olympus Model. MPLFLN ×10
with a working distance of 11 mm).

2.1.2 Identification of TMD monolayer and measurement of hBN
thickness

We have various bulk material sources. TMD bulk grown by Chemical Vapor Transport
(CVT) are purchased from companies 2D Semiconductors r and hq+ graphene r. Hexag-
onal Boron Nitride (hBN) crystals are provided by our collaborators Kenji Watanabe and
Takashi Taniguchi from NIMS in Japan [62]. We have also used recently hBN crystals
grown by Catherine Journet-Gautier and Bérangère Toury-Pierre from Claude Bernard
University of Lyon France, using a polymer route combined with a sintering process [63].
If not specified, we have used the “NIMS”hBN throughout this thesis.

The optical contrast of few-layer TMD exfoliated on SiO2/ Si substrate is subjected to
interference effects induced by the SiO2/Si interface [64]. As a result, the typical SiO2/Si
substrates used for TMD MLs always have a SiO2 thickness around 90 nm or 290 nm
to maximize the optical contrast. Our dry-stamping fabrication technique requires us to
find TMD MLs on PDMS. Surprisingly, the optical contrast of a 6.5 Å thick TMD ML on
PDMS is not low due to the strong light-matter interaction induced by robust excitons.
Figures 2.1.2(a,b) present a MoSe2 ML on PDMS stamp and then transferred on a large
bottom hBN. The optical contrast of a TMD ML on PDMS looks like a cicada wing,
while TMD bulk with smaller indirect bandgap has a gold color under white light.

hBN is a semiconductor with indirect bandgap ∼ 6 eV [65]. Depending on the thick-
ness, hBN layers’ white light reflection have different colors as a result of interference
effect. Figures 2.1.2(c,d) show bright and dark field images of MoSe2 ML and bulk de-
posited on a hBN flake with many terraces. The interlayer contamination and bubbles
are clearly seen in dark field. Figure 2.1.2(e) is the zoom-in of the hBN encapsulated
MoSe2 ML in (c). The top hBN used in our experiments is typically below 10 nm. Thin
hBN (< 5 nm) is basically transparent. The optical contrast of hBN monolayer on a
SiO2 (90 nm)/Si substrate is only ∼2.5% in white light and ∼3% with a green filter [66].
Figures 2.1.2(f,g) are AFM measurements of the hBN terraces labeled “A-F”in (e).
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Figure 2.1.2(h) presents the simulated color code of hBN on 80 nm SiO2 using a transfer
matrix method. The results are consistent with the measured hBN colors, as well as the
thickness measurd by AFM, see Figure 2.1.2(e,f,g).
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Figure 2.1.2: Optical contrast of MoSe2 and hBN. (a) MoSe2 ML and bulk exfoliated
on PDMS and (b) transferred on a bottom hBN flake. (c) Bright field image of MoSe2 ML
and bulk transferred on a large hBN with terraces. Red and blue dashed lines represent MoSe2
and the capping hBN, respectively. (d) Dark field image of (c). The bright features between
flakes represent interlayer contamination and bubbles. (e) Zoom-in of (c) on the MoSe2 ML
and its 6 bottom hBN terraces labeled “A-F”. (f) Atomic Force Microscopy (AFM) of (e).
Interlayer contamination and bubbles are seen clearly. (g) White light reflectivity: simulation
of hBN color on SiO2 (80 nm)/Si with the transfer matrix method, consistent with the measured
terrace thicknesses by AFM in (h) and color in (e). (h) AFM cross-section of the linecut labeled
“1”in (f). The terrace thicknesses are A: 206 nm, B: 237 nm, C: 247 nm, D: 262 nm, E: 274nm

and F:358 nm.
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2.2 Optical spectroscopy experiments
2.2.1 Confocal microscopy setups

Pulsed laser: Ti: Sa (700-1000 nm), OPO (1000-1600 nm) … 

CW lasers: Ti: Sa (700-1000 nm), HeNe (633 nm), Verdi (532 nm) …

Halogen lamp: broadband white light

Close-cycled He cryostats

Superconducting magnet

Spectrometer +   

Detectors (Si-CCD, InGaAs)

Streak camera

…

λ/4BS1BS2

GT1 p

s

s

GT2

p
λ/2

s

p
objective Piezo stack

Excitation                                     polarization:

Detection                                     polarization:

GT: Glan-Taylor polarizer

BS: Beam splitter

l/2: half wave-plate

l/4: quarter wave-plate

y

x

z

s+ s-
sample

Figure 2.2.1: Confocal microscopy setup.

We have used the confocal optical microscopy setup sketched in Figure 2.2.1 for all the
optical spectroscopy experiments. It is consisted mainly of four parts:

Excitation:

We have several commercial laser sources: pulsed and continuous wave (CW) Titanium:
Sapphire (Ti: Sa) lasers in the wavelength range of 700 - 1000 nm from Spectra Physicsr
and M-squaredr (Model: SolsTiS), respectively; 633 nm HeNe laser and 532 nm lasers.
An optical parametric oscillator (OPO, Model Mira-OPO) from Coherentr and a fre-
quency doubler together with Ti: Sa lasers generate laser light in the near-infrared and
blue/UV range, respectively. A tungsten-halogen white-light source allows us to perform
the differential reflectivity measurements. An achromatic objective with high numerical
aperture (NA=0.82) from Partecr is used in the cryostat to achieve a typical focused
spot size ∼ 1µm for the HeNe laser.
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Closed-cycle Helium cryostats:

Low temperature down to 4 K is achieved by several closed-cycle Helium cryostats in-
cluding attoDRY 700, 1000 and 2000 from Attocuber and OptiDry 150 and 250 from
Mycryor. The superconducting magnets in the form of single solenoids in attoDRY 1000
(9T) and Mycryo OptiDry 150 (2T) or vector magnets in attoDRY 2000 (5T, 2T, 2T)
enable us to perform magneto-optic measurements in various magnetic field geometries.
The separated design of the optical table and cold head in these cryostats ensures low
mechanical vibrations of the elements (piezo, objective...) mounted on the optical table.

Inside the cryostat, we have used piezo-based cryogenic nanopositioners to control
the sample’s position. For example, the Attocuber ANP z101 z-nanopositioner has a
step precision of 10 nm and a total 5 mm travel range in the z-direction. For a full
nanopositioning of the three degrees of freedom (x, y, z), two x-nanopositioners can be
combined with a z-nanopositioner. The samples are glued with silver paint on a (non-
magnetic) metallic sample holder that is then fixed on the piezo stack. Temperature
sensors and heaters can be embedded between the sample holder and piezo stack to
measure and increase the temperature of the samples, respectively.

Optical paths:

Figure 2.2.1 shows the optical elements mounted on the optical paths for circular polar-
ization measurements. GT1 and GT2 are Glan-Taylor prism polarizers. The laser beam
is linearly polarized by GT1 in‘s’direction and then reflected by the BS1 (beam splitter
1). The reflection of the BS is polarization dependent. The maximal reflection is ∼ 4
% for the polarized component parallel (i.e. ‘s’component) to the interface of BS1,
while at least 96% of the light is transmitted. Finally, a quarter waveplate (λ/4) converts
the‘s’linearly polarized incidence into σ+ circularly polarized light that is subsequently
focused by the objective on the substrate or sample.

Considering a perfect reflection by the sample that only adds a phase retardation of
π, the σ+ circularly polarized laser is reflected, and converted by the quarter waveplate
(λ/4), back into pure‘p’linearly polarized (perpendicular to the incident‘s’component).
If the σ+ circular polarization is somehow depolarized into elliptical or totally unpolarized
components, we should have both the‘p’and‘s’linear components converted through
the quarter waveplate, representing the co and counter circular polarization of the signal,
respectively. On the detection side, we use the other BS2 lying 45° to the x-y plane to
compensate the polarization loss of the signal by using only BS1. The analyzer, GT2, is
fixed to ensure a constant detection efficiency of the diffraction gratings and the detector.
Thus, we just need to rotate the half waveplate (λ/2) before GT2 to select either the
co or counter circular component transmitted through the GT2. The angle difference of
a half waveplate for the co and counter components is 45°. The half waveplate can be
replaced by a Liquid Crystal Retarder (LCR) to minimize the errors caused by manual
rotation and imperfections of the waveplate during the manufacture.

For the circular polarization resolved photoluminescence (PL) measurements, the po-
larization degree is calculated by

P =
Ico − Icounter
Ico + Icounter

(2.1)

where Ico and Icounter represent the PL intensity of the co and counter polarized signal.
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Detection:

Spectrometers from Princeton Instrumentsr have been used for spectral dispersion. The
spectrometers are consisted mainly of diffraction gratings and two concave mirrors in a
long optical path geometry. In static optical measurements, silicon charge coupled devices
(Si-CCD) and Indium Gallium Arsenide detectors (InGaAs, Model: PyLon-IR) from
Princeton Instrumentsr are used to detect the light signal dispersed by the spectrometer.
In order to minimize the signal-to-noise ratio, liquid nitrogen is used to cool the Si-CCD
and InGaAs detectors. Their quantum efficiencies are wavelength-dependent. Si-CCD
has a poor response beyond 1000 nm due to the decreasing absorption coefficient, while
the InGaAs detectors have better response over the 1000 nm to 1600 nm wavelength
range. We have also streak cameras from Hamamatsu Photonicsr, allowing us to perform
time-resolved photoluminescence measurements, see details in Subsection 2.2.3.

As an example, Figure. 2.2.2 presents the intensity of σ+ and σ− luminescence com-
ponents of a hBN encapsulated WSe2 ML at 4 K detected by a Si-CCD camera, following
a σ+ polarized HeNe laser excitation. In the following sections, we will explain in de-
tail several spectroscopy techniques including differential reflectivity, photoluminescence,
photoluminescence excitation and time-resolved photoluminescence measurements that
involve the setups we have introduced above.
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Figure 2.2.2: Exciton spin/valley PL polarization in a WSe2 ML encapsulated by
hBN. σ+ HeNe laser (633 nm) excitation at a cryogenic temperature of ∼4 K. The full width
at half maximum (FWHM) is ∼ 2 meV.
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2.2.2 Differential Reflectivity
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Figure 2.2.3: (a) Intrinsic optical response of a TMD ML in vacuum. Absorption (A),
transmission (T) and reflection (R) add up to the incident white light (1). (b) Top panel:
raw data of reflectivity of the hBN encapsulated WSe2 ML (black curve) on a SiO2(80 nm)/Si
wafer and the white light reference on the capping hBN (red curve); down panel: differential
reflectivity showing the different excitonic states of A:1s, A:2s and B:1s.

In this thesis, we have used differential reflectivity to probe the exciton states in TMD
MLs. The differential reflectivity (DR/R) is defined as

DR

R
=

RML −R

R
(2.2)

where RML and R are reflection coefficients of the sample with and without the TMD
ML, respectively. The differential reflectivity in down-panel of Figure 2.2.3(b) clearly
evidences higher exciton states of A:2s and B:1s, in addition to the A:1s ground state.
In contrast to the raw reflectivity, differential reflectivity has a basically flat background
located around zero, making the estimation of the transitions’ oscillator strength much
easier.
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2.2.2.1 Modeling of the absorption/reflectivity spectra

In a classical model, the optical response of a material can be modeled by Lorentz os-
cillators. We can use this simple oscillator model to describe the absorption of excitonic
states in TMD MLs. A light beam impinging on the TMD ML will not only undergo
absorption, but transmission and reflection processes have also to be considered, see Fig-
ure 2.2.3(a). These optical responses around the jth excitonic resonance at frequency
ω0 is described by the complex refractive index ñ(ω) = n(ω) + iκ(ω) =

√
ε(ω), where

ε(ω) = ε1(ω) + iε2(ω) is the material’s complex dielectric constant. ε(ω) is expressed
as [67]:

ε(ω) = εb +
fj

ω2
0 − ω2 − iωΓj

(2.3a)

ε1(ω) = εb +
fj(ω

2
0 − ω2)

(ω2
0 − ω2)

2
+ ω2Γ2

j

(2.3b)

ε2(ω) =
ωΓjfj

(ω2
0 − ω2)

2
+ ω2Γ2

j

(2.3c)

where fj is the oscillator strength, i.e. coupling strength between the external elec-
tromagnetic field and the forced oscillation of the jth oscillator; Γj is the damping rate of
the jth resonance; and εb is the background dielectric constant from oscillators other than
the jth one. Thus, the absorption of light at the jth excitonic resonance is proportional to
fj. From the 1st order quantum perturbation theory, we have the jth oscillator strength

fj ∝ |H(1)
if |

2
(2.4)

where |H(1)
if |

2
= |⟨f |H(1)|i⟩|2 is transition probability (transition matrix elements squared)

between the system initial state |i⟩ and the excitonic state |f⟩, H(1) being the dipole
operator.
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2.2.2.2 Fabry-Perot effect and transfer matrix method

vacuum

transmitted
light

D
R
/R

(a) (b)

Figure 2.2.4: Fabry-Perot effect in hBN encapsulated MoS2 ML. (a) Simplified structure
used in our analytical model. (b) Differential reflectivity measurement. Red curve is the model
simulations using the hBN thicknesses as determined by AFM (squared dots). Additional
simulations (fine magenta, green, and blue) show the depth and shape of the exciton resonances
depends on the individual layer thickness of hBN and SiO2. Figures extracted from Ref. [34].

As we will see in next chapters, the properties of TMD MLs are strongly improved if they
are encapsulated in hBN. Then, we need to take into account this dielectric environment
to understand the excitonic and optical properties. Our collaborators Mikhail Glazov
and Marina Semina from IOFFE Institute of Russia developed a transfer matrix method
to model and calculate the elementary response functions (reflectivity, transmission and
absorbance) of our structure“capping hBN layer/TMD ML/bottom hBN layer/SiO2/Si”
as sketched in Figure. 2.2.4(a). The transfer matrix of the total sample structure is
expressed as:

T̂tot = T̂SiO2→SiT̂SiO2T̂hBN→SiO2T̂
′
hBNT̂MLT̂hBNT̂air→hBN. (2.5)

Here T̂i→j is the transfer matrix through the interface between the layers i to j, T̂i is the
transfer matrix through the layer i, the prime denotes bottom hBN layer. For TMD ML
transfer matrix we consider the situation of a monolayer embedded into infinite hBN:

T̂ML =
1

t

(
t2 − r2 r
−r 1

)
, (2.6)

r =
iΓhBN

rad

ω0 − ω − i(ΓhBN
rad + Γnrad)

, t = 1 + r. (2.7)

Here r and t are the reflection and transmission coefficients of the TMD ML in the
infinite homogeneous hBN, ω0 is the exciton resonance frequency, ΓhBN

rad is the TMD
exciton radiative damping rate (radiative decay rate) into the hBN, ΓhBN

rad = Γvac
rad/nhBN,

where nhBN is the hBN refractive index and Γvac
rad is the radiative decay rate into free
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space. Γnrad is the exciton non-radiative damping rate (non-radiative decay rate). Note
that the general decay rates Γrad and Γnrad are linked to the radiative and non-radiative
linewidths γrad and γnrad defined in Section 4.1 by γrad = 2h̄Γrad and γnrad = 2h̄Γnrad.
The Si layer is assumed to be thicker than the absorption length, hence, the reflection of
light at the interface Si and air is disregarded. The transfer matrix provides the following
relationship between rtot and ttot, the amplitude of reflection and transmission coefficients,
through the total structure:

T̂tot

(
1

rtot(ω)

)
=

(
ttot(ω)

0

)
. (2.8)

Eq. (2.8) allows us to obtain rtot(ω) and ttot(ω) from the transfer matrix. Fig-
ure. 2.2.4(b) shows several optical transitions in the Differential Reflectivity of an hBN
encapsulated MoS2 ML. We ascribe them to A-exciton series (A:1s, 2s and 3s) and B:1s
state. By using Eq. (2.8), the quantitative analysis (red curve) of the energies and os-
cillator strengths of the A-exciton Rydberg series and B:1s are in good consistency with
the experimental observations. We also demonstrate that the shape and intensity of the
exciton transitions (fine magenta, green, and blue curves) in the differential reflectivity
spectrum strongly depend on the thicknesses of the dielectric layers (hBN and SiO2).
This is a result of the interferences in the dielectric layers, i.e. Fabry-Perot effect in the
microcavity-like sample structure. Therefore, we can choose carefully the bottom hBN
and SiO2 thicknesses to gain more visibility of the excited exciton states.

Following the Transfer Matrix method, we can also have an estimate of the absorption
coefficient and the radiative recombination rate. The absorbance of the monolayer can
be expressed as

A(ω) = 1− |rtot(ω)|2 − |ttot(ω)|2/nSi, (2.9)

where nSi is the refraction index of Si.
According to the general theory [45,68,69], the poles of the response functions rtot(ω),

ttot(ω) and, accordingly, the feature in A(ω), correspond to the eigenmodes of the system.
In the vicinity of an exciton resonance frequency ωeff

0 , the functions rtot(ω) and ttot(ω)
can be recast in the form

rtot(ω) =
Zr

ωeff
0 − ω − i(Γeff

rad + Γnrad)
+ . . . , (2.10a)

ttot(ω) =
Zt

ωeff
0 − ω − i(Γeff

rad + Γnrad)
+ . . . , (2.10b)

where dots denote regular part, Zr and Zt are the complex constants, and the quantities
ωeff
0 and Γeff

rad represent the renormalized exciton frequency and its effective radiative decay
rate. Accordingly, the absorbance in the vicinity of the resonance is approximated by

A(ω) ≈ A0

(ωeff
0 − ω)2 + (Γeff

rad + Γnrad)2
. (2.10c)

In summary, Figure 2.2.4 clearly demonstrates that the Fabry-Perot effect in hBN
encapsulated TMD MLs has to be carefully modeled in order to understand the exciton
spectra probed by differential reflectivity. In Chapter 4 we will show that this Fabry-Perot
effect also induces quantum fluctuation around the TMD MLs, which yields a tuning of
the exciton dynamics and the radiative linewidth γrad (Purcell effect).
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2.2.3 Photoluminescence
2.2.3.1 Continuous wave photoluminescence
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Figure 2.2.5: (a) Schematics of the Photoluminescence (PL) process: photoexcitation, relax-
ation and spontaneous emission. (b) PL and differential reflectivity spectra measured for the
same WSe2 ML as in Figure 2.2.3(b) at 4 K. The PL of A:1s exciton (XB, the subscript “B”
denotes bright neutral exciton) has a full width at half maximum (FWHM) ∼ 3.2 meV. XT1

(XT2) and XD denote PL emissions from trions and dark neutral exciton, respectively.

Figure. 2.2.5(a) shows a simplified schematics of the photoluminescence (PL) process:
photogeneration of carriers by laser excitation, relaxation by phonon emission and spon-
taneous emission. In contrast to absorption and reflectivity that measure directly the
excitonic resonances, the PL signal depends on the absorption efficiency at the laser
wavelength, efficiency of relaxation channels down to the emitting states and competi-
tion between radiative and non-radiative channels.

Figure. 2.2.5(b) shows both the Differential Reflectivity and PL signals of the same
hBN encapsulated WSe2 ML as in Figure 2.2.3(b). The PL is excited with HeNe laser (633
nm; 1.96 eV). The differential reflectivity evidences only two resonances corrsponding to
A:1s and A:2s exciton states, while the PL shows multiple strong peaks below the A:1s
state. These states with much lower oscillator strengths have been identified recently and
correspond to recombinations of dark neutral exciton (XD), trions (XT , charged excition),
biexcitons, etc [70–73].

2.2.3.2 Photoluminescence excitation

Photoluminescence excitation (PLE) spectroscopy is also a powerful tool to get informa-
tion on the exciton properties. The excitation wavelength is varied continuously with
constant laser excitation power, while the PL intensity at a typical emission is recorded.
Peaks in the PLE spectrum represent absorption resonances of the material and their in-
tensity depend on both the effective absorption at the excitation wavelength and also the
efficiency of relaxation to the monitored state. Since the absorption is strong when laser
wavelengths are tuned exactly at resonances, exciton resonances associated to excited
states (n > 1) can be easily detected in PLE measurements [31]. Figure 2.2.6 shows a
PLE spectrum of MoS2 ML encapsulated in hBN (same sample as used in Figure 2.2.4).
The A:2s and A:3s exciton states are unambiguously measured, in perfect agreement
with the differential reflectivity shown in Figure 2.2.4.
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XB

PL

Figure 2.2.6: PLE spectrum of MoS2 ML encapsulated in hBN (same sample as used
in Figure 2.2.4). PL intensity of XB (A:1s) exciton is recorded while changing the excitation
laser energy with constant power. PL spectrum by nm laser excitation is also shown (red curve).
Figure is extracted from Ref. [34].

2.2.3.3 Time-resolved photoluminescence

Time-resolved photoluminescence (TRPL) corresponds to the PL measurement in tem-
poral domain by using a pulsed laser and a fast detector. We use a continuous wave 532
nm laser to pump a mode-locked Ti:Sa laser that then generates picosecond (ps) pulses
in the wavelength range from 700 to 1000 nm, see Figure 2.2.7(a). The pulses are equally
spaced in time with a repetition rate of 80 MHz and a pulse width of ∼1.5 ps.

To detect the PL in temporal domain, we have used a synchro-scan streak camera,
which is one of the highest sensitive and fastest detectors that can capture the signal in
both spectral and temporal domain, see Figure 2.2.7(b). The principle of a streak camera
is shown in Figure 2.2.7(d). The pulse signals being measured are guided through a slit
and focused by the optical lens onto the photocathode of the streak tube. The incident
light impinging on the photocathode is converted into a number of electrons proportional
to the intensity of the light. These electrons are accelerated by the accelerating mesh
(electrodes) and pass through a pair of sweep electrodes that is applied with high voltage
at a timing synchronized to the Ti:Sa laser pulse, see Figure 2.2.7(e). By high speed
sweep, the electrons experience a vertical deflection proportional to the arrival time of
the photons on photocathode. Then, the deflected electrons enter the micro-channel
plate (MCP) where the signal is multiplied by thousands of times and impact against the
phosphor screen where they are converted back into light and finally recorded by a CCD
camera.

As a result, an obtained brightness distribution image is arranged as follow: the hor-
izontal direction corresponds to the emission wavelength; the vertical direction serves as
the time axis: earlier signal is spatially located at the top of the image, while the photons
arriving later yield signal at the bottom of the image. Figure 2.2.7(c) shows a typical
streak camera image. For a given emission, it is consisted of a rise part corresponding to
the population establishing on this state and a longer decay part corresponding to the
population decay by both radiative recombination and non-radiative channels.

The TRPL setup based on the ps Ti:Sa laser and the streak camera (with an overall
time-resolution of ∼2.5 ps) is the key tool we have used in Chapter 4 to demonstrate the
control of the exciton radiative lifetime τrad in hBN encapsulated MoSe2 MLs.
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Figure 2.2.7: Setups and mechanisms for time-resolved photoluminescence mea-
surements. (a) Pulsed laser chain: pump (Coherentr Verdi series: Model V5; diode-pumped
solid-state continuous wave laser at 532 nm up to 10 W) and mode-locked Ti:Sapphire laser
(Spectra Physicsr Tsunami series: Model 3960-L3B, 700-1000 nm). (b) Streak camera (Hama-
matsu Photonicsr: Model S20, 350-800 nm) mounted on a spectrometer (Princeton Instruments
Acton SpectraPror: Model SP-2500) in our laboratory. (c) Typical streak camera image: PL
intensity vs. time and wavelength. (d) Operating principle of streak camera. (e) Operation
timing of streak camera. (d,e) are extracted from Ref. [74].
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2.3 Effects of hBN encapsulation on the optical and
exciton properties
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Figure 2.3.1: Improved optical properties of TMD MLs with hBN encapsulation.
(a) Skematics of the sample structures of a TMD ML exfoliated directly on the SiO2 and one
encapsulated by hBN. hBN provides atomically flat interface and symmetrical dielectric screen-
ing which yields a larger exciton radius. (b) PL linewidth is narrowed in hBN encapsulated
TMD MLs, approaching the homogeneous limit (extracted from Ref. [75]).

It is now well established that the encapsulation of TMD MLs with high quality hBN
layers yields a drastic improvement of the optical properties [75, 76]. We recall here
the main modifications of these properties induced by the hBN encapsualtion. Figure.
2.3.1(a) shows the sample structure contrast between TMD MLs exfoliated directly on
SiO2/Si substrate and encapsulated with hBN. Figure. 2.3.1(b) shows the PL spectra at
4K of these two types of samples. The linewidths of the A:1s exciton states in four types
of TMD MLs are much narrowed by hBN encapsulation, typically 1 ∼ 4 meV [75]. The
narrow linewidth is a direct consequence of the reduction of the dielectric disorder due to
atomically flatness of hBN and ultraclean interfaces. These values are now close to the
homogeneous limit.

We also notice that hBN encapsulated Tungsten-based MLs have several emission
peaks of excitonic complexes below A:1s, which can not be resolved for the monolayers on
SiO2. The main difference of the two WSe2 samples in Figure 2.2.5(b) and Figure 2.3.1(b)
is the bulk hBN source. In Figure 2.2.5(b), we used hBN provided by our collaborators
Catherine Journet-Gautier and Bérangère Toury-Pierre from Claude Bernard University
of Lyon, France, whereas for WSe2 sample in Figure 2.3.1(b), the bulk hBN is provided
by our collaborators Kenji Watanabe and Takashi Taniguchi from NIMS in Japan. The
exciton spectra of two WSe2 MLs in Figure 2.2.5(b) and Figure 2.3.1(b) are very similar
(in particular the narrow linewidths). This demonstrates that the “Lyon”hBN has

24



similar qualities for encapsulation compared to the worldwide used “NIMS”hBN.

The hBN encapsulation of TMD MLs does not only induce a reduction of the inhomo-
geneous broadening of the exciton lines, it also leads to a change of the exciton energies
as a result of the change of the exciton binding energy and band gap renormalization due
to the modification of the dielectric environment in the vicinity of the TMD MLs [22].
Finally, let us recall that the hBN encapsulation also greatly reduces photo-doping effects
in TMD MLs [75, 77].

2.4 Conclusion
In this chapter, we have introduced confocal microscopy and several optical techniques
including Differential Reflectivity, PL, PLE and TRPL. Through these measurements,
we can get a comprehensive understanding of the absorption, emission and dynamics of
the exciton states in TMD MLs. We have an upgraded home-built transferring setup
in our glovebox for the all-dry viscoelastic stamping method of fabricating 2D van der
Waals heterostuctures. The hBN encapsulation has several effects on TMD MLs : (i)
Renormalization of the bandgap (Eg) and the reduction of exciton binding energy (EB);
(ii) Protect TMD MLs from photodoping; (iii) Remove inhomogeneity and dielectric
disorder, leading to narrowed exciton linewidth approaching homogeneous limit and (iv)
tune the visibility of exciton states due to Fabry-Perot effect.
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Chapter 3

Spin-Forbidden Dark Excitons in MoSe2 and MoS2

Monolayers

Knowledge of the exciton fine structure is essential to understand the optoelectronic
properties in Transition Metal Dichalcogenide monolayers (TMD MLs). Here we measure
the exciton fine structure of MoS2 and MoSe2 MLs encapsulated in hBN by magneto-
photoluminescence (PL) spectroscopy in magnetic fields up to 30 T. The experiments
performed in transverse magnetic field reveal a brightening of the spin-forbidden dark
excitons: we find that the dark excitons appear 14 meV below the bright ones in MoS2

ML and are 1.4 meV above the bright ones in MoSe2 ML. Measurements performed in
tilted magnetic field provide a conceivable description of the neutral exciton fine structure.
The tilted magnetic field mixes the four exciton states, which allows us to measure the
dark exciton g-factors of - 6.5 in MoS2 ML and - 8.6 in MoSe2 ML. These experimental
results are in good agreement with a model taking into account the effect of the exchange
interaction on both the bright and dark exciton states as well as the interaction with the
magnetic field.

The chapter is organized according to the following sections:

3.1. Exciton fine structures in TMD monolayers

3.1.1. Symmetry analysis of exciton states
3.1.2. Exciton states coupling and interaction with magnetic field

3.2. Spin-forbidden dark excitons in MoSe2 monolayer

3.3. Spin-forbidden dark excitons in MoS2 monolayer

3.4. Conclusion
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3.1 Exciton fine structures in TMD Monolayers
As for other semiconductor nanostructures, the exciton fine structure in TMDs dictates
the efficiency of optical coupling. One can expect that the optoelectronic properties will
change drastically whether the spin-forbidden dark excitons lie below or above the bright
excitons [39,78–80]. Exciton spin relaxation is also expected to be affected by the bright -
dark exciton ordering [81,82]. The main difficulty to experimentally determine the energy
of spin-forbidden dark excitons is their extremely small oscillator strength compared to
the bright excitons. The exciton fine structure splitting were accurately determined
for WS2 and WSe2 MLs using various experimental techniques [71, 72, 83, 84]. These
measurements were successful only in WSe2 and WS2 materials as the dark excitons
lie several tens of meV below the bright ones so that the small oscillator strength is
compensated by a very large population of dark excitons relaxed from the A:1s bright
exciton, making them observable in PL experiments. Figure 3.1.1 shows the already
determined dark excitons in WSe2 MLs, extracted from Refs. [71, 72, 85].

In contrast the respective alignment of bright and dark excitons in MoS2 ML remains
controversial though this material is the most studied among the 2D semiconductors and
was the first member of the TMD family to be established as a direct gap in the monolayer
form. Numerous ab-initio calculations have been proposed to predict the exciton bright
- dark splitting but the results are highly dispersed with values in the range 10 - 40
meV and more importantly with different signs: depending on the methods applied, dark
excitons lie above or below the bright ones [86–89]. It is therefore crucial to have a clear
experimental determination. Unfortunately, all attempts to measure the bright - dark
splitting in MoS2 ML were not conclusive so far. The main reasons were related to (i)
low optical quality of samples (without hBN encapsulation) [90], (ii) the small value of
the expected splitting compared to the luminescence/absorption linewidth or (iii) low
thermal population of dark states if they lie above the bright ones [71].

In Subsection 3.1.1, we firstly perform the symmetry analysis on the exciton fine
structures in the TMD MLs. In the Subsection 3.1.2, we further demonstrate the coupling
between exciton states and their interaction with the magnetic fields. These analyses have
been performed by Thierry Amand in our group on the basis of group theory.
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Figure 3.1.1: Dark excitons in WSe2 MLs. (a) Dark exciton state XD: spin-forbidden
but dipole-allowed in z-direction; emission in-plane, LPCNO Toulouse [71]. (b) Dark excitons
XD brightened by transverse magnetic field. [72]. (c) A longitudinal magnetic field couples the
two dark exciton states, LPCNO Toulouse [85].
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3.1.1 Symmetry analysis of exciton states

Time reversal

(a)   Single particle picture (b)  Exciton picture

XB

XG

XD

Figure 3.1.2: Tungsten-based TMD MLs. (a) Sketch of free particle band structure:
a complete set of electron eigen-states in the irreducible representations of D3h. Uγ

±1,m represents
the Bloch amplitude of electron or hole that has representation index γ and effective spin index
m in non-equivalant K±1 valleys. (b) Sketch of exciton fine structure for A:1s excitons
(K ≈ 0): The arrows ↑ and ↓ represent the main spin contribution of conduction and valence
electrons [same as (a)] involved in the exciton states. Two bright exciton states XB (↑↑ and
↓↓, Γ6 symmetry) and two dark exciton: grey state XG (↑↓ + ↓↑, Γ4 symmetry) and dark state
XD (↑↓ − ↓↑, Γ3 symmetry). ∆ and δ represent the bright - dark splitting and the two dark
exciton splitting, respectively. Figures are extracted from Ref. [85]

The TMD materials crystallize in hexagonal structure which is invariant under the sym-
metry operations of the D3h group [43]. The direct band gap is located at the edges of
hexagonal Brillouin zone, at the non-equivalent valleys K±1. Because of the large spin-
orbit splitting in the top valence band (VB), we restrict here our description to A:1s
excitons composed of an electron from one of the two conduction bands (CB) split by the
spin-orbit interaction ∆so and a hole from the upper VB. We also consider only direct
excitons (with a center of mass wave-vector K=0). Figure. 3.1.2 show the sketches of
the single particle picture and exciton fine structure in a Tungsten-based TMD ML [85].
The exciton fine structure depends on several parameters, but nevertheless the symmetry
analysis of the exciton states is supposed to be identical for all TMD MLs. Note that for
a Molybdenum-based TMD ML, according to calculations, we need to change the sign of
the electron spin-orbit splitting in the bottom CB, i.e. reverse the Γ8 and Γ9 subbands
in Figure. 3.1.2(a).

Neglecting the valley indices of ±1 for simplicity, the CB Bloch amplitudes Uγ
m in

non-equivalent K±1 valleys belong to the D3h representations: Γ8, Γ9 being split by
spin-orbit interaction, while the topmost VB ones belong to Γ7 representation [91]. The
electron-hole Bloch-amplitude pair functions built with these states belong thus to the
representation product Γ9⊗Γ∗

7⊗Γenv and Γ8⊗Γ∗
7⊗Γenv in notations of [92]. Restricting

ourselves to A:1s exciton ground states, we have Γenv = Γ1, so that, all the single particle
representations are two-dimensional. We then obtain four exciton states in the A series
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with symmetry Γ9⊗Γ∗
7 = Γ5+Γ6 and four others with symmetry Γ8⊗Γ∗

7 = Γ3+Γ4+Γ6.
However, using coupling tables, it can be seen that only the Γ6− excitons of Γ9 ⊗ Γ∗

7

and Γ3− and Γ4− excitons of Γ8 ⊗ Γ∗
7 are direct excitons, the Γ6 doublet and Γ4 singlet

excitons being only coupled to light (dipole allowed).
Defining the hole Bloch amplitude by Uh,7

∓1/2 = ±K̂(U7
±1/2), K̂ being the time-reversal

operator, Bloch amplitudes for two degenerate bright exciton XB with parallel spin ↑↑
and ↓↓ (Γ6 symmetry) are denoted by:

Ψ6
±1 = U9

∓1/2 ⊗ Uh,7
∓1/2 (3.1)

These two bright exciton states can couple to σ± photons, respectively. And also the
Bloch amplitudes for the two non-degenerate spin-forbidden dark exciton are denoted by:

Ψ4 =
i√
2
(U8

+1/2 ⊗ Uh,7
−1/2 + U8

−1/2 ⊗ Uh,7
+1/2), (3.2a)

Ψ3 =
1√
2
(U8

+1/2 ⊗ Uh,7
−1/2 − U8

−1/2 ⊗ Uh,7
+1/2). (3.2b)

Ψ4 is called grey state XG (↑↓ + ↓↑, Γ4 symmetry) because it is the only one coupled
to πz photons (the Z-exciton mode [91]), whereas Ψ3 is a totally dark state XD (↑↓ − ↓↑,
Γ3 symmetry) that does not couple to light, see Figure 3.1.2(b). The dark states splitting
δ is caused by short-range exchange interaction between XG (↑↓ + ↓↑) and XD (↑↓ − ↓↑).
Note that the bright - dark splitting ∆ is defined as the energy gap from two degenerate
XB to the middle point between XG and XD.

3.1.2 Exciton states coupling and interaction with magnetic field
The bright -dark exciton splitting ∆ is expressed as ∆=�∆so+�∆bind+∆exch, where ∆so is
the CB spin-orbit splitting, ∆bind is the difference between the binding energies of bright
and dark excitons due to the slightly different masses of spin ↑ and spin ↓ conduction
bands and� ∆exch is the short range exciton exchange energy, see Figure 3.1.2(b) and Refs.
[87–89]. In the direct exciton manifold with basis B = {Ψ6

+1,Ψ
6
−1,Ψ

3,Ψ4}, the effective
exciton Hamiltonian, taking into account exchange and spin-orbit interaction [93], can
be written as:

Hexch =
1

2


∆ 0 0 0
0 ∆ 0 0
0 0 −∆− δ 0
0 0 0 −∆+ δ

 (3.3)

We turn now to the action of an external magnetic field B̂ applied to the sample in
any direction, and derive the corresponding Zeeman effective Hamiltonian. We write its
components in spherical coordinates as:

B̂ = (B sin θ cosφ,B sin θ sinφ,B cos θ)T (3.4)

For the longitudinal part of the magnetic field B̂z = Bzêz=B cos θêz (z is the direction
perpendicular to the plane), this component belongs to Γ2 representation of D3h point
group. Thus, a pure longitudinal magnetic field splits the states Ψ6

+1 and Ψ6
−1 and
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couples the states Ψ3 and Ψ4. Using the coupling tables of [93], we have shown that this
Hamiltonian can be presented in the form:

HBz =
1

2
µBB cos(θ)


gBz 0 0 0
0 −gBz 0 0
0 0 0 igDz
0 0 −igDz 0

 (3.5)

For the transverse part of the magnetic field B̂// = Bxêx + Byêy = B sin θ cosφêx +
B sin θ sinφêy, we have Bx ± iBy = B sin θe±iφ which transforms like the spin operators
Ŝx ± iŜy. These components and operators belong to Γ5 two-dimensional representation
of D3h. The product of exciton states representations: Γ∗

6⊗Γ6 = Γ6⊗Γ6 = Γ1+Γ2+Γ6,
Γ∗
3⊗Γ3 = Γ3⊗Γ3 = Γ1 = Γ∗

4⊗Γ4, Γ∗
3⊗Γ4 = Γ3⊗Γ4 = Γ2 do not contain Γ5 representation,

but Γ∗
6⊗ (Γ3+Γ4) = 2Γ5. So it can be deduced that the transverse field only couples the

Ψ3 and Ψ6
±1 excitons, and the Ψ4 and Ψ6

±1 excitons, with a priori two different coupling
constants. The Zeeman Hamiltonian contribution of the transverse field can thus be
presented under the form:

HB//
=

1

2
√
2
µBB sin(θ)


0 0 g//e

−iφ ig//e
−iφ

0 0 −g//e
+iφ ig//e

+iφ

g//e
+iφ −g//e

−iφ 0 0
−g//e

+iφ −ig//e
−iφ 0 0

 (3.6)

where we have assumed for simplicity that the two coupling constants are opposite.
This can be justified by the fact that only the conduction electrons contribute significantly
to the coupling, because of the very large spin-orbit splitting in the valence band. The
total Hamiltonian is thus, in the general case:

HX = HX
exch +HX

Bz
+HX

B//
(3.7)

We have checked that this Hamiltonian is strictly equivalent to the one written in [39]
expressed in a different basis fabricated with states in each valley. Indeed, the secular
equation of the Eigen-equation of the system is independent of the basis choice and is given
by: [(∆− 2λ)2−(gBz µBB sin θ)

2
][(∆ + 2λ)2−(gDz µBB cos θ)2−δ2]+2(g//µBB sin θ)2(∆2−

4λ2+ gBz g
D
z cos2 θ)+ (g//µBB cos θ)4 = 0. As expected, one can easily check that the four

Eigen-energies λ do not depend on the azimuthal angle φ of the magnetic field.
Note that this equation is also invariant when changing g// by -g//, and by changing

both signs of gBz and gDz , which shows that the sign of these two g-factors are linked. In
the Hamiltonian 3.5, the bright exciton g-factor gBz is defined with the usual convention
gBz µBBz = E(Ψ6

+1) − E(Ψ6
−1) so that with gBz <0 the energy of the bright exciton with

the electron in K+ (|Ψ6
+1⟩ state) decreases when Bz increases. The definition of the dark

exciton g-factor gDz is not so obvious in the Hamiltonian 3.5. To explain our convention
we can write the two dark states in each valley:

|KD
+ ⟩ = U8

+1/2 ⊗ Uh,7
−1/2 =

|Ψ3⟩ − i|Ψ4⟩√
2

, (3.8a)

|KD
− ⟩ = U8

−1/2 ⊗ Uh,7
+1/2 = −|Ψ3⟩+ i|Ψ4⟩√

2
, (3.8b)

In the Hamiltonian 3.5, gDz is defined so that with gDz <0 the energy of the dark exciton
with the electron in K+ (|KD

+ ⟩ state) decreases when Bz increases.
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3.2 Spin-forbidden dark excitons in MoSe2 monolayer
As shown in the previous section, an in-plane magnetic field B̂// (Voigt geometry) mixes
the spin components of the 2D exciton states [94,95]. For a TMD ML, this field interacts
with the CB electron within the exciton and we can neglect its interaction with the
hole because of the very large spin-orbit splitting in the VB [72, 90]. As a consequence
the in-plane magnetic field brightens both dark exciton states XG and XD; the mixed
bright - dark exciton states couple to in-plane polarized light allowing a straightforward
determination of the energy of the dark states [72,90]. On the other hand, an out-of-plane
magnetic field B̂z (Faraday geometry) leads to the Zeeman splitting of the bright excitons
of XB and the mixing between dark states of XG and XD [85]. Thus, in tilted magnetic
field, the four excitons are mixed and split, so that it becomes possible to extract the
g-factor of the dark excitons. The (4x4) Hamiltonian describing the mixing between the
four states under a given field with an angle θ with respect to the normal of the ML plane
(θ = 90° for Voigt and θ = 0° for Faraday geometries) has been given in Eq. 3.7.

We will firstly evidence the energy of the spin-forbidden dark excitons in hBN encap-
sulated MoSe2 MLs by Magneto-PL in the Voigt configuration at 4.2 K. The high-quality
hBN encapsulated MoSe2 MLs are fabricated in our laboratory by applying the all-dry
viscoelastic stamping method described in Chapter 2. In collaboration with Clément
Faugeras and Marek Potemski from LNCMI-Grenoble, the experiments are carried out
by using an optical-fiber-based insert placed in a high static magnetic field up to 30T
produced by resistive magnet, see the optical setup in Figure 3.2.1(a).

Figure 3.2.1(b) presents the 2D PL map of the hBN encapsulated MoSe2 ML in Voigt
configuration. One peak starts to be visible above the bright exciton (XB) at a magnetic
field ∼ 8 T. We tentatively ascribe it to the brightened dark excitons (labeled XD). The
energy of the two lines (XB and XD) vary significantly with B̂//, as a simple two-level
model predicts. In that case, the energies of the bright and dark states simply write:

bright : EXB
= Emid −

1

2

√
∆2 + (g//µBB//)

2 (3.9a)

dark : EXD
= Emid +

1

2

√
∆2 + (g//µBB//)

2 (3.9b)

where Emid is the energy of the middle point between bright and dark exciton states at
zero external magnetic field.

Using the more general Hamiltonian presented in the Eq. 3.6, including the effect of
the exciton exchange interaction and the external magnetic field, we can easily calculate
the B̂// field dependence of the XB, XG and XD exciton energies. Taking θ = 90°�(Voigt
geometry) and δ = 0.6 meV, we can fit our data [black solid lines in Figure 3.2.1(d)]
with ∆ = -1.4 ± 0.1 meV and g// = 2.0 ± 0.2. These values are in good agreement with
very similar measurements published very recently [96]. Note that the fit is very weakly
sensitive to the value of δ (we can only infer that δ < 1 meV), since the linewidths of the
transitions (1.4 meV for XB and 2.4 meV for XD) do not allow us to resolve the splitting
between XG and XD excitons, see Figure 3.2.1(c).

In order to have a full description of the exciton fine structure, we have measured
the Mageto-PL spectra of MoSe2 ML in a tilted magnetic field configuration (the field is
oriented 45° with respect to the 2D layer plane). These experiments allow the determi-
nation of several key parameters, such as the dark exciton g-factors. In an oversimplified
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description, one can consider separately the effect of the two field components on the
exciton spectra. The in-plane component of the field yields the mixing of the bright and
dark exciton as already observed in the Voigt configuration and the out-of plane compo-
nent leads to a Zeeman splitting of the states. While the energy splitting between the
two spin/valley states for the bright exciton depends linearly with this z-component field
(the slope given by effective g-factor), the field dependence of the dark states is more
complicated since the two dark states at zero field are split by the exchange energy δ of
the order of a few hundreds of µeV [83, 85], see also Figure 3.1.2(b).

We present the dependence of the PL spectra of MoSe2 ML in tilted magnetic field.
At high magnetic field (above ∼ 12 T), the color map of the PL intensity in Figure
3.2.2(a) and the PL spectra in 3.2.2(b) clearly evidence 4 lines corresponding to the 4
exciton states whose energy vary almost linearly with the field in the range 15 - 30 T (i.e.
the out-of plane component varying from ∼ 10 to 21 T). For lower magnetic field values,
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Figure 3.2.1: Spin-forbidden dark excitons in hBN encapsulated MoSe2 ML re-
vealed by Magneto-PL (Voigt geometry). (a) Sketch of the optical setup in Voigt ge-
ometry in LNCMI-Grenoble. For tilted field experiments, the sample is directly glued on the
bottom 45° mirror. (b) Color map of the variation of the PL intensity as a function of B//. The
PL intensity of the bright exciton has been normalized at each field. (c) Selected cross-sections
of the PL color map in (b) at 0 and 30 T. XD and XG can not be resolved. (d) Energy of
bright and dark excitons as a function of B//. The solid lines correspond to the fit by using
Hamiltonian 3.6.
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the energy splitting between the states is comparable to the PL linewidth preventing an
accurate determination of the energy of the 4 states. However, we observe a clear non-
linear dependence of the energy of the main PL line (which corresponds to the bright
exciton at B = 0), see Figure 3.2.2(c). This is a consequence of both the effects of the
zero-field bright - dark splitting ∆ �and zero-field splitting between two dark states δ.

Thus, the rigorous description requires to consider both the exciton interaction with
the tilted magnetic field B̂ = B̂z + B̂// and the exciton exchange interaction; B// =
Bsinθ and Bz = Bcosθ are the magnetic field intensities of the components parallel and
perpendicular to the monolayer plane (θ = 45° in the experiments). The interaction with
the magnetic field is driven by gBz and gDz , which are respectively the exciton g-factor of
bright and dark excitons and g//, which is the in-plane electron g-factor.

The eigenstates for each magnetic field value have been obtained numerically by solv-
ing the eigenfunction of Hamiltonian 3.7. On the basis of this model and using the values
∆ = - 1.4 meV and g// obtained from the Voigt experiments (Figure 3.2.1), one can
fit simultaneously the field dependence of the energy of the 4 lines presented in Figure
3.2.2(c) (see the solid line for the calculated curves of eigenvalues). The model agrees
very well with the experiments. Interestingly, a clear anti-crossing is evidenced in the low
field region as a consequence of the interplay of the transverse and longitudinal field com-
ponents. This fitting procedure yields the g-factors of both the bright and dark states:
we find gBz = - 4.0 and gDz = - 8.6. The value of the dark exciton g-factor around - 9 is
very similar to the values in WSe2 ML [83,85]; it is an additional proof of the highlight-
ing of the spin-forbidden dark states. As we cannot extract the energy of the 4 lines at
weak magnetic field due to their linewidths, the fit is not very sensitive to the zero field
splitting δ between XG and XD (the curves have been calculated for δ = 0.6�meV, the
value measured in WSe2 ML [83,85]. Note that the 4 lines in the tilted magnetic field are
actually mixed states between bright and dark excitons. The labeling of the 4 lines 1, 2,
3 and 4 in Figure 3.2.2 only correspond to XB+, XB−, XD, XG at zero field. In Figure
3.2.2(d), we show the mixing of each state as a function of tilted magnetic field intensity.
By calculating the eigenvectors we can determine the weight of each component (Ψ6

+1,
Ψ6

−1, Ψ3, Ψ4) in the exciton states at 30 T. The results presented in Table. 3.2.1 below
for MoSe2 ML show that the states are indeed strongly mixed.

basis vectors
(exciton states)

weight Calculated
eigenvalues 1.6342 eV 1.6371 eV 1.6409 eV 1.6458 eV

Ψ6
+1 (XB+) 0.2479 0.7521 0 0

Ψ6
−1 (XB−) 0 0 0.9325 0.0675

Ψ3 (XD) 0.3964 0.1331 0.0302 0.4402

Ψ4 (XG) 0.3557 0.1148 0.0373 0.4923

Table 3.2.1: Weight in module of the 4 components (Ψ6
+1, Ψ6

−1, Ψ3, Ψ4) in the 4
eigenvalues of MoSe2 ML calculated at 30 T for θ = 45° tilted field. The main components
are shown in red.
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Figure 3.2.2: Tilted magnetic field (θ = 45°) –The four mixed excitons states (la-
beled 1, 2, 3 and 4) in MoSe2 ML revealed by Magneto-PL. (a) Color map of the
variation of the PL intensity as a function of magnetic field. (b) PL spectra for magnetic fields
from 0 to 30 T showing the emergence of the four mixed exciton states (the intensity is nor-
malized to the strongest exciton line labeled 2). (c) Magnetic field dependence of the energy
of the four mixed exciton states. The full lines are fits to the model described in Section 3.1.2.
The notations dark exciton (XD), grey exciton (XG) and bright excitons (XB) are only strictly
valid at 0 T. (d) Same fitting results than in (c). The size of each symbol is proportional to
the weight of each component (the two bright component XB+ and XB− and the two dark
components XG and XD).
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3.3 Spin-forbidden dark excitons in MoS2 monolayer
We have also evidenced the energy of the spin-forbidden dark excitons in hBN encapsu-
lated MoS2 MLs using the same experimental approach as for the MoSe2 ML. First we
have investigated the effect of an in-plane magnetic field B̂// (Voigt configuration) on the
low temperature PL spectra in MoS2 ML. The 2D color map of PL intensity as a function
of magnetic field from 0 T to 30 T is plotted in Figure 3.3.1(a). Figure 3.3.1(b) shows sev-
eral cross-sections of the PL contour map in (a) at selected field intensity. In zero-field,
the emission is composed of a unique line corresponding to the radiative recombination of
the bright exciton XB at 1.931 eV in agreement with previous reports [34]. Remarkably
we observe at low energy, typically 14 meV below XB, an additional peak which shows
up above ∼12 T. This feature, interpreted as the brightened spin-forbidden dark exciton,
has been reproduced on several samples and spot positions (not shown here, see [97]). In
principle, this line should correspond to both brightened XG and XD excitons, but the
inhomogeneous linewidth in our samples is too broad (the FWHM of XD is 5 meV) to
enable us to distinguish the expected small splitting δ between the XG and XD states.

In a simple two-level system where the in-plane magnetic field couples the XG and
XD states, one expects that the PL intensity ratio between the bright and the dark
PL lines follows a simple quadratic law : ID/IB ∼ (B//)

2 , where B// is the in-plane
magnetic field [72]. In Figure 3.3.1(c), we present the magnetic field dependence of the
ratio between the PL intensity of the low energy and the high energy lines (corresponding
to exciton states dominated by dark and bright components respectively). The measured
quadratic behavior is a strong indication that the low energy line corresponds to the
recombination of the dark excitons brightened by the transverse magnetic field.

An additional evidence for assigning the low-energy line observed for large in-plane
magnetic field to spin forbidden dark excitons is the measurement of its g-factor in an
external field perpendicular to the ML.

We have measured the excitons spectra of MoS2 ML in tilted magnetic field (θ = 45°).
Due to the larger PL linewidth compared to the one of MoSe2 ML, it is more difficult
to evidence the 4 excitons states as in Figure 3.2.2. However the energy of the two
Zeeman split dark states (labeled as 1 and 2) can be extracted above 15 T as shown in
Figure 3.3.2(a, b). Figure 3.3.2(c) displays the measured magnetic field dependence of
the energies of the four states together with the fit based on the same model as MoSe2.
Using ∆ = + 14.0 meV and g// = 2 (determined previously in the Voigt geometry), the
best fit is obtained for gBz = - 1.8 and gDz = - 6.5. The bright exciton g-factor of about
gBz ∼ -2 was already measured in high quality MoS2 ML [75]. The large value of gDz is
in good agreement with the predicted one in a simple model [98] and the measured one
in WSe2 MLs [85]. Figure 3.3.2(d) shows the mixing of 4 exciton states as a function of
tilted magnetic field intensity. And also the calculated weight of the 4 components at
30T is shown in Table. 3.3.1.

To the best of our knowledge this is the first direct experimental evidence of the
spin-forbidden dark exciton in MoS2 ML. Interestingly, we note that the g-factors of both
bright and dark excitons are significantly smaller in MoS2 than in other TMD materials.
We can speculate that this is due to the very small conduction band spin-orbit splitting.
Similar to the MoSe2 ML, the fit is not sensitive to the value of the XD - XG splitting
δ due to the lack of experimental data at low field (the calculation has been done for
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δ = 0.6 �meV). Table. 3.3.2 summarizes the parameters of the exciton fine structure of
MoS2 and MoSe2 MLs measured here, together with the ones of WS2 and WSe2 MLs
from previous works.
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Figure 3.3.1: Spin-forbidden dark excitons in hBN encapsulated MoS2 ML revealed
by Magneto-PL (Voigt geometry). (a) Color map of the variation of the PL intensity as a
function of B// (the PL intensity of the bright exciton XB has been normalized at each field).
(b) PL spectra for magnetic fields from 0 T to 30 T showing the emergence of the brightened
dark excitons line (XG and XD can not be resolved) ∼ 14 meV lower in energy than XB. (c)
Ratio of the PL intensity of dark excitons line (XG + XD) and bright (XB) excitons as a
function of magnetic field. Inset: sketch of the excitonic fine structure in MoS2 ML [same as
the sketch for Tungsten-based ML in Figure 3.1.2(b)].
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Figure 3.3.2: Tilted magnetic field (θ = 45°) –The four mixed excitons states
(labeled 1, 2, 3 and 4) in MoS2 ML revealed by Magneto-PL. (a) Color map of the
variation of the PL intensity as a function of magnetic field. (b) PL spectra for magnetic fields
from 15 T to 30 T showing the emergence of the two lowest energy states 1 and 2 (mainly
with XG and XD components). (c) Magnetic field dependence of the energy of the four mixed
exciton states. The full lines are fits to the model described in Section 3.1.2. The notations of
dark exciton (XD), grey exciton (XG) and bright excitons (XB) are only strictly valid at 0 T.
(d) Same fitting results than in (c). The size of each symbol is proportional to the weight of
each component (the two bright components XB+ and XB− and the two dark components XG

and XD), See Table 3.3.1 for the calculated weight of the four mixed exciton states at 30 T.
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basis vectors
(exciton states)

weight Calculated
eigenvalues 1.9161 eV 1.9241 eV 1.9332 eV 1.9354 eV

Ψ6
+1 (XB+) 0.0052 0 0.9948 0

Ψ6
−1 (XB−) 0 0.0118 0 0.9882

Ψ3 (XD) 0.5346 0.4572 0.0024 0.0057

Ψ4 (XG) 0.4602 0.5310 0.0028 0.0061

Table 3.3.1: Weight in module of the 4 components (Ψ6
+1, Ψ6

−1, Ψ3, Ψ4) in the 4
eigenvalues of MoS2 ML calculated at 30 T for θ = 45° tilted field. The main components
are shown in red.

parameters
TMD MLs MoS2 MoSe2 WSe2 WS2

Bright and dark excitons splitting: ∆�(meV) + 14 - 1.4 + 40 [142,158] + 55 [142,158]

grey and dark excitons splitting: δ (meV) < 2 < 1 0.6 [81,101] -

Bright exciton g-factor: gBz - 1.8 - 4 - 4.25 [125] - 4.0 [40]

Dark exciton g-factor: gDz - 6.5 - 8.6 - 9.4 [81,101] -

Transverse electron g-factor: g// 2 2 2 -

Table 3.3.2: Measured exciton fine structure parameters for hBN encapsulated MoSe2
and MoS2 MLs measured in this Chapter. The parameters from WSe2 and WS2 MLs are
extracted from previous works [37, 71, 83–85,99].
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The measured bright - dark splitting of ∆ = + 14 meV in MoS2 ML generates several
remarks and interrogations.

(i). First it demonstrates the key role played by the exciton exchange energy contri-
bution to the bright - dark energy splitting that is expressed as ∆=�∆so+�∆bind+∆exch.
Although the actual value of the spin-orbit splitting ∆so is not yet known, the most widely
used calculated value in the literature is ∆so = - 3 meV. In a first approximation, the
binding energy is proportional to the reduced mass of the exciton. Taking the calculated
effective masses from [9] and the experimental value of the bright exciton binding energy
from [99], we infer ∆bind = + 8 meV. As a consequence our measurement of ∆ = + 14
meV demonstrates that the exciton exchange energy ∆exch is crucial to determine the
amplitude and the sign of the bright - dark energy splitting ∆. Thus we deduce �∆exch

≈ +9 meV (if indeed ∆so = - 3 meV and ∆bind = + 8 meV). Note that the CB spin-orbit
splitting in MoS2 ML has been recently estimated from transport measurements [100];
a splitting of about 15 meV was measured for an electron density of a few 1012 cm−2.
This value is 5 times larger than the calculated one, because of the significant band
renormalization induced by many body effects.

(ii). Importantly our measurements show that the splitting between bright and spin-
forbidden dark excitons in MoS2 ML has an opposite sign compared to the calculated
spin-orbit splitting in the conduction band. This could have important consequences for
the trion fine structure [101].

(iii). Our measurements raise the question of the simple interpretation of MoS2 as a
“bright”material. Indeed the TMD MLs are usually divided into two categories: the so-
called dark materials such as WS2 and WSe2 MLs where the spin-forbidden dark excitons
lie at lower energy compared to the bright ones. As a consequence these monolayers are
characterized by a rather weak luminescence yield at low temperature while the intensity
increases with temperature due to thermal activation of bright states [39, 78–80]. In
contrast MoX2 MLs (X = S, Se or Te) are often considered as“bright”materials as they
exhibit stronger PL intensity at low temperature than their W-based counterparts but
their intensity drops with temperature. This difference was assumed to vouch for dark
excitons lying above the bright ones in MoX2. This bright-dark ordering has indeed been
observed very recently for MoSe2 ML [96] and confirmed by our measurements in Section
3.2. The measurements displayed in Figure 3.3.1 show that the ordering is surprisingly
opposite in MoS2 ML although the temperature dependence of the PL intensity in MoS2

ML is very similar to MoSe2 ML (decrease with increasing temperature). Thus we cannot
use this simple argument to distinguish between a “bright”and a dark material as our
results prove that the dependence of PL intensity with temperature in MoS2 may be
the result of a complex relaxation scheme between bright and dark states as well as its
interplay with non-radiative channels.

In addition, we know that the grey exciton is coupled to πz photons i.e. the z-exciton
mode. One can wonder why the grey exciton cannot be detected at zero magnetic field
using high numerical aperture objective (NA = 0.82, collection angle of 55° ) like in
WS2 and WSe2 [71]. Remarkably we note in Figure 3.3.1 that the PL intensity of the
mixed dark-bright state in transverse magnetic field is very weak (compared to similar
experiments performed in WS2 or WSe2 MLs [71,102] and that very high field are required
to sizably observe it (larger than 14 T). We can speculate that either the oscillator
strength of grey exciton is much smaller than in WX2 and/or that their population
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remains weak despite lying at lower energy than the bright state. We can tentatively
explain the small oscillator strength by noticing that the smaller spin-obit interaction in
MoS2 compared to WS2 or WSe2 may yield a weaker oscillator strength of the grey exciton
since it is related to the spin-orbit mixing with higher energy bands [71, 89]. For the
population issue, we can notice that contrary to WX2, the bright - dark exciton splitting
in MoS2 ML is smaller than the optical phonon energies which can lead to inefficient
relaxation between bright and dark excitons (the Γ5 phonon that allows relaxation from
bright to dark exciton is 36 meV) [103, 104].

Another striking difference between TMD materials is the amplitude of spin/valley
polarization for excitons. While strong valley polarization and valley coherence have been
measured in WSe2, WS2 and MoS2 MLs, the polarization in MoSe2 and MoTe2 MLs is
very weak [105,106] except under quasi-resonant excitation where significant polarization
has been measured for the trion in MoSe2 [107]. Recently, it was proposed that a crossing
of bright and dark exciton dispersion curves combined with a Rashba effect associated
with local fluctuations of electric field can lead to very fast spin relaxation [82]. Our
measurements of bright dark splitting in MoS2 and MoSe2 are perfectly consistent with
this scenario: the small negative splitting δ = - 1.4 meV in MoSe2 combined with a
larger effective mass for dark excitons should lead to a crossing between bright and dark
dispersions while the positive splitting ∆ = + 14 meV in MoS2 guarantees no crossing
and as a consequence significant spin/valley exciton polarization measured in MoS2 MLs
under CW optical orientation experiments [42, 108, 109].

3.4 Conclusion
We have performed Magneto-PL experiments in transverse and tilted magnetic fields (45°)
up to 30 T in high quality hBN encapsulated MoS2 and MoSe2 MLs. These investigations
yield the unambiguous determination of the bright - dark exciton splitting: ∆ = + 14
meV for MoS2 and - 1.4 meV for MoSe2; and the dark excitons g-factor: gDz = - 6.5 for
MoS2 and - 8.6 for MoSe2. Such fundamental parameters are key elements to understand
the optoelectronic and spin/valley properties of these 2D semiconductors as well as their
associated van der Waals heterostructures.
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Chapter 4

Control of the Exciton Radiative Lifetime and
Linewidth

We have introduced in Chapter 2 the effects of hBN encapsulation on the optical spectra
of TMD MLs: (1) strong reduction of inhomogeneity which leads to narrow optical tran-
sitions approaching the homogenous exciton linewidth; (2) reduction of exciton binding
energy and renormalization of free carrier band gap as a result of increased dielectric con-
stant; (3) tunable visibility and shape of the optical transitions in reflectivity depending
on the hBN thickness due to Fabry-Perot effect. However its impact on homogeneous
linewidth and the exciton radiative recombination dynamics due to possible modification
of photon modes in these atomically layers has not been evidenced so far. This chapter
demonstrates that the exciton radiative rate in these van der Waals heterostructures can
be tailored by a simple change of the hBN encapsulation layer thickness as a consequence
of the Purcell effect. Time-resolved photoluminescence (TRPL) measurements show that
neutral exciton spontaneous emission time can be tuned by one order of magnitude de-
pending on the thickness of the surrounding hBN layers. The inhibition of radiative
recombination yields spontaneous emission time up to 10 ps. The analysis shows that we
can also observe sizeable enhancement of exciton radiative decay rate. These results are in
very good agreement with the recombination rate calculated in the weak exciton-photon
coupling regime using the Transfer Matrix method developed in Chapter 2. Finally, un-
derstanding these electrodynamical effects allows us to elucidate the complex relaxation
and recombination dynamics for both neutral and charged excitons (trion).

The chapter is organized according to the following sections:
4.1. Homogeneous linewidth

4.2. Purcell effect

4.3. Simulation of the optical field intensity

4.4. Sample fabrication and experimental methods

4.4.1. Sample fabrication
4.4.2. Experiment methods

4.5. Tuning of the spontaneous emission rate

4.5.1. Purcell effect on neutral exciton dynamics and linewidth
4.5.2. Complex dynamics of relaxation and recombination of exciton and trion

4.6. Conclusion
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4.1 Homogeneous linewidth

ۧ|0

γh =
2ℏ

T2
Γ =

ℏ

T1

ۧ|1

Figure 4.1.1: Simplified picture of the quantum dynamics of an exciton state |1⟩. The ho-
mogeneous broadening (dephasing rate) is expressed as γh = 2h̄

T2
that is related to population

decay rate Γ = h̄
T1

and pure dephasing rate γ∗, through γh = Γ + γ∗.

In this section we briefly recall the mechanisms responsible for the homogeneous linewidth.
We neglect any inhomogenous broadening due to dielectric disorder, imperfections, etc.

Figure 4.1.1 shows in a two-level system such as the one formed by the exciton state
|1⟩ and the crystal ground state |0⟩, the homogeneous linewidth γh which can be expressed
as:

γh =
2h̄

T2

(4.1)

where T2 is the coherence time during which the exciton state |1⟩ keep a fixed phase with
respect to the crystal ground state |0⟩. The homogeneous linewidth “γh”includes two
contributions: the linewidth due to the population decay “γ1”(the coherence is lost
when there are no more excitons) and the linewidth due to the pure dephasing processes
“γ∗”：

γh = γ1 + γ∗ (4.2)

The exciton population decay can be separated into two recombination channels:
either radiative (γrad = h̄

τrad
) or non-radiative (γnrad = h̄

τnrad
) corresponding to trapping

by defects, relaxation to other exciton states, Auger effects..., where τrad and τnrad are
respectively the radiative and the non-radiative lifetimes of the exciton.

γ1 =
h̄

T1

=
h̄

τrad
+

h̄

τnrad
(4.3)

The pure dephasing term γ∗ corresponds to any mechanism that elastically (i.e.
without energy losses) breaks the coherence between states |1⟩ and |0⟩. It generally
includes elastic exciton-exciton scattering (different from Auger effects) and exciton-
electron (exciton-hole) scattering in a doped sample.
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Determining these parameters first requires to discriminate between homogeneous
and inhomogeneous linewidths. This can be done by non-linear optical techniques such
as four-wave mixing (FWM). Moody et al. measured a residual homogeneous linewidth
(residual means extrapolated at zero temperature and zero exciton density to avoid
exciton-phonon and exciton-exciton scattering i.e. γ∗ ∼ 0) of 1.6 meV in a WSe2 ML
grown on a sapphire substrate by CVD [110]. Jakubczyk et al. measured a homogeneous
linewidth of 0.78 meV at zero temperature in MoSe2 ML on SiO2 [111] and 2.1 meV
in WS2 ML on SiO2 [112]. For hBN encapsulated samples, Boule et al. measured an
homogeneous linewidth of 2.07 meV for MoSe2 ML and 2.96 meV for WSe2 ML [113].
Finally, Jakubczyk et al. reported values spanning from 1.8 meV to 4.3 meV for hBN
encapsulated MoS2 MLs [114], while Martin et al. claimed an homogeneous linewidth as
low as 0.2 meV in hBN encapsulated MoSe2 ML [115]. Despite the significant variance in
the FWM measurements, we remark that these values are very close to the PL linewidth
we get in our best encapsulated samples at low temperature and low exciton density, see
Figure 2.3.1. We can thus conclude that the PL linewidth in our samples is very close to
the homogeneous limit.

Going a step further, we remark that the PL linewidth of the bright exciton in MoSe2
ML (∼ 1 meV) is systematically smaller than the one in WS2 or WSe2 MLs (∼ 3 meV), see
also Figures 2.2.2 and 2.2.5. This is perfectly reasonable if we look at Eq. 4.3. In WS2 or
WSe2 MLs, the bright exciton linewidth is broadened by non-radiative decay to lower lying
dark excitons. On the opposite, we have shown in Chapter 3 that in MoSe2 ML, the bright
exciton state lies at lower energy than the dark ones. Consequently, we can assume that
in undoped sample there is no relaxation channel toward lower excitonic states, so that
MoSe2 ML is an ideal material to reach a linewidth dominated by the radiative limit γrad.
In 2018, Back et al. and Scuri et al. demonstrated that a MoSe2 ML encapsulated into
hBN could reflect up to 85% when it is resonant with the bright exciton transition [92,116].
The MoSe2 ML thus acts as a nearly perfect atomically thin mirror [117]. This is in fact
a direct consequence of the radiatively limited linewidth. Indeed, in absence of non-
radiative decay and pure dephasing processes, the backward (forward) re-emitted light
constructively (destructively) interfere with the resonant incident light so that reflectivity
(transmission) reaches 100% (0%). In the following, we will explore another consequence
of this remarkable property in MoSe2 ML: because the linewidth is dominated by the
radiative decay, we can use the Purcell effect to simply tune the exciton lifetime or the
linewidth.
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4.2 Purcell effect

QDs out of resonance         

QDs in resonance

Figure 4.2.1: Quantum dots (QDs) confined in DBR mirrors. The QDs at the antinode of
the cavity (QDs in resonance) have enhanced spontaneous emission rate, i.e. shorter lifetime.

The Purcell effect describes the modification of the spontaneous emission rate of a dipole
by the control of the density of electromagnetic modes. When a dipole is weakly coupled
to a cavity mode, its emission rate is enhanced (reduced) if the transition is resonant
(non-resonant) with the cavity modes. It was first predicted by Edward M. Purcell in a
short letter in 1946, where he described the change of spontaneous emission rate for a
nuclear spin system coupled to a resonant electrical circuit [118]. It was then observed
in many atomic systems where the spontaneous emission of atoms can be enhanced or
inhibited depending on wether the transition is resonant or not with the photonic cavity
[119, 120]. In solid state system, the strongest manifestations of the Purcell effect were
demonstrated with 0D emitters (quantum dots) embedded in 3D microphotonic cavities
such as microdisks, photonic crystals or DBR mirrors etched in a micropillar geometry
[121–123], see Figure 4.2.1. In these systems, cavities with high quality factors (Q factor)
of several thousands are required to observe significant variations of the radiative lifetimes.
In the following, we will show that we can observe the Purcell effect in MoSe2 MLs in a
cavity-like system formed by the hBN, SiO2 and Si layers.

4.3 Simulation of the optical field intensity
We consider our classical structure presented in Figure 2.2.4(a) composed of a SiO2 (80
nm)/Si substrate and a MoSe2 ML sandwiched between a bottom hBN layer and a thin
top hBN layer. Using the Transfer Matrix method presented in Subsection 2.2.2, we first
simulate the optical field (square of the electric field) in the structure top hBN/bottom
hBN/SiO2/Si. We assume that the TMD ML does not change the cavity modes due
to its very small thickness v 6 Å. In Figure 4.3.1, we plot the intensity of the optical
field at the location of the monolayer (between the top and bottom hBN layers) as a
function of both bottom hBN thickness and wavelength. The Fabry-Perot interference
effects and its dependence on the bottom hBN thickness are clearly seen. Knowing the
emission wavelength of bright exciton in MoSe2 ML (∼ 756 nm), we can thus choose
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the proper hBN thickness to tune the optical field in the monolayer. The two extreme
cases corresponding to the monolayer located at the node or the antinode of the field are
sketched in Figure 4.3.2. Due to the Purcell effect, we expect the radiative lifetime of the
exciton to be longer (shorter) when the monolayer is located at the node (antinode).
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Figure 4.3.1: Optical intensity map calculated at the monolayer’s location as a function of
both the emission wavelength and total hBN layer thickness. The horizontal red line corresponds
to the A:1s (XB) emission wavelength (∼ 756 nm) in a MoSe2 ML.
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Figure 4.3.2: Sketch of MoSe2 MLs sitting on the node and anti-node of the cavity
consisted of dielectric layers of hBN and SiO2 (80 nm). The total thickness of all the dielectric
layers d = nλ

2 and d = (2n+1)λ4 correspond to the node and anti-node, respectively. The red
shades are simplified illustrations of optical field intensity. Real refractive index: nSiO2 = 1.46,
nhBN = 2.2, Dielectric constant κhBN = 4.5. Note that λ is the wavelength in dielectric layers,
λ=λ0/n where λ0 is wavelength in vacuum and n is the refractive index of dielectric layers.
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4.4 Sample fabrication and experimental methods
4.4.1 Sample Fabrication
We fabricated 5 different samples with different bottom hBN thicknesses which exhibit
similar behaviour. We will present the results on four of them in Section 4.5.1. In Samples
I and II, the bottom hBN thicknesses are firstly determined by the optical contrast in
microscope images, see Figure 4.4.1(a,c). The accurate bottom hBN thicknesses are then
determined by Atomic Force Microscopy (AFM) as 182.5 and 273.3 nm for Sample I and
II, respectively, see Figure 4.4.1(b). These two thicknesses correspond to the MoSe2 ML
located at the anti-node (185 nm) or the node (275 nm) of the standing wave according
to the simulated electric field distribution in Figure 4.3.1.

For the Sample III, the same MoSe2 ML is deposited on a hBN flake exhibiting
different terraces and steps with hBN thicknesses dhBN = 205, 240 and 255 nm for zone
A, B and C respectively, see Figure 2.1.2(e). Sample IV is similar to Sample III with two
terraces dhBN = 125 and 149 nm, see Figure 4.5.3(a,b). This allows us to investigate the
exciton dynamics of the same MoSe2 ML and different bottom hBN layer thicknesses.
The top hBN thickness which does not play a key role here considering its small value is
9 nm, 7 nm, 8 nm and 8.5 nm in Sample I, II, III and IV, respectively.

Sample II: MoSe2 on nodeSample I: MoSe2 on anti-node

182.5 nm

(a)

(b)

273.3 nm

(d)

(c)

Figure 4.4.1: Microscope image of (a) Sample I and (c) Sample II: yellow solid, blue dashed
and red dashed contours are top hBN, MoSe2 ML and bottom hBN. AFM measurements of
bottom hBN thicknesses (b) Sample I, dhBN = 182.5 nm and (d) Sample II, dhBN = 273.3 nm
measured on the red circled area in (a) and (c).
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4.4.2 Experimental methods

Kx = ke + kh

e   h

A : 1s

Light cone
c • q//

trad

trelax

A : 3s
A : 2s

E

Figure 4.4.2: Sketch of non-resonant excitation, relaxation and radiative recom-
bination in a MoSe2 ML. A-exciton series and light cone (dispersion of light, c · q//) are
shown for better illustration. Only the excitons that have small center-of-mass vectors within
the lightcone are optically bright. The energy gap between A:1s and A:2s states is ∼ 150 meV
as will be determined in Section 5.1.1. Using a 712 nm pulsed laser for dynamics measurements,
we excite hot excitons with a kinetic energy ∼ 100 meV, between the A:1s and A:2s states. The
excess kinetic energy of the hot excitons is relaxed by emitting phonons down to the light cone
during a time of τrelax. The cold excitons in the light cone then recombine radiatively during a
time of τrad.

We investigated the exciton dynamics in different samples using the TRPL setup de-
scribed in Subsection 2.2.3. In TRPL, we probe the dynamics of the population of
excitons that recombine radiatively. This correspond to the cold excitons within the
light cone. Ideally, to have access directly to the lifetime of excitons in the light cone, we
need to excite resonantly. Unfortunately, this is technically challenging, since it is then
difficult to filter out the laser back scattering from the PL that is at the same wavelength.

In a first approximation, we summarize our experiment in Figure 4.4.2. We non-
resonantly excite the samples by using a pulsed laser of 712 nm, which means that we
create hot excitons with kinetic energy ∼ 100 meV above the A:1s exciton state (XB emis-
sion ∼ 756 nm). These hot excitons first need to relax down through phonon scattering
to the light cone, where the relaxed cold excitons will then emit light (radiative recombi-
nation). The dynamics measured in TRPL thus depends on the lifetime of excitons (τrad)
in the light cone and the relaxation time (τrelax) between hot and cold excitons.
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4.5 Tuning of the spontaneous emission rate
4.5.1 Purcell effect on neutral exciton dynamics and linewidth
4.5.1.1 Experimental results: neutral exciton dynamics
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Figure 4.5.1: (a) Left: normalized photoluminescence intensity (log scale) of the neutral
exciton XB in time domain for Sample I (dhBN = 182.5 nm) and Sample II (dhBN = 273.3
nm); the full lines correspond to the bi-exponential fits. The instrument response is obtained
by detecting the backscattered laser pulse (wavelength 712 nm) on the sample surface, see
the dashed line labeled ‘Laser’; Right: zoom of the rise-time. (b) Calculated (full line)
and measured (symbols) neutral exciton radiative lifetime as a function of the hBN bottom
layer thickness. The red dashed curve is the calculated intensity of electromagnetic field in our
structure (same calculation as in Figure 4.3.1). (c) Normalized CW PL intensity of the neutral
exciton in Sample I and Sample II clearly shows the different linewidths. Because the energy of
the PL peak slightly depends on the sample and sample’s position by a few meV, the origin of
the energy axis is taken at the PL peak. Inset: PL linewidth (FWHM) for 10 different positions
in Sample I and II.
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Figure 4.5.2: Calculated normalized TRPL intensity with (a) τrad > τrelax (τrad = 10 ps,
τrelax = 1 ps) and (b) τrelax > τrad (τrad = 1 ps, τrelax = 10 ps). Two cases have identical PL
intensity as a function of time.

Figure 4.5.1 presents the key results of this investigation. In Figure 4.5.1 (a), the normal-
ized luminescence intensity dynamics of the neutral exciton (XB) is plotted for Sample
I and II (differing only by the bottom hBN thickness dhBN = 182.5 nm and 273.3 nm
respectively). While the decay time is similar in both samples with a typical value of
∼ 18 ps, the PL rise time is clearly different: it is much shorter in Sample I (limited by
the time-resolution of the set-up), compared to a value of ∼ 10 ps in Sample II.

In general, the rise and decay rates of PL signal are determined by the interplay
between the feeding rate of the radiative state and the recombination rate. In our case,
the rise time of luminescence corresponds to the exciton radiative recombination time
whereas the PL decay reflects the relaxation time of photogenerated excitons at higher
energies towards the radiative states (K ≈ 0). This counter-intuitive result is in part
because the relaxation time, τrelax , is longer than recombination time, τrad, and can be
easily modeled with a basic two-level model as shown in the inset of Figure 4.5.6(b).
We assume that the system can be described by the population of the ‘reservoir’of
photogenerated hot carriers nhot and of the cold excitons nX through Eqs. (4.4). Then
the experimental results of exciton kinetics in Fig. 4.5.1 (a) are fitted with simple bi-
exponential fits based on this simple two-level model.

dnhot

dt
= − nhot

τrelax
, (4.4a)

dnX

dt
= − nX

τrad
+

nhot

τrelax
, (4.4b)

where τrelax is the relaxation rate of the hot excitons into the emitting states and
τrad is the radiative decay rate of excitons. In Eqs. (4.4) we disregarded non-radiative
recombination processes. Then the calculated exciton PL intensity simply writes:

I(t) ∝ n
(0)
hot

τrelax − τrad

[
exp

(
− t

τrelax

)
− exp

(
− t

τrad

)]
. (4.5)
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Figure 4.5.3: (a) Microscope image and AFM measurements of Sample IV bottoom hBN
terrace. (b) AFM cross section in (a) white line. dhBN = A: 125 nm, B: 149 nm, C: 167 nm,
D: 180 nm, E: 197 nm, F: 214 nm, G: 230 nm, H: 279 nm and I: 274 nm. (c) Neutral exciton
TRPL of MoSe2 ML on 125 nm, 149 nm and 182 nm bottom hBN. (d) zoom-in of rise time of
(c). Biexponential fittings give exciton radiative lifetimes of 1.5 ps, 5 ps and 10 ps.

Here n
(0)
hot is the initial photogenerated population of the hot carriers. Note that de-

pending on the relation between the relaxation and radiative times, the rise and decay
time of the PL are controlled by different parameters. Figure 4.5.2 displays the corre-
sponding calculated intensity for two cases: (a) τrad > τrelax and (b) τrelax > τrad. There-
fore, the rise-time does correspond to the radiative recombination time if τrelax > τrad.

As a consequence, the PL decay time is not controlled by the radiative recombination
time but it corresponds to the feeding time of the radiative states, see Figure 4.5.6 (b)
for the fit on sample II. Taking into account the instrument response time, we find τrelax
= 18 ps in both samples whereas τrad = 11± 1 ps is typically 10 times larger in Sample
II compared to Sample I with τX < 1.5 ps. This is exactly the expected behaviour due to
the inhibition of the spontaneous lifetime in Sample II as the ML is located at the node
of the electric field in the cavity-like structure, see Figure 4.3.1. Note that in previous
measurements of the exciton dynamics in bare TMD MLs the radiative recombination
time was assigned to the decay of the emission signal [124–126].
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This control of the radiative lifetime by the cavity effect is further confirmed by the
measurement of the excitonic dynamics in Samples III and IV where MoSe2 MLs are
deposited on two hBN flakes with several terraces. Figure 4.5.3 (c-d) show Sample IV
has several different rise times, whereas the decay times are still ∼ 18 ps. Sample III has
similar behaviors, not shown here.

Figure 4.5.1(b) summarizes the exciton radiative lifetime as a function of the hBN
thickness for all samples (obtained with the same fitting procedure as above). We clearly
see that the period of oscillations of the radiative lifetime with bottom hBN thickness is
perfectly consistent with the simulation as in Figure 4.3.1: the lifetime is shorter (longer)
when the MoSe2 ML is located at antinode (node) of the optical field.

Using the transfer matrix method developped by Mikhail Glazov and Marina Semina
from Ioffe Institute that is introduced in Subsection 2.2.2, we can calculate the radiative
lifetime as a function of the hBN thickness. In opposite to the result of Figure 4.3.1, we
now simulate the whole structure including the MoSe2 ML. Thus, in order to calculate
the radiative lifetime τrad in our structure, we found numerically the absorbance, A(ω)
at Γnrad → 0, and fitted it by Eq. (2.10c) and extracted Γeff

rad as a function of the bottom
hBN thickness dhBN . Then we obtain τrad simply by:

τrad =
1

2Γeff
rad

. (4.6)

The only free parameter in this simulation is the exciton radiative decay rate in the
vacuum Γvac

rad. Assuming a free space radiative lifetime of MoSe2 ML of 1
2Γvac

rad
= 2.7 ps,

we find in Figure 4.5.1(b) that the measured radiative lifetime is in very good agreement
with the calculated one (blue solid line).

Figure 4.5.1(b) demonstrates that the exciton spontaneous lifetime can be tuned by
more than one order of magnitude depending on the hBN thickness. This is much larger
than the small variations (10-30 % typically) reported previously with Bragg reflector
microcavities using III-V semiconductor quantum wells as emitters [127, 128] where the
linewidth was far from being dominated by radiative processes. In contrast, much larger
modulations of the radiative lifetimes due to Purcell effect were evidenced in open cavities
using metallic mirrors [129] or with 0D emitters embedded into 3D cavity with additional
lateral mode confinement: a typical factor 10 was for instance reported for quantum dots
embedded in micro-pillars [121, 122]. It is worth noting that contrary to quantum dots
emitters, excitons in TMD MLs are 2D dipoles. The 2D exciton wavefuction of these
delocalized emitters determines their emission to have a planar wave front, whereas the
emission of quantum dots is more spherical. This means that a perfect confinement in 3
directions is needed to establish stable photonic modes and interact back with quantum
dots to have maximum tuning of exciton dynamics. In contrast, the 2D nature of dipoles
in TMD MLs only need confinement normal to the layer surface. It is therefore not
surprising to observe a large tuning of the exciton radiative dynamics even using a cavity-
alike structure with rather low reflective coefficients.
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dhBN = 125 nm                                           dhBN = 180 nm

Figure 4.5.4: PL spectra at T = 7 K on two terraces of Sample IV corresponding to inhibition
(dhBN = 125 nm) and enhancement (dhBN = 180 nm) of radiative decay rate. The linewidth
measured on four different spots confirmed the trend of Figure 4.5.1, showing narrower (larger)
linewidth for MoSe2 MLs located at node (anti-node) of the optical field.

4.5.1.2 Experimental results: neutral exciton linewidth

A striking feature is that the cavity effect related to the hBN encapsulation has also a
strong influence on the excitonic linewidth measured in CW PL spectroscopy. As shown
in Figure 4.5.1(c), the CW PL linewidth is about twice smaller in Sample II (∼ 1.1
meV FWHM) compared to the one in Sample I (∼ 2.2 meV), a trend fully consistent
with the expected variation of the radiative linewidth in Eq. (4.6), due to the cavity
effect. It is clear that the linewidth usually includes both a homogeneous and a residual
inhomogeneous contribution and the latter can fluctuate in different points of a given
monolayer as a result of the local dielectric disorder. Nevertheless, the average of the
measurements recorded for different points on the Sample II (with longer exciton τrad)
is significantly lower than that on Sample I. From the measurements on 10 different
points on each sample, inset of Figure 4.5.1(c), we find a linewidth (FWHM) of 1.1 ±
0.13 meV and 2.0 ± 0.25 meV on Sample II and I, respectively. As expected a larger
linewidth is measured in Sample I characterized by a much shorter radiative lifetime, see
Figure 4.5.1(a). This result is also confirmed for Sample IV for different cavity lengths,
see Figure 4.5.4.

In principle, we could extract the radiative lifetimes directly from the measured
linewidths if it was purely radiative. Nevertheless, the quantitative analysis of the
linewidths we measure in CW PL have to be done with caution due to the residual
inhomogeneous broadening and dephasing processes. We can tentatively estimate the
radiative lifetime and radiative linewidth by combining the CW and time-resolved PL
results. The TRPL measurements show that the radiative lifetime in Sample I is limited
by the temporal resolution (we infer τrad < 1.5 ps) while we measure ≈ 10 ps in Sample
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Figure 4.5.5: Reflection contrast, DR/R, measured in (a) Sample I and (b) Sample II in the
vicinity of the exciton resonance. Different data points correspond to different sample spots.

II. The radiative linewidth is thus very small in Sample II: γrad = h̄/(τrad) ≈ 0.06 meV.
Thus the measured linewidth of 1.1 meV mainly correspond to dephasing processes and
residual inhomogeneous broadening. Assuming that dephasing processes and inhomoge-
neous broadening are identical in both samples, we can deduce a radiative linewidth γrad
≈ 0.9 meV in Sample I, corresponding to a radiative lifetime of τrad ≈ 740 fs. This value is
close to previous estimations where the cavity effect was not considered [92,111,115,116].
By comparing the measured radiative lifetime and the measured linewidth in CW PL,
we find that the latter is not fully controlled by spontaneous emission time and inhomo-
geneity must still be considered. This is fully consistent with recent FWM experiments
performed on similar MoSe2 MLs embedded in hBN [115].

In order to provide an additional evidence for the variation of exciton radiative lifetime
due to Purcell effect, we present Differential Reflectivity of Sample I and II in Figure 4.5.5.
Panel (a) shows the data on the Sample I where the exciton radiative recombination is
enhanced and panel (b) shows the data on the Sample II where the exciton radiative
recombination is inhibited. Despite certain spread of the DR/R values on different points
on the sample, one can see that the reflection contrast in the Sample I is systematically
much larger than in the Sample II; the exciton linewidth in Sample I is also substantially
larger than the one in Sample II. We stress that these reflectivity data are fully in line
with the PL and TRPL measurements in Figure 4.5.1.

Note that recently three similar papers also demonstrated the changes of exciton
linewidth of MoSe2 MLs in reflectance measurements by tuning the effective cavity length
using actuated mirrors or membrane [130–132]. Nevertheless, they rely on complex fitting
of the reflectance spectra taking into account both homogeneous and inhomogeneous
broadenings (without time-resolved measurements performed). Here, we abstain from
detailed multi-parameter fit of our Differential Reflectivity data which requires also careful
analysis of the light scattering and inhomogeneous broadening as well as possible effects
of finite NA of the optical setup.

53



4.5.2 Relaxation and recombination dynamics of exciton and trion
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Figure 4.5.6: (a) Normalized PL intensity of the charged exciton (Trion) as a function of time
for different bottom hBN layer thicknesses dhBN . The full lines correspond to mono-exponential
fits of the decay time τTrad. (b) Measured (symbols) and fitted (full line) of neutral exciton (X)
and trion (T) dynamics for encapsulated MoSe2 ML with a bottom hBN layer thickness dhBN

= 273.3 nm (Sample II). Inset: schematics of the two-levels model used to describe both neutral
exciton (X) and trion (T) dynamics.

The control of the radiative lifetime resulting from the hBN encapsulation is further
confirmed by measuring the dynamics of the charged exciton, i.e. trion (labeled T).
Figure 4.5.6(a) displays the normalized luminescence intensity dynamics of the trion for
different hBN thicknesses in Sample III. In contrast to the neutral exciton, the variation
of the bottom hBN thickness has here an impact on the trion luminescence decay time,
but not on its rise-time.

As the trion’s oscillator strength is smaller than the neutral exciton one [133, 134],
the trion radiative lifetime of the order of ∼ 100 ps is now longer than the relax-
ation/formation time. As a result, the PL rise time corresponding to this energy re-
laxation time does not vary with the cavity thickness (dhBN). Here, the striking feature
is that we find a variation of the trion PL decay time as a function of the hBN thick-
ness (dhBN) very similar to the variation of the neutral exciton radiative time, see Fig-
ure 4.5.1(b). Nevertheless, the amplitude of the variation is much smaller for the trion
(typically 10%) whereas in the same sample the measured neutral exciton lifetime varies
by more a factor two (∼ 3 to 7 ps), see Figure 4.5.1(b).

The cavity effects revealed in this work make it possible to elucidate the complex
dynamics of relaxation and recombination of excitons in TMD MLs [135]. In gen-
eral, the exciton lifetime τX , measured in time-resolved luminescence dynamics, de-
pends on both radiative and non-radiative (NR) recombination channels through Eq.(4.2)
1/τX = 1/τXrad + 1/τXnrad. The radiative decay channel depends on the electrodynamical
environment characteristics due to the Purcell effect while the non-radiative one, having
no electromagnetic origin is assumed unchanged. Remarkably, the strong variation of the
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Figure 4.5.7: (a) Neutral exciton PL dynamics at T=90 K of sample III for three different
bottom hBN thicknesses dhBN = 206, 237 and 247 nm. At this temperature the decay time does
not depend anymore on the cavity thickness. (b) Alternative scenario of the exciton dynamics
which includes non-radiative processes.

neutral exciton lifetime reported in Figure 4.5.1 demonstrates that the neutral exciton
lifetime at low temperatures is limited by the radiative recombination (controlled here
by the Purcell effect) with negligible contribution of NR channels. However we did not
observe any effect of the environment on the exciton dynamics for lattice temperatures
above 80 K, see Figure 4.5.7(a). This is due to the fact that the exciton lifetime is no
more controlled by purely radiative recombination [136]. The rather small modulation
of the trion lifetime observed in Figure 4.5.6 reveals that it is significantly affected by
NR recombination, see Figure 4.5.7(b). We can infer a NR trion recombination time of
the order of τnrad ∼ 100 ps, i.e. competitive with the radiative one.

Excellent fits of both the neutral and trion PL dynamics can be obtained with the
two-level model using the same relaxation time τrelax from the photogenerated high energy
states, inset of Figure 4.5.6(b). As already reported for non-encapsulated TMD MLs [126],
we do not find here any evidence of electronic transfer from neutral excitons to trions
in MoSe2 ML. This result seems counterintuitive since the PL decay time of the neutral
exciton coincides with the measured PL rise time of the trion, see Figure 4.5.6(b), as
if the exciton lifetime would be controlled by the trion formation time. This behavior
could be simply due to the fact that the same energy relaxation time τrelax drives both
the neutral exciton PL decay time and charged exciton PL rise time, see inset of Figure
4.5.6(b).

Another possible scenario is sketched in Figure 4.5.7(b). Our attribution of the decay
time of neutral exciton to the relaxation of hot excitons assumes for simplicity the absence
of non-radiative channels. Although this work demonstrates that the lifetime of an exciton
in the radiative cone is dominated by its radiative recombination (tunable by cavity
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effects), we cannot claim that all hot excitons necessarily relax to the light cone. Indeed,
any non-radiative channel such as defects trapping, relaxation to a dark state or formation
of a trion at a timescale shorter than the relaxation to the light cone would lead exactly
to the same dynamics but with smaller neutral exciton PL yield. We briefly analyze
this scenario where these non-radiative decay processes of excitons are considered. The
occupancies of the hot exciton reservoir and of the excitons in the light cone are given in
this case by the following set of rate equations:

dnhot

dt
= − nhot

τrelax
− nhot

τnrad
(4.7a)

dnX

dt
= − nX

τrad
+

nhot

τrelax
(4.7b)

Here the non-radiative decay rate of excitons includes contributions of trapping to defects,
trion formation as well as possible formation of dark states. For excitons within the light
cone we neglect non-radiative processes since τnrad ≫ τrad. The calculation shows that
the exciton PL dynamics under the condition

1

τdecay
=

1

τrelax
+

1

τnrad
≪ 1

τrad
(4.8)

is given by the exponential law ∝ exp (−t/τdecay). We emphasize that if the trion forma-
tion from the hot exciton reservoir is the dominant process, then it is not surprising to
observe the same rise time for the trion than the decay time for the neutral exciton.

To conclude on which scenario: sketch in Figure 4.5.6(b) or sketch in Figure 4.5.7(b)
is valid in MoSe2 ML, further experiments are required to evaluate the PL quantum yield
and thus determine if τdecay is governed by τrelax (scenario in Figure 4.5.6(b)) or τnrad
(scenario in Figure 4.5.7(b)).

Our work gives a lower bound on the relaxation time of hot excitons to the light cone
(τrelax ≥ 18ps). We can assume that the main relaxation mechanism is through emission
of phonons, while exciton-exciton and exciton-electron interaction cannot be excluded.
A recent work simulated the relaxation of excitons through interactions with optical and
acoustic phonons using a Monte-Carlo approach [82], see Figure 4.5.8. Interestingly, it
shows that after a very fast (< 1 ps) relaxation through optical homopolar phonons, the
relaxation of kinetic energy smaller than 30 meV (the lowest optical phonon energy in
MoSe2 ML) through the deformation potential interaction with acoustic phonons is much
slower (step 3 in Figure 4.5.8) with a characteristic duration time of 20 ∼ 30 ps. This
simulation is thus perfectly consistent with our measurement of τrelax ∼ 18 ps.

We investigated the influence on the initial kinetic energy of hot excitons in the
relaxation by varying the wavelength of the excitation laser. Results are presented in
Figure 4.5.9. It clearly shows that in the range of the kinetic energy investigated (7 -
104 meV), there is no variation of the relaxation time. This is again consitent with the
Monte-Carlo simulation of Figure 4.5.8, which shows that the cooling of the excitons just
outside the light cone is the slowest process. From the results of Chapter 3 (bright -
dark exciton splitting ∆ = 1.5 meV), we also cannot exclude that dark excitons act as
a slow feeding reservoir for the bright states. Further studies on the bright and dark
exciton formation processes as well as relaxation between the two states will be required
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to determine their role on the exciton dynamics. For instance, we can consider to perform
more resonant excitation measurements.
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Figure 4.5.8: Monte Carlo simulation of the four-step exciton energy relaxation (separated
by vertical dashed lines) in MoSe2 ML at T = 5 K. Results are shown for three initial kinetic
energies. The excitons reach thermal equilibrium with the lattice after ∼ 30 ps. Figure is
extracted from [82].
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Figure 4.5.9: Normalized exciton PL intensity dynamics for different laser excita-
tion energies, i.e. different energy detuning with respect to the exciton resonance measured
on a sample with dhBN = 130 nm (τXrad = 6 ps).
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4.6 Conclusion
We have shown in this chapter that the linewidth of encapsulated MoSe2 ML is not only
close to the homogeneous linewidth but is dominated by the radiative linewidth. We
demonstrate that we can control the radiative recombination time by one order of mag-
nitude from . 1 ps up to about 10 ps by just changing the thickness of the dielectric layers
in agreement with a theoretical analysis based on a transfer matrix simulation. This opens
the way to engineer the exciton-photon coupling in these van der Waals heterostructures.
An interesting prospect would be to deposit TMD MLs on top of epsilon-near-zero meta-
materials [137] to obtain stronger enhancement of the exciton radiative decay rate. These
results could be helpful to following experiments on non-linear and quantum optics and
also future on-chip quantum processing applications based on coherent manipulations of
photon. Finally, this tuning of the radiative lifetime helped us to understand the complex
exciton/trion dynamics in this 2D material.
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Chapter 5

Exciton Upconversion in Transition Metal
Dichalcogenide Monolayers

As explained in the previous chapter, encapsulation in hBN results in very narrow emis-
sion/absorption exciton lines (a few meV) in TMD MLs. This allows us to evidence a very
efficent PL upconversion effect which is investigated in this chapter. We have measured
this effect in 4 different MLs (MoS2, MoSe2, WSe2 and MoTe2). Here we will present
the detailed results on MoSe2 and MoTe2 ML samples. The excitation laser is tuned
into resonance with the A:1s transition and surprisingly we observe emission of excited
exciton states up to 200 meV above the laser energy. The optical transitions are fur-
ther investigated by white light reflectivity, photoluminescence excitation and resonant
Raman scattering, confirming their origin as excited excitonic states in TMD MLs. We
also demonstrate bias control of the efficiency of this non-linear optical process. At the
origin of upconversion we discuss in our model calculations of an exciton-exciton Auger
scattering mechanism specific to TMD MLs involving an excited conduction band thus
generating high energy excitons with small wave-vectors.

The chapter is organized according to the following sections:

5.1. Upconversion in MoTe2 and MoSe2 monolayers

5.1.1. Upconversion probed in MoSe2 monolayer
5.1.2. Exciton states in MoTe2 monolayer
5.1.3. Energy separations between A:1s and A:2s states

5.2. Model on exciton upconversion

5.2.1. General upconversion regimes in semiconductors
5.2.2. Resonant interband Auger process

5.3. Conclusion
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5.1 Upconversion in MoSe2 and MoTe2 monolayers
Optical excitation of semiconductor above the bandgap typically results in luminescence
at lower energy due to energy relaxation of charge carriers and excitons. The phenomenon
of PL emission at higher energy than the laser excitation is generally termed upconver-
sion PL or anti-Stokes luminescence. The upconversion has been observed in different
semiconductor structures such as InP/InAs heterojunctions, CdTe quantum wells and
InAs quantum dots albeit based on different microscopic mechanisms [138–142].

Upconversion has also been reported for WSe2 MLs [143,144]. The first upconversion
result in WSe2 MLs was realized by doubly resonant anti-stokes phonon scattering where
the initial and final states are the trion and neutral exciton, respectively [143]. Then our
group observed that the resonant excitation of the lowest A:1s state in hBN encapsulated
WSe2 could lead to upconversion PL of excited exciton states that also govern absorption
and emission [144]. These preliminary works help us better understand the phonon-
exciton interactions and more importantly offer a way to approach higher excitonic states
by exciton upconversion effect. The exciton upconversion effect is also present in MoS2

MLs [34], suggesting that it could be a general phenomenon for TMD materials.

In this section, we provide an in-depth study of exciton states in MoSe2 and MoTe2
MLs comparing upconversion PL with PLE spectroscopy and white light Differential
Reflectivity. The fabrication of the encapsulated samples and the optical setups are
described in Chapter 2. Unless explicitely specified, all the measurements have been
performed at 4 K with an excitation power around 3 microwatt and with CW excitation
(even for the upconversion measurements). These experiments allow detailed insight into
the light-matter interaction physics of excitons and clarify the origin of upconversion
signal, as the origin of excess energy needs to be identified.
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5.1.1 Upconversion probed in MoSe2 monolayers

(a)

(b)

(c)

(d)

Figure 5.1.1: Sample 1. Control of upconversion in MoSe2 ML at T= 4 K. (a):
Scanning a CW Ti-Sapphire laser across A:1s resonance results in upconversion PL at A:2s and
B:1s transitions (black curve for excitation exactly at resonance. Blue symbols give integrated
upconversion intensity as a function of laser energy.) (b) Differential Reflectivity of the same
sample spot, confirming energy positions of A:1s, A:2s and B:1s transtions. (c) Power depen-
dence of upconversion shows an increase with a slope of roughly 1.64 (black symbols), compared
to the standard A:1s exciton emission with a slope roughly half (0.88 – red symbols) using a
HeNe laser (at 1.96 eV) for excitation. (d) Contour plot of upconversion PL intensity as the
excitation energy sweeps across A:1s resonance (blue < 50 counts; red > 2000 counts).

MoSe2 ML is a versatile TMD material ideally suited to explore coupling to optical
cavities [145, 146], voltage control of monolayer mirrors [147, 148] and interplay between
charged and neutral excitons [149]. Most of these experiments are based on the optical
response of the lowest energy exciton state A:1s, but very little is known about the higher
excited exciton states and energy relaxation pathways for PL emission.

The experimental results for Sample 1 of MoSe2 ML encapsulated in hBN [62] are
summarized in Figure 5.1.1. Figure 5.1.1(b) shows clearly the A and B-exciton 1s states
in Differential Reflectivity at T= 4 K [105, 150, 151]. The A:1s resonance has a narrow
FWHM of the order of 2 meV [152]. We show in Figure 5.1.1(a) an upconversion result:
resonant excitation at the A:1s energy with a low power, continues wave (CW), narrow
linewidth (< 1 µeV) laser results in emission of the B:1s transition at higher energy. The
blue data points representing the integrated upconversion intensity for different laser
energies has a clear maximum when the scanning laser is exactly at the A:1s resonance.
In addition to B:1s, another transition appears about 150 meV above the A:1s in both
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Figure 5.1.2: Sample 2. ML MoSe2 charge tunable device: (a) Schematics of the
device. (b) Voltage control of Differential Reflectivity. The oscillator strength of A:1s state
decreases and trion resonance (T) shows up at n-type regime (-10 V). (c) Voltage control of
upconversion. The signal is maximal in neutral regime (+ 10 V) and gets weaker as the n-type
regime prefers trion than neutral exciton absorption shown in (b). The B:1s and A:2s emission
are marked. A third emission peak of yet to be determined origin appears at lower energy.

upconversion PL and Differential Reflecvity. We tentatively assign it to the excited A-
exciton, A:2s state. For samples directly exfoliated onto SiO2 the excited A-exciton states
were not directly accessible due to their overlap with the B-exciton 1s state. A fingerprint
of the A:2p state was reported in two-photon PL excitation (PLE) experiments [151],
where the B:1s state absorption is strongly suppressed [153].

We further investigate the origin of upconversion PL in MoSe2 ML . We compare the
evolution of the standard and upconversion PL intensity as a function of laser power, in
Figure 5.1.1(c). For Sample 1, the slope of the upconversion intensity versus laser power
(1.64) integrated over the A:2s and B:1s emissions is roughly two times the standard
PL (0.88) slope, consistent with a two-photon (two exciton) non-linear optical process.
We note that the exact power dependence determination for upconversion PL depends
slightly on the spectral range used for signal integration. For example, the slope for a
narrow spectral range at the A:2s (B:1s) resonance is roughly 2 (1.8). Figure 5.1.1(d)
shows the upconversion emission as the laser is scanned across A:1s resonance. It is only
detectable over a 2 meV range of scaning laser energy and maximized at A:1s resonance.
This indicates upconversion is a resonant process, as observed for WSe2 MLs [144].

This conclusion gets additional support from upconversion experiments on Sample 2
corresponding to a charge tunable device in Figure 5.1.2(a). At a bias of +10 V, the
excitation laser is tuned into resonance with the neutral A:1s state. The upconversion
PL gradually decrease with bias voltage and is not detectable any more at −10 V, in Fig-
ure 5.1.2(c). This is because as the applied voltage is lowered, electrons are added to the
monolayer, decreasing oscillator strength of A:1s exciton and resulting in a gradually dom-
inant trion absorption (T) [147, 148, 150], as shown in the reflectivity in Figure 5.1.2(b).
These experiments confirm that upconversion PL has its origin in resonant A:1s exciton
generation and is electrically controllable. Note that for a quantitative analysis of the
bias tuning of the upconversion efficiency, the slight shift of the central A:1s resonance
energy with bias needs to be taken into account. However, this energy shift for A:1s in
our sample is considerably smaller than the transition linewidth.
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5.1.2 Exciton states in MoTe2 monolayer
MoTe2 is a very interesting layered material in the TMD family [154–156] with unique
properties. First it provides interesting opportunity to switch between semiconducting
2H and metallic phases by tuning strain or carrier concentration [157, 158]. This allows
working towards devices based on bias controlled phase changes in MoTe2 ML [159,160].
Secondly, while early studies of 2H−MoTe2 flakes exfoliated on SiO2 have identified
monolayers as direct semiconductors [161, 162] the nature of bilayer (BL)’s gap is still
under discussion [106, 163]. In practice the difference between mono- and bilayer can be
revealed in Raman experiments, see Figure 5.1.4(a). MoTe2 MLs have an optical gap of
1.17 eV at T = ∼ 4 K corresponding to emission wavelength at 1050 nm. Therefore, its
alloying with other TMD MLs allows in principle to cover a full spectral range from 630
to 1050 nm for optoelectronics applications. Since it also has strong optical absorption
for excited exciton states above excitonic bandgap (A:1s) [15,20,27,28,30–32,164], better
knowledge of the excited exciton spectrum is needed. This allows in principle to estimate
the exciton binding energy by comparing with model calculations of exciton states in a
screened 2D potential [20, 34, 165, 166].

Here we show the striking impact of hBN encapsulation on the optical properties
of MoTe2 ML. The PL spectrum in Figure 5.1.3(b) shows very narrow emission lines
with a FWHM of 3 meV for the A:1s neutral exciton state at 1.17 eV, approaching the
optical quality reported for hBN encapsulated MoS2 and WSe2 MLs [75, 144, 167–171].
The typical exciton linewidth measured in non-encapsulated MoTe2 ML is larger than 10
meV [106]. Figure 5.1.3(a) confirms the high sample quality in reflectivity experiments
where this transition locates basically at the same energy as in PL, indicating negligible
exciton localization. In Differential Reflectivity we see also a broader transition about
250 meV above the A:1s that we ascribe to the B:1s state, following comparison with
the data from the literature [161, 162, 172]. We also observe in reflectivity a transition
120 meV above the A:1s state, not reported previously, which we ascribe to the A:2s state.
Strikingly, when exciting with a laser energy of 1.96 eV we also see hot PL emission of
this A:2s transition in Figure 5.1.3(b).

To further investigate the nature of these excited exciton states, we carry out PLE
experiments. We monitor the PL emission of A:1s state as in Figure 5.1.3(b) as a function
of the laser excitation power. PLE probes absorption of higher lying electronic transitions
and their subsequent relaxation to A:1s state, usually by emitting phonons. We observe
in our experiments clear indications of both processes: absorption by excited exciton
states and phonon assisted energy relaxation. In Figure 5.1.3(c), we see clear resonances
in PLE at the same energies as the reflectivity spectrum for A:2s and B:1s states. The
PL emission is enhanced by orders of magnitude when laser excitation resonates with
these excited exciton states, indicating efficient absorption and energy relaxation.

Phonon assisted relaxation and associated resonant and non-resonant Raman scatter-
ing in MoTe2 ML are shown in Figure 5.1.4. Raman scattering can be used to distinguish
MoTe2 ML from BL that also shows clear and narrow PL emission. In Figure 5.1.4(a)
we compare Raman spectra of ML and BL. The absence of low-energy A1g peak helps
us to identify MoTe2 ML [173, 174]. Figure 5.1.4(a) shows essentially non-resonant Ra-
man scattering i.e. neither the laser energy nor the emission after phonon scattering is
resonant with a particular electronic state. This is different in Figure 5.1.4(b): Here we
tune the laser to an excess energy about 20 meV above the A:1s resonance. We see a
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Figure 5.1.3: Exciton spectroscopy in MoTe2 monolayer encapsulated in hBN. T=
4 K. (a) Differential reflectivity spectrum, the energy positions of the exciton transitions A:1s,
A:2s and B:1s are marked. (b) Excitation with a HeNe Laser results in hot PL of the A:2s
and PL for the A:1s state. The low energy peak labeled T might be related to the trion or
phonon replica. (c) Photoluminescence excitation measurements detecting the emission from
the A:1s exciton. Peaks related to the resonant excitation of the A:2s and B:1s are marked.
(d) Upconversion PL, the laser tuned into resonance with the A:1s state results in emission
about 120 meV higher energy, same as Figure 5.1.1(a).

spectrally sharper feature (shaded blue) superimposed on the PL (shaded orange) shifts
with excitation laser energy. This peak corresponds to Raman scattering with the A′

1

phonon, which is particularly efficient with the final state to be a real electronic state
after scattering i.e. single-resonant Raman scattering experiments [90,168,173,175–177].

As the laser energy is scanned across the A:2s state, we see that the PL of A:1s
exciton is enhanced, see intensity plotted in Figure 5.1.4(c) as a function of laser energy.
In addition, we observe a Raman feature crossing the PL line, exactly 120 meV below the
respective laser energy. When the laser is at the A:2s energy, the Raman process is double
resonant [173, 176] as the initial state (A:2s) and final state (A:1s) are real electronic
states. In Figure 5.1.4(c) we report this double resonant Raman experiments [176, 178].
This has already been observed in our group in WSe2 ML on SiO2 [176]. Please note
that very different electronic states and phonons are discussed in the double resonant
Raman experiments in Ref. [173]. Detailed Raman studies of MoTe2 are also reported
for mono- and multilayers in Ref. [156]. In experiments in hBN encapsulated WSe2
ML samples, similar experiments have been interpreted as being due to phonon related
processes only [167]. This interpretation seems unlikely in view of follow-up studies of
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Figure 5.1.4: Raman spectroscopy in ML MoTe2. T = 4 K. (a) Non-resonant Raman
scattering using a HeNe laser. (b) Single resonant Raman scattering as the excitation laser
energy is one phonon energy A′

1 above the A:1s state. (c) Double resonant Raman experiments
as a phonon multiple ensures efficient relaxation from the optically excited A:2s state to the
emitting A:1s state.

WSe2 ML in magnetic fields which clearly showed that the excited state is an excitonic
transition and not just phonon replica [37]. For the case of MoTe2 ML we have a strong
case for the transition at 120 meV above the A:1s attributed to a real electronic transition,
which is confirmed in Figure 5.1.3 by four complementary spectroscopy techniques and in
Figure 5.1.4(c) by double resonant Raman scattering. Finally, note that this attribution
was recently unambiguously confirmed in high magnetic field experiments [99].

As we already wrote, upconversion PL is a powerful technique for investigating exci-
ton states. Here a CW laser excites the MoTe2 ML at the A:1s resonance and emission
at higher energies is monitored. In Figure 5.1.3(d) we indeed observe emission 120 meV
above the laser energy which is resonant with the A:1s state. This emission is exactly
at the same energy as the transition ascribed to the A:2s state with the three other
spectroscopy techniques: Differential Reflectivity, hot PL and PLE all compared in Fig-
ure 5.1.3. We note that the upconversion PL of MoTe2 ML consists of the A:2s emission
superimposed on a broad background. The emission of this global upconversion signal
increases linearly with laser power, and not nearly quadratically as expected and demon-
strated in WSe2 ML [144] and MoSe2 (see Figure 5.1.1).
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5.1.3 Energy separations between A:1s and A:2s states

Figure 5.1.5: (a-d) Upconversion measured in TMD MLs of MoTe2, MoSe2, WSe2 and
MoS2. Laser excite resonantly A:1s states. Inset in (b) is the sketch of Coulomb scattering of
two excitons. (c) and (d) are data extracted from Refs. [34, 144]

The upconversion effect is also an efficient tool to measure the energy of the exciton
excited sates. It is a general effect that we have evidenced in the four TMD MLs : MoS2,
MoSe2, MoTe2 and WSe2 as shown in Figure 5.1.5. The values of energy separation
between the A:1s and A:2s states:

∆12 ≡ EA:2s − EA:1s (5.1)
obtained by the upconversion spectroscopy and other optical techniques in our experi-
ments are summarized in Table. 5.1.1 together with other excitonic parameters calculated
and taken from the literature. As an important result of our measurements, we find that
the values of ∆12 in hBN encapsulated MoSe2 and MoTe2 are comparable to the ones in
WSe2 [37,38,178]. The fact that the effective masses of electrons and holes in MoSe2 and
MoTe2 are calculated to be about a factor of two larger than those in WSe2 and WS2 [179]
(see also Table. 5.1.1 for the summary of values) would imply in principle larger values of
∆12 in Mo-based monolayers than measured here. However, in two-dimensional semicon-
ductors the electron-hole interaction law strongly deviates from the 1/r dependence due
to dielectric screening effects [28, 165, 166] and can be described by the Rytova-Keldysh
potential that is shown in Eq. (1.2).
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Accounting for this effect, we calculate the energy separation between the ground and
excited excitonic states by applying a simple variational approach. The wavefunctions of
the ground and first excited states are sought in the two-dimensional hydrogenic form

Φ1s(r) =

√
2

πa2
e−r/a, (5.2a)

Φ2s(r) =

√
2

27πa2

(
1− 2r

3a

)
e−r/3a, (5.2b)

with the only trial parameter a which is the same for both functions. Such an approach
has an advantage of automatically providing orthogonal ground and excited states at a
cost of simplicity. To test the calculation we reproduced within the error of 6 2% the
results of Ref. [34], where more sophisticated numerical approaches were used, for A: 1s
and A: 2s excitons in MoS2 ML with the same set of parameters.

We obtain good agreement for the A:1s-A:2s separation by means of variational ap-
proach, see Table. 5.1.1. Here the only free parameter is r0, in reasonable agreement with
literature data. Note that both measured and calculated separations are in agreement
with previous experimental and theoretical results available for WSe2 and MoTe2 MLs,
see [34, 37, 38]. For a more detailed understanding of the energy positions of the excited
states and more sophisticated modelling may require also going beyond the simple vari-
ational scheme, application of various extensions of the screened potential [38, 165, 166]
and accounting for the bands non-parabolicity [180]. Also, the exact values of the effec-
tive mass values are still discussed in the literature, with interesting new insights from
transport measurements in gated samples [100, 178, 181], which provide larger values of
effective masses, possibly renormalized by the carrier-carrier interactions.

MoS2 MoSe2 WSe2 MoTe2

∆experiment
12 (meV) 175 150 130 120

me/m0 0.45 0.53 0.34 0.57
mh/m0 0.54 0.6 0.36 0.64
µ/m0 0.25 0.28 0.17 0.3

r0 (Å) 6.67 10 8.2 14.4

ρ0 (Å) 30 45 37 65

Etheory
B (meV) 214 186 162 156

∆theory
12 (meV) 174 148 133 121

Table 5.1.1: Exciton parameters obtained in experiments and calculations.
The values of the electron, me, and hole, mh, effective masses are taken from Ref. [179]
(averaged over different calculation methods and subbands), m0 is the free electron mass,
µ = memh/(me + mh) is the reduced mass of the electron-hole pair; effective dielectric
constant of surrounding was chosen as in Ref. [34] κ = 4.5, the value of the r0 was chosen
to obtain similar to experimental values of ∆12, Eq. (5.1).
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5.2 Model on exciton upconversion
In the subsection 5.2.1, we briefly recall three general mechanisms usually considered to
explain upconversion emission in semiconductor nanostructures. In the subsection 5.2.2,
we provide a theoretical model of interband Auger type exciton-exciton scattering devel-
opped by Mikhail Glazov and Leonid Golub from Ioffe Institute in Saint Petersburg. It
suggests that the upconversion process could be very efficient in TMD MLs as compared
to other semiconductor nano-structures. Intraband Auger process and two step absorp-
tion that are orders of magnitude smaller effects are also introduced to compare with
interband resonant Auger scattering, see Appendix A.1 and A.2.

5.2.1 General upconversion regimes in semiconductors

Figure 5.2.1: Generation of high energy carriers in a direct bandgap semiconductor,
neglecting the spin degree of freedom and non-parabolicity. The electron and hole are depicted
in filled red and hollow circles. The shading areas in red and blue represent filled level. (a) two
step absorption (TSA) process with a real intermediate state. (b) two photon absorpsion (TPA)
with a virtual intermediate state. (c) Auger scattering: an electron-hole pair non-radiatively
recombine; the energy and wavevector conservation is ensured thanks to the scattering of an
electron to higher energy state.

Upconversion normally involves another quanta like phonon, photon, or even residual
carriers. The most straightforward mechanism would be thermal activation by absorb-
ing phonons [140, 143]. However, the thermal energy kBT ∼ 0.34 meV at a cryogenic
temperature of 4 K is too small to explain the effect we observed in TMD MLs where
upconverted emission can occur hundreds of meV above the excitation, see Figure 5.1.5.

Let us first recall the characteristics of other two mechanisms in semiconductors nanos-
tructures which involve twice photon“absorption”through an intermediate level: two step
absorption (TSA) and two photon absorption (TPA), depicted in Figure 5.2.1(a,b). TSA
has real intermediate levels which can reabsorb photons when they have sufficiently long
enough recombination lifetime, Figure 5.2.1 (a). These levels could be normal excitonic,
localized or defect states. Note that the excitation and upconversion do not necessarily
happen in the same material. For instance, exciton generated in quantum dots (QD) and
quantum well (QW) could lead to upconversion in their surrounding barriers [139, 141].
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In TPA, the intermediate state is virtual, as shown in Figure 5.2.1(b), similar to
the general Raman scattering introduced in Figure 5.1.4(a). Therefore, TPA could be
regarded as a very fast coherent absorption of two photons. The intensiy of the upcon-
version emissions in both TSA and TPA are proportional to the product of the amount of
upconverted excitons and reabsorbed photons, resulting in a quadratic power dependence
of on excitation, Iup ∝ I2.

We know that the upconversion of ground exciton state A:1s exciton to excited states
of A:2s, 3s and B:1s... is a general phenomenon in hBN encapsulated TMD MLs, see
Figure 5.1.5. A first discussion of possible origin of the upconversion signal in WSe2 ML
can be found [144]. The main ingredients are: the absorption of multiple m > 2 photons
and consequent energy relaxation of photogenerated electron-hole pairs, i.e. the TSA
process. The TPA process can not be responsible for the strong upconversion emission
we evidenced in TMD MLs since we showed that the effect is strongly enhanced when
the photon energy is resonant with the real excitonic transition energy.

Auger recombinations depicted in Figure 5.2.1(c) can also yield an upconverted emis-
sion, as evidenced in many semiconductor structures [138]. Typical Auger process usually
involves three particles, e-e-h or e-h-h in heavily doped regimes. In a n-type regime for
instance, an electron-hole pair could recombine non-radiatively and the corresponding
energy is transferred to an extra electron which recombines with minority carriers, i.e.
holes, to give out upconverted PL. The Auger recombination could be of excitonic origin
in TMD MLs. In Section 5.2.2, we introduce the resonant interband exction Auger pro-
cess to explain our experimental results and also compare it with intraband Auger and
TSA processes.

5.2.2 Resonant interband Auger process

As shown in the previous sections, the effect vanishes for non-resonant excitation or
if the oscillator strength of the A:1s exciton is suppressed by the gate-doping in charge
tunable samples. Further insight into the exact mechanism is provided by the laser power
dependence of the upconversion PL intensity Iup on the incident radiation intensity I.
The data presented in Figure 5.1.1(c) for MoSe2 sample show that this dependence is
superlinear and roughly scales as Iup ∝ I2α, where 0.5 < α < 1 (see also data from our
group published in Figure 2(b) of Ref. [144] on WSe2). Importantly, the emission from
the A: 1s state under quasi-resonant excitation with the same power scales as IA:1s ∝ Iα,
i.e., with the twice smaller power. Since the emission intensity is proportional to the
occupancy of the corresponding excitonic states the experimental results demonstrate
that the formation of the upconversion signal requires two excitons in the ground state.

Hence, the most plausible scenario is related to the exciton-exciton interaction, i.e.,
the Auger process, where one of the excitons is annihilated while the second exciton
acquires large extra energy [182, 183], as depicted in Figure 5.2.2. Subsequently, this
exciton relaxes toward the radiative states (particularly A:2s and B:1s) and hot PL from
these states is observed since the radiative recombination time is competitive (i.e. short
enough) compared to the energy relaxation time.
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A:2s, B:1s …

Relaxation

A:1s

Upconversion hot PL

Auger scattering

Continuum

Free carrier bandgap

Figure 5.2.2: Sketch of exciton upconversion – exciton picture. The resonant absorp-
tion of A:1s exciton state generates a large population. During Auger scattering (yellow clash),
one A:1s exciton recombine non-radiatively and transfer its energy to the other A:1s exciton
that is then upconverted in the continuum. The upconverted excitons relax to the excited
exciton states of A:2s and B:1s, etc and recombine radiatively to give out upconversion PL.

Figure 5.2.3: Model of exciton upconversion – single particle picture. Filled circles de-
note electrons; open circled denote unoccupied states in the valence band. Dashed arrows show
real electronic transitions. (a) Intraband process enabled by excitonic effects. The resulting
high energy exciton involves carriers in the bands c and v, the final momentum Kf = K1+K2

is large. (b) Resonant Auger process resulting in high energy, low wavevector Kf excitons
involving the excited conduction band c′.
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Energy (eV) MoS2 MoSe2 WSe2 MoTe2
Eg 1.8 1.6 1.7 1.7
E ′

g 1.1 . . . 1.2 1 1.4 1.3

Table 5.2.1: Band gap energies. Data from DFT calculations summarized in
Ref. [192] for S and Se-based MLs and from Ref. [106] for MoTe2 MLs. The direct
comparison of the values with experimental data in Figure 5.1.5 is not possible due to
different levels of DFT approximations used.

At first glance, this Auger-like exciton-exciton annihilation seems to be quite weak
because in order to satisfy the energy and momentum conservation laws, the initial kinetic
energy of the involved particles should be very large [184]. As we show here this effect is
very efficient in TMD MLs due to (i) strong Coulomb interaction, which makes it possible
to relax the single-electron momentum conservation [185, 186] and (ii) the possibility of
a resonant processes involving exciton transfer to an excited energy band [144]. In other
words, we try to include the particular energy spacing between different conduction bands
in the theory of this four particle interaction.

The detailed exciton-exciton Auger processes in a single particle picture is depicted
in Figure 5.2.3. We consider three bands, c, v, c′ with two excited electron-hole pairs
(excitons) with an electron occupying the lowest conduction band c and an empty state
in the valence band v. Panel (a) shows an example of a standard Auger process which is
possible in any semiconductor: Due to the Coulomb interaction one electron recombines
with a hole, while another carrier is transferred to a highly excited state. Panel (b)
illustrate a very different process, which is possible in the studied TMD MLs due to their
specific band structure: it turns out that there is an excited conduction band (denoted
as c′) whose distance to the conduction band, E ′

g, approximately satisfies the condition
of

E ′
g . Eg − EB (5.3)

where EB ≈ 0.3 . . . 0.5 eV [28] is the exciton binding energy for measurements directly on
SiO2 in Table. 5.2.1 and lower values for EB of the order of 200 meV in hBN encapsulated
samples, see Table. 5.1.1 and Ref. [37]. Thus the electron can be promoted to the c′ band
in the course of exciton-exciton annihilation with relatively small wavevector rather than
be scattered to a large wavevector state within the same band. Note that this high energy
band and its role to explain upconverted PL and Second Harmonic Generation (SHG) in
the UV range was recently evidenced [187] after our work.

Here for simplicity we disregard the spin degree of freedom of charge carriers, assuming
that the spin is conserved in the course of exciton-exciton interaction. Furthermore, we
focus on the states in the vicinity of one of the band extrema (K+ or K− valley) and
disregard here the processes involving intervalley transfer of electron-hole pair studied
in Ref. [188]. The Coulomb interaction between the electrons can result in the process
shown in Figure 5.2.3(b) where one pair recombines while the remaining electron occurs
in the c′ band. So, one c′v pair is present in the end. Since in this process both electrons
change their quantum states the resonant Auger scattering is due to the electron-electron
interaction only, while, e.g., electron-hole interaction does not play a role, in contrast to
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the exciton-exciton scattering where all charge carriers remain in the same bands [189,
190].

In the free-particle picture, we have initially two electrons in the c band which are in
the c′- and v-bands after the Coulomb scattering. The two-electron wavefunctions of the
considered system in the initial and final states can be presented as

|i⟩ = 1√
2
[Ψckc(r1)Ψck̃c

(r2)−Ψckc(r2)Ψck̃c
(r1)] (5.4)

|f⟩ = 1√
2
[Ψvkv(r1)Ψc′kc′

(r2)−Ψvkv(r2)Ψc′kc′
(r1)]

Here kc, kv are the electron and unoccupied state wavevectors in one of the excitons
and k̃c, k̃v are the electron and unoccupied state wavevectors in another exciton. The
wavefunction in each band n = c, c′, v is a product of Bloch amplitude and plane wave:

Ψnk(r) = eik·runk(r) (5.5)

the normalization area is set to unity. In k · p model, the Bloch amplitudes are:

uckc = uc +
h̄

m0

kc · pvc

Ec − Ev

uv +
h̄

m0

kc · pc′c

Ec − Ec′
uc′ (5.6)

uc′kc′
= uc′ +

h̄

m0

kc′ · pvc′

Ec′ − Ev

uv +
h̄

m0

kc′ · pcc′

Ec′ − Ec

uc (5.7)

uvkv = uv +
h̄

m0

kv · pcv

Ev − Ec

uc +
h̄

m0

kv · pc′v

Ev − Ec′
uc′ (5.8)

where un denotes the Bloch amplitude at the extremum point, m0 is the free electron
mass and pnn′ are the momentum matrix elements between the states in the bands n and
n′ (n, n′ = c, c′, v).

The wavefunctions |i⟩, |f⟩ in Eq. (5.4) are antisymmetrized with respect to the per-
mutations of electrons. It gives rise to the direct and exchange contributions. The matrix
element of the direct interaction, where the electron from the state with the wavevector
kc recombines with the hole from same exciton and transfers to the state kv, can be
conveniently presented in the form

Mdir = ⟨uvkv |uckc⟩
〈
uc′kc′

|uck̃c

〉
VC(K1)δK1,kc−kvδK1,kc′−k̃c

(5.9)

where K1 = kc − kv is the exciton center of mass momentum. Note that the hole state
corresponds to the time-reversed counterpart of the unoccupied state.

VC(q) =
2πe2

κq(1 + qr0)
(5.10)

is the 2D Fourier image of the Coulomb potential with κ being the background average
constant of the surrounding structure and r0 being the dielectric screening parameter [165,
166, 191]. Note that this parameter should be taken in the high-frequency limit because
the energy transferred in the course of exciton-exciton interaction is on the order of the
band gap Eg. Taking into account that

h̄

m0

k · pvc = γ∗
3k+,

h̄

m0

k · pc′c = γ6k− (5.11)
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where γ3 and γ6 are the band structure parameters introduced in Refs. [179, 192] and
k± = kx ± iky, we obtain:

⟨uvkv |uckc⟩ =
γ∗
3K+

Ec − Ev

,
〈
uc′kc′

|uck̃c

〉
=

γ6K−

Ec′ − Ec

(5.12)

Finally, the direct interaction matrix element takes a simple form

M1(K1) ≡ VC(K1)
γ∗
3γ6K

2
1

EgE ′
g

δK1,kc−kvδK1,kc′−k̃c
(5.13)

With account for the excitonic effect Eq. (5.13) should be averaged over the exciton
wavefunction [153, 188, 193]. Furthermore, we need to take into account that in the
initial state there are two unoccupied states in the valence band. As a result, we have
(K1, K2 ≪ a−1

B )

Mdir(K1,K2,Kf ,n) = δν,1sδKf ,K1+K2Φ1s(0)×
1

2

[
VC(K1)K

2
1 + VC(K2)K

2
2

] γ∗
3γ6

EgE ′
g

(5.14)

We recall that K1, K2 are the wavevectors of excitons in initial state, Kf = K1+K2

is the wavevector of exciton in the final state, the subscript ν enumerates the relative
motion states of the remaining electron-hole pair. In derivation of Eq. (5.14) we neglected
the difference of electron effective masses in c and c′ bands and assumed that initially
both excitons occupy 1s state, Φ1s(ρ) is the envelope function of the relative motion.
Correspondingly, the final state relative motion envelope function remains the same.

The typical center of mass wavevectors involved in exciton-exciton scattering are on
the order of thermal wavevector KT =

√
2MkBT/h̄

2 and are much smaller than the
screening wavevector r−1

0 , therefore the direct exciton-exciton scattering matrix element
Mdir is proportional to the first powers of the exciton wavevectors: Mdir ∝ KT .

Next, we consider an exchange process, where the electron occupies the empty state
in the valence band related to the hole in the other exciton, i.e. the electron with the
wavevector kc transfers to the valence band state with the wavevector k̃v. As a result for
uncorrelated electron-hole pairs we have for the exchange contribution

−M1(|kc − k̃v|) (5.15)

where M1 is defined in Eq. (5.13). In order to transform Eq. (5.15) to the form convenient
for averaging over the exciton wavefunctions we introduce the relative motion wavevectors
for two initial and final exciton states in accordance with

k1 =
kc + kv

2
, k2 =

k̃c + k̃v

2
, kf =

kc′ + kv

2
= k1 +

K2

2
(5.16)

Here we assumed that the effective masses of the electron and hole are the same in
agreement with microscopic calculations [179, 192]. Taking into account that, as before,
the center of mass wavevectors K1, K2 ∼ KT are small compared with the inverse Bohr

73



radius a−1
B of exciton. We omit Kf in kc − k̃v = k1 − k2 + Kf/2 and k1 + Kf/2 and

arrive at

Mexch(K1,K2,Kf , ν) ≈ −δKf ,K1+K2 ×
∑
k1,k2

M1 (|k1 − k2|)C∗
ν (k1)C1s(k2)C1s(k1)

(5.17)

Here Cν(k) are the Fourier transforms of the relative motion exciton functions Φν(ρ):

Cν(k) =

∫
dρ eik·ρΦν(ρ)

It follows from Eq. (5.17) that only s-shell states contribute to the matrix element. Com-
pared with its direct counterpart, the transferred momentum here is |k1 − k2| ∼ a−1

B .
Since M1(q) ∝ q for qr0 ≪ 0, direct contribution is by a factor KTaB smaller than the
exchange one. Thus, in what follows we consider the exchange contribution only.

In order to analyze the exchange process in more detail we first consider a limit where
the screening is very strong, i.e., where |k1−k2|r0 ≫ 1. In this case we can approximate
M1(q) by a constant and arrive at

Mexch(K1,K2,Kf , ν) ≈ − δν,1sδKf ,K1+K2

2πe2

κr0
γ∗
3γ6

EgE ′
g

Φ1s(0) (5.18)

For arbitrary screening we evaluate the sum in Eq. (5.17) making use of the two-
dimensional hydrogenic functions. For the bound states ν = ns we have [194]

Cns(k) = 2
√
2πaB

(
2n− 1

1 + κ2
n

)3/2

Pn−1

(
κ2
n − 1

κ2
n + 1

)
(5.19)

with κn = (2n− 1)kaB and Pn(x) being the Legendre polynomial. As a result,

Mexch(K1,K2,Kf , ns) =
An(r0)

a2B

2πe2γ∗
3γ6

κEgE ′
g

δKf ,K1+K2 (5.20)

Our target is to evaluate the scattering rate for excitons under the resonant condition
Eg = E ′

g + 2EB − EB,n, where the energy released at the non-radiative recombination of
A:1s exciton with K = 0 is equal to the energy of the excited c′-band exciton in the ns-
state. To that end, the distribution function f(K) of excitons should be determined. It is
determined by the interplay of the generation process and all types of relaxation processes,
including exciton-exciton and exciton-phonon scattering as well as the radiative decay for
the excitons with small wavevector K within the radiative cone and the redistribution of
excitons between the bright and dark (spin-forbidden) states.

The generation rate of the excitons under the resonant excitation used in our experi-
ments can be recast in the resonant form as (Eq. (A.9a) and Refs. [144, 152])

dnX

dt

∣∣∣∣
gen

∝ 1

(h̄ω − EA:1s)2 + h̄2Γ2
A

I

h̄ω
(5.21)

where EA:1s = Eg − EB is the resonant energy of A:1s exciton, and ΓA is the damping
rate of this exciton.
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Here we abstain of the presenting and solving the full kinetic equation model for
exciton distribution and analyze the timescales of the most important processes. The
calculations [136, 152, 195, 196] show that at cryogenic temperatures of 2 . . . 4 K the
exciton-acoustic phonon scattering time is in the picosecond timescale, i.e. being on
the same order of magnitude as the radiative decay rate (see Chapter 4, Purcell effect of
TMD ML encapsulated in hBN). Thus, even at low temperatures photocreated excitons
can efficiently leave the light cone to the nonradiative states. Additionally, as recently
shown [152, 196], the pronounced high energy tails in the exciton absorption are caused
by the exciton-phonon interaction, which can be accounted for by the ω-dependent ΓA

in Eq. (5.21). These tails are also well visible in the upconversion excitation spectra,
Figure 5.1.1(d). Such processes can efficiently generate excitons with large wavevectors
and energies [152]. By contrast, the rate of exciton-exciton Auger annihilation is about
an order of magnitude smaller, see below. Thus, excitons are likely to thermalize [197].

The rate of the Auger processes is described by a parameter RA such that the gen-
eration rate of highly energetic ns excitons through resonant interband scattering of two
1s excitons is given by

dn′
X

dt
= RAn

2
X (5.22)

Here n′
X is the density of highly energetic excitons, nX is the density of photoexcited

excitons in A:1s state, recombination and energy relaxation processes are disregarded in
Eq. (5.22). The same rate RAn

2
X describes the decay rate of A:1s excitons due to the

non-radiative exciton-exciton annihilation: dnX/dt = −RAn
2
X [163, 182–185, 198–201].

The rate RA can be expressed by means of the Fermi golden rule in the form

RA =
2π

n2
Xh̄

∑
K1,K2,ν

|MXX |2f(K1)f(K2)×

δ[Eg − 2EB − E ′
g + E(K1) + E(K2)− Eν(Kf )] (5.23)

Here MXX is the matrix element of exciton-exciton interaction. K1 and K2 are the
center of mass wavevectors of two interacting excitons. f(K) is the distribution function
of photoexcited A:1s excitons, E(K) = h̄2K2/2M is the exciton dispersion with M being
its effective mass, the subscript ν denotes the quantum numbers of final exciton states
which include the electron band index [c or c′ for the processes shown, in Figure 5.2.3(a)
or (b)] as well as of the internal motion (2s, 2p, …including the continuum states), Eν(K)
is the dispersion of the exciton in the final state, which accounts for its binding energy.
The exciton wavevector in the final state, Kf is found from the momentum conservation
law: Kf = K1 +K2. For the derivation of Eq. (5.23) we assumed that the occupation
of the final states is negligible and omitted the corresponding occupation factor and also
disregarded the anisotropy and nonparabolicity of exciton dispersion.

Moreover, we have shown that the exchange contribution of relation Eq. (5.17) to the
matrix element dominates over the direct part of relation Eq. (5.14). Thus Eq. (5.23)
evolves into

RAn
2
X =

2π

h̄

∑
K1,K2

|Mexch(K1,K2,Kf , ns)|2f(K1)f(K2)

× δ[Eg − 2EB − E ′
g + E(K1) + E(K2)− Ens(Kf )] (5.24)

75



In order to calculate the rate of transitions, we take into account that the matrix
element Mexch(K1,K2,Kf , ns) depends on the principal quantum number n of the final
state and is independent of the initial wavevectors of excitons. Let us first assume that
there is exact resonance, i.e., for the certain value of n at K1 = K2 = Kf , we have

Eg = E ′
g + 2EB − EB,n (5.25)

where EB,n is the binding energy of ns state. Removing the energy conservation
δ-function and assuming that

f(K) = N exp
(
− h̄2K2

2MkBT

)
(5.26)

i.e., the excitons are distributed according to the Boltzmann law at the temperature
T , N is the normalization constant determined from the condition

nX = g
∑
K

f(K),

where the factor g accounts for the spin and valley degeneracy. Finally, neglecting the
difference of exciton masses in the initial and final states and assuming on the basis of
the arguments above that excitons are thermalized with the temperature T , we have

RA = Rn, Rn =
π

h̄kBT

∣∣∣∣ 2πe2γ3γ6κa2BEgE ′
g

∣∣∣∣2 |An|2. (5.27)

Here kB is the Boltzmann constant, aB is the exciton Bohr radius γ3 and γ6 are the
interband momentum matrix elements (in the units of m0/h̄, m0 being the free electron
mass) for electron transition from c to, respectively, v and c′ bands, κ is the effective high-
frequency dielectric constant. The analytical results of exciton Auger rate Eq. (5.27) is
now obtained under the model assumptions EB ≪ Eg, E

′
g using k ·p-perturbation theory

for calculating the excitonic states and transition rates.

An in Eq. (5.27) is the dimensionless overlap integral for several excitonic states
which depends on the screening parameter r0 in the interaction potential Eq. (1.2).
Dependence of |An|2 on n for r0 = 3aB is shown in Figure 5.2.4. We see that the squared
matrix element decreases rapidly with n. It follows from Eq. (5.19) that Cn0 ∝ n−3/2

at n → ∞, therefore |Mb|2 ∼ n−3. Figure 5.2.4 shows that this asymptotic is valid
already at n ≥ 3. The inset to Figure 5.2.4 shows the dependences of the scattering
probability on the screening radius r0. Final states with n = 1, 2, 3 are considered. As
it is mentioned above, scattering into the ns state for the short-range interaction is only
possible at n = 1. The probability of this process decreases as 1/r20, while for n ≥ 2 it
drops as 1/r40. The corresponding asymptotes are shown by dashed lines in Figure 5.2.4.

For n = 1 and reasonable material parameters [192] the quantity RA at T = 4 K
in Eq. (5.27) can be estimated to be 1 . . . 10 cm2/s. Note, that the Auger process is
active for collisions of bright (spin-allowed) excitons with bright or dark ones, while for
the dark-dark scattering the process is strongly suppressed. In the latter case the k · p
admixture with the valence band is minor and the recombination via discussed channel
is not effective. The Auger decay rate can be recast in the alternative form
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Figure 5.2.4: Dependence of the coefficient |An|2 on n for r0 = 3aB. Red line shows
the approximation |An|2 = 2.47 × 10−7/n3. Inset shows dependences |A1|2 (red), |A2|2 (blue)
and |A3|2 (green) on the screening radius r0. Dashed lines are fits |A1|2 = 0.015(aB/r0)

2 and
|A2|2 = 3.46× 10−5(aB/r0)

4, |A3|2 = 6.63× 10−6(aB/r0)
4.

RAn
2
X ≡ nX

τA
, (5.28)

where we introduced the Auger recombination time τA(nX). Since e2/aB ∼ EB, we
have an estimate in the case of the resonance with 1s state

1

τA
∼ nX

h̄kBT

(
Eg

a20
aB

)2

, (5.29)

where a0 is the lattice constant. At T = 4 K, a0 = 3 Å, aB = 1 nm, EB = 0.5 eV,
and the exciton density nX = 109 cm−2 this estimate yields τA ∼ 25 ps. Let us now take
into account the detuning

∆ = E ′
g − Eg − EB,n + 2EB. (5.30)

Accordingly, we have the sum over K1,2 in the following form:

∑
K1,K2

f(K1)f(K2)δ

[
h̄2(K2

1 +K2
2 − |K1 +K2|2)
2M

−∆

]
=

n2
X

2kBT
e−|∆|/kBT . (5.31)

We see that the difference with the case of zero detuning is the exponent. The Auger
recombination rate including excitation detuning is given by

RA = Rne−|∆|/kBT . (5.32)
Note that our experimental temperature T = 4 K corresponds to the thermal energy

of kBT = 0.34 meV. Eq. 5.32 shows the Auger recombination rate can thus be reduced
by a factor 10 . . . 100, if the resonant condition is not fulfilled.

This analysis demonstrates that the dominating contribution to RA is given by the
resonant processes described in Figure 5.2.3(b) where the electron in the exciton is pro-
moted to the excited band c′.
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The experimentally observed Auger rates in the literature are 1-2 orders of magnitude
smaller than the resonant contribution to RA investigated here [126, 182, 183, 198–201].
The exact values of RA will also vary with sample temperature and environment, demon-
strating that the exact resonance conditions are not fulfilled in the studied structures.
Furthermore, depending on the material, e.g. for W-based monolayers, a considerable
part of excitonic population can be in the spin-dark states, which also affects the Auger
rates, because for the Auger process at least one exciton should be spin-allowed. Our
experiments are carried out at 4 K whereas many exciton-exciton scattering studies are
carried out at elevated temperatures. The presence of disorder in the sample, especially
without hBN encapsulation, may enable to fulfil simultaneously the energy and momen-
tum conservation in TMD MLs making additional scenarios possible.

5.3 Conclusion
Excited exciton states in TMD MLs govern absorption and emission above the A:1s ex-
citon resonance. We show that A:2s state is 120 meV (150 meV) above the A:1s state
in ML MoTe2 (MoSe2) by using PL, PLE and Differential Reflectvity measurements.
These states can also be measured in photoluminescence upconversion experiments. In
addition to being a highly selective spectroscopic tool applicable to several TMD ma-
terials, this non-linear optical effect also gives insights into exciton-exciton interactions,
relevant physical processes for studying population inversion and other density dependent
phenomena [201–204].
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Conclusions

We have fabricated van der Waals heterostructures based on Transition Metal Dichalco-
genides monolayers (TMD MLs) encapsulated in hexagonal Boron Nitride (hBN). Thanks
to the improved quality compared to the first generation of TMD MLs just transferred
on SiO2/Si substrates, we made some progress on the understanding and the control of
the exciton properties.
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Figure 6.1: Magneto-Photoluminescence at ∼ 4 K (a) MoS2 ML in transverse and (b)
45° tilted magnetic fields. (c) MoSe2 ML in transverse and (d) 45° tilted magnetic fields. XB

and XD denote bright and dark exciton states, respectively. 1,2,3 and 4 denote the two bright
XB and two dark XD mixed states.
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First, we have performed Magneto-Photoluminescence (PL) experiments in transverse
and tilted magnetic fields (45°) up to 30 T in high quality hBN encapsulated MoS2

and MoSe2 MLs. Figure 6.1 illustrates the key results presented in Chapter 3. These
investigations, performed in collaboration with LNCMI Grenoble (Clément Faugeras and
Marek Potemski), yield the unambiguous determination of the bright - dark exciton
splitting: ∆ = + 14 meV for MoS2 and - 1.4 meV for MoSe2. Such fundamental parameters
are key elements to understand the optoelectronic and spin/valley properties of these 2D
semiconductors as well as their associated van der Waals heterostructures.

In Chapter 4, we have shown that the linewidth of hBN encapsulated MoSe2 ML
is not only close to the homogeneous linewidth but it is dominated by the radiative
linewidth, see Figure 6.2(b). We demonstrate that we can control the exciton radiative
recombination time by one order of magnitude from ∼1 ps up to about 10 ps by just
changing the bottom hBN thickness, as a result of Purcell effect, in agreement with
a theoretical analysis based on a transfer matrix simulation, see Figure 6.2(a). This
theoretical work was done in collaboration with Mikhail Glazov and Marina Semina from
the IOFFE Institute in Saint Petersbourg. This tuning of the radiative lifetime also helped
us to understand the complex exciton/trion dynamics in TMD MLs. We look forward to
engineering the exciton-photon coupling in these van der Waals heterostructures.
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Figure 6.2: Purcell effect in MoSe2 MLs. (a) Calculated (full line) and measured (sym-
bols) neutral bright exciton radiative lifetime as a function of the hBN bottom layer thickness.
The red dashed curve is the calculated intensity of the electromagnetic field. (b) Normalized
CW PL intensity of the neutral bright exciton in Sample I and Sample II (MoSe2 MLs on the
anti-node and node of the electromagnetic field, respectively). All experimental data shown are
acquired at T = 7 K.
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(a) (b)

Figure 6.3: Exciton upconversion (a) Upconverted PL in four TMD MLs: MoTe2, MoSe2,
WSe2 and MoS2 at a cryogenic temperature ∼ 4 K. (b) Upconversion regime: resonant inter-
band Auger scattering.

In Chapter 5, we explored the excited exciton states in TMD MLs that also govern
absorption and emission above the A:1s exciton resonance. We show that A:2s state is
120 meV (150 meV) above the A:1s state in MoTe2 ML (MoSe2 ML) by using PL, PLE
and differential reflectvity measurements. The exciton excited state series was not mea-
sured before in MoTe2 ML. We also demonstrate that these states can also be measured
in photoluminescence upconversion experiments, see Figure 6.3(a) which summarizes our
results. In addition to being a highly selective spectroscopic tool applicable to several
TMD materials, this non-linear optical effect also gives insights into exciton-exciton inter-
actions, a relevant physical process for studying population inversion and other density
dependent phenomena [201–204]. Thanks to a collaboration with Mikhail Glazov, we
have developed a model suggesting that the strong exciton upconversion effects in TMD
MLs is a result of a very efficient interband Auger scattering process, see Figure 6.3(b).
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Perspectives

(a)

(c)

(b)

Figure 6.4: Proximity effect in hBN encapsulated WSe2/CrI3 heterostructure
extracted from Ref. [205]: (a) Sample structure: hBN/WSe2 ML/CrI3 (10 nm)/hBN. (b)
Schematics of Valley Zeeman splitting in a longitudinal magnetic field. (c) Circular polariza-
tion resolved PL measurements at 65 K and 5 K.

The exciton fine structure and excited exciton states in TMD MLs are now better under-
stood. Future works could be towards engineering and manipulating the spin and valley
degree of freedom in TMD MLs. One promising way is to combine the TMD MLs with
magnetic 2D materials [206], such as the Ising-type CrI3 and CrBr3 [54, 207, 208] and
Heisenberg-type Cr2Ge2Te6 [209, 210]. The ferromagnetic proximity effects based on in-
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terlayer exchange interaction [211] and spin-dependent recombination will play important
roles in TMD ML/2D-ferromagnetic heterostructures.

There are several theoretical predictions of the proximity effects between TMD MLs
and magnetic substrates [212–214]. The first experimental demonstrations were obtained
by Xiaodong Xu’s group from University of Washington [205, 215], in which they per-
formed circular polarization-resolved PL measurements on a hBN encapsulated WSe2
ML and CrI3 heterostructure. CrI3 ia a magnetic semiconductor with a Curie tempera-
ture Tc ∼ 61 K and easy axis aligning normal to the 2D plane, see Figure 6.4(a). The
monolayer form of CrI3 is ferromagnetic [216–218] and shows polarized PL emission that
depends on the magnetic direction [219]. The interlayer coupling of few-layer CrI3 was
initially determined as antiferromagnetic [54, 219]. Proximity effect between WSe2 ML
and CrI3 at 5 K is evidenced by the zero-field valley Zeeman splitting of 3.5 meV that
corresponds to 13 T longitudinal magnetic field, see Figure 6.4(b,c). Proximity effect has
also been observed for systems of WSe2 ML on EuS [220] and MoTe2 ML on EuO [221].

During my PhD thesis, I also started to work in this field and got some preliminary
results. We have fabricated several hBN/ WSe2 ML/ CrI3/ hBN and hBN/ WSe2 ML/
CrBr3/ hBN heterostructures. However, we still do not have clear demonstration of the
proximity effects. Though the samples were fabricated in clean environment (glovebox),
we hypothesize some possible contaminations of interfaces, which further induces a dete-
rioration of CrI3 properties. We also have some preliminary results on hBN encapsulated
WSe2/CrTe2 (∼10 nm) heterostructures. The 1T-CrTe2 bulk is provided by our collab-
orator Johann Coraux from NÉEL Institute of Grenoble, France [222]. CrTe2 is metallic
ferromagnet at RT with easy axis lying in-plane [222, 223]. When a longitudinal mag-
netic field increases, the spins in CrTe2 flake are gradually aligned perpendicular to the
layer. We performed circular polarization-resolved PL measurements. Following circu-
larly polarized excitation, we measured a remarkably large circular polarization ∼80 %
of the trion emissions (XT1 and XT2) in the hybrid heterostructure, see Figure 6.5(a).
The typical value for an hBN encapsulated WSe2 ML is only 30 ∼ 50 % without any
magnetic materials. We observed in Figure 6.5(a) the tuning of this polarization with
the longitudinal magnetic field. Though this result is encouraging and seems to show an
effect of the CrTe2 magnetic layer on the WSe2 properties, it is too early to conclude on
a possible proximity effect. As a matter of fact, the large circular polarization measured
at zero external magnetic field could be simply due to the reduction of the trion lifetime
resulting from the efficient tunneling into the metallic CrTe2 layer. A possible effect of
spin-dependent transfer to this layer should be checked in the future.

Another fingerprint of possible interactions between the semiconducting WSe2 and
the magnetic CrTe2 layer is shown in Figure 6.5(b). In that case, the laser excitation
is linearly polarized and we measure the circular polarization of the luminescence. An
interesting feature is that the trion emission is circularly polarized ∼ 20 % even for zero
external magnetic field. This could be the result of a magnetic proximity effect. However,
as explained above, CrTe2 layers are usually considered to have an in-plane magnetiza-
tion. This raises problems to interpret the results in Figure 6.5(b). Nevertheless, almost
nothing is known about the magnetic properties for CrTe2 layers as thin as the ones we
have used in our WSe2/CrTe2 heterostructure. The priority for further investigation is
clearly to measure the magnetic properties of thin CrTe2 layers alone.
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Figure 5.3.1: Polarization measurements of hBN/WSe2 ML/CrTe2/hBN at 4K. (a)
Circular polarization PL measurements by using σ− excitation at + 9, 0 and -9 T longitudinal
magnetic fields. XT1 and XT2 denote the trion transitions. XB denotes bright neutral excitons.
(b) Linear excitation with circular detection at + 9, 0 and -9 T.

In order to understand the properties of these hybrid TMD ML/FM heterostructures,
substantial work has to be done in the future, for example theoretical calculations of band
structure alignment [224] and probing the magnetic properties using Raman scattering
[225], second harmonic generation (SHG) [226], magnetic circular dichroism (MCD) [227]
and magneto-optical Kerr effect (MOKE) [228], etc. The main challenges for observing
these subtle effects and applications lie in following aspects: (i) understand the intrinsic
properties of magnetic 2D materials; (ii) ultraclean heterostructure interface; (iii) control
of the magnetic domain and possible Moiré effects [229]; (iv) proper experimental methods
to extract magnetic interactions; (v) continuous search for materials with ferromagnetic
order at room temperature [230, 231] and insensitive to ambient environment [232].
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Appendix A

Other Exciton Upconversion Mechanisms

A.1 Resonant intraband Auger process
Let us briefly address the intraband process depicted in Figure 5.2.3(a) where the charge
carriers remain in the same bands after the scattering. In the non-resonant case where
at K1 = K2 = 0 the resonant transition is not possible and the detuning ∆ = E ′

g −Eg +
2EB −EB,n is present for the intraband process. This intraband process is only possible
when excitons with the kinetic energy on the order of ∆ are present. The rate Eq. (5.27)
therefore acquires an exponential factor exp (−|∆|/kBT ) < 1.

For free carriers the process has a high threshold requiring the initial and final wavevec-
tors to be on the order of

√
MEg/h̄

2, otherwise the energy and momentum conservation
laws cannot be satisfied simultaneously. With account for the excitonic effect the process
becomes allowed because one can find, in the relative motion wavefunction Fourier im-
age, Eq. (5.19), sufficiently large wavevectors due to the Coulomb interaction. In other
words, the electron-hole Coulomb interaction either in the initial or in the final state
may relax the momentum conservation in the course of the Auger scattering. However,
the two band approximation is insufficient to give a correct result, since (i) the model
approximations for the band dispersions are, as a rule, invalid at the kinetic energies
∼ Eg due to the k · p interaction with remote bands [179, 184] and (ii) the asymptotic
form of Cν(k) at large wavevectors can strongly differ from a simplified hydrogenic model
Eq. (5.19) [27, 28, 193]. Thus, we present here only analytical estimations based on the
parabolic approximations for the band dispersions and assuming that the ratio Eg/EB is
very large, which allows to take into account the Coulomb effects perturbatively.

We start from the direct process. Instead of Eq. (5.13) we have for the free carrier
scattering

VC(K1)
γ∗
3K1,+

Eg

δK1,kc−kvδK1,kc′−k̃c
(A.1)

As compared with Eq. (5.13) the factor ∝ γ6/E
′
g is absent due to the fact that only

one charge carrier changes the band. Making use of the following notations

kc′ = kf +
K1 +K2

2
= kf +

Kf

2
(A.2)

kc = kf +
K2 −K1

2
(A.3)
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we obtain for the exciton Auger scattering matrix element the following expression

M ′
dir(K1,K2,Kf ,kf ) = δKf ,K1+K2 × Φ1s(0)

VC(K1)γ
∗
3K1,+

Eg

∫
dreiK1·r/2Φ∗

kf ,l
(r)Φ1s(r)

+K1 ↔ K2. (A.4)

Here we take into account that only excitons with positive energies of relative motion
can be in the final state, i.e., kf corresponds to the continuum electron-hole pair state
modified by the Coulomb interaction. The final state wavevector can be estimated from
the energy conservation condition with the result kf =

√
(Eg − 2EB)M/(2h̄2). In this

estimate we neglected thermal energy of excitons as compared with Eg − 2EB and took
the same effective masses as before for an electron and a hole.

Since K1 ≪ a−1
B , kf the integral in Eq. (A.4) can be evaluated by decomposing the

exponent in the series. At K1 = 0 the integral in Eq. (A.4) equals to zero due to
orthogonality of the functions of discrete and continuous spectra. Therefore we take into
account the K1-linear term:

∫
dreiK1·r/2Φ∗

kf ,l
(r)Φ1s(r) ≈ aBK1D(kf ) (A.5)

where
D(kf ) =

iaB
2

∫
dr r cosφΦ∗

kf ,1
(r)Φ1s(r) ≪ 1 (A.6)

Within the hydrogenic model, which is used hereafter for crude estimations, D(kf ) ∝
(kfaB)

−3 and the ratio of the interband contribution Eq. (5.14) and the intraband con-
tribution Eq. (A.4) can be estimated as∣∣∣∣Mdir

M ′
dir

∣∣∣∣ ∼ γ6
aBE ′

g

(
Eg

EB

)3/2

∼ Eg

EB

≫ 1 (A.7)

Similar estimation holds for the exchange contributions. The resonant interband
Auger process is thus dominant.
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A.2 Two step absorption
Let us briefly address other possible origins of the upconversion effect. The straightfor-
ward case is a two step exciton absorption process: hot photoluminescence excited by
two-photon absorption. We will show that this process is about 3 orders of magnitude
weaker than the resonant Auger process described in Chapter 5.

In order to analyze the two photon absorption via the exciton state we present a
simple three-state model describing the dynamics of the ground state of the crystal |0⟩
(no excitons), |A : 1s⟩ (A: 1s exciton), and excited state |f⟩ (the exciton formed of the
electron in the c′ band and the hole in the valence band v). Expanding the wavefunction of
the system over these states and introducing the decomposition coefficients, respectively,
C0, CA:1s and Cf , we obtain from the second-order time-dependent perturbation theory

C0 = 1 (A.8a)

CA:1s =
VA0

h̄ω − EA:1s + ih̄ΓA

(A.8b)

Cf =
VfAVA0

(2h̄ω − Ef + ih̄Γf )(h̄ω − EA:1s + ih̄ΓA)
(A.8c)

Here ω is the energy of the incident radiation, EA:1s = Eg − EB is the excitation
energy of the A-exciton, Ef is the energy of the exciton in the final state |f⟩, ΓA and Γf

are the dampings of these states. In Eq. (A.8) the matrix elements VA0 and VAf are the
matrix elements of exciton excitation for the processes v → c and c → c′, respectively, see
below for explicit expressions. In this simplified approach the steady-state populations
of A: 1s state and of f state read

NA:1s = |CA:1s|2 =
|VA0|2

(h̄ω − EA)2 + h̄2Γ2
A

(A.9a)

Nf = |Cf |2 =
|VfA|2

(2h̄ω − Ef )2 + h̄2Γ2
f

×NA:1s (A.9b)

Note that Eq. (A.9a) gives the spectral shape of one-photon absorption in the vicinity
of A: 1s exciton resonance, while Eq. (A.9b) gives the spectral shape of the two-photon
absorption. It is instructive to estimate the two step photon absorption induced gener-
ation rate of excitons in the excited states. Taking into account that in our model the
lifetime of the state |f⟩ reads τf = 1/(2Γf ), the generation rate of the excitons in the |f⟩
state can be written as

RTSA =
NA:1s

τTPA

,
1

τTPA

=
2Γf |VfA|2

(2h̄ω − Ef )2 + h̄2Γ2
f

(A.10)

The calculation shows that the absolute values squared of the matrix elements take
the form

|VA0|2 =
∣∣∣∣eγ3Eg

Eω
∣∣∣∣2Φ2

1s(0), |VfA|2 =
∣∣∣∣eγ6E ′

g

Eω
∣∣∣∣2 (A.11)
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Here the normalization area is set to unity, we neglect the difference between h̄ω, Eg

and E ′
g and disregard the difference of the exciton envelope functions in the intermediate

and final states, Eω is the amplitude of the incident electromagnetic field. For rough
estimation, we put Γf = ΓA ≡ Γ as well as γ3 = γ6 and assume that the double-resonant
condition 2h̄ω ≈ Ef , h̄ω ≈ EA (which overestimates the rate of transition) we obtain

1

τTSA

∼ Γ
nX

|Φ1s(0)|2
∼ ΓnXa

2
B (A.12)

A reasonable Γ ∼ 1 meV gives τTSA ∼ 100 ns under the exciton density as the
resonant Auger time of τA ∼ 25 ps estimated in Eq. (5.29). The estimation of two-
photon absorption is three orders of magnitude smaller. We thus may conclude that the
direct two step photon absorption is much weaker than the Auger-like process.

Note that, strictly speaking, both VA0 and VfA are proportional to the amplitude of
the incident electric field Eω. We thus have Nf ∝ I2. Therefore, the dependence Iup ∝ I2

is expected in two-photon absorption process, in contrast to the experimental observa-
tions in Figure 5.1.1(c). The saturation of absorption of the A:1s state resulting in ΓA

dependent on nA:1s may somewhat reduce the scaling power of the Iup vs. I dependence.
However, the present analysis cannot fully rule out such a process as well as more sophis-
ticated processes where the exciton-phonon interaction is involved at one of the steps of
the two-photon absorption. The detailed calculation of the rates of these processes can
be oversimplified, because of imprecise knowledge of the band structure parameters and
therefore it is impossible to know to which extent all needed resonance conditions are
fulfilled. We believe that this analysis will stimulate further experimental and theoretical
studies aimed in particular at specifying band parameters of two-dimensional materials.
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