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Abstract 

The aim of this PhD thesis is to further characterize non-verbal auditory cognition, in particular when it 

is impaired. The first axis of this research focused on the investigation of emotion perception in two 

populations with potential deficits: in individuals with congenital amusia and patients with brain-

damage. In congenital amusia, Study 1 demonstrated a deficit of emotional prosody perception. This 

deficit was specifically present for short vowels (versus long sentences). However, the deficit was only 

present in the explicit recognition task and not in the implicit intensity ratings of the same emotions. 

Moreover, Study 2 allowed us to relate this explicit recognition deficit with early automatic brain 

processing decrease by using electroencephalography. In brain-damaged patients, Study 3 demonstrated 

a deficit for musical emotion perception in relation with the side of the lesion. Based on these results 

and previous studies, we decided to design a new rehabilitation strategy for the training of non-verbal 

auditory cognition. In the second axis of this thesis, we focused on developing a new training strategy 

and chose to test this new training with cochlear implant (CI) users as this population is in high demand 

for better auditory cognition. We first designed a new short assessment battery for non-verbal auditory 

cognition. Study 4 demonstrated its efficiency to reveal specific deficits in CI users and in normal-

hearing participants by using vocoded sounds. Moreover, findings revealed some evidence that 

audiovisual cues might help CI users to enhance their non-verbal auditory perception, as previously 

suggested with verbal material. We then designed a new training strategy by using multisensory 

integration and more specifically audiovisual stimulation. We suggest that this training could enhance 

non-verbal auditory abilities of CI users, but also of control participants. We aim to demonstrate the 

efficiency of this training in a long-term implementation by acquiring both behavioural measures (with 

the assessment battery developed in Study 4) in all populations with a deficit, but also 

magnetoencephalographic measures in control participants (Study 5). Overall, this PhD research brings 

further insight in the field of non-verbal auditory cognition and its associated deficits, and provides a 

new tool aiming to measure and remediate these deficits, which will then be useable for evaluation in 

clinical settings. 
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Résumé 

Cette thèse a pour but de fournir de nouveaux outils pour la caractérisation de la cognition auditive non-

verbale, ses déficits, et développer un outil pour la réhabilitation. Nous avons choisi de concentrer le 

premier axe de ce travail sur une meilleure compréhension de la perception des émotions dans deux 

déficits : l'amusie congénitale et à la suite d'une lésion cérébrale. Dans l'amusie congénitale, nous avons 

démontré un déficit de perception de la prosodie émotionnelle, en utilisant de courtes voyelles plutôt 

que de longues phrases. Ce déficit de perception de la prosodie émotionnelle était présent uniquement 

dans la tâche de reconnaissances des émotions, les amusiques démontrant des notations d’intensité 

similaires aux contrôles. De plus, nous avons associé ce déficit à une diminution du traitement cérébral 

automatique précoce grâce à des mesures en électroencéphalographie. Chez les patients présentant une 

lésion cérébrale, nous avons démontré un déficit de perception des émotions musicales en relation avec 

le côté de la lésion. Sur la base de ces résultats et d'études antérieures, nous avons décidé de concevoir 

une nouvelle stratégie de rééducation pour la cognition auditive non verbale. Dans le deuxième axe de 

cette thèse, nous nous sommes concentrés sur les possibilités d’entrainement de cette cognition et avons 

choisi de tester cet entrainement avec des utilisateurs d'implants cochléaires (IC). En effet, au sein de 

cette population, de nombreuses personnes demandent des améliorations pour mieux percevoir les 

informations non verbales. Dans une première étude, nous avons conçu une nouvelle batterie 

d'évaluation de la cognition auditive non verbale. Nous avons démontré son efficacité pour révéler des 

déficits spécifiques chez les utilisateurs d'IC ainsi que chez les participants ayant une audition normale 

en utilisant des sons vocodés. De plus, nous avons apporté des preuves que les indices audiovisuels 

pourraient aider les utilisateurs d’IC à améliorer leur perception auditive non verbale, comme 

précédemment suggéré avec du matériel verbal. Sur la base de cette étude, nous avons conçu une 

nouvelle stratégie d’entrainement à domicile utilisant l'intégration multisensorielle et plus 

spécifiquement la stimulation audiovisuelle. Nous suggérons que cet entrainement pourrait améliorer 

les capacités auditives non verbales des utilisateurs d'IC mais aussi des participants contrôles. Nous 

visons à démontrer l'efficacité de cet entrainement à long terme à la fois en utilisant des mesures 

comportementales (avec la batterie d'évaluation développée) chez toutes les populations avec un déficit, 
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mais aussi des mesures en magnétoencéphalographie chez les participants contrôles. Dans l'ensemble, 

ce travail de doctorat apporte des connaissances supplémentaires dans le domaine de la cognition 

auditive non verbale et des déficits associés, plus précisément dans le domaine de la perception des 

émotions. De plus, ce travail fournit un outil intéressant pour remédier à ces déficits. 

Mots-clés : cognition auditive non-verbale, prosodie émotionnelle, émotions musicales, hauteurs 

tonales, connaissance implicite, intégration multisensorielle, entrainement audiovisuel, 

électroencéphalographie, entrainement, magnétoencéphalographie 
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Introduction 

In   everyday life, we constantly face multiple sensory stimuli and we always have to adapt our behaviour 

to respond to these stimuli. In particular, the complex auditory environment is always challenging our 

ears and our brain to process every sound. However, it appears that normal-hearing listeners are evolving 

in this auditory environment quite easily and without too many difficulties despite the challenges that 

the brain is facing: hearing the correct target sound, ignoring the noise, correctly processing these 

sounds, and responding to it rapidly. Many different sounds can arrive to the ears, it can be 

environmental sounds (from natural sounds such as animal screams to human-created sounds such as 

horns), but also speech, and music. All of their spectro-temporal features are processed by the auditory 

system. However, auditory perception relies not only on the peripheral level (ear) but also requires 

higher order cognitive processing, such as learning, attention, and memory, that happens in cortical 

areas. 

Non-verbal auditory cognition is essential in one individual’s life to interact with the environment, 

including other people. For music, non-verbal auditory processing allows the listener to listen and make 

sense of series of sounds, to determine a melody and to recognize familiar pieces. For speech, non-verbal 

auditory cognition allows to determine the intentions and emotions of the speaker. In noisy situations 

without sufficient informative verbal cues, prior knowledge gives cues about auditory source 

characteristics and helps the listener to recognize this source. 

However, non-verbal auditory perception can be degraded in some deficits, congenital or acquired, 

peripheral or central. For instance, congenital amusia is a central deficit of music perception and 

production, specifically related to pitch processing. Congenital amusic individuals have greater 

difficulties to recognize a familiar melody without speech and have shown deficits with pitch memory 

tasks. This deficit is present at birth and is not due to a brain damage.  On the contrary, acquired disorder 

such as brain lesions can also affect non-verbal auditory perception. For instance, after a stroke, some 

patients report deficits for speech and music perception. These patients, as well as congenital amusics, 
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do not have any ear impairment that could explain their perception deficit. Auditory perception can also 

be a challenge for people with peripheral hearing loss. In the case of total deafness, cochlear implants 

are used to restore the hearing. However, cochlear implants users still experience great difficulties to 

perceive sounds, as only a limited number of frequency channels can be implanted and used in implants. 

Finally, in all of these disorders, auditory perception is degraded, and it causes several issues such as 

difficulties to hear in noisy context, but also deficits for understanding emotions of one speaker, and 

mostly a very limited music perception and enjoyment. 

In this context, the present PhD thesis focuses on two main points. First, we aimed to better characterize 

emotion perception in music and speech in several non-verbal auditory perception deficits. We studied 

amusia (congenital and acquired) as a model of pitch perception deficit to study emotional perception. 

Second, we developed a new rehabilitation program to enhance this perception. To do so, we choose to 

focus our program on new cochlear implants users as they have high demands on retrieving the joy of 

listening to music.  
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Theoretical background  
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I. Mechanisms of auditory perception and cognition 

A. Introduction  

Here, we present the current state of the art of the human auditory system. First, we will review the study 

of perception for both its psychological and neurobiological functioning. Then, we will describe the 

auditory system. 

B. Definition and study of perception 

1. Definition 

Perception allows us to acquire knowledge about the environment. Information is received by sensory 

systems (visual, touch, auditory, taste, smell) and then processed by the perceptive systems to make 

sense of this sensory information. Usually, perception is considered as an interpretative mechanism, 

allowing perceivers to build a mental representation of the environment from incomplete information. 

Auditory information processing can depend on both bottom-up processing (the features in the acoustic 

environment) and top-down processing (prior knowledge, attention, but also the internal state of the 

auditory system of the individual). 

2. Acoustic properties of sounds 

Sounds are vibrations of the air that propagate up to the ears (Grondin, 2016). These vibrations are a 

succession of compressions and rarefactions of the air (rising and falling of the pressure). The physical 

properties of a sound depend on these changes of pressure across time. The speed of these changes 

(number of cycles per second) is called the frequency of the sound, measured in Hertz (Hz). The pressure 

variations can be more or less pronounced which determines the amplitude (or intensity) of the sound, 

measured in decibel (dB). Complex sounds are composed of multiple waves of different frequencies. In 

these sounds, the lowest frequency is called fundamental frequency (F0) or first harmonic. A sound can 

be considered harmonic when it only contains harmonics of the F0, otherwise it is considered 

inharmonic. A harmonic corresponds to a wave with a frequency which is an integer multiple of the F0. 

The relative importance of each harmonic in a sound can also change the perceptual quality, for instance, 
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one note played by two different instruments. For example, one note played by a piano and a violin will 

have the same F0 but will be perceived as different by the listener. 

The physical properties of the sounds are interpreted by the human ear and brain, and each sound can 

evoke different impressions in the listener. These define the subjective characteristics of the sounds. 

One of them is pitch, which is closely related to the frequency of a sound. Pitch is the perception of a 

sound that allows to order it on a frequency-related scale. Specifically, it is the judgement of a sound as 

high or low (Plack et al., 2005). It depends on the low or high frequencies composing the sound, but 

also on the intensity of the sound. Pitch tends to be perceived lower when the intensity is increased 

(Snow, 1936). Loudness is also a subjective dimension of auditory perception and is directly linked to 

the intensity of a sound but also to its frequency. Loudness tends to be perceived lower when frequency 

increases. Finally, a subjective dimension of the perception of a sound is called the timbre. This 

dimension depends on the composition of each sound in terms of frequencies and harmonics and is 

involved in the perception of different music instruments. 

3. Methods for the study of perception 

Perception can be studied according to two main angles. On one hand, psychophysical and cognitive 

psychology studies perception with behavioural measurements. On the other hand, neuroscience 

investigates the cerebral correlates of perception. These brain correlates are mostly studied with 

electrophysiology and imagery in the human brain. 

a. Psychophysics and cognitive psychology 

Experimental psychology studies mental abilities, and among them, perception. In this approach, 

psychophysics allows for quantitative analyses of the relationship between physical characteristics of 

the stimulus and the evoked sensation; whereas cognitive psychology decomposes different mental 

abilities that allow a behaviour in fine. 

Psychoacoustics, issued from psychophysics, studies the relationship between the physical 

characteristics of the sound and the evoked sensation after hearing a sound. This discipline studies 

various phenomena, such as perception threshold against silence for stimuli but also hearing in noise 
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and masking situations. Generally, this research area allows for the understanding of the perceptual 

system’s pre-processing of auditory stimuli in the nervous system (Moore, 2003). 

Auditory perception goes far more beyond the basic mechanisms described by psychoacoustics 

(McAdams & Bigand, 1993). To better understand auditory perception, in particular sound recognition 

or music perception, several cognitive factors are needed, such as memory or attention. Auditory 

cognition studies this auditory perception in the framework of the personal experience of the listener, 

taking in account his/her previous knowledge but also his/her desire to better understand its 

environment. In cognitive psychology, usually the process of perception is represented with several 

levels (or steps) of processing. Each of these levels has a specific function and these levels can have 

several relationships between each other. 

b. Brain activity measures 

Brain activity corresponds to the information transfer between neurons. This information is transmitted 

in the shape of action potentials from the synapse of one neuron to the dendrites of one (or several) 

neuron(s). This information is then transmitted to the cellular body of the neuron. To process a sensory 

information or to execute a task, the brain needs the coordinated activity of neurons of one (or several) 

specific region(s). Hence, various measures allow to understand this brain activity at several levels: 

- Electrical measures at the cellular level: measuring the pre and post-synaptic membrane 

potentials by using animal electrophysiology. 

- Electrical measures at the brain level: measuring the consequences of the combination of 

cellular electric activities thanks to human electrophysiology. These tools can measure electric 

current (electroencephalography (EEG)) or magnetic fields (magnetoencephalography (MEG)) 

at the scalp level. 

- Metabolic measures of the functioning of the brain: measuring the neurotransmitters changes 

(production, delivering) at the synapse level, or the variation of blood oxygen level at the brain 

region level (functional magnetic resonance imagery (fMRI)). 
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- Neuropsychology with brain-injured patients: coupling with magnetic resonance imagery (MRI) 

of the patient’s brain to late the lesion, the correlation with their behaviour allow to better 

understand brain region’s functioning. 

Several methods have been developed over decades to better understand the brain functioning, with 

more or less precision based on the invasiveness degree of the methodology. These methodologies 

combined with the study of perception have allowed more precise determination of how auditory signals 

are processed over the auditory pathway from the ear through the brain. 

C. Relationships between the anatomy and functions of the auditory 

system 

Two main ways of studying  auditory perception can be distinguished: (1) psychoacoustics and 

psychology study the different levels of sound processing (Grondin, 2016) from the encoding to the 

understanding (language, music, auditory source), with the extraction of the sound characteristics. (2) 

neurobiology studies the regions involved in the process of the sound with their connections (Ehret & 

Romand, 1997; Grondin, 2016), from the cochlea, through the auditory nerve, to the subcortical and 

cortical brain networks (see figure 1). 

Clearly, these two ways of studying are complementary and can correlate with one another on several 

levels. However, it is quite difficult to associate one level of sound processing, as observed in cognitive 

psychology studies, with one region of the auditory system, as several levels of sound processing can 

be done within the same region, and several regions are needed for the processing of one type of sound. 

Hence, here we will explain these two ways of studying the auditory system by describing their 

processing levels. Moreover, we will describe the ascending and descending connections between these 

processing levels. 

1. Auditory perception on a psychological point of view 

Auditory perception relies on the separation of the different auditory sources coming to the ears and on 

the recognition of these sources. All of these processes are called auditory scene analysis (ASA).  
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In this part, we will focus on understanding how sounds are identified as speech, music or even just 

noise, but also how the auditory system allows to distinguish several sounds coming at one time to the 

ears (Grondin, 2016; McAdams, 2015; McAdams & Bigand, 1993). 

a. Streaming 

As Bregman (1994) demonstrated, the first step of the analysis of an auditory scene (ASA) is either the 

segregation of the sensory information into several flux, or the integration of several elements into the 

same flux, the same “sound object”. A stream then refers to the perceptual unit forming an object. 

Bregman suggested that two principal mechanisms could allow the ASA: a primitive analysis or an 

analysis based on schemes. 

The primitive analysis is based on acoustic properties of sounds and allows distinguishing several 

auditory sources without prior knowledge about them. For instance, close pitches of different sounds, 

but also their rhythmic pattern over time, can give cues to form streams. The classic example is the Van 

Noorden effect (Van Noorden, 1975): if two sources have two frequencies far from each other, they will 

be perceived as two segregated streams, but if these two frequencies are close to each other, they become 

part of the same stream. Moreover, this perception is modulated by the speed presentation of sounds, 

the slower the tempo is, the more segregate the two streams will be. 

Compared to the primitive analysis, the analysis based on schemata suggest that stream segregation can 

be partially constrained by the knowledge and the expectations of the listener. According to the context, 

we could expect more specifically one type of sounds (our name for example), and would use existing 

schemes to analyse the incoming auditory sources. 

All of these mechanisms are essential to distinguish or group the sensory information along time. They 

allow determining several streams that can then be categorized and understood by the listener according 

to their type of sounds (speech, environmental sound, music, etc.). 

b. Recognizing the auditory source 

Recognizing the type of auditory source relies on acoustic cues as well as previous knowledge of the 

listener. However, determining which acoustic cues can be attributed to one type of auditory source is 
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not trivial as a same auditory object can emit different sounds according to the context. Acoustic 

invariants associated to each type of sound mainly relate to frequency, intensity and temporal but no 

real consensus has yet been reached on the specific nature of these invariants for each sound (Grondin, 

2016; Handel, 1989). 

In music, chaining different notes varying in pitch forms the melody. A melodic phrase is perceived as 

one harmonious stream and not as a succession of independent, individual notes. In Western tonal music, 

these variations of pitches rely on a specific structure, a chromatic scale. A note is associated to a specific 

pitch in an octave, which is composed of 12 semitones. Ratios between pitches are constrained by these 

octaves. Rhythmicity of a musical excerpt is also determined by the specific duration of the notes 

(quarter, half, whole). All of these coherent variations are perceived as a whole and contribute to the 

percept of a melody. Altogether, it allows the enjoyment of music, sometimes influenced by the personal 

experience of the listener as well as her/his memory of melodies. 

Speech sounds are distinguished according to their acoustic cues, described by the field of phonetics. 

Units of language, called phonemes, are put together to make meaningful sounds. Each language had its 

specific phonemes and different rules to pronounce them. Here again, perception and understanding of 

speech rely mainly on the knowledge of the listener, especially to reconstruct sentences from isolated 

words and to make sense of these words. In speech, sounds can vary according to the accent, the context 

or even the age of the speaker. However, despite these variations, the listener is usually still able to make 

sense of these sounds.  

2. Auditory perception from an anatomo-functional point of view 

From the neurobiology point of view, the auditory processing starts when the sound arrives to the ear, 

in the cochlea and it is transmitted up to the auditory cortex (AC) and beyond. This ascending pathway 

is also under the control of numerous descending pathways that will not be described in detail in this 

presentation. Here, we will give insights to understand the role of each step along the auditory pathway 

in each anatomical region. These results come mostly from data in the animal domain, anatomical data 

and lesions data in humans (MRI). For details, see Grondin (2016), Ehret&Romand (1997), figure 1. 
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Figure 1: Ascending auditory pathway, from the cochlea to the cerebral cortex. Main projections between the regions are 
represented by arrows. 
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a. In the cochlea  

The various acoustic messages for several auditory sources pass through the outer and middle ear and 

arrive at the inner ear when they reach the cochlea, where the auditory signal is filtered according to 

frequencies. At the centre of the cochlea, on the basilar membrane, at the organ of Corti, thousands of 

hair cells transform the acoustic signal into a neuronal signal transmitted to the auditory nerve fibres. 

The location of the hair cell on the basilar membrane determines its response to one frequency. Each 

region of the cochlea is dedicated to the analysis of one frequency, as if the cochlea is applying pass-

band filters on the acoustic signal. High frequencies are analysed by the hair cells of the base of the 

cochlea whereas low frequencies are analysed by the apex of the cochlea (see figure 2). 

The overall signal sent to the auditory nerve is the combination of the frequency analysis made by all 

hair cells. In the auditory nerve, each fibre also has its own specific frequency. This tonotopy has been 

observed in the auditory subcortical structures and up to primary auditory areas in the cortex. 

 

Figure 2: cochlear organization and hair cells’ responses to specific frequencies. From Encyclopedia Britannica, 
http://www.britannica.com/EBchecked/media/537 
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b. Subcortical auditory structures 

Information from both ears arrives in these structures and is processed. Auditory nerve fibres arrive at 

the ventral and dorsal cochlear nucleus. Neurons of the ventral nucleus project to the superior olivary 

complex. In this complex, spatial information about the stimulus is processed, based on the intensity 

differences and the arrival time differences between the two ears. Neurons of the dorsal nucleus and the 

olivary complex project to the inferior colliculus. Three pathways are going from the inferior colliculus 

to the cortex, passing by the thalamus (including the medial geniculate body): a tonotopic pathway from 

central inferior colliculus to the thalamus and the primary AC; two pathways from the colliculus to the 

secondary AC via the thalamus. One pathway is auditory, the other is multisensory, combining somato-

sensory information. Each neuron of the subcortical auditory structures is sensitive to more and more 

complex features of the stimulus, such as frequency modulations or intensity modulations. 

c. The auditory cortex 

The auditory cortex (AC) is located in the Sylvian fissure in the supratemporal plane, and goes from the 

superior temporal gyrus to the parietal cortex (Galaburda & Sanides, 1980; Rivier & Clarke, 1997). The 

primary AC is in the middle of the Heschl gyrus, surrounded by secondary auditory regions called the 

parabelt. The primary AC is organized tonotopically with frequency lines along the Heschl gyrus axis, 

from low frequencies at the external gyrus to high frequencies at the centre (C. Pantev et al., 1995).  The 

central zone of the primary AC corresponds to the frequencies of formants of speech signal. 

Associative auditory cortices surround the primary AC (Galaburda & Sanides, 1980; Rivier & Clarke, 

1997; Wallace et al., 2002). Based on fMRI, EEG and MEG data, four tonotopic regions can be 

distinguished (C. Pantev et al., 1995; Talavage et al., 2000), two of them processing only low 

frequencies. 

The processing of sound in these cortices is hierarchical from the cochlea to the primary areas and the 

secondary areas (Rauschecker et al., 1997). In the secondary areas, hierarchical processing is also 

observed within the belt and the parabelt (Kaas et al., 1999). However, the sensory information is also 

processed simultaneously in several regions of the AC, depending on the characteristics of the sounds. 
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d. Beyond the auditory cortex 

Two main pathways were identified to process the auditory information at the cortical level beyond the 

AC: the “what” pathway (ventral), the “where” pathway (dorsal) (Bizley & Cohen, 2013), similarly as 

what is observed in the visual domain. The dorsal pathway goes from the posterior temporal auditory 

regions to the dorsolateral prefrontal cortex via the parietal regions. The pathway is involved in the 

processing of the spatial information of the stimulus and thus is involved in audio-motor processing, as 

well as speech perception and production (Rauschecker, 2018). Whereas the ventral pathway goes from 

the anterior regions of the AC and projects to the anterior superior temporal gyrus and the ventral 

prefrontal cortex. This pathway is involved in the auditory-object processing (Bizley & Cohen, 2013). 

Even if they give a good insight about the higher processing of auditory sources, other brains regions 

are also involved in those processes such as the hippocampus. These regions would be more involved 

in attention and memory processes of the auditory information but their roles on the analysis of the 

auditory scene are still to be investigated (Bizley & Cohen, 2013). 

e. Focus on pitch perception and its cerebral correlates 

As pitch is essential for auditory cognition, the cerebral correlates of its perception were studied in detail. 

The pitch of a sound derives from the maximal activation along the tonotopic map, starting in the cochlea 

and throughout the tonotopic pathway described above, to reach the primary auditory cortex. In Heschl’s 

gyrus, several frequency gradients are present along the antero-posterior axis and the medio-lateral axis, 

and contribute to pitch perception (Formisano et al., 2003; Langers et al., 2007; Talavage et al., 2004). 

In secondary auditory cortices, perception of pitch seems to be tonotopically regionalized in the lateral 

and posterior superior temporal plane. Tonotopic gradients could also extend to the superior temporal 

gyrus (Saenz & Langers, 2014). Some studies on brain-damaged patients (Johnsrude et al., 2000; Stewart 

et al., 2006) and then fMRI studies, suggested that pitch perception could be mostly lateralized in the 

right auditory cortex. In particular, the right planum temporale activates in correlation with the size of 

frequency shifts between two tones (Hyde et al., 2008). In addition, as music and speech are usually 

sequences of multiple pitches, some studies have looked at the effect of varying pitch in sequences on 

the brain activity. They found that these sequences activated areas in the superior temporal lobe but also 
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more distant brain regions such as the inferior frontal areas ( Griffiths, 1999; Griffiths & Green, 1999; 

Janata, Birk, et al., 2002; Janata, Tillmann, et al., 2002; Koelsch et al., 2009; Peretz & Zatorre, 2005; 

Schulze et al., 2011; Schulze et al., 2011; Tillmann et al., 2006; Tillmann et al., 2003; Zatorre et al., 

1994; Zatorre et al., 2002). Moreover, specific regions were also demonstrated to be involved for short-

term memory for pitch. In addition to auditory cortices, neuroimaging studies demonstrated activation 

of a specific cortical network for this memory (Foster et al., 2013; Foster & Zatorre, 2010; Gaab et al., 

2003; Griffiths & Green, 1999; Zatorre et al., 1994). In particular, inferior frontal and insular cortex, 

supramarginal gyrus, the planum temporale and cerebellar regions would be involved in pitch retention 

and pitch maintenance processes. These studies suggested that short-term-memory for pitch would 

require interactions between frontal and posterior temporal brain networks. 

3. Conclusion 

From the ear to the auditory cortices and beyond, auditory sources are processed and identified. Several 

regions process the sound according to its frequency but also to its intensity or its variations across time. 

In the central nervous system, information from both ears are combined and the involvement of several 

other regions apart from the AC is important to understand the sounds and the auditory scene. These 

processes are essential for the perception of speech allowing the human being to communicate and 

exchange with others. However, other non-verbal auditory cues are essential to understand the auditory 

scene and make sense of the environment. 

D. Non-verbal auditory cognition 

1. Definition of the non-verbal auditory cognition 

Non-verbal auditory cognition comprises all auditory processing of sound that does not involve directly 

the understanding of language. Non-verbal auditory processing allows for the perception of emotions 

and the intentions of the speaker in speech (called emotional and intentional prosody), the localization 

of non-verbal sounds but also the perception of music. More generally, this cognition comprises all the 

cues to analyze the auditory scene without focusing on words. Perception of emotional content of a 

sound has specific networks in the brain. We will further describe these networks here. 
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2. Perception of emotions in music and language 

a. What is an emotion? 

The first point of complexity about emotions is the variety of their categories. Different ways of 

classifying what kind of emotions can be encountered when listening to sounds have emerged. 

Numerous studies have focused on basic emotions (a limited number of emotions) such as happiness, 

sadness, fear and peacefulness (Fritz et al., 2009). Emotions can also involve other affective states, such 

as nostalgia and power, to enhance the precision of expression of feelings (Vuilleumier & Trost, 2015). 

The classification of emotions according to categories are used in experiments, and offers a restricted 

number of choices for the participants (Omigie, 2016). Another possibility to categorize emotion is to 

use a two-dimensional representation, with axes corresponding to valence and arousal: Valence relates 

to the value of the emotion felt, it can be positive (attractive) or negative (repulsive); Arousal relates to 

the intensity of the emotions felt during listening (Bestelmeyer et al., 2017).  

Many features of sounds can evoke emotions (Koelsch, 2015). The components of the sound itself can 

evoke various emotions. For example, a melody with a fast tempo is usually felt as joyful. The tension 

of music can lead to relaxation or a feeling of reward associated with fulfilling of what is expected by 

the listener (Spangmose et al., 2019). A direct link was found between the tempo of music and the 

entrainment of the listener, leading to change of arousal (Vuilleumier & Trost, 2015). Moreover, the 

knowledge and the emotional context of the listener can also influence the emotional value of a sound. 

For instance, the evaluation of the sound determines emotions felt in relation with the purpose of it. For 

example, music can be considered pleasurable if it is listened in order to feel energy. A sound can also 

be experienced as enjoyable or not in relation with the memory of the listener (Thompson et al., 2000). 

In particular, autobiographic memory and conditioning can lead to strong feelings when hearing a music 

(Koelsch, 2015; Omigie, 2016; Vuilleumier & Trost, 2015). However, it was also shown that sensitivity 

to music can be universal and does not always depend on the listener’s experience. For instance, 

experiments of music emotion recognition in various cultural populations revealed that listeners can be 

sensitive to emotions even with unfamiliar tonal system (Balkwill & Thompson, 1999; Egermann et al., 

2014; Fritz et al., 2009). 
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b. Shared networks for the perception of emotions 

Emotional sounds are very complex and variating sounds. They can vary in term of acoustic content, 

but also in term of meaning. However, vocal and musical emotion appear to have share acoustic codes 

to detect them (Coutinho & Dibben, 2013; Nordström & Laukka, 2019). This is why, emotional prosody 

and music emotions still have common networks for their processing in the human brain (Escoffier et 

al., 2013; Frühholz et al., 2016; Sun et al., 2018). Both cortical and sub-cortical regions are involved in 

the decoding of emotions in sounds (see figure 3). The core neural network of emotional perception 

from sound signals comprises the limbic and auditory structures as well as frontal and subcortical 

regions (Frühholz et al., 2016; Koelsch, 2015). 

The limbic system is well known to be essential for the processing of emotions, especially regarding the 

valence of emotion (Frühholz et al., 2015; Koelsch, 2014; Milesi et al., 2014). The amygdala is one of 

the key regions for the perception of emotional content in music and speech (Omigie, Dellacherie, 

Hasboun, Clément, et al., 2015; Omigie, Dellacherie, Hasboun, George, et al., 2015). More specifically, 

the amygdala receives signal from the medial geniculate nucleus and projects back to subcortical and 

 

Figure 3: Core brain networks involved in the processing of emotions. A core network is involved in every emotion listening, recognition 
and feeling. Red: ascending auditory pathway. Blue: fronto-insular regions. Black: other regions involved in emotional processing. 
Main functional connections between regions are indicated. Inspired from Frühholz (2016). 
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cortical auditory regions (Ball et al., 2007; Frühholz & Grandjean, 2013). The primary and secondary 

auditory cortices as well as the superior temporal cortex also play an important role to decode the 

emotional sounds (Frühholz & Grandjean, 2013; Koelsch, 2014; Kumar et al., 2012; Szameitat et al., 

2010). Together, the amygdala and the auditory cortices process the emotional content of a sound and 

integrate this information into an auditory percept that can be shared with frontal regions. 

Several frontal regions respond to emotional sounds. In particular, the inferior frontal cortex in 

association with the superior temporal cortex (via dorsal and ventral connections) process the relevant 

emotional sound and support its categorization according to its social meaning (Frühholz & Grandjean, 

2012; Hoekert et al., 2008, 2010; Rauschecker & Scott, 2009). The insula, close to the inferior frontal 

cortex, also responds to emotional sounds (Frühholz et al., 2012; Kumar et al., 2012; Sander & Scheich, 

2005; Trost et al., 2012). Specifically, the insula is involved in the detection of salience of emotional 

sounds, but also in the perception of this sound according to self-experience of emotions (Kotz et al., 

2013; Wildgruber et al., 2004). The medial frontal cortex supports the processing of the social aspect of 

emotion, with its understanding in the context of communication (in link with memories and 

associations) (Amodio & Frith, 2006). 

Basal ganglia and cerebellum also play a major role in the adaptation in response to the emotional 

perception of a sound (Sammler et al., 2015). Specifically, the ventral basal ganglia is involved in the 

processing of musical emotions and affective voices (Paulmann et al., 2005; Paulmann et al., 2008; Pell 

& Leonard, 2003). The dorsal basal ganglia also participates to the perception of emotions as it 

contributes to their decoding over time (Kotz & Schwartze, 2010; Salimpoor et al., 2011). Indeed, the 

dorsal ganglia helps to decode temporal patterns in emotional prosody as well as temporal anticipations 

in music (Grahn & Brett, 2007; Hass & Herrmann, 2012). This decoding is done in association with the 

cerebellum (Ethofer et al., 2012; Kotz et al., 2013). In particular, this region is sensitive to sudden 

emotional changes and can lead motor responses to aversive sounds (Zald & Pardo, 2002) but also to the 

motor reaction to music (Trost et al., 2014). 
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In conclusion, a large core network is involved in the perception and processing of emotional sounds, 

whatever their types. In addition to this core network, other specific brain regions can be involved in 

this processing such as the hippocampus for the association with the individual’s episodic memory. 

Moreover, each affective sound (especially music or prosody) is processed preferentially by specific 

regions that we will describe in detail. 

c. Brain networks for music emotion perception 

Musical emotion processing models were mainly elaborated based on anatomical connectivity in the 

limbic system, in particular the temporal and frontal lobe and the limbic striatum, as well as functional 

MRI data (Koelsch, 2014). Specifically, in the medial frontal cortex, musical emotions seems to activate 

more strongly the ventro-rostral part (Frühholz et al., 2016). Ventral striatum and basal ganglia respond 

to musical emotions, especially in the nucleus accumbens. This suggests that listening to music can be 

associated to reward and pleasure (Belfi & Loui, 2019; Koelsch, 2015). Moreover, the hippocampus and 

the orbitofrontal cortex have strong connections that respond to complex emotions, especially in relation 

to listeners’ long-term memory. 

d. Brain networks for emotional prosody perception 

Models of emotional voice processing generally comprise two hierarchical pathways. One feedforward 

pathway comprises processing in the auditory-inferior frontal cortex; the other pathway comprises 

processing in the amygdala and in the auditory-inferior frontal cortex (Schirmer & Kotz, 2006; 

Wildgruber et al., 2009). The cerebral correlates of prosody processing involve bilateral inferior frontal 

gyri (Frühholz et al., 2012). Specifically, in the medial frontal cortex, emotional prosody seems to 

activate more strongly the dorso-caudal part (Frühholz et al., 2016). In addition, emotional prosody 

processing involves the right anterior superior temporal gyrus (Frühholz et al., 2012; Liebenthal et al., 

2016; Sammler et al., 2015).  

E. Conclusion  

Auditory perception is essential to understand the environment and react to it. Speech communication 

is specific to humans and allows for efficient communication between individuals. However, non-verbal 
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auditory cognition is also determinant for this communication and sensory processing. It allows for the 

comprehension of auditory sources and the analysis of auditory scene. These processes are present from 

the very beginning of life, as babies are able to process and appreciate emotions in voices but also in 

music. In some deficits, this non-verbal processing is disrupted and can degrade the perception the 

auditory environment of people suffering from this deficit. 
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II. Non-verbal auditory perception deficits 

The mechanisms of auditory perception and the specific perception of non-verbal aspects of sounds has 

been reported as impaired or less efficient as in healthy individuals and lead to deficits of communication 

or of perception of the auditory environment. Here, we will focus on three specific deficits of non-verbal 

auditory processing. This first deficit is a central deficit of music perception, specifically related to pitch 

processing and referred to as congenital amusia (CA). This deficit is present at birth and is not due to a 

brain damage (part 1). On the contrary, acquired disorder such as brain lesions can also affect non-verbal 

auditory perception (part 2). However, no ear damage is present in any of these two deficits. Finally, 

non-verbal auditory perception can also be a challenge for people with hearing loss and wearing cochlear 

implant(s) for hearing restoration. As hearing loss can be present from birth or occur later in life, here 

we will focus on previous work done with adult cochlear implants’ users (part 3). 

A. Congenital amusia 

1. Deficit in individuals with congenital amusia 

CA is a lifelong deficit of music perception and production, also referred to as “tone deafness”. This 

disorder is estimated to affect one to four percent of the general population (Peretz et al., 2007; Peretz 

& Vuvan, 2017) and is suggested to have genetic origins (Peretz et al., 2007). Amusic individuals have 

neither peripheral auditory deficits nor brain lesions, but they are unable to detect out-of-key notes in a 

melody, and sing out-of-tune (Peretz, 2016; Barbara Tillmann et al., 2015). Pitch processing deficits 

were observed for amusic individuals in perception tasks, such as pitch discrimination (Hyde & Peretz, 

2004) or pitch contour change detection (Peretz et al., 2003), as well as in short-term memory related to 

pitch (Graves et al., 2019; Tillmann, Lévêque, et al., 2016). The deficit extends to timbre (Stewart, 2011; 

Barbara Tillmann et al., 2009), whereas temporal processing seems to be mostly preserved in amusia 

(Hyde & Peretz, 2004), at least when the material does not entail pitch variations (Foxton et al., 2006; 

Pfeuty & Peretz, 2010). 
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As pitch processing is involved not only in music processing, but also in speech processing, several 

studies have focused on speech perception abilities in amusia. Interestingly, while early studies did not 

report deficits in speech processing (Ayotte et al., 2002) or in memory for verbal sounds (Barbara 

Tillmann et al., 2009; Williamson & Stewart, 2010), subsequent studies using more fine-grained 

materials and methods did reveal speech processing impairments in amusia. Specifically, intonation 

recognition and perception of speech contour is impaired across languages - this includes tonal 

languages, non-tonal languages, and even artificial verbal materials (Jiang et al., 2010, 2012; Liu et al., 

2015, 2017; Nan et al., 2016; Nguyen et al., 2009; Barbara Tillmann, Burnham, et al., 2011; Barbara 

Tillmann, Rusconi, et al., 2011).  

2. Neural correlates of congenital amusia 

In the typical (non-amusic) brain, a fronto-temporal network is involved in pitch processing and 

memory, and thus also in music perception (Gaab et al., 2003; Koelsch et al., 2009; R. J. Zatorre et al., 

1994). In the amusic brain, anatomical and functional abnormalities have been observed in this fronto-

temporal network (Albouy, Mattout, et al., 2013; Hyde et al., 2006, 2007, 2011). More specifically, 

decreased fronto-temporal connectivity was observed in congenital amusia, in particular in the right 

hemisphere, together with an increased connectivity between the auditory cortices (Albouy, Mattout, et 

al., 2013, 2015; Hyde et al., 2011; Leveque et al., 2016; Loui et al., 2009; Barbara Tillmann et al., 2015). 

These findings suggest an altered auditory neural network underlying the pitch processing deficit in 

congenital amusia (Leveque et al., 2016). 

3. Deficits of emotional perception in music and language in congenital amusia 

Emotion processing has been studied with musical material in congenital amusia. Despite impaired 

perception and memory of music, some listeners afflicted with congenital amusia have been reported to 

either like or avoid listening to music (Mcdonald & Stewart, 2008; Omigie et al., 2012). This dichotomy 

occurs independently of the severity of amusia, as measured by the Montreal Battery for the Evaluation 

of Amusia (Mcdonald & Stewart, 2008; Omigie et al., 2012). These subjective reports about 

liking/avoidance inspired recent studies investigating musical emotion processing in congenital amusia. 
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Gosselin et al. (2015) showed no impairment of emotion recognition (Gosselin et al., 2015), while 

Leveque et al. found a mild impairment (Lévêque et al., 2018). Similarly, a study that focused on 

dissonance/consonance judgments of musical materials reported that congenital amusics were able to 

recognize the suggested musical emotions, but they based their judgments more on roughness rather 

than on the harmonicity cues used by control participants (Marin et al., 2015). These findings and 

previous reports of the perceptual deficits in amusia suggest that amusics’ emotional judgments in music 

are based largely on roughness and tempo rather than harmonicity and mode cues (Gosselin et al., 2015; 

Lévêque et al., 2018). 

As the right superior temporal and inferior frontal regions participate in emotional prosody processing, 

and these regions exhibit differences in amusia compared to controls (Albouy, Mattout, et al., 2013; 

Hyde et al., 2007), Liu et al. (2015) suggested that impaired processing in these regions could underlie 

amusics’ difficulties processing subtle emotional and prosodic changes (Ayotte et al., 2002; Patel et al., 

2005). Previous studies have demonstrated an impairment of emotional prosody recognition in amusics 

(Lima et al., 2016; Thompson et al., 2012, ), especially for happiness, tenderness, irritation, and sadness 

(William Forde Thompson et al., 2012). However, this deficit was not found in every congenital amusics 

(Lolli et al., 2015). 

Overall, CA is an interesting deficit to study the influence of impaired pitch perception on non-verbal 

auditory processing, without brain or ear lesions. The lifelong deficit and its study contribute to a better 

understanding of the complex relationship between music and emotional prosody processing, and 

provides further elements for the comprehension of fine acoustic structures underlying music and speech 

appraisal. 

B. Brain lesion and non-verbal auditory acquired deficits 

1. Different origins of brain lesions 

Brain injuries are very diverse and can be either due to an accident, following a disease or after a surgery 

(Elbaum & Benson, 2007). In pharmaco-resistant epileptic patients, surgery can be proposed, and brain 

regions are removed to relieve the patients. Similarly, following a brain tumour, surgery can also be 
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proposed. Brain lesions can also appear following a stroke and an ischemia, generally in the elderly. 

These brain damages are various and often lead to multiple cognitive deficits. Brain-damaged (BD) 

patients have been very valuable to the understanding of brain organization and brain functioning. More 

specifically, brain-damaged patients’ behaviour has been studied to better understand music and speech 

processing.  

2. Acquired non-verbal auditory deficits following brain lesion 

After a brain injury, specific cognitive impairments can occur affecting non-verbal auditory cognition. 

Studies of non-musician patients have explored the link between brain lesions and music processing (see 

Stewart et al., 2006 for a review). This has led to the identification of two mains impairments with music 

in these patients (Stewart et al., 2006): a deficit of music perception (called acquired amusia) (Clark et 

al., 2015; Hirel et al., 2014), and/or a deficit of musical emotion processing in term of emotion 

recognition or emotion feeling (called musical anhedonia) (Belfi et al., 2017; Hirel et al., 2014). These 

two deficits could occur conjointly or separately. 

a. Acquired amusia 

In the majority of deficits regarding music reported in BD patients, basic perceptual attributes (pitch, 

timbre, temporal cues) of music sounds cannot be processed correctly (Tillmann et al., 2017), leading to 

acquired amusia. In acquired amusia cases, pitch processing is altered (Sihvonen et al., 2016; Sihvonen, 

Ripollés, Rodríguez-Fornells, et al., 2017; Sihvonen, Ripollés, Särkämö, et al., 2017). More specifically, 

it can be a deficit of pitch interval or pitch contour patterns perception (Clark et al., 2015). Moreover, 

specific pitch short-term memory can also be deteriorated following a brain lesion, specifically in the 

right anterior temporal lobe (Tillmann et al., 2017 for a review). Regarding timbre, several studies have 

also demonstrated impaired processing of spectral or temporal dimensions of timbre in BD patients 

(Samson et al., 2002). Regarding rhythm perception in BD patients, some deficits can be detected as 

well (Clark et al., 2015). 

Acquired amusia has been linked to damages in several brain regions. Specifically, amusia was reported 

in BD patients with lesions in the right superior temporal gyrus, the Heschl’s gyrus, the middle temporal 
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gyrus, the insula and the putamen (Sihvonen, Ripollés, Särkämö, et al., 2017; Stewart et al., 2006 for 

reviews). Interestingly, acquired amusia can disappear in some cases in few months following the lesion, 

but persistent amusia remains in BD patients and was associated with a deficit of grey matter volume in 

the right superior temporal gyrus and the middle temporal gyrus, and a deficit of white matter volume 

in the middle temporal gyrus (Sihvonen, Ripollés, Särkämö, et al., 2017). 

b. Emotional music perception deficit 

Several case reports have revealed that brain damage can result in musical anhedonia, a specific loss of 

experience of pleasure for music whereas emotion recognition is intact (Belfi et al., 2017; T. D. Griffiths 

et al., 2004; Satoh et al., 2011, 2016). For instance, a patient with a right inferior parietal lobe infarct 

did not experience any emotion when listening to music, but music perception and emotion recognition 

were preserved (Satoh et al., 2011). Deficits of music emotion recognition in brain-damaged patients 

have been shown in case reports (Gosselin et al., 2007; Griffiths et al., 2004; Satoh et al., 2016) and 

group studies (Gosselin et al., 2011; Jafari et al., 2017; Khalfa et al., 2007, 2008) . For instance, patients 

with unilateral medial temporal lesions showed more difficulties to recognize musical emotions, 

especially fearful stimuli (Gosselin et al., 2011). However, when asked to judge emotional dissimilarities 

in musical excerpts in terms of arousal and valence instead of emotion recognition, patients with left or 

right unilateral medial temporal lesions did not show any deficit (Dellacherie et al., 2011). Interestingly, 

it has been shown that emotion recognition can be preserved in right brain-damaged (RBD) patients 

even when their musical structure perception is impaired (Peretz et al., 1998), suggesting that acquired 

amusia and acquired anhedonia can be dissociated. The variety of profiles observed among these patients 

are in keeping with the hypothesis of (at least partly) separate processes for music perception and 

emotion (Peretz et al., 1998; Satoh et al., 2011; Stewart et al., 2006). These results suggest a complex 

pattern of musical emotion perception in BD patients with remaining work to do to understand it.  

c. Emotional prosody deficit 

As aphasia can occur in many brain-lesioned patients, the processing of other speech related contents 

was studied in these patients. Specifically, recognition of emotional prosody was mainly studied in BD 

patients as it allows for communication even without good speech perception abilities (Yuvaraj et al., 
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2013). Studies using language and vocalization materials demonstrated emotional prosody deficit in 

RBD patients (Bourgeois–Vionnet et al., 2020; Kucharska-Pietura et al., 2003). More specifically, these 

studies report greater impairment of RBD patients for emotional prosody recognition than left brain-

damaged (LBD) patients and controls (Borod et al., 2002; Charbonneau et al., 2003; Harciarek et al., 

2006; Kucharska-Pietura, Phillips, Gernand, & David, 2003). 

C. Cochlear implant users 

1. Implant description 

Cochlear implants (CI) was the first viable treatment elaborated to remediate deafness. At the beginning 

of implant conception, only profoundly or totally deaf persons were implanted. CI was only considered 

as a supply to hear environmental sounds and help to understand speech with lip reading. The first report 

of CI is dated of 1957 (Djourno & Eyries, 1957). It was a single electrode simulator on the auditory nerve. 

Patients could only recognize environmental sounds and few words. The first multiple electrode array 

appeared in 1966 (Simmons, 1966). It was implanted on the right auditory nerve. Patient could detect 

loudness related to the stimulus intensity and pitch related to the stimulus pulse rate. Separate pitch was 

associated to separate activation of six electrodes implanted. With only that kind on CI, patients could 

identify some well-known melody. In 1977, Bilger (1977) reported some results of 12 users of single 

electrode CI. This article claimed that patients could discriminate changes in low frequencies (below 

250 Hz) only and could perceive loudness changes related to stimulus intensity. Early reports on CI 

users’ perception don’t describe any or very few music perception and recognition (Bilger, 1977; 

Eddington et al., 1978; Fourcin et al., 1979). 

Cochlear implant technology has evolved over the past few years, but the basic functioning remains the 

stimulation of auditory neurons directly by electric currents. There were many different designs created, 

here we will describe general and common features for all of them (see figure 4 for a general 

organization of the implant).  
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Figure 4: Insertion of a cochlear implant in one ear, relationships between the different components. Figure from 
Hartmann (2013). 

The signal comes to a microphone, generally in the ear’s pinna. This microphone transfers an electric 

signal to a signal processor. The electric signal corresponds to the transformation of soundwaves into 

variation of electric currents. The processor can convert these electric features to electric stimuli to the 

nerve that interprets these as proper hearing sensations. This process depends mostly on the algorithms 

used by the fabricant of processor (see Loizou (2006) for a review). Sound processor generates a code 

transmitted to a link; this link will provide electric power but also the correct electric stimuli to the 

implanted electrode array. The implant circuit then decodes this information from the sound processor. 

This step is crucial to determine the spectral and temporal parameters of the stimulus delivered by the 

implant; this decides which electrodes will conduct the stimulus current. Implants can generate biphasic 

pulses or continuous varying currents (analog). See figure 5 for a functioning scheme. 
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Figure 5: Diagram of CI functioning, from the perception of the sound by the microphone in the ear’s pinna, to 

the stimulation of the cochlear electrode array. Figure from McDermott (2004) 

A various number of electrodes are mounted on an array implanted into the cochlea. This array can 

stimulate neurons deeply in the cochlea, corresponding to low-frequencies, but also more basal neurons 

of the cochlea, corresponding to high-frequencies. There are three main configurations of multiple 

electrodes that can deliver currents: monopolar, bipolar and common ground (Figure 6).  

 

Figure 6: The three types of electrodes array configuration. Adapted from Mcdermott (2004) 

Monopolar configuration has active electrodes close to the cochlea that flow to one ground electrode, 

and one or several indifferent electrodes. These latter have larger surface and have a role of current 

return path for active electrodes. Ideally, in this configuration, active electrodes are close to neural 

population to excite spatially distinct neurons that allows separation of auditory percepts. In bipolar 

configuration, both active electrodes are close to neurons and current passes between the two. Various 

bipolar configurations exist with different benefits depending on the conditions. For instance, active 
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electrodes can be separated by several inactive electrodes to reduce the threshold current necessary for 

as stimulus to be audible. Another way to reduce this threshold is to direct the current to the cochlea 

radially, compared to longitudinal path. This increases the spatial selectivity of electrodes. In the 

common ground configuration, there is one active electrode and the other electrodes are used for the 

return of the current. 

Sound processors analyze the sound signal and select the appropriate features of this signal to convert it 

into an electric signal that will be interpreted as hearing. Sound processors have different coding 

strategies, the principal ones are feature-extracting strategies, spectrum-estimating pulsatile schemes or 

analog stimulation schemes. 1) Feature-extracting strategies were the first coding approach for CI, but 

are no longer used for sound processors. This processor extracted the sound signal with an a priori for 

speech, it extracted fundamental frequency (F0) and frequencies of the two first formants, converting 

them to electrodes positions. Bandpass filters allowed the estimation of the amplitude of the signal that 

was transmitted to basal electrodes. Pulsatile stimulation rate was determined by the fundamental 

frequency of the speech. This feature-extracting strategy was quite efficient for speech recognition. 

However, when there was background noise, it was really difficult to obtain a satisfactory speech signal 

as estimation of F0 with different simultaneous sound sources was very difficult. Moreover, as this 

processor was based on speech signal extraction, non-verbal auditory signals were poorly processed. As 

a consequence, these strategies for processor were abandoned and new strategies emerged. 2) Spectrum-

estimating pulsatile schemes are the most used in CI with multiple-electrodes. These schemes present 

information extracted from the spectral features of the most prominent sound signals, not necessarily 

speech. Electrodes of the implant deliver electric pulses that correspond to filters at the sampling rate. 

Thus, pulse rate is independent of the input signal, and corresponds to thousands pulses per second per 

channel in most of the implants. Bandpass filters allow to estimate the short-term spectrum of the sound 

signal, and then envelopes are estimated. Amplitudes of these envelopes are then converted to currents. 

3) Analog stimulation schemes are less often use than spectrum-estimating pulsatile schemes. Bandpass 

filters estimate the short-term spectrum of the sound signals such as in the pulsatile schemes. Rather 

than using the signal envelopes, it uses the waveforms from each filter. These waveforms are 
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compressed and delivered as continuously varying currents. In conclusion, numerous sound-processing 

strategies are available. The most commonly used in the new implants is the spectrum-estimating 

pulsatile schemes but new strategies emerge every day to allow a better perception of the auditory 

environment by CI users. 

2. Limitations of the implant 

With growing knowledge of technology, psychophysics and neurosciences, industries were able to 

design more and more sophisticated implant over the years. There are now over 60000 persons implanted 

worldwide (McDermott, 2004) and this number increases every year. CI users are now able to 

understand speech even in the absence of lip reading, by using the device alone. However, auditory 

perception in cochlear implants (CI) users can remain impaired due to a limited sound frequency 

discrimination by the implant (Glennon et al., 2020; Lehmann & Paquette, 2015). Indeed, technical 

constraints of an implant does not allow for a fine-grained decomposition of the auditory signal, 

compared to the decomposition of a healthy cochlea (McDermott, 2004). As a result, CI users still have 

difficulties for hearing speech in noise, understanding tone languages, understanding prosody, and music 

perception, even though there is a high demand of post-lingually deafened CI users to be able to enjoy 

music again. These non-verbal auditory perception difficulties are assumed to be related to a pitch 

perception deficit, resulting from the degraded auditory input. 

3. Consequences for non-verbal auditory perception 

See the Introduction or Study 4 for full details about non-verbal auditory deficits in CI users.  

In CI users, deficits of music processing affect multiple dimensions, such as pitch processing (Hopyan 

et al., 2016; Petersen et al., 2020; Sharp et al., 2018) and temporal processing (Jiam & Limb, 2019). 

These deficits contribute to impaired musical emotion recognition (Ambert-Dahan et al., 2015; Hopyan 

et al., 2016; Lehmann & Paquette, 2015; Luo & Warner, 2020; Paquette et al., 2018; Shirvani et al., 

2014, 2016). Despite these limitations, some CI users still enjoy music, and have great demands to 

enhance this pleasure of music listening (Fuller et al., 2019). 
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Even though speech in silent environments is quite well restored by CI users, the pitch deficit is still 

limiting their non-verbal auditory perception in speech signals (Kalathottukaren et al., 2015). For 

intentional prosody, CI users have demonstrated poor perception abilities (Lo et al., 2015; Marx et al., 

2015; Peng et al., 2008) as well as a deficit for production (Peng et al., 2008). For emotional prosody, 

CI users have deficits when visual cues are unavailable (Deroche et al., 2019; Pak & Katz, 2019; 

Paquette et al., 2018). In addition to these difficulties to perceive prosody during a conversation, CI 

users still experience difficulties to hear and understand speech in noise (Bugannim et al., 2019; Choi et 

al., 2017; Hong & Turner, 2006).  

D. Conclusion 

The three conditions previously described in this chapter demonstrate some possibilities of disruptions 

of the non-verbal auditory pathways. A deficit can be present from the beginning of life (such as CA or 

early deafness) but can appear at every stage of the life (BD or post-lingual deafness). For CI users, even 

if technology has emerged to help these patients with incredible advances, numerous challenges are still 

present. Indeed, participants are still complaining of their poor auditory perception, and therefore of 

their reduced abilities to communicate with their environment. As technology has its limits, numerous 

studies are now interested on how improve these participants’ life, by using their brain capacities. 

43



  

III. Training and boosting non-verbal auditory processing in 

healthy and pathological populations 

A. Introduction 

Brain plasticity is the capacity of the nervous system to learn and adapt to its environment throughout 

the lifespan. This mechanism changes the input and the targets of neurons through the modulations of 

synapses and the number of neurons. These cellular changes in the brain will lead to changes in 

behaviour and vice versa. Therefore, the brain is continuously changing and adapting to the individual’s 

life. Plasticity in the adult brain is a concept that has been investigated with the findings of adult 

neurogenesis (Spalding et al., 2013; Toni et al., 2007).  However, the term plasticity was first introduced 

in 1890 by W. James to characterize the possibility of the human being to modify its behaviour. Ràmon 

y Cajal (1904) then suggested that this modification of behaviour could have an anatomical basis in the 

brain (Pascual-Leone et al., 2005).  

B. Adult plasticity of the auditory system  

Here, we will focus on how plasticity is induced and the consequences of these mechanisms at the 

behavioural level, without describing all the molecular processes occurring during plasticity. A lot of 

studies about plasticity have been focus on visual processes (see Pascual-Leone et al., 2005 for a review), 

however here we summarized the research in auditory modality only. Interestingly, plasticity can occur 

at every steps of the adult life, in healthy situations, but can also be induced after a trauma. This plasticity 

can be directly linked to one modality but could be enhanced by crossmodal activity (Shimojo & Shams, 

2001). 

1. Auditory plasticity occurring during the adult life 

Originally, the auditory system was thought to be quite rigid with only a possibility of modulation during 

a short critical period during development. However, recent research has demonstrated that similarly as 

what has been observed in the visual system, the auditory system is constantly changing and 
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reorganizing (Irvine, 2018). Plasticity of the auditory system can be driven by bottom-up processes 

(change of the sensory input), after hearing loss for instance, but also by top-down processes such as 

attention and learning. 

a. Auditory plasticity and learning 

Several paradigms have demonstrated rapid changes in the primary AC following learning ( Pantev et 

al., 2015; Pantev & Herholz, 2011). For example, in the tonal conditioning paradigm, a tonal conditioned 

stimulus leads to an increased response in the AC over training, whereas the pre-training best-frequency 

response decreases over training and this best-frequency gets closer and closer to the conditioned 

stimulus (Weinberger, 2004, 2010). As a consequence, the region representing the best-frequency in the 

AC becomes bigger. This result shows that plasticity following learning can be really quick in the AC 

and leaves a memory trace. Other paradigms in humans have demonstrated that auditory cortical 

plasticity can be short or long-term following learning, but mostly depends on the task, the nature of the 

response in the task and the learning strategy (Irvine, 2018). For instance, musical training have been 

shown to have effect on AC plasticity in short-term as well as in long-term training (Pantev et al., 2015). 

Even if many studies on auditory plasticity have been focused on AC changes, some others have reported 

that belt areas can also demonstrate changes following learning (Atiani et al., 2014). For instance, in a 

fear conditioning task in animals, learning was demonstrated to depend on the connection between the 

AC and the amygdala (Bocchio et al., 2017; Kim & Cho, 2017). Moreover, similar effects of learning on 

plasticity can be visible also in the medial geniculate body as well as the inferior colliculus (Edeline & 

Weinberger, 1991; Slee & David, 2015). However, this subcortical plasticity could be partially due to 

influences from the AC (Suga & Ma, 2003). 

b. Auditory plasticity following hearing loss 

The first research on auditory plasticity was conducted on hearing loss and the cortical changes 

associated to this trauma (see Eggermont, 2017 for a complete review). Following a damage to the 

cochlea, plasticity in the AC occurs. In particular, depending on the extend on the hearing loss, the 

cortical tonotopic map of the mature AC can change. Generally, the cortex region corresponding to the 
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area where the damaged region of the cochlea would project, is reorganized and allocated to other 

frequencies (generally the close frequencies to the damage). Changes following the hearing loss can be 

seen really quickly in the AC (weeks or months after the trauma) but more long-term changes can also 

occur. In the adult brain, plastic changes seem to be restricted to the AC and the thalamus only (Irvine, 

2010). Even if the auditory plasticity engaged after hearing loss could be seen to enhance the individual’s 

ability to extract the available information in the auditory environment, it appears that it does not 

compensate for the hearing loss. This auditory plasticity is most likely a homeostatic plasticity that 

maintains activity in the neuronal circuits, but cannot restore the perception of damaged frequencies 

(Turrigiano, 2011). 

As CI can restore hearing partially, numerous studies have investigated the effect of the implantation on 

brain plasticity (Glennon et al., 2020). Indeed, following the implantation, remarkable progress can be 

seen in patients such as in the perception of speech. Numerous studies have investigated auditory 

plasticity following implantation in animals, such as cats, and showed restoration of normal tonotopic 

organization even with late implantations (see Fallon et al. (2008) and Kral et al. (2006) for reviews). 

Moreover, numerous researches are done on congenitally deaf children and the effect of the age of 

implantation. In sum, the sooner the implantation is done (before the age of 3), the better is the brain 

response with normal auditory evoked potentials and better language skills (Kral & Sharma, 2012). 

However, some studies on adult CI users with acquired deafness also demonstrated brain plasticity in 

these patients. Indeed, the frequency discrimination abilities of CI users was associated with changes of 

the auditory evoked potentials (shorter latency, increased amplitude) (Sandmann et al., 2015). 

2. Crossmodal plasticity 

To perceive environmental stimuli, multisensory interactions are essential. For instance, the 

McGurk effect shows that the integration of visual and auditory information is crucial for speech 

perception (McGurk & MacDonald, 1976). At the brain level, several evidence has been reported that 

strong interactions are present across sensory modalities (Shams & Seitz, 2008; Shimojo & Shams, 2001). 

For example, animal studies involving section of sensory inputs have shown that the thalamic nuclei 

normally used for auditory signal (medial geniculate nucleus) can be reorganized to welcome retina’s 
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inputs, and directly respond to visual stimulation. In humans, in the case of early sensory deprivation, 

the cortical area can be reorganized and used by another modality. For example, in deaf individuals, 

visual event-related potentials tend to be enhanced (Neville et al., 1983; Neville & Lawson, 1987).  

Multisensory integration has been reported to be stronger when one of the sensory modalities is 

deficient (Frassinetti et al., 2005; Grasso et al., 2016; Passamonti et al., 2009). For example, in 

participants with reduced visual acuity, auditory cues on top of visual cues (and resulting audiovisual 

interactions) allowed improving their visual detection threshold (Gabor patches) beyond their visual-

only performance, which was not observed in control participants (Caclin et al., 2011). Similarly in 

participants with a pitch processing deficit, such as congenital amusia, visual stimulations improved 

performance in an auditory pitch task (Albouy, Lévêque, et al., 2015). Numerous studies have 

investigated audiovisual integration in CI users: first results using speech stimuli and faces showed 

enhanced auditory capacities in CI users with audiovisual integration (Barone et al., 2016; Rouger et al., 

2007, 2008; Strelnikov et al., 2009, 2015). This audiovisual enhancement is increased in CI users 

compared to normal-hearing participants for all types of speech, even foreign-accented speech 

(Waddington et al., 2020). One study on non-linguistic speech processing, using voice gender 

identification, suggests that CI users are influenced more strongly by visual information than are NH 

participants, even for tasks not directly related to speech comprehension (Barone et al., 2016). 

However, crossmodal plasticity can also be a disadvantage in the case when brain regions are not 

properly reorganized. For instance, in CI users, it has been shown that if the AC was activated by a 

visual stimulus, this multisensory integration of information could become maladaptive. Indeed,   

increased coupling between occipital and temporal lobes was associated with poor outcomes of the 

implantation  (Glennon et al., 2020). 
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C. Training strategies in populations with non-verbal auditory deficit: the 

example of CI users 

1. Introduction 

As we have seen in the previous section, CI users are still experiencing numerous challenges regarding 

the perception of their auditory environment. In particular, non-verbal auditory processing is impaired 

in these participants with limited hearing in noise or music perception (Carlson, 2020). Moreover, CI 

users reflect this general limitation in their behaviour and demands (Pattisapu et al., 2020). Cortical 

plasticity is happening in the brain of CI users at all times, even if the user is particularly old. This gives 

hope to find non-invasive solution to enhance non-verbal auditory perception in CI users. 

Some studies have been interested in the rehabilitation of children with CI (Gfeller, 2016; Rayes et al., 

2019; Torppa & Huotilainen, 2019), as they would demonstrate more brain plasticity and therefore 

potentially more improvements. However, as seen previously, brain plasticity can also occur in adults, 

all life long, suggesting that training could be efficient in post-lingually CI users too. Here, we review 

two main training strategies that have been used in link with the auditory brain plasticity previously 

explained: musical training using purely auditory stimulation and multisensorial training using 

crossmodal stimulation. Many trainings have been developed to enhance speech perception but here we 

focus on trainings that specifically improved non-verbal auditory perception in CI users. 

2. Musical training 

The perception of music requires higher cognitive functions and music processing engages multiple 

brain regions. Indeed, to process music, an individual need to process the pitch but also temporal and 

spectral cues, as well as make predictions to perceive the melody and the harmony. Studies comparing 

musicians and non-musicians’ abilities have revealed that musicians can have better abilities in the non-

verbal auditory cognition (Talamini et al., 2017). For example, music training could enhance the 

recognition of emotional prosody (Lima & Castro, 2011; William Forde Thompson et al., 2004). Indeed, 

some brain research suggested that expertise in one emotional sound category (in this instance, music) 

could enhance the processing of other emotional sounds such as vocal sounds (Nolden et al., 2017; Patel, 
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2014). This suggests that music can be a powerful tool to enhance cognition. This is why music training 

(from simple perception training to instrument training) engages multiple brain regions and requires a 

high-level cognitive functioning, which can be used for several other processes such as the perception 

of the auditory scene. As music training provides complex auditory stimulation but also strong 

interactions between perception and action, it has become more and more common to use music when 

aiming to rehabilitate participants with hearing deficits such as CI users (Lerousseau et al., 2020). 

Several musical trainings have been tested to enhance non-verbal auditory abilities in CI adult users 

(Barlow et al., 2016; Firestone et al., 2020; Smith et al., 2017) but the most commonly used is the 

melodic contour identification (MCI) training (Fu & Galvin, 2007). This task consists of 5-note sequences 

with variating pitch. The pitch range is over 3 octaves and the pitch changes within a sequence can be 

from 1 to 5 semitones. Subjects have to identify the contour they have heard by selecting the appropriate 

visual schematic representation (as up and down pattern). Over the past few years, several studies have 

investigated the effect of this training (with different implementation and duration) in CI users on music 

perception (Fuller et al., 2018; Galvin et al., 2007), hearing in noise (Lo et al., 2015; Patel, 2014) or 

intentional (Lo et al., 2015; Patel, 2014) and emotional prosody perception (Fuller et al., 2018). They 

demonstrated a general improvement of CI users at the MCI task itself and the recognition of familiar 

melody (Fu & Galvin, 2007; Galvin et al., 2007). Interestingly, a small improvement of hearing in noise 

was found in some studies (Lo et al., 2015; Patel, 2014) but this effect was not found in all studies (Fuller 

et al., 2018). An improvement of intentional prosody (recognizing question and statement) was 

demonstrated following this training in CI users (Lo et al., 2015; Patel, 2014), as well as a better 

recognition of emotional prosody (Fuller et al., 2018). However, these results remain very little and as 

no improvement of the quality of life of CI users was reported ( Fuller et al., 2018). 

3. Training using multisensorial integration 

As multisensory stimulation is what humans are more often facing in their everyday life, it was 

suggested that multisensory training would be closer to a natural environment, hence leading to more 

efficient learning (Shams & Seitz, 2008). Indeed, even for unisensory learning, multisensory integration 
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can facilitate learning. For example, in a voice recognition task, people who had audiovisual training 

(with video of the speaking face), had better scores than compared to audio training only. In this process 

of learning, congruency between visual and audition seems to play an essential role. Indeed, it could 

help the learning, based on previous knowledge of the individual. The mechanisms of multisensory 

learning recruit large brain networks. The main pathway involves that neurons of one modality receive 

signal from neurons of other modalities. In the process of learning, neurons need to pass a firing 

threshold (in term of rate, oscillation, response latency), input from other modality neurons could help 

to pass this threshold (Shams & Seitz, 2008). 

Animal studies have revealed that multisensory audiovisual training improves performance in cochlear 

implanted ferrets or cats with hearing loss. This training performance was correlated with the degree of 

primary AC responsiveness (Glennon et al., 2020). These results suggest that crossmodal training 

strategies could be efficient in adults with CI. Two main strategies have been tested so far, one using 

the coupling of auditory and motor processing, another one using audiovisual coupling. 

a. Auditory-motor/tactile training  

Recently, researchers have been interested in the coupling between auditory and motor systems to 

enhance the perception of non-verbal auditory cues in CI users (Chari et al., 2020; Huang, Chang, et al., 

2017; Huang et al., 2020; Huang, Sheffield, et al., 2017). Based on musical training previously described, 

one study looked at the effect of a contour auditory-motor training in CI users (Chari et al., 2020). CI 

users had to train to reproduce the contour of a melody they heard on a keyboard. CI users only improved 

at the MCI task following this training but no improvement of hearing in noise or prosody perception 

was found. Similarly, another research group was interested at the potential use of electrotactile 

stimulation in combination with CI to enhance their perception of the auditory scene (Huang, Chang, et 

al., 2017; Huang et al., 2020; Huang, Sheffield, et al., 2017). In sum, electrotactile stimulation 

transforming the fundamental frequency of the sound into tactile vibration could enhance non-verbal 

auditory perception in CI users. In particular, CI users had enhanced tone and speech recognition in 

50



noise (Huang, Chang, et al., 2017; Huang, Sheffield, et al., 2017) as well as a better melody recognition 

(Huang et al., 2020).  

However, these trainings are still very limited in time and in number of CI users included in the studies. 

They need further replications and long-term developments to be confirmed. 

b. Audiovisual training 

Based on previous results in CI users (Innes-Brown et al., 2011; Rouger et al., 2007, 2008; Strelnikov et 

al., 2015), it seems that audiovisual training could be a good strategy to enhance auditory perception in 

CI users. However, only few studies have evaluated the potential benefit of audiovisual training on CI 

users (Bernstein et al., 2014; Sato et al., 2019; Vandali et al., 2015). Two studies used audiovisual speech 

and looked at the effect of this training in CI users on their speech perception in noise (Bernstein et al., 

2014; Sato et al., 2019). The both used spoken words in association with visual stimuli relevant (faces) 

or irrelevant (pictures associated to words). They demonstrated an enhanced perception of speech in 

noise with this audiovisual training, at least at the end of the training. One study used matching 

pitch/timbre and visual patterns to train CI users and looked at their frequency discrimination scores 

(Vandali et al., 2015). They demonstrated an enhanced F0 discrimination in CI users after the training 

but only if the task was unimodal and not if the task combined multiple cues (pitch, timbre), making it 

difficult to extend to music perception abilities. 

In conclusion, only very few studies have been done to evaluate the potential benefit of multisensory 

trainings in CI users for non-verbal auditory perception. Even if the musical training studies show 

promising results, the actual knowledge about multisensory integration in CI users let us hope for even 

better results with audiovisual trainings. 
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Non-verbal auditory cues become essential in many situations when auditory conditions are not optimal 

for speech comprehension. For instance, in everyday life we face many noisy situations: from a phone 

conversation to environmental noise. In these situations, non-verbal auditory processes such as auditory 

streaming to separate the source of interest from the noise, but also emotional prosody to detect the 

intentions of the speaker, become essential to communicate. Numerous deficits can deteriorate the 

perception of non-verbal auditory cues. From central auditory disorder such as congenital amusia or 

brain-damaged patients to peripheral disorder such as hearing loss, multiple deficits are associated with 

difficulties to process non-verbal auditory cognition.  

The first axis of this PhD was the characterization of non-verbal auditory cognition in several deficits. 

First of all, in congenital amusia, even if the deficit was first described as music-specific, it appears that 

speech-related processing could be impacted. Moreover, as congenital amusia was characterized as a 

pitch deficit, and pitch is essential for emotional prosody perception, we wondered if emotional prosody 

was impacted in congenital amusia. To do so, we designed two experiments to test this hypothesis. Study 

1 tested behaviorally the potential deficit of emotional prosody recognition in congenital amusia. Based 

on this study, we found a dichotomy between explicit and implicit perception of emotional prosody in 

congenital amusia and tested this hypothesis with electrophysiology (Study 2). Similarly, we wanted to 

better characterize the emotion perception pattern in brain-damaged patients. As many studies were done 

using faces and prosody material, we wondered about their musical emotion perception. We tested this 

using a similar protocol as in congenital amusia with music emotional stimuli (Study 3). 

In the second axis of this PhD, we aimed to set up a new rehabilitation program for non-verbal auditory 

perception in case of a deficit. As CI users are in high demand for this rehabilitation program, we focused 

our research on this population. In the first study (Study 4), we designed a new testing battery to assess 

non-verbal auditory perception deficits in CI users. In the second study, we designed a new rehabilitation 

program based on audiovisual interaction. We first tested this program on healthy participants to validate 

the feasibility and plan to test it with CI users in the future. Here, we report only the preliminary results 

of three pilot participants as the experiments were stopped due to the confinement in France. 
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Altogether, this PhD work aim to provide better understanding of non-verbal auditory cognition in 

several deficits and brings new perspectives for a new rehabilitation program for these deficits. 
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Empirical part 

Part 1: Emotion perception 

in non-verbal auditory 

deficits 
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IV. Emotional prosody perception in congenital amusia 

A. Objectives 

While congenital amusia was first described as a music-specific deficit, recent studies have shown that 

this deficit could extend to the speech domain (Liu et al., 2015; Patel et al., 2008; Tillmann, Rusconi, et 

al., 2011). Moreover, as previous studies demonstrated some deficit of congenital amusics for emotion 

perception (Lévêque et al., 2018; Lima et al., 2016; Lolli et al., 2015; Thompson et al., 2012), we were 

interested in characterizing the perception of emotional prosody in congenital amusia. In the first study, 

we used a behavioral paradigm to determine if congenital amusics had difficulties perceiving emotional 

prosody, and if so, which acoustic cues could be the origin of this deficit. As congenital amusia was 

recently suggested to be a deficit of consciousness rather than a deficit of perception per se, we used a 

behavioral paradigm with two tasks: explicit emotion recognition and implicit intensity ratings of these 

emotions. 

Based on the results of the first study, we suggested that congenital amusics could have a deficit of 

explicit recognition of emotional prosody, especially for short vowels. But this deficit was not visible 

for implicit intensity ratings. To further test this hypothesis, we designed an oddball paradigm using 

electroencephalographical measures and using the same vowel stimuli as in the behavioral study. In this 

second study, we try to understand the amusics’ brain response to emotional prosody and emotionally 

neutral stimuli in pre-attentive context. 

B. Study 1: Emotional prosody in congenital amusia: Impaired and 

spared processes 
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SUPPLEMENTARY DATA 

Figure A1: In the multifactorial analysis on categorization data for vowel stimuli, four dimensions explain 69% of the
data variance. We kept the first four dimensions for the rest of our analysis.
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Models P(M) P(M|data) BF M BF 10 error % 

Correct 
categorization

Material + Group + Emotion + Material    Emotion 0,053 0,367 10,423 1,02E+13 2,717

Material + Group + Material    Group + Emotion + 
Material    Emotion 

0,053 0,194 4,345 5,41E+12 2,37

Material + Group + Emotion + Material    Emotion + 
Group    Emotion 

0,053 0,18 3,964 5,02E+12 3,517

Material + Group + Material    Group + Emotion + 
Material    Emotion + Group    Emotion 

0,053 0,113 2,292 3,14E+12 2,034

Material + Group + Material    Group + Emotion + 
Material    Emotion + Group    Emotion + Material   
 Group    Emotion 

0,053 0,076 1,486 2,12E+12 2,842

Material + Emotion + Material    Emotion 0,053 0,069 1,33 1,91E+12 7,628

Material + Group + Emotion 0,053 1,458E  -4 0,003 4,06E+09 2,082

Material + Group + Material    Group + Emotion 0,053 8,388E  -5 0,002 2,33E+09 1,724

Material + Group + Emotion + Group    Emotion 0,053 6,412E  -5 0,001 1,78E+09 1,958

Material + Group + Material    Group + Emotion + Group   
 Emotion 

0,053 3,965E  -5 7,14E-04 1,10E+09 2,217

Material + Emotion 0,053 3,510E  -5 6,32E-04 9,76E+08 1,081

Material + Group 0,053 1,990E  -6 3,58E-05 5,53E+07 2,49

Material + Group + Material    Group 0,053 1,121E  -6 2,02E-05 3,12E+07 5,79

Material 0,053 5,382E  -7 9,69E-06 1,50E+07 1,374

Group + Emotion 0,053 2,895E -12 5,21E-11 80,495 1,419

Group + Emotion + Group    Emotion 0,053 9,068E -13 1,63E-11 25,212 1,864

Emotion 0,053 8,555E -13 1,54E-11 23,784 0,397

Group 0,053 1,086E -13 1,95E-12 3,019 0,923

Null model (incl, subject) 0,053 3,597E -14 6,47E-13 1

Intensity

Material + Emotion + Material    Emotion 0,053 0,617 28,989 3,92E+29 1,852

Group + Material + Emotion + Material    Emotion 0,053 0,3 7,719 1,91E+29 4,031

Group + Material + Group    Material + Emotion + 
Material    Emotion 

0,053 0,057 1,087 3,62E+28 2,872

Group + Material + Emotion + Group    Emotion + 
Material    Emotion 

0,053 0,021 0,394 1,36E+28 7,696

Group + Material + Group    Material + Emotion + Group   
 Emotion + Material    Emotion 

0,053 0,004 0,075 2,63E+27 2,648

Group + Material + Group    Material + Emotion + Group   
 Emotion + Material    Emotion + Group    Material  x 
 Emotion 

0,053 4,630E  -4 0,008 2,95E+26 4,905
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Material + Emotion 0,053 7,617E -17 1,37E-15 4,85E+13 2,562

Group + Material + Emotion 0,053 3,056E -17 5,50E-16 1,94E+13 7,748

Emotion 0,053 2,241E -17 4,03E-16 1,43E+13 0,818

Group + Emotion 0,053 8,597E -18 1,55E-16 5,47E+12 1,063

Group + Material + Group    Material + Emotion 0,053 5,619E -18 1,01E-16 3,57E+12 2,082

Group + Material + Emotion + Group    Emotion 0,053 1,728E -18 3,11E-17 1,10E+12 3,197

Group + Emotion + Group    Emotion 0,053 5,142E -19 9,26E-18 3,27E+11 1,816

Group + Material + Group    Material + Emotion + Group   
 Emotion 

0,053 3,575E -19 6,44E-18 2,27E+11 4,237

Material 0,053 2,340E -30 4,21E-29 1,488 4,547

Null model (incl. subject) 0,053 1,572E -30 2,83E-29 1

Group + Material 0,053 7,753E -31 1,40E-29 0,493 1,826

Group 0,053 5,391E -31 9,70E-30 0,343 1,268

Group + Material + Group    Material 0,053 1,551E -31 2,79E-30 0,099 2,893

Table A1: Results of the Bayesian mixed repeated measures ANOVAs on sentence and vowel stimuli (Material), for 
correct categorization scores and intensity ratings. 
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Abstract 19 

Congenital amusia is a life-long deficit of musical processing. In a previous behavioral study, 20 

we revealed that congenital amusics might be impaired for explicit emotional prosody 21 

recognition, but not for its implicit processing. With the aim to investigate amusics’ automatic 22 

processing of prosody, the present study measured electroencephalography when amusic and 23 

control participants listened passively to neutral and emotional vowels presented within an 24 

oddball paradigm. The MMN was rather preserved for all deviants in amusia, whereas an earlier 25 

negative component was found decreased in amplitude in amusics compared to controls for the 26 

neutral and sadness deviants. For the most salient deviant (anger), the P3a was decreased in 27 

amplitude for amusics compared to controls. These results showed some preserved automatic 28 

detection of emotional deviance in amusia despite an early deficit to process subtle acoustic 29 

changes. In addition, the automatic attentional shift in response to salient deviants at later 30 

processing stages was reduced in amusics. Between-group differences were larger over bilateral 31 

prefrontal areas, previously shown to display functional impairments in congenital amusia. Our 32 

present study thus provides further understanding of the dichotomy between implicit and 33 

explicit processing in congenital amusia, in particular for vocal stimuli with emotional content.  34 

Keywords: tone deafness, emotion, implicit processes, ERP, MMN, P3a, prosody 35 

 36 

 37 

 38 
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Introduction 39 

Congenital amusia, also known as tone-deafness, is a life-long deficit of music processing. This 40 

deficit seems to affect one to two percent of the general population (Peretz et al., 2007; Peretz 41 

& Vuvan, 2017), with potentially genetic origins (Peretz et al., 2007). Individuals with 42 

congenital amusia show no hearing impairments or brain lesions that could explain their deficit. 43 

They are usually unable to sing in tune or detect an out-of-key note (see Peretz, 2016; Tillmann 44 

et al., 2015 for reviews). Several studies have revealed a specific pitch processing deficit in 45 

congenital amusia, with pitch perception tasks (Hyde & Peretz, 2004; Peretz et al., 2003) and 46 

pitch memory tasks (Albouy et al., 2016; Graves et al., 2019; Tillmann, Lévêque, et al., 2016; 47 

Williamson & Stewart, 2010). The pitch deficit was observed for non-musical material, such as 48 

isolated pitches or tone pairs (Albouy et al., 2016; Foxton et al., 2004; Peretz et al., 2009), as 49 

well as tone sequences or melodies (see Tillmann et al., 2015 for a review). As pitch processing 50 

is relevant beyond the musical domain, the investigation of congenital amusia has been 51 

extended to speech perception abilities. While some early studies did not report any deficit of 52 

speech processing in amusic individuals (Ayotte et al., 2002; Tillmann et al., 2009; Williamson 53 

& Stewart, 2010), more recent studies have revealed specific impairments of speech contour 54 

perception and intonation recognition in congenital amusia (Jiang et al., 2010; Liu et al., 2015, 55 

2017; Nan et al., 2016; Nguyen et al., 2009; Tillmann, Burnham, et al., 2011; Tillmann, 56 

Rusconi, et al., 2011).  57 

As pitch is essential to process emotions both in speech and music, some studies have started 58 

to investigate emotional processing in congenital amusia. Regarding musical emotion 59 

perception, congenital amusics have demonstrated either a mild impairment or no impairment 60 

in recognition tasks (Gosselin et al., 2015; Lévêque et al., 2018; Marin et al., 2015), but have 61 

shown preserved intensity ratings of the emotions (Lévêque et al., 2018). Regarding emotion 62 

perception in speech, referred to as emotional prosody, congenital amusics have demonstrated 63 

77



a mild deficit of recognition (Lima et al., 2016; Pralus et al., 2019; Thompson et al., 2012), 64 

which was more pronounced for short vowels (with few acoustic cues) than long sentences 65 

(Lolli et al., 2015; Pralus et al., 2019). This recognition deficit was the largest for sadness 66 

stimuli (Pralus et al., 2019; Thompson et al., 2012), which tended to be confounded with neutral 67 

stimuli (Pralus et al., 2019). Interestingly, when congenital amusics were asked to rate the 68 

intensity of emotional prosody stimuli, they did not show any deficit compared to matched 69 

controls, even for vowels (Pralus et al., 2019). Intensity ratings of emotions can be given 70 

without precise categorical representation of the emotion or explicit labeling, suggesting some 71 

preserved implicit processing of emotions in amusia (Lévêque et al., 2018; Pralus et al., 2019). 72 

For music material, preserved implicit processing of pitch in amusia has been reported, even 73 

though explicit processing has been shown to be disrupted (Lévêque et al., 2018; Omigie et al., 74 

2013; Pralus et al., 2019; Tillmann et al., 2012, 2014; Tillmann, Lalitte, et al., 2016). For 75 

instance, congenital amusics were able to process pitch changes as well as pitch incongruity 76 

(Peretz et al., 2009; Zendel et al., 2015), even though they were unable to detect these changes 77 

or incongruities when explicitly asked to do so (Moreau et al., 2009; Omigie et al., 2012; 78 

Tillmann, Lévêque, et al., 2016). This recent research suggests congenital amusia to be a 79 

disorder of consciousness related to pitch representations (Albouy et al., 2016; Marin et al., 80 

2015; Moreau et al., 2009, 2013; Omigie et al., 2013; Peretz, 2016; Peretz et al., 2009; Stewart, 81 

2011; Tillmann, Lalitte, et al., 2016).  82 

Aiming to further investigate this hypothesis, in the present study, we recorded several 83 

electrophysiological measures that have been previously used to explore implicit processes in 84 

the typical and the pathological brain. One target measure, which reflects pre-attentional 85 

processes in the brain, is the well-studied Mismatch Negativity (MMN) (Näätänen et al., 2007; 86 

Näätänen & Alho, 1995). This negative ERP component emerges when a deviant event appears 87 

in a repetitive auditory sequence (referred to as the oddball paradigm). It is considered to be 88 
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automatic as it can be recorded even when participants are actively engaged in another task 89 

(Näätänen et al., 2007; Näätänen & Alho, 1995). The MMN signal is very robust, stable, and 90 

found in most control participants at the individual level (Chen et al., 2018; Kraus et al., 1992). 91 

It is generally reported to originate from supratemporal and frontal cortical regions (Näätänen 92 

et al., 2007; Näätänen & Alho, 1995). An MMN can be induced not only by simple acoustic 93 

deviants, as classically studied (Näätänen et al., 2007; Peretz et al., 2005), but also by emotional 94 

deviant events (Goydke et al., 2004). For emotional prosodic material, such as vowels, an MMN 95 

can be induced by an emotional deviant, compared to a neutral standard (Carminati et al., 2018; 96 

Charpentier et al., 2018). This emotional MMN occurs generally at a shorter latency and is 97 

larger than for neutral deviant (Schirmer et al., 2005, 2016). 98 

For non-emotional material, amusics’ automatic brain response to acoustic changes has been 99 

studied in passive listening paradigms with pitch tone deviants or tone-language stimuli (Fakche 100 

et al., 2018; Moreau et al., 2009, 2013; Nan et al., 2016; Omigie et al., 2013; Zhang & Shao, 101 

2018). Using pitch change passive paradigms, amusics’ early change-related evoked potentials, 102 

such as the MMN, were decreased in amplitude in comparison to controls for small pitch 103 

changes (Fakche et al., 2018; Moreau et al., 2009, 2013). When the pitch change was large 104 

enough (200 cents), the MMN seemed to be preserved in amusics (Moreau et al., 2009, 2013). 105 

Omigie et al. (2013) used real melodies to investigate amusics’ and controls’ brain responses 106 

as a function of the degree of expectedness of the notes (Omigie et al., 2013). The results 107 

revealed that with increased unexpectedness the early negativity (in the N1 latency range) 108 

increased for controls, but not for amusics. It suggests a deficit in the processing of musical 109 

structures at early processing stages, in keeping with the results of Albouy et al. (2013) in an 110 

active short-term memory task for melodies. When tone-language stimuli were used, amusics 111 

did not demonstrate any decrease of MMN in response to lexical tones (Nan et al., 2016; Zhang 112 

& Shao, 2018). 113 

79



In active paradigms, similar result patterns regarding early brain response to different acoustic 114 

changes in congenital amusia have been observed (Braun et al., 2008; Peretz et al., 2005, 2009). 115 

For pitch change detection tasks, the MMN was decreased for amusics (compared to controls) 116 

only for small pitch deviants (Peretz et al., 2005, 2009). The replacement of the correct tone 117 

with an incorrect (out-of-tune) deviant tone at the end of familiar melodies revealed a decreased 118 

early negativity in amusics compared to controls (Braun et al., 2008). For language material, in 119 

particular intonation processing with statements and questions, the early negativity was 120 

preserved in amusics, but the N2 response was decreased  in response to incongruent pairs of 121 

tones  (Lu et al., 2015). 122 

Some alterations in deviance detection have been observed also for later components, such as 123 

the P3 (Braun et al., 2008; Lu et al., 2015; Moreau et al., 2009, 2013; Peretz et al., 2009; Zhang & Shao, 124 

2018). For pitch change detection tasks using tones, a decreased P3 was observed for amusics 125 

(in comparisons to controls) only for small pitch changes (25 cents), but not otherwise (Braun 126 

et al., 2008; Moreau et al., 2013). For lexical tone changes, smaller P3a and P3b were observed 127 

in amusics compared to controls for small lexical tone changes (high rising vs. low rising tone) 128 

(Zhang & Shao, 2018). 129 

Overall, some results have shown decreased early electrophysiological markers related to pitch 130 

deviance detection in congenital amusia, mostly for small pitch changes, and sometime together 131 

with a reduction of the subsequent P3a. However, the pattern of automatic pitch processing in 132 

speech and music in congenital amusia still needs further investigation. 133 

Our previous behavioral study investigating emotional prosody in congenital amusia has 134 

suggested preserved implicit prosody processing (Pralus et al., 2019). With the aim to further 135 

investigate amusics’ automatic processing of prosody, the present study measured 136 

electroencephalography (EEG) when participants listened passively to vowels presented within 137 

an oddball paradigm. Emotionally neutral vowel served as the standard and either emotional 138 
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(anger and sadness) or neutral vowels as deviants. Evoked potentials were compared between 139 

participants with congenital amusia and control participants matched in age, education, and 140 

musical training. Emotional deviants (anger and sadness) and neutral deviant were chosen from 141 

the material of our previous study (Pralus et al., 2019) aiming for similar F0 difference 142 

compared to the neutral standard. Anger was the best recognized emotion by amusics whereas 143 

sadness was not well recognized and often confused with neutrality. Hence, these two emotional 144 

deviants had different patterns of recognition in the two participant groups, while intensity 145 

ratings were similar across groups for these stimuli. We hypothesized that early automatic 146 

processing of emotion deviancy will be impaired in amusics compared to controls, with 147 

potentially different responses to neutral and emotional deviancy in these two groups.  148 

  149 
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Material and Methods 150 

Participants  151 

Nineteen amusic participants and twenty-one control participants matched for gender, age, 152 

laterality, education, and musical training (as defined by years of instruction of an instrument) 153 

at the group level were included in the study (Table 1). They all gave written informed consent 154 

to participate in the experiment. Prior to the main experiment, all participants were tested with 155 

a subjective audiometry, the Montreal Battery of Evaluation of Amusia (Peretz et al., 2003) to 156 

diagnose amusia, and a Pitch Discrimination Threshold (PDT) test (Tillmann et al., 2009). A 157 

participant was considered amusic if he/she had a global MBEA score below 23 (maximum 158 

score = 30) and/or a MBEA pitch score (average of the first three subtests of the MBEA) inferior 159 

to 22 (maximum score = 30). All control participants had a global MBEA score above 24.5 and 160 

a MBEA pitch score above 23.3 (see Table 1). All participants had normal hearing (hearing 161 

loss inferior to 30 dB at any frequency in both ears). Study procedures were approved by a 162 

national ethics committee. Participants provided written informed consent prior to the 163 

experiment and were paid for their participation. 164 

 165 

 Amusics (n=19) Controls (n=21) p-value (group 

comparison) 

Age (years) 30.7 (±14.38) 

Min: 18 

Max: 56 

32.33 (±14.5) 

Min: 19 

Max: 64 

0.72 

Education (years) 15 (±2.67) 

Min: 10 

15.23 (±2.19) 

Min: 12 

0.76 
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Max: 20 Max: 20 

Musical training 

(years) 

 0 0.048 (±0.22) 

Min: 0 

Max: 1 

0.33 

Sex 9M 10F 8M 13F 0.55 

Handedness 5L 14R 4L 17R 0.58 

MBEA score 22.02 (±1.8) 

Min: 16.83 

Max: 24.5 

26.45 (±1.04) 

Min: 24.8 

Max: 28.5 

<0.001 

MBEA pitch score 21.05 (±1.97) 

Min: 15.67 

Max: 23.67 

26.6 (±1.42) 

Min: 23.33 

Max: 28.67 

<0.001 

PDT (semitones) 1.33 (±1.48) 

Min: 0.11 

Max: 4.99 

0.29 (±0.15) 

Min: 0.08 

Max: 0.71 

0.007 

Table 1: Characteristics of the participants in both groups. The MBEA (Montreal Battery for the 166 
Evaluation of Amusia, Peretz et al., 2003) score corresponds to the average of the six subtests of the 167 
battery (maximum score = 30, cut off: 23). Pitch mean score corresponds to the average of the three 168 
pitch subtests in the MBEA (scale, contour and interval, cut off: 22). Note that a participant was 169 
considered as amusic if any of these two measures (MBEA score, MBEA pitch score) was below the 170 
cut-off. PDT: Pitch Discrimination Threshold (see Tillmann et al., 2009). For each variable (except sex 171 
and handedness), the mean value in each group is reported along with the standard deviation in 172 
parentheses. Groups were compared with t.tests (two sided), except for sex and handedness where a 173 
Chi2 test was used (Qobs=0.35 and Qobs=0.3, respectively). 174 
  175 
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Stimuli 176 

Four vowels /a/ were selected from a larger material set, all produced with female voices 177 

(Charpentier et al., 2018), and used in a previous behavioral study with amusic (N=18) and 178 

control (N=18) participants (Pralus et al., 2019). All stimuli lasted 400 ms and were equalized 179 

in RMS amplitude. The stimuli were selected based on their recognition scores in the behavioral 180 

task (Pralus et al., 2019, see Table 2) as follows: the neutral deviant and standard were equally 181 

well recognized by all participants; the anger deviant was selected as an easy deviant (equally 182 

well-recognized by both groups); the sadness deviant was selected as a difficult deviant for 183 

amusics. We added the constraint that all stimuli should be similar in pitch and should have 184 

received similar intensity ratings (for emotional stimuli) (see Table 2 for details). Acoustic 185 

parameters (pitch mean, spectral flux mean, brightness mean, roughness mean, inharmonicity 186 

mean, and attack time) of the stimuli were computed with the MIR toolbox (Lartillot & 187 

Toiviainen, 2007); Table 2). Each parameter (except Attack Time) was computed with a 188 

temporal frame of 50ms by default. We then computed the average of each parameter across 189 

time (see Table 2). 190 

 191 

Acoustic 

parameters 

Neutral standard Neutral deviant Sadness deviant Anger deviant 

Pitch mean (Hz) 241 199 228 278 

Spectral flux mean 

(a.u.) 

17.19 9.33 25.75 68.70 

Brightness mean 

(a.u.) 

0.20 0.13 0.23 0.27 
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Roughness mean 

(a.u.) 

22.98 38.09 14.21 114.80 

Inharmonicity 

mean (a.u.) 

0.18 0.17 0.27 0.45 

Attack time (s) 0.028 0.039 0.056 0.13 

Behavioral data 

(Pralus et al., 

2019) 

    

% Correct 

recognition in 

Controls 

100 83  94 72 

% Correct 

recognition in 

Amusics 

94  83  56 67 

Mean Intensity 

ratings in Controls 

NA NA 2.8 2.6 

Mean Intensity 

ratings in Amusics 

NA NA 2.8 2.4 

Table 2:  Acoustic parameters of the stimuli and associated behavioral data from Pralus et al., 192 
(2019). The acoustic parameters were computed with the MIR Toolbox (Lartillot & Toiviainen, 2007), 193 
with a temporal frame of 50ms. a.u.: arbitrary units. Percentage of correct emotion recognition and 194 
intensity ratings (on a scale from 1 to 5) for these stimuli are from Pralus et al. (2019) and were obtained 195 
from 18 congenital amusics and 18 matched controls. NA: not applicable, no intensity ratings was given 196 
for neutral stimuli.  197 

 198 
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Procedure 199 

The experiment took place in a sound-attenuated room. Participants watched a silent movie 200 

with subtitles, they were told to not pay attention to the sounds played over headphones. The 201 

recording session lasted 45 minutes. 202 

EEG recordings and ERP measurements 203 

The entire experimental paradigm was composed of three oddball blocks, each with one type 204 

of deviant (Neutral, Sadness, Anger) and one block with equiprobable stimuli. For each oddball 205 

block, 700 standards and 140 deviants were played. Two consecutive deviants were separated 206 

by at least three standards. During the equiprobable block, each of the 4 stimuli were played 207 

equally often (144 times each, 576 stimuli in total), with no more than two repetitions of the 208 

same stimulus in a row. The stimulus onset asynchrony (SOA) was always 700 ms. 209 

EEG was recorded using 31 active electrodes (BrainAmp/Acticap, Brain Products, Germany) 210 

with a nose reference, with a sampling frequency of 1000Hz (bandwidth 0.016-1000 Hz). Eye 211 

movements were recorded with an electrode under the left eye (offline re-referenced to Fp1). 212 

ELAN software was used for EEG signal processing (Aguera et al., 2011). Band-stop filters 213 

centered around 50Hz and 150Hz were applied to the EEG signal to remove power line artifacts. 214 

Independent Component Analysis was performed on the EEG signal to remove artifacts due to 215 

eye movements and heartbeat (Delorme & Makeig, 2004). Averaging was done for each deviant 216 

and standard separately, in the three oddball blocks and the equiprobable block. Standards 217 

occurring after a deviant were not averaged. Averaging was done on a 700ms time-window 218 

(from -200 ms to 500 ms around stimulus onset). Trials with peak-to-peak amplitude variation 219 

exceeding 150 μV at any electrode were rejected. Noisy electrodes were interpolated. A 2-30Hz 220 

band-pass Butterworth filter (order 4) was applied to the evoked potentials. ERPs were baseline-221 

corrected by subtracting the average of the signal in the 100ms before the stimulus. The 222 

difference wave for each type of deviant (Neutral, Sadness, Anger) was obtained by subtracting 223 
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the response to the deviant from the response to the standard in the same block of the oddball 224 

paradigm1. Grand-averaged curves were obtained for both groups (Amusics and Controls). The 225 

emergence of deviance-related ERPs (MMN and P3a in particular) was assessed with the 226 

comparison of deviant and standard ERPs using a nonparametric cluster-based permutation 227 

analysis (1000 permutations), in each group, for each of the three deviants. A first threshold of 228 

p<0.05 was used for permutation-based paired t-tests for each sample. Clusters were labeled as 229 

significant for p<0.05 at the end of the permutations, controlling for multiple comparisons in 230 

space (31 electrodes) and time. Based on the union of these emergence tests in both groups, two 231 

or three time windows of interest were selected for each emotion. For neutral deviant, three 232 

time-windows were selected: 67-130ms, 130-205ms, 225-310ms. For sadness deviant, three 233 

time-windows were selected: 77-140ms, 140-200ms, 220-295ms. For anger deviant, two time-234 

windows were selected: 113-205ms, 217-299ms. The first window corresponds to an early 235 

negativity at the latency of the N1 (neutral and sadness deviant only), the next one to the MMN, 236 

and the last to the P3a. 237 

Statistical analysis 238 

Based on the emergence tests described above, a set of fronto-central electrodes was selected 239 

for the main analysis. Average amplitude for electrode sites along the antero-posterior axis (four 240 

levels) and for the two sides (pre-frontal=Fp1, Fp2, frontal=F3, F4, fronto-central=FC1, FC2, 241 

central=C3, C4, odd numbers correspond to electrodes on the left side, even numbers on the 242 

right side) were computed for each participant, for each type of deviant, in each of the time 243 

windows of interest. For each emotion (neutral, sadness, anger) and for each time-window 244 

(early negativity, MMN, P3, except for anger for which there was no early negativity), a 245 

1 The equiprobable stimuli could not be used as the reference stimulus to compute difference ERPs, as in the 
equiprobable block, the anger sound (and to a lesser extent the neutral deviant sound) elicited a negativity 
compared to the other equiprobable sounds in the latency range of the MMN, suggesting that MMNs were elicited 
within this sequence (see Figure S1). 
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Bayesian repeated-measures Analysis of Variance (ANOVA) was performed with group 246 

(Amusics, Controls) as a between-subjects factor, and localization (Fp, F, FC and C) and side 247 

(left, right) as within-subject factors2. 248 

We report Bayes Factor (BF) as a relative measure of evidence. To interpret the strength of 249 

evidence (according to Lee & Wagenmakers, 2014), we considered a BF under three as weak 250 

evidence, a BF between three and 10 as positive evidence, a BF between 10 and 100 as strong 251 

evidence and a BF higher than 100 as a decisive evidence. BF10 indicates the evidence of H1 (a 252 

given model) compared to H0 (the null model), and BFinclusion indicates the evidence of one 253 

effect over all models. As no post-hoc tests with correction for multiple comparison have as yet 254 

been developed for Bayesian statistics (Wagenmakers et al., 2017, 2018), we used t-tests with 255 

Holm-Bonferroni correction for multiple comparisons. 256 

Data availability 257 

Raw data were generated at Lyon Neuroscience Research Center (France). Derived data 258 

supporting the findings of this study are available from the corresponding author upon request. 259 

Results 260 

Based on the emergence tests, three deviance-related ERPs were identified in the difference 261 

curves (Figures 1-3): (1) an early negativity was observed, namely a negative fronto-central 262 

deflection in a time-window of ~70-140ms after the stimulus onset; (2) the MMN was identified 263 

as the negative fronto-central deflection in a time-window of ~140-200ms after the stimulus 264 

onset, associated with the typical polarity inversion at the mastoids; (3) the P3a was identified 265 

as the positive fronto-central deflection in a time-window of ~220-300ms after the stimulus 266 

onset, with a polarity inversion at the mastoids. See Figures 1-3A for averaged curves over 267 

2 We also computed Bayesian ANOVA on the amplitude at midline electrodes (Fz, Cz, Pz) for each time-window 
for each emotion. See Supplementary analysis for details. 
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fronto-central sites and Figures 1-3B for topographies. For the Anger deviant difference curve, 268 

only two emergence windows were retrieved, corresponding to the MMN and the P3a. For 269 

precise emergence windows for each emotion and each group, see Figures 1-3C. Overall, the 270 

morphology of deviance-related responses was slightly different across emotions. In particular, 271 

there were differences in the latencies of the ERPs across emotions, these latencies were similar 272 

between groups. 273 

Only averaged curves with neutral and sadness deviants showed an early negativity on fronto-274 

central electrodes (Figures 1-2B), which is at the latency of the N1: For the neutral deviant, the 275 

emergence was between 67 and 130ms, whereas it was later for the sadness deviant, between 276 

77 and 140ms. As habituation of the N1 was visible on standards in the oddball blocks (Figure 277 

S2), this early negativity might mainly reflect the different degrees of habituation of the N1 278 

between standards and deviants. This effect was possibly less pronounced for the anger deviant, 279 

which had a slower attack time (see Table 2), and resulted in later auditory ERPs (see in 280 

particular the delay in the P50 with respect to the other stimuli in the equiprobable block, Figure 281 

S1). At the MMN latency, a typical ERP was observed for the three types of deviants, emerging 282 

at different latencies for each emotion: 130-205ms for neutrality, 140-200ms for sadness, 113-283 

205ms for anger. For anger, the MMN peak was larger than the other two for both groups. At 284 

the P3a latency, the three deviance-related ERPs had an emerging peak with different latencies 285 

for each emotion: 225-310ms for neutrality, 220-295 for sadness, 217-299ms for anger.  286 

Based on these observations, and in particular, that ERPs and their latencies were not identical 287 

in the three emotions, the main analyses were performed separately by emotion and by 288 

component. 289 
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Response to a neutral deviant (Figure 1) 290 

1. Early negativity 291 
After comparison to the null model, the best model showing decisive evidence was the model 292 

with the main effects of Localization, Group, and the interaction between the two 293 

(BF10=1.2e+9). This model was 2.3 times better than the model with the main effect of 294 

Localization (BF10=5.3e+8), 3.6 times better than the model with the main effects of 295 

Localization and Group (BF10=3.37e+8), and 4.9 times better than the model with the main 296 

effects of Localization, Group, Side and the interaction between Group and Localization 297 

(BF10=2.44e+8). The best model was at least 11.5 times better than the other models 298 

(BF10<1.04e+8). This was confirmed by a decisive specific effect of Localization 299 

(BFinclusion=4.8e+8), a positive effect of the interaction between Localization and Group 300 

(BFinclusion=3.06) and no other specific effects (BFinclusion<1.07). According to post-hoc 301 

tests, amplitude at Fp sites was smaller than amplitudes at F, FC and C (all pcorr<0.025), 302 

amplitude at FC was higher than amplitudes at F and C (all pcorr<0.025). Amusics had a 303 

significantly smaller early negativity than controls. Specifically, amusics had smaller amplitude 304 

at Fp compared to amplitudes at F, FC, C (all pcorr<0.001), whereas no such pattern was 305 

observed in controls (all pcorr>0.39). 306 

2. MMN 307 

After comparison to the null model, the best model showing decisive evidence was the model 308 

with the main effect of Localization (BF10=3.33e+14). This model was 1.3 times better than 309 

the model with the main effects of Localization and Group (BF10=2.52e+14), 7.1 times better 310 

than the model with the main effects of Localization and Side (BF10=4.66e+13), and 9.3 times 311 

better than the model with the main effects of Localization, Group, and Side (BF10=3.59e+13). 312 

The best model was at least 12 times better than the other models (BF10<2.75e+13). This was 313 

confirmed by a decisive specific effect of Localization (BFinclusion=6.43e+13), and no other 314 
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specific effects (BFinclusion<0.31). According to post-hoc tests, amplitude at Fp and C sites 315 

was smaller than amplitudes at F, FC (all pcorr<0.001). The Group effect emerging in the 316 

second best model showed that amusics tended to have a smaller MMN than controls. 317 

3. P3a 318 

After comparison to the null model, the best model showing decisive evidence was the model 319 

with the main effects of Localization and Side (BF10=2.05e+10). This model was 1.9 times 320 

better than the model with the main effects of Localization, Side, and Group (BF10=1.07e+10), 321 

and 2.3 times better than the model with the main effects of Localization, Side, Group, and the 322 

interaction between Side and Group (BF10=8.86e+9). The best model was at least 10 times 323 

better than the other models (BF10<2.05e+9). This was confirmed by a decisive specific effect 324 

of Localization (BFinclusion=1.57e+9), a positive effect of Side (BFinclusion=6.01), and no 325 

other specific effects (BFinclusion<0.59). Amplitudes were larger over left side than right side. 326 

The Group effect emerging in the second best model showed that amusics tended to have a 327 

bigger P3a than controls. According to post-hoc tests, amplitudes at Fp and C sites were smaller 328 

than amplitudes at F and FC (all pcorr<0.001).  329 

  330 
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Figure 1: Evoked response to an emotionally neutral deviant in Amusics and Controls. A) Average curve of eight fronto-central 
electrodes (Fp1, Fp2, F3, F4, FC1, FC2, C3, C4) of the response to the neutral deviant minus the response to the neutral standard, for 
amusics and controls, negativity is up. B) Topographies for the three evoked potentials (early negativity, MMN and P3) over the 
emergence windows identified below, separately for amusics and controls. Amplitude scale is indicated for each ERP. C) Emergence 
of evoked responses for amusics and controls for each electrode, grouped by topography, emergence windows used for the analysis 
are in blue for early negativity (67-130ms), pink for the MMN (130-205ms), orange for the P3a (225-310ms). Fp= pre-frontal, 
FC=fronto-central, CP=centro-parietal, TP=temporo-parietal. 
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Response to a sadness deviant (Figure 2) 332 

1. Early negativity 333 
After comparison to the null model, the best model showing decisive evidence was the model 334 

with the main effects of Localization, Group and the interaction between the two 335 

(BF10=1.74e+9). This model was only 1.04 times better than the model with the main effect of 336 

Localization (BF10=1.68e+9), and 1.43 times better than the model with the main effects of 337 

Localization and Group (BF10=1.22e+9). The best model was at least 8.3 times better than the 338 

other models (BF10<2.1e+8). This was confirmed by a decisive specific effect of Localization 339 

(BFinclusion=9.36e+8), and no other specific effects (BFinclusion<1.37). Amusics had a 340 

smaller early negativity than controls. According to post-hoc tests, amplitude at Fp sites was 341 

smaller than amplitudes at F, FC (both pcorr<0.001), amplitudes at F and C were smaller than 342 

amplitude at FC (both pcorr<0.007). Specifically, amusics had smaller amplitude at Fp 343 

compared to amplitudes at F, FC, C (all pcorr<0.004), whereas controls had smaller amplitude 344 

at Fp compared only to FC (pcorr=0.021). 345 

2. MMN 346 

After comparison to the null model, the best model showing decisive evidence was the model 347 

with the main effect of Localization (BF10=2.79e+10). This model was 1.64 times better than 348 

the model with the main effects of Localization and Group (BF10=1.7e+10), and 3.79 times 349 

better than the model with the main effects of Localization and Side (BF10=7.36e+9). The best 350 

model was at least 6.2 times better than the other models (BF10<4.52e+9). This was confirmed 351 

by a decisive specific effect of Localization (BFinclusion=1.2e+10), and no other specific 352 

effects (BFinclusion<0.29). The Group effect emerging in the second best model showed that 353 

the amusics tended to have a smaller MMN than controls. According to post-hoc tests, 354 

amplitudes at Fp and C were smaller than amplitudes at FC and F (all pcorr<0.004).  355 
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3. P3a 356 

After comparison to the null model, the best model showing decisive evidence was the model 357 

with the main effect of Localization (BF10=6.25e+15). This model was 1.63 times better than 358 

the model with the main effects of Localization and Group (BF10=3.83e+15), and 7.98 times 359 

better than the model with the main effects of Localization and Side (BF10=7.83e+14). The 360 

best model was at least 14 times better than the other models (BF10<4.44e+14). This was 361 

confirmed by a decisive specific effect of Localization (BFinclusion= ), and no other specific 362 

effects (BFinclusion<0.23). The Group effect emerging in the second best model showed that 363 

amusics tended to have a smaller P3a than controls. According to post-hoc, amplitude at Fp was 364 

smaller than amplitudes at F, C and FC (all pcorr<0.015), amplitude at C was smaller than 365 

amplitudes at F and FC (both pcorr<0.041).  366 

  367 
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Figure 2: Evoked response to an emotional sadness deviant in Amusics and Controls. A) Average curve of eight fronto-central 
electrodes (Fp1, Fp2, F3, F4, FC1, FC2, C3, C4) of the response to the sadness deviant minus the response to the neutral standard, 
for amusics and controls, negativity is up. B) Topographies for the three evoked potentials (early negativity, MMN and P3) over the 
emergence windows identified below, separately for amusics and controls. Amplitude scale is indicated for each ERP. C) Emergence 
of evoked responses for amusics and controls for each electrode, grouped by topography, emergence windows used for the analysis 
are in blue for early negativity (77-140ms), pink for the MMN (140-200ms), orange for the P3a (220-295ms). The P3a only emerged 
in the amusic group at a pvalue of 0.05 for the permutation test, if the pvalue was set at 0.1 it also emerged in the control group. Fp= 
pre-frontal, FC=fronto-central, CP=centro-parietal, TP=temporo-parietal. 
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Response to an anger deviant (Figure 3) 369 

1. MMN 370 
After comparison to the null model, the best model showing decisive evidence was the model 371 

with the main effect of Localization (BF10=5.99e+14). This model was 1.74 times better than 372 

the model with the main effects of Localization and Group (BF10=3.45e+14), and 4.68 times 373 

better than the model with the main effects of Localization and Group and the interaction 374 

between the two (BF10=1.28e+14). The best model was at least 8.14 times better than the other 375 

models (BF10<7.36e+14). This was confirmed by a decisive specific effect of Localization 376 

(BFinclusion=9.46e+13), and no other specific effects (BFinclusion<0.3). The Group effect 377 

emerging in the second best model showed that amusics tended to have a smaller MMN than 378 

controls. According to post-hoc, amplitude at Fp sites was smaller than amplitudes at C, FC and 379 

F (all pcorr<0.006), amplitude at C and F were smaller than amplitude at FC (both pcorr<0.035).  380 

2. P3a 381 

After comparison to the null model, the best model showing decisive evidence was the model 382 

with the main effects of Localization and Group and the interaction between the two 383 

(BF10=3.25e+16). This model was 4.6 times better than the model with the main effects of 384 

Localization, Side, Group, and the interaction between Localization and Group 385 

(BF10=7.02e+15), and 6.1 times better than the model with the main effects of Localization 386 

and Group (BF10=5.3e+15). The best model was at least 11.9 times better than the other models 387 

(BF10<2.95e+15). This was confirmed by a decisive specific effect of Localization 388 

(BFinclusion= ), and positive effects of Group (BFinclusion=4.99) and the interaction between 389 

Localization and Group (BFinclusion=9.23), and no other specific effects (BFinclusion<0.09). 390 

According to post-hoc tests, amplitude at Fp was smaller than amplitudes at C, FC and F (all 391 

pcorr<0.017), amplitudes at C and F were smaller than amplitude at FC (both pcorr<0.001), 392 

amplitude at C was smaller than amplitude at F (pcorr=0.032). Amusics had a significantly 393 
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smaller P3 compared to Controls. This group difference was especially observed at Fp sites 394 

(pcorr=0.081). Specifically, amusics had smaller amplitude at Fp compared to amplitudes at F, 395 

FC, C (all pcorr<0.001), whereas controls had smaller amplitude at Fp compared only to FC 396 

(pcorr=0.002). 397 

  398 

97



  399 

 

Figure 3: Evoked response to an emotional anger deviant in Amusics and Controls. A) Average curve of eight fronto-central 
electrodes (Fp1, Fp2, F3, F4, FC1, FC2, C3, C4) of the response to the anger deviant minus the response to the neutral standard, for 
amusics and controls, negativity is up. B) Topographies for the two evoked potentials (MMN and P3) over the emergence windows 
identified below, separately for amusics and controls. Amplitude scale is indicated for each ERP. C) Emergence of evoked responses 
for amusics and controls for each electrode, grouped by topography, emergence windows used for the analysis are in pink for the 
MMN (113-205ms), orange for the P3a (217-299ms). Fp= pre-frontal, FC=fronto-central, CP=centro-parietal, TP=temporo-parietal. 
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Comparisons between deviants 400 

To investigate potential differences across emotions, we ran a Bayesian ANOVA with the 401 

additional within-subjects factor Emotion for each evoked potential. 402 

1. Early negativity 403 

This analysis included only the neutral and sadness deviants. After comparison to the null 404 

model, the best model showing decisive evidence was the model with the main effects of 405 

Localization and Emotion (BF10=3.2e+10). This model was 1.4 times better than the model 406 

with the main effects of Localization, Emotion, Group and the interaction between Localization 407 

and Group (BF10=2.3e+10), and 1.6 times better than the model with the main effects of 408 

Localization, Emotion and Group (BF10=2.05e+10). The best model was at least 4.1 times 409 

better than the other models (BF10<7.8e+9). This was confirmed by a decisive specific effect 410 

of Localization (BFinclusion=6.17e+8), a small positive effect of Emotion (BFinclusion=2.68) 411 

and no other specific effects (BFinclusion<0.51). According to post-hoc tests, the amplitude at 412 

Fp sites was smaller than amplitudes at F, FC and C (all pcorr<0.012), amplitude at FC was 413 

larger than amplitudes at F and C (all pcorr<0.001). The early negativity for sadness was smaller 414 

than the one for neutrality. Amusics tended to have a smaller early negativity than controls. 415 

Specifically, amusics tended to have smaller amplitude at Fp compared to amplitudes at F, FC, 416 

C (all pcorr<0.001), whereas controls tended to have smaller amplitudes at Fp compared to 417 

amplitudes at FC only (pcorr=0.019). 418 

2. MMN 419 

After comparison to the null model, the best model showing decisive evidence was the model 420 

with the main effects of Localization and Emotion (BF10=1.6e+18). This model was 2.2 times 421 

better than the model with the main effects of Localization, Emotion and Group 422 

(BF10=7.15e+17), and 13.3 times better than the model with the main effects of Localization, 423 

Emotion and Side (BF10=1.2e+17). The best model was at least 18.8 times better than the other 424 
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models (BF10<8.49e+16). This was confirmed by a decisive specific effect of Localization 425 

(BFinclusion=2.82e+13) and Emotion (BFinclusion=782), and no other specific effects 426 

(BFinclusion<0.071). The Group effect emerging in the second best model showed that amusics 427 

tended to have a smaller MMN than controls. According to post-hoc tests, amplitude at Fp and 428 

C sites was smaller than amplitudes at F, FC (all pcorr<0.001), amplitude at Fp was smaller 429 

than amplitude at C (pcorr=0.029). The MMN tended to be smaller for sadness compared to 430 

anger (pcorr=0.2).  431 

3. P3a 432 

After comparison to the null model, the best model showing decisive evidence was the model 433 

with the main effects of Localization, Emotion, Side, and Group, and the interaction between 434 

Emotion and Localization, between Emotion and Side, between Side and Localization, between 435 

Emotion and Group, and the triple interaction between Emotion, Localization and Side 436 

(BF10=9.85e+82). This model was  16.2 times better than the model with the main effects of 437 

Localization, Emotion, Side and Group and the interaction between Emotion and Localization, 438 

between Emotion and Side, between Side and Localization, between Emotion and Group, 439 

between Side and Group, and the triple interaction between Emotion, Localization and Side 440 

(BF10=6.08e+81), and 78 times better than the model with the main effects Localization, 441 

Emotion, Side and Group and the interaction between Emotion and Localization, between 442 

Emotion and Side, between Side and Localization, between Emotion and Group, between 443 

Localization and Group, and the triple interaction between Emotion, Localization and Side 444 

(BF10=1.26e+81). The best model was at least 99 times better than the other models 445 

(BF10<9.9e+80). This was confirmed by a decisive specific effect of Localization 446 

(BFinclusion= ), Emotion (BFinclusion= ), Side (BFinclusion=1164), Group 447 

(BFinclusion=6949), the interaction between Emotion and Localization 448 

(BFinclusion=1.24e+10), the interaction between Emotion and Side (BFinclusion=664), the 449 
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interaction between Emotion and Group (BFinclusion=33214), the interaction between 450 

Localization and Side (BFinclusion=676) and the interaction between Emotion, Localization 451 

and Side (BFinclusion=4740), and no other specific effects (BFinclusion<0.07). Amusics had 452 

a smaller P3a compared to Controls.  According to post-hoc tests, amplitude at Fp was smaller 453 

than amplitudes at C, FC and F (all pcorr<0.016), amplitudes at C and F were smaller than 454 

amplitude at FC (both pcorr<0.016), amplitude at C was smaller than amplitude at F 455 

(pcorr<0.001). The P3a was larger for anger compared to sadness and neutrality (both 456 

pcorr<0.046), and larger for sadness compared to neutrality (pcorr<0.001). More specifically, 457 

amplitudes for neutrality was smaller than amplitude for anger and sadness at C, F and FC (all 458 

pcorr<0.002), amplitude for neutrality was smaller than amplitude for anger at Fp 459 

(pcorr=0.002). Neutrality had smaller amplitude than had sadness and anger for both left and 460 

right sides (all pcorr<0.001). Amplitudes were larger over left side than right side. This was 461 

driven by a smaller amplitude at C for right side compared to left side (pcorr=0.098). This 462 

difference was driven in particular by the difference between the two groups for anger 463 

(pcorr=0.1). In amusics, neutrality had smaller amplitude than had anger (pcorr=0.025), 464 

whereas in controls, neutrality had smaller amplitude than had anger and sadness (both 465 

pcorr<0.004). 466 

The analyses of components amplitude at midline electrodes (Fz, Cz, Pz) are reported in the 467 

supplementary material. Only limited group effects were observed in these analyses, in keeping 468 

with the results reported above which reveal that between-group differences were mostly 469 

observed at prefrontal sites, for which we did not have a midline electrode in our 32-electrode 470 

montage. These results at midline electrodes further emphasize that the early negativity peaking 471 

at Fz and Cz was slightly more central than the MMN, which peaked at Fz. This is in agreement 472 

with the hypothesis that the early negativity included N1 refractoriness effects. 473 

 474 
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Discussion 475 

Using an oddball paradigm with emotional prosody stimuli, we revealed the automatic brain 476 

responses of congenital amusic individuals compared to matched control participants for neutral 477 

and emotional verbal sounds. Based on previous behavioral and ERP results, we expected a 478 

decreased early automatic processing of deviancy in amusics compared to controls, with 479 

potentially different responses to neutral and emotional deviancy in these two groups. Amusics 480 

had reduced automatic processing of a neutral deviant compared to controls, with a diminished 481 

early negativity at the latency of N1 and a slightly reduced MMN. Similarly, the early 482 

processing of emotional stimuli (reflected by the early negativity at the latency of N1) was 483 

decreased in amusics compared to controls, yet with only slightly reduced emotional MMNs. 484 

The later P3a observed in response to a salient emotional deviant (anger) was strongly decreased 485 

in amusics compared to controls. These results suggest a differential processing of neutrality 486 

and emotions, with impaired pre-attentive processing of both neutral and emotional sounds in 487 

congenital amusia, at early cortical processing stages (around 100 ms) and in late processing 488 

stages associated with high-level cognitive processes (around 300 ms). The rather preserved 489 

MMN in between these altered processing stages suggest that change detection mechanisms 490 

can operate on degraded initial sound representations, at least in the case of large enough sound 491 

deviances. 492 

Even if congenital amusia was first described to be music-specific (Ayotte et al., 2002; Peretz 493 

et al., 2003), recent evidence suggest that the pitch deficit in congenital amusia could also 494 

extend to speech material, even though to a lesser extent (Nguyen et al., 2009; Tillmann, 495 

Burnham, et al., 2011; Tillmann, Rusconi, et al., 2011; Zhang et al., 2017). In relation with the 496 

present study, congenital amusia is not only a music perception deficit but also a language 497 

processing deficit, in particular for non-verbal auditory cues such as emotional prosody (Lolli 498 

et al., 2015; Nguyen et al., 2009; Patel et al., 2008; Pralus et al., 2019; Thompson et al., 2012).  499 
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Impaired early encoding of auditory stimuli in congenital amusia  500 

A smaller early negativity was observed in amusics compared to controls for neutral and 501 

sadness deviants. It points to amusics’ increased difficulties to automatically process the 502 

deviants at early processing stages. This early negativity seems to correspond to N1 adaptation 503 

effects as the adaptation observed here occurs in the latency range of the N1, with a slightly 504 

different topography than the subsequent MMN. 505 

In agreement with previous research (Albouy et al., 2013; Omigie et al., 2013), our results thus 506 

reveal an early deficit of auditory encoding in the amusics’ brain. This early processing seems 507 

to be particularly less efficient for neutral stimuli, but can also be altered for emotional stimuli, 508 

as revealed by the results with the sadness deviant. Interestingly, taken together, the results 509 

suggest a general decrease of the early negativity in congenital amusia, observed both in the 510 

processing of pitch sequences (Albouy et al., 2013; Omigie et al., 2013) and in oddball contexts 511 

(current results). As suggested by stimulus-specific adaptation research (Carbajal & Malmierca, 512 

2018; Malmierca et al., 2014; Pérez-González & Malmierca, 2014), a precise representation of 513 

the standard is necessary to elicit a strong N1 when the deviant is presented. However, if the 514 

representation of the standard is not precise, as in congenital amusics, the N1 elicited by the 515 

deviant remains similar to the N1 elicited by the standard, as revealed here using an oddball 516 

paradigm. 517 

Interestingly, similar pitch deviance was used with the three types of deviant (the smaller pitch 518 

deviance was for the sadness deviancy). Even though we tried to match the acoustic differences 519 

between the three types of deviant as closely as possible, other acoustic features than pitch 520 

differentiated between the three emotions. These variations of acoustic parameters could 521 

explain at least in part the pattern of evoked responses in the two groups. As roughness and 522 

inharmonicity were higher for the anger deviant compared to sadness and neutrality, it could 523 

have helped amusics to correctly process this anger deviant and recognize it behaviorally 524 
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(Pralus et al., 2019). Indeed, previous reports suggest that amusics’ emotional judgments are 525 

based largely on roughness and tempo rather than harmonicity cues, which are mostly used by 526 

controls (Gosselin et al., 2015; Lévêque et al., 2018; Marin et al., 2015). Moreover, the anger 527 

deviant was characterized by a longer attack time, in particular when compared to the neutral 528 

standard. This could explain why the pattern of the first evoked potentials in response to this 529 

deviant was different compared to the two other emotions, with no early negativity at the latency 530 

of N1. However, this specific pattern of responses was similar in the two groups. 531 

Preserved automatic change detection and implicit processes in amusia 532 

To investigate automatic change detection processes in congenital amusia, we studied the MMN 533 

evoked by the three deviants. As expected (Carminati et al., 2018; Charpentier et al., 2018), a 534 

MMN was induced by both emotional and neutral deviants, compared to a neutral standard in 535 

both groups. The MMN was larger for emotional deviants than for the neutral deviant (Schirmer 536 

et al., 2005, 2016). 537 

No clear deficit of the MMN for the neutral or emotional deviants was observed in amusics 538 

compared to controls, suggesting at least a partially preserved automatic processing of 539 

emotional prosody in amusics, as previously shown with behavioral data (Lima et al., 2016; 540 

Lolli et al., 2015; Pralus et al., 2019; Thompson et al., 2012). This result is in line with previous 541 

research on automatic pitch processing in congenital amusia demonstrating only a small deficit 542 

of the congenital amusics’ MMN for small pitch changes in tone sequences (Fakche et al., 2018; 543 

Moreau et al., 2009, 2013; Nan et al., 2016; Omigie et al., 2013; Zhang & Shao, 2018). It 544 

suggests that, despite an impaired early processing of the deviant, congenital amusics’ brain is 545 

still able to automatically detect the change. However, even if it was not significant, we did 546 

observe a small decrease of the MMN to the neutral deviant in amusics, suggesting that this 547 

implicit knowledge in amusics’ brain might not be fully sufficient in some cases to allow the 548 

change detection mechanisms underlying the MMN to produce as large error signals as in 549 
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controls. It is widely admitted that a correct sensory memory representation of the standard is 550 

needed to elicit an MMN (Näätänen et al., 2005). This would suggest that in congenital amusic 551 

participants, this memory representation is not as accurate as in controls. Thus, these results 552 

would contribute to the understanding of the deficit in congenital amusia as previously 553 

demonstrated with short-term memory tasks (Albouy et al., 2013, 2016; Fakche et al., 2018; 554 

Graves et al., 2019; Tillmann et al., 2009; Williamson & Stewart, 2010). 555 

In combination with the analysis of the early negativity, these results show that acoustic 556 

sensitivity is impaired in congenital amusia, and do not seem to depend on emotional content 557 

of the stimulus. However, the more cognitive and memory-related comparison reflected by the 558 

MMN (Maess et al., 2007) seems to be less impaired in congenital amusia. In particular, it 559 

appears that this component would be only minimally impacted in congenital amusia when an 560 

emotional component is present in the stimulus. Such preserved automatic cortical processing 561 

steps could be the basis of the preserved implicit processes observed behaviorally in musical 562 

and emotional judgements (Lévêque et al., 2018; Pfeuty & Peretz, 2010; Pralus et al., 2019; 563 

Stewart, 2011; Tillmann et al., 2007; Tillmann, Lalitte, et al., 2016). 564 

Decreased awareness of emotional stimuli in congenital amusia 565 

To further investigate the potential deficit of awareness in congenital amusia for emotional 566 

stimuli, we analyzed the P3a in response to the three types of deviants. This ERP was larger for 567 

the emotional deviants, especially for anger, but was still detectable for the two deviants in the 568 

two participant groups. For the anger deviant, which elicited the largest P3a in controls, the P3a 569 

was strongly decreased in amusics compared to controls. A reduced P3a in amusics was 570 

previously shown with lexical tones (Zhang & Shao, 2018) and using tasks with small pitch 571 

changes in tone sequences (Braun et al., 2008; Moreau et al., 2009, 2013). The decreased P3a 572 

relates to an awareness deficit suggested in congenital amusia (Peretz et al., 2009), in particular 573 

for emotional stimuli (Lévêque et al., 2018; Pralus et al., 2019). Specifically, P3a is considered 574 
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to reflect automatic attentional orientation toward a salient deviant (Escera et al., 1998; Polich 575 

& Criado, 2006). Thus, congenital amusics would have a deficit to process unexpected novel 576 

sounds.  However, amusics were still able to perform the recognition task for the anger deviant. 577 

These results suggest that when the automatic preattentional processes of the amusics reach a 578 

sufficient level (a sizeable MMN and a detectable P3a), they can perform the recognition task, 579 

despite this deficit at these late processing stages. 580 

Brain networks involved in emotional prosody perception in congenital amusia 581 

The group differences were mostly visible on bilateral pre-frontal electrodes. Interestingly, in 582 

congenital amusia, frontal regions were found to be altered (Albouy et al., 2013, 2019; Hyde et 583 

al., 2006, 2007, 2011). In particular, decreased gray and white matter volume of the inferior 584 

frontal cortices was observed in congenital amusia (Albouy et al., 2013, 2019; Hyde et al., 2006, 585 

2007, 2011). As these regions are involved in emotional prosody processing (Frühholz et al., 586 

2012; Liu et al., 2015), it could have been expected that amusics would have a deficit to perceive 587 

emotional prosody. However, our results with the MMN suggest a partial preservation of these 588 

circuits to automatically detect emotional prosody in congenital amusics. These results are in 589 

line with previous reports showing that the perception of emotional prosody does not only 590 

involve a fronto-temporal network, but also extend to other regions, such as probably the 591 

amygdala that detects salience and meaningful information (Frühholz et al., 2016), which would 592 

be preserved in congenital amusia. Further research using brain imaging (with fMRI for 593 

example) should investigate the brain networks involved in emotional perception in congenital 594 

amusia. 595 

Conclusion 596 

Our present findings shed new light on different aspects of automatic sound processing in 597 

congenital amusia, in particular for speech material and its emotional features. The observed 598 

impairments might lead to difficulties to process speech correctly in some situations. For 599 
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instance, in degraded conditions such as hearing in noise, challenging conditions for speech 600 

comprehension (Liu et al., 2015; Oxenham, 2008, 2012; Tang et al., 2018), amusics could have 601 

more difficulties to understand the speaker’s emotions and intentions (Mcdonald & Stewart, 602 

2008; Omigie et al., 2012). Moreover, this study gives further insight about the dissociation of 603 

implicit and explicit processing in congenital amusia (Lévêque et al., 2018; Omigie et al., 2013; 604 

Pralus et al., 2019; Tillmann et al., 2012, 2014; Tillmann, Lalitte, et al., 2016). It reveals the 605 

overall pattern of emotional perception in congenital amusia, from the first steps of cortical 606 

processing (Albouy et al., 2013; Omigie et al., 2013) to the late processing stages (P300, 607 

Moreau et al., 2009, 2013; Peretz et al., 2009), via the intermediate stage of change detection 608 

reflected by the MMN. This relatively preserved MMN might relate to preserved implicit 609 

processing in congenital amusia for music and emotional prosody stimuli. 610 

Fundings 611 

This work was conducted in the framework of the LabEx CeLyA (‘‘Centre Lyonnais 612 

d’Acoustique”, ANR-10-LABX-0060) and of the LabEx Cortex (‘‘Construction, Cognitive 613 

Function and Rehabilitation of the Cortex”, ANR-11-LABX-0042) of Université de Lyon, 614 

within the program ‘‘Investissements d’avenir” (ANR-16-IDEX-0005) operated by the French 615 

National Research Agency (ANR). 616 
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Figure S1: Average curve of ten fronto-central electrodes (Fp1, Fp2, F3, Fz, F4, FC1, FC2, C3, Cz, C4) of the response in the 
equiprobable session to the sounds that were used as a neutral standard, anger, sadness and neutral deviants in the main blocks, for 
controls (A) and amusics (B). Negativity is up. Emergence windows of the principal analysis are reported. The anger sound (and to a 
lesser extent the neutral deviant sound) elicited a negativity compared to the other equiprobable sounds in the latency range of the 
MMN, suggesting that MMNs were elicited within this sequence. 
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Figure S2: Average curve of ten fronto-central electrodes (Fp1, Fp2, F3, Fz, F4, FC1, FC2, C3, Cz, C4) of the response to a neutral 
standard in the four conditions (equiprobable session, block 1 with anger deviant, block 2 with sadness deviant, block 3 with neutral 
deviant), for controls (A) and amusics (B). Negativity is up. Emergence window or the early negativity in the principal analysis is 
reported. An early negativity at the latency of N1 was present only in the equiprobable session, suggesting that a habituation of N1 
was occurring in the oddball blocks. 
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Supplementary analysis on midline electrodes (Fz, Cz, Pz) 

Response to a neutral deviant 

1. Early negativity

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=1.3e+5). This model was 1.9 times better than the 

model with the main effects of Localization and Group (BF10=6.7e+4), and 8.7 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=1.5+4). The model with the main effect of Group showed no evidence (BF10=0.45). 

This was confirmed by a decisive specific effect of Localization (BFinclusion=9.6e+4), and no 

other specific effects (BFinclusion<0.43). The Group effect emerging in the second best model 

showed that amusics tended to have a smaller early negativity than controls. According to post-

hoc tests, amplitude at Pz was smaller than amplitudes at Fz and Cz (both pcorr<0.001).  

2. MMN

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=1.7e+11). This model was 1.6 times better than the 

model with the main effects of Localization and Group (BF10=1.04e+11), and 1.7 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=1+11). The model with the main effect of Group showed no evidence (BF10=0.51). 

This was confirmed by a decisive specific effect of Localization (BFinclusion=1.7e+11), and 

no other specific effects (BFinclusion<1.4). The Group effect emerging in the second best 

model showed that amusics tended to have a smaller MMN than controls. According to post-

hoc tests, amplitude at Pz was smaller than amplitudes at Fz and Cz (both pcorr<0.001), 

amplitude at Cz was smaller than amplitude at Fz (pcorr<0.001).  
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3. P3a 

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=4.1e+8). This model was 2.4 times better than the 

model with the main effects of Localization and Group (BF10=1.7e+8), and 15.8 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=2.6e+7). The model with the main effect of Group showed no evidence 

(BF10=0.36). This was confirmed by a decisive specific effect of Localization 

(BFinclusion=2.9e+8), and no other specific effects (BFinclusion<0.3). The Group effect 

emerging in the second best model showed that amusics tended to have a smaller P3a than 

controls. According to post-hoc tests, amplitude at Pz was smaller than amplitudes at Fz and 

Cz (both pcorr<0.001), amplitude at Cz was smaller than amplitude at Fz (pcorr<0.001).  

Response to a sadness deviant 

1. Early negativity 

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=2.1+6). This model was 1.5 times better than the 

model with the main effects of Localization and Group (BF10=1.4e+6), and 4.1 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=5.1e+5). The model with the main effect of Group showed no evidence 

(BF10=0.62). This was confirmed by a decisive specific effect of Localization 

(BFinclusion=1.7e+6), and no other specific effects (BFinclusion<0.6). The Group effect 

emerging in the second best model showed that amusics tended to have a smaller early 

negativity than controls. According to post-hoc tests, amplitude at Pz was smaller than 

amplitudes at Fz and Cz (both pcorr<0.001).  
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2. MMN

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=3.9e+9). This model was 2.1 times better than the 

model with the main effects of Localization and Group (BF10=1.9e+9), and 9.7 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=4.02+8). The model with the main effect of Group showed no evidence 

(BF10=0.43). This was confirmed by a decisive specific effect of Localization 

(BFinclusion=2.9e+9), and no other specific effects (BFinclusion<0.4). The Group effect 

emerging in the second best model showed that amusics tended to have a smaller MMN than 

controls. According to post-hoc tests, amplitude at Pz was smaller than amplitudes at Fz and 

Cz (both pcorr<0.001), amplitude at Cz was smaller than amplitude at Fz (pcorr<0.001).  

3. P3a

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=6.2e+6). This model was 1.7 times better than the 

model with the main effects of Localization and Group (BF10=3.6e+6), and 12.1 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=5.1e+5). The model with the main effect of Group showed no evidence 

(BF10=0.49). This was confirmed by a decisive specific effect of Localization 

(BFinclusion=4.6e+6), and no other specific effects (BFinclusion<0.4). The Group effect 

emerging in the second best model showed that amusics tended to have a smaller P3a than 

controls. According to post-hoc tests, amplitude at Pz was smaller than amplitudes at Fz and 

Cz (both pcorr<0.001), amplitude at Cz was smaller than amplitude at Fz (pcorr=0.012).  
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Response to an anger deviant 

1. MMN
After comparison to the null model, the best model showing decisive evidence was the model 

with the main effect of Localization (BF10=8.5e+10). This model was 1.7 times better than the 

model with the main effects of Localization and Group (BF10=4.9e+10), and  11.6 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=7.3+9). The model with the main effect of Group showed no evidence (BF10=0.48). 

This was confirmed by a decisive specific effect of Localization (BFinclusion=6.4e+10), and 

no other specific effects (BFinclusion<0.4). The Group effect emerging in the second best 

model showed that amusics tended to have a smaller MMN than controls. According to post-

hoc tests, amplitude at Pz was smaller than amplitudes at Fz and Cz (both pcorr<0.001), 

amplitude at Cz was smaller than amplitude at Fz (pcorr=0.016).  

2. P3a

After comparison to the null model, the best model showing decisive evidence was the model 

with the main effects of Localization and Group (BF10=1.8e+10). This model was 1.2 times 

better than the model with the main effect of Localization (BF10=1.5e+10), and 7.8 times better 

than the model with the main effects of Localization and Group and the interaction between the 

two (BF10=2.3e+9). The model with the main effect of Group showed no evidence (BF10=1.3). 

This was confirmed by a decisive specific effect of Localization (BFinclusion=1.02e+10), and 

no other specific effects (BFinclusion<0.9). The Group effect emerging in the second best 

model showed that amusics had a smaller P3a than controls. According to post-hoc tests, 

amplitude at Pz was smaller than amplitudes at Fz and Cz (both pcorr<0.001).  
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V. Musical emotions perception following a brain lesion: impact 

of lesion side 

A. Objectives 

Previous studies have investigated brain-damaged patients to better understand brain functioning and 

the potential role of brain regions (Stewart et al., 2006). In particular, multiple studies have investigated 

emotion perception in brain-damaged patients controls (Borod, Bloom, Brickman, Nakhutina, & Curko, 

2002; Charbonneau, Scherzer, Aspirot, & Cohen, 2003; Cheung, Lee, Yip, King, & Li, 2006; Harciarek, 

Heilman, & Jodzio, 2006). These studies proposed two hypotheses regarding emotion perception in 

brain-damaged patients: the right hemisphere hypothesis suggests that the right hemisphere is dominant 

for emotion processing in general, while the valence hypothesis suggests that positive emotions could 

be processed by the left hemisphere whereas negative emotions would be processed by the right 

hemisphere. However, these two hypotheses were mostly derived from studies with facial and vocal 

material but only few studies have investigated musical emotion perception in brain-damaged patients.  

In this framework, Study 3 investigated musical emotion perception in unilateral brain-damaged 

patients. As in Study 1 and Lévêque et al. (2018), we used a two-step paradigm with explicit emotion 

recognition and implicit intensity ratings. We tested left and right brain-damaged patients as well as 

healthy comparison participants. To determine which of the two previously suggested hypotheses is 

validated with musical emotions, we tested patients with various brain lesion locations for conclusions 

over a large set of brain regions. To tease apart general emotion perception deficits from specific musical 

deficits, we also used a facial emotion perception task. 

B. Study 3: Recognition of musical emotions and their perceived intensity 

after unilateral brain damage 
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a b s t r a c t

For the hemispheric laterality of emotion processing in the brain, two competing hy-

potheses are currently still debated. The first hypothesis suggests a greater involvement of

the right hemisphere in emotion perception whereas the second hypothesis suggests

different involvements of each hemisphere as a function of the valence of the emotion.

These hypotheses are based on findings for facial and prosodic emotion perception.

Investigating emotion perception for other stimuli, such as music, should provide further

insight and potentially help to disentangle between these two hypotheses. The present

study investigated musical emotion perception in patients with unilateral right brain

damage (RBD, n ¼ 16) or left brain damage (LBD, n ¼ 16), as well as in matched healthy

comparison participants (n ¼ 28). The experimental task required explicit recognition of

musical emotions as well as ratings on the perceived intensity of the emotion. Compared to

matched comparison participants, musical emotion recognition was impaired only in LBD

participants, suggesting a potential specificity of the left hemisphere for explicit emotion

recognition in musical material. In contrast, intensity ratings of musical emotions revealed

that RBD patients underestimated the intensity of negative emotions compared to positive

emotions, while LBD patients and comparisons did not show this pattern. To control for a

potential generalized emotion deficit for other types of stimuli, we also tested facial
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emotion recognition in the same patients and their matched healthy comparisons. This

revealed that emotion recognition after brain damage might depend on the stimulus

category or modality used. These results are in line with the hypothesis of a deficit of

emotion perception depending on lesion laterality and valence in brain-damaged partici-

pants. The present findings provide critical information to disentangle the currently

debated competing hypotheses and thus allow for a better characterization of the

involvement of each hemisphere for explicit emotion recognition and their perceived

intensity.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Studying perception in brain-damaged patients has contrib-

uted to a better understanding of various brain functions,

including emotion perception. Seminal studies have investi-

gated brain-damaged patients’ emotion processing in faces

and voices, aiming for a better understanding of patients’

communication with their social environment (Borod, 1992;

Peretz, 1990; Peretz, Gagnon, & Bouchard, 1998; Sackeim et al.,

1982). For facial emotion recognition, results consistently

describe increased difficulties for brain-damaged patients to

recognize facial emotions in comparison with controls (Borod,

Bloom, Brickman, Nakhutina, & Curko, 2002; Charbonneau,

Scherzer, Aspirot, & Cohen, 2003; Cheung, Lee, Yip, King, &

Li, 2006; Harciarek, Heilman, & Jodzio, 2006). However, the

degree of impairment seems to depend on lesion location

(Yuvaraj, Murugappan, Norlinah, Sundaraj, & Khairiyah,

2013). For example, lesions in subcortical structures, such as

thalamus and basal ganglia, have been associated only with a

small decrease in facial emotion recognition compared to

controls (Cheung et al., 2006). When the lesion involves

cortical regions, the degree of impairment for facial emotion

recognition varies according to the damaged area, with more

impairment for anterior brain lesions than posterior lesions,

in particular for negative valence emotions (Harciarek &

Heilman, 2009).

Numerous studies have investigated the effect of lesion

laterality on (facial and prosody) emotion recognition, with

findings resulting in two contrasting hypotheses. The Right

Hemisphere Hypothesis suggests that the right hemisphere is

dominant for emotion processing independently of the type of

emotion, while the Valence Hypothesis suggests that positive

emotions are preferentially processed in the left hemisphere

whereas negative emotions are preferentially processed in the

right hemisphere (Abbott, Cumming, Fidler, & Lindell, 2013;

Adolphs, Jansari, et al., 2001). In support of the Right Hemi-

sphere Hypothesis, numerous studies have reported stronger

emotion recognition impairments in right brain-damaged

(RBD) patients compared to left brain-damaged (LBD) pa-

tients and to controls (Adolphs, Tranel, & Damasio, 2001;

Borod, Bloom, Brickman, Nakhutina, & Curko, 2002;

Charbonneau et al., 2003; Harciarek et al., 2006; Kucharska-

Pietura, Phillips, Gernand, & David, 2003a; Tippett et al.,

2018), without potential interaction with the valence of the

emotions. Notably, a meta-analysis on facial emotion

recognition in brain-damaged patients suggests more

involvement of the right hemisphere for emotion perception

as RBD patients were more impaired than were LBD patients.

However, it also suggests a right lateralization specific for

negative valence emotion perception, but no lateralization for

positive valence emotion perception (Abbott et al., 2013). In

support of the Valence hypothesis, recent studies reported a

specific deficit of RBD patients for negative emotions (Braun,

Traue, Frisch, Deighton, & Kessler, 2005; Nijboer & Jellema,

2012). This finding is in line with the observation that right-

hemisphere lesions were associated to pathological laughing

and euphoric mood change, while left-hemisphere lesions

were associated to pathological crying (Sackeim et al., 1982).

Yet other studies also reported impaired emotion perception

for both RBD and LBD patients without lateralization of the

deficit and no clear link with the valence of the emotion

(Abbott, Wijeratne, Hughes, Perre, & Lindell, 2014; Braun,

Traue, Frisch, Deighton, & Kessler, 2005; Cheung et al., 2006).

Overall, the results regarding brain lateralization and emotion

perception are still unclear, with no clear-cut evidence for one

specific hypothesis, at least when emotion processing was

studied with face stimuli (Abbott et al., 2013).

As emotions can be communicated not only via visual

cues, but also auditory cues, some studies have investigated

vocal emotion perception, such as emotional prosody, in

brain-damaged patients (see Yuvaraj et al., 2013 for a review).

Most studies using language and vocalization materials were

in support of the Right Hemisphere Hypothesis, reporting

greater impairment of RBD patients for emotional prosody

recognition than LBD patients and controls (Borod et al., 2002;

Charbonneau et al., 2003; Harciarek et al., 2006; Kucharska-

Pietura, Phillips, Gernand, & David, 2003). Another study

confirmed the deficit for RBD patients, which was larger than

for LBD patients, but for this one study, the LBD patients also

had a mild impairment for emotional prosody compared to

controls (Kucharska-Pietura et al., 2003).

Overall, numerous studies investigating emotion percep-

tion in brain-damaged patients with facial and prosody ma-

terials have revealed complex patterns of impairments

depending both on lesion lateralization and lesion localiza-

tion. Only few studies have investigated musical emotions in

brain-damaged patients, even though emotions are an

important motivation for music listening (Egermann,

Fernando, Chuen, & McAdams, 2014). In the musical

domain, it has been shown that emotion recognition can be
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preserved in patients even when their musical structure

perception is impaired (Peretz et al., 1998). Several case reports

have revealed that brain damage can result in musical anhe-

donia, a specific loss of experience of pleasure for music

whereas emotion recognition is intact (Belfi, Evans, Heskje,

Bruss, & Tranel, 2017; Griffiths, Warren, Dean, & Howard,

2004; Satoh, Nakase, Nagata, & Tomimoto, 2011, 2016). For

instance, a patientwith a right inferior parietal lobe infarct did

not perceive any emotion when listening to music, but its

music perception and emotion recognition were preserved

(Satoh et al., 2011). Case reports (Gosselin, Peretz, Johnsen, &

Adolphs, 2007; Griffiths et al., 2004; Satoh et al., 2016) and

group studies (Gosselin, Peretz, Hasboun, Baulac, & Samson,

2011; Jafari, Esmaili, Delbari, Mehrpour, & Mohajerani, 2017;

Khalfa et al., 2007, 2008) have also reported deficits of music

emotion recognition in brain-damaged patients. For instance,

patientswith unilateralmedial temporal lesions showedmore

difficulties to recognize musical emotions, especially for

fearful stimuli (Gosselin et al., 2011), with no clear association

to one side of the lesion. Regarding the potentially differenti-

ated roles of the two hemispheres for musical emotion

recognition, it has been observed that patients with right

temporal lobe lesions have more difficulties in recognizing

emotions in music than patients with left temporal lobe le-

sions (Jafari et al., 2017). More precisely, these RBD patients

had greater difficulties in recognizing negative emotions such

as sadness compared to LBD patients (Jafari et al., 2017; Khalfa

et al., 2007), whereas LBD patients had greater difficulties in

recognizing positive emotions such as happiness (Khalfa

et al., 2007), in keeping with the predictions of the Valence

Hypothesis. These results were consistent with the studies of

musical emotion perception in healthy participants that

demonstrate a lateralization of this perception according to

the valence of the emotion (Altenmüller, Schürmann, Lim, &

Parlitz 2002; Tsang, Trainor, Santesso, Tasker, & Schmidt,

2001). In another study, RBD patients overestimated the

arousal for happiness in music, compared to LBD patients

(Khalfa et al., 2008). However, when asked to judge emotional

dissimilarities in musical excerpts in terms of arousal and

valence instead of emotion recognition, patients with left or

right unilateral medial temporal lesions did not show any

deficit (Dellacherie, Bigand, Molin, Baulac, & Samson, 2011).

This was consistent with results reported for healthy partici-

pants that showed no clear pattern regarding brain laterali-

zation of valence for musical perception (Khalfa, Schon,

Anton, & Li�egeois-Chauvel, 2005).

Variability in the results regarding musical emotions pro-

cessing of previous studies might be related to the diversity of

experimental paradigms. Some studies used musical emotion

categorization tasks (Gosselin et al., 2011; Jafari et al., 2017;

Peretz et al., 1998) and others required ratings of the emotions’

intensity (Gosselin et al., 2007; Griffiths et al., 2004) or ratings

of valence and arousal (Dellacherie et al., 2011; Gosselin et al.,

2007; Khalfa et al., 2008; Satoh et al., 2011). As previously

suggested in studies with facial and prosodic material in

healthy participants and unilateral brain-damaged patients

(Abbott et al., 2013; Borod et al., 2002; Demaree, Everhart,

Youngstrom, & Harrison, 2005), these task effects could

reflect the distinction between the recognition and the actual

experience of emotions. Indeed, some studies have suggested

that the right hemisphere hypothesis would be more strongly

associated with emotion recognition, i.e., with a cognitive or

intentional process, whereas the valence hypothesis would be

more strongly associated with automatic processing of the

emotion and thus being closer to the emotional experience of

participants (Abbott et al., 2013; Borod et al., 2002; Demaree

et al., 2005). These two modes of emotional processing

would rely on different anatomical substrates, with emotion

recognition associated with hemispheric asymmetries in

posterior and temporal regions, whereas emotion experience

would be associated with hemispheric asymmetries in more

frontal regions (Abbott et al., 2013; Borod, 1992). To further

contribute to the distinction between these two processes in

association with the two hypotheses of emotion processing in

music, tn the present study, a two-task paradigm was used to

assess both musical emotion categorization and intensity

ratings of these emotions in unilateral brain-damaged pa-

tients and matched healthy comparison participants. In this

paradigm, participants were required to choose the recog-

nized emotion among four possibilities (Joy, Fear/Anger,

Sadness, or Neutrality/Serenity) in musical, and then to rate

the intensity of this emotion on a five-point scale. The in-

tensity of emotions can be done without verbal or categorical

representation of the emotion as a global appreciation of the

stimulus or a fuzzy representation of emotion suffices

(L�evêque et al., 2018). Intensity ratings of emotions reflect a

more implicit perception of the emotion and could be closely

related to the actual feeling of this emotion (Hirel et al., 2014).

In previous studies, this paradigmhas allowed us to show that

emotion recognition, but not intensity ratings of these emo-

tions, is disrupted in congenital amusia, both for musical

material (L�evêque et al., 2018) and emotional prosodymaterial

(Pralus et al., 2019). This paradigm also allowed for the iden-

tification of emotion recognition deficits without intensity

ratings deficits in single cases of brain-damaged patients: in

one patient with musical material (Hirel et al., 2014) and in

another patient with emotional prosody material

(BourgeoiseVionnet, Moulin, Hermier, Pralus, &

Nighoghossian, 2020). Furthermore, participants were tested

with the same paradigm but using face stimuli, to assess the

specificity of the reported effects to the musical domain.

Indeed, brain imaging studies in healthy participants have

demonstrated shared brain networks for emotion perception

with music, vocalization and also face material, especially for

fear recognition (Aub�e, Angulo-Perkins, Peretz, Concha, &

Armony, 2015; Koelsch et al., 2013; Paquette et al., 2018). Thus

impairments of facial and vocal emotion perception might

cooccur with impaired musical emotion perception.

The aim of the present study was to investigate musical

emotion recognition and its perceived intensity after unilat-

eral brain damage, in particular to determine the potential

effect of lesion side on emotion perception. In contrast to

previous group studies investigating musical emotions in

brain-damaged patients, we did not restrict the patient se-

lection to lesions encompassing mesial temporal structures

(including amygdala or parahippocampus) (Dellacherie et al.,

2011; Frühholz, Trost, & Grandjean, 2014; Gosselin et al.,

2006, 2011), but included patients with a large variability of

lesion locations aiming for a wider conclusion about the link

between lesion side and emotion perception. We compared
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the recognition of musical emotions and their rated intensity

in RBD patients, LBD patients, and healthy comparison par-

ticipants. To tease apart general emotion recognition deficits

from specific auditory or musical deficits, we also used a facial

emotion recognition task with its subsequent intensity rat-

ings. Music perception abilities were also assessed to analyse

their potential contribution and/or dissociation to musical

emotion perception.

2. Materials and methods

2.1. Participants

Thirty-two brain-damaged patients and 28 healthy comparison

participants were included in the study (Table 1). Thirty-four

participants were recruited in Lyon and its surroundings

(France), and 26 participants in Iowa (USA). Inclusion criteria for

patients were the presence of a focal unilateral brain damage

involving the cortex, without prior psychiatric disease, severe

cognitive disorder, severe hearing or visual loss. All patients

were tested in the chronic phase of their condition.

(more than 3 months after lesion onset). In total, 16 left

brain-damaged patients (eleven from France, five from Iowa)

and 16 right brain-damaged patients (ten from France, six

from Iowa) were included. The 21 French patients were

recruited among the patients of the stroke unit of the neuro-

logical hospital in Lyon, France. They presented a unilateral

ischemic stroke in the right or left middle cerebral artery

territory, confirmed by MRI. The 11 patients from Iowa (USA)

presented focal brain damage due to vascular lesions (n ¼ 7,

including four in the territory of the middle cerebral artery,

one in the anterior cerebral artery, one in the internal carotid

artery, and one in the vertebral artery), surgical resection of a

frontal tumor (n ¼ 1), temporal lobectomy for epilepsy relief

(n ¼ 3). They all (except one) underwent a high resolution MRI

to localize their lesions (see Table 2). Thirteen healthy com-

parisons were recruited in France, and fifteen healthy com-

parisons were recruited in the USA. They were matched to

patients for age, gender, education level, and music training.

Study procedures were approved by the appropriate ethics

committee on both sites and participants were paid for their

participation. All participants’ consent was obtained accord-

ing to the Declaration of Helsinki.

2.2. Neuropsychological assessment

Prior to themain experiment, all participants were testedwith

an audiometry, the Montreal Battery of Evaluation of Amusia

(MBEA) (Peretz et al., 2003) to diagnose amusia, and a Pitch

Discrimination Threshold (PDT) test (Tillmann et al., 2009). A

participant was considered as amusic if he/she had a global

MBEA score below 22.4/30 for participants under 60 years and

21.6/30 for participants aged over sixty years (see Table 1)

(http://www.brams.umontreal.ca/plab/publications/article/

57#extras) (Peretz et al., 2003).

To assess general cognitive abilities of patients, neuro-

psychological measures were collected before the testing

session (Tables S1 & S2). Different, though globally equivalent

neuropsychological tests were used in the two recruitment

sites (France and Iowa). To test general cognitive functioning,

French patients underwent the Mini Mental State Examina-

tion (MMSE) (Folstein, Folstein, & McHugh, 1975), and the

American patients underwent the WAIS-IV (Wechsler Adult

Intelligence Scale) (Hartman, 2009) for full-scale IQ (we also

report sub-scores for working memory, WMI, and processing

speed, PSI), the WCST (Wisconsin Card Sorting Task, Nelson,

1976) for perseverative errors (PE) and categories completed

(CAT). To test verbal abilities, the French patients underwent

lexical and categorical verbal fluencies, and the Montreal

Evaluation of Communication (MEC) for the comprehension of

linguistic prosody and emotional prosody, and the American

patients were tested with an auditory-verbal learning test

(AVLT), the Boston Naming Test (BNT, Kaplan, Goodglass,

Weintraub, & Goodglass, 1983), and the Controlled Oral

Word Association (COWA, Loonstra, Tarlow, & Sellers, 2001).

The French patients also were administrated a depression

scale test (Hamilton, 1960).

2.3. Stimuli

Forty musical excerpts were selected from the Western clas-

sical repertoire (Table S3). All excerpts were orchestrated

instrumental stimuli, without voice, lasted 20 s, and were

aimed to be representative of four emotions in real recordings

(see Bigand, Filipic, & Lalitte, 2005; Filipic, Tillmann, & Bigand,

2010; L�evêque et al., 2018; Li�egeois-Chauvel et al., 2014). In this

selection of stimuli, ten excerpts related to joy (e.g., an excerpt

from Beethoven’s Piano, sonata 32, mvt 2), ten to sadness (e.g.,

an excerpt from Shostakovitch’s Symphony 15, Adagio), ten to

fear/anger (e.g., an excerpt from Chopin’s Prelude, op.28,

no.22), ten to serenity (e.g., an excerpt from Scarlatti’s Sonata

A for Harpsichord). Thus, there were two positive valence

emotion categories and two negative valence emotion cate-

gories, with two high arousal emotion categories and two low

arousal emotion categories.

For the visual task, forty photos of faceswere selected from

Ekman and Friesen (1976) (L�evêque et al., 2018). All photos

were in black and white. They appeared on the screen for two

seconds. To match the musical material, ten faces were

related to joy, ten to sadness, ten to fear, and ten were

emotionally neutral, as in Hirel et al. (2014) and L�evêque et al.

(2018). Neutrality was used instead of serenity because se-

renity is difficult to recognize on a face.

2.4. Procedure

In each trial, participants listened to or watched a stimulus

and were then asked to select the recognized emotion from

four options (joy, serenity (music)/neutral (faces), sadness,

fear/anger). During the tasks, only the word “fear” appeared

on the screen. However, participants were informed at the

beginning of the experiment that this category in themusical

task corresponded to anger and fear. Indeed, anger and fear

can be evoked by the same musical excerpts depending on

perspective taken (see Hirel et al., 2014; Johnsen, Tranel,
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Lutgendorf, & Adolphs, 2009; L�evêque et al., 2018). After

having given their response, they were asked to rate the in-

tensity of the emotion evoked by the musical excerpt or the

face from 1 (not intense) to 5 (very intense), except for face

stimuli judged as neutral. After the intensity rating response,

the following stimulus was automatically played after a

variable delay of 2500 ms on average (ranging from 2000 to

3000 ms). The stimuli were presented in two blocks: music in

one and faces in another. The presentation order of the two

blocks was counterbalanced across participants. The

participant was allowed taking a small break between the

two blocks. Within a block, the presentation order of the

stimuli was randomized for each participant, with the

constraint that a given emotion cannot be presented more

than three times in a row. For both blocks (music and faces),

participants were not asked to distinguish between felt and

perceived emotion. Indeed, it was shown that this distinction

can be complex to perform (Niedenthal, 2007; Scherer, 2004).

Presentation software (Neurobehavioral systems, Albany,

CA, USA) was used to present the stimuli to the participants

and to record responses on a keyboard. The duration of the

experiment was 20 min.

2.5. Data analyses

For each participant and emotion, separately for musical ex-

cerpts and faces, the percentages of correct responses (cate-

gorization score) and the average ratings of intensity for

correctly categorized trials were calculated. Each dependent

variable was analyzed with a 3 � 4 ANOVA with Group (LBD

patients vs. RBD patients vs. comparison participants) as the

between-participants factor and Emotion (Joy, Sadness, Fear,

Serenity/Neutral) as the within-participant factor. For in-

tensity ratings for facial emotions, the factor Emotion had

only three levels (Joy, Sadness, and Fear), as intensity ratings

were not performed for neutral stimuli. The Greenhouse-

Geisser correction was applied if appropriate and corrected

degrees of freedom are reported. We calculated Pearson-

correlation between categorization scores and MBEA scores

within each participant group (RBD, LBD, comparisons) and

over the three groups. Similarly, we calculated Pearson-

correlation between categorization scores and the PDT

within each participant group (RBD, LBD, comparisons) and

over the three groups, even though PDT data were missing for

six participants (3 RBD and 3 LBD patients).

We run an additional ANOVAs for music material on

categorization scores and intensity ratings with MBEA score

as a covariate, to further investigate a possible link between

musical perception and memory abilities (as measured in the

MBEA) and emotional processing in the three groups of

participants.

As the music material had been constructed in France,

we also tested for potential cross-cultural differences be-

tween participants by analyzing the data of comparison

participants with a 2 � 4 ANOVA with Site (France vs. USA)

as a between-participants factor and Emotion (Joy, Sadness,

Fear, Serenity/Neutral) as the within-participant factor, for

recognition performance and intensity ratings of music and

for recognition performance of face material respectively.

For intensity ratings of face material, a 2 � 3 ANOVA was

performed as the factor Emotion did not include Neutrality.

To test for potential effects of slightly different patient

recruitment criteria on the two sites (only middle cerebral

artery stroke patients were recruited in France, whereas pa-

tients withmore diverse lesion etiologieswere recruited in the

USA), we analyzed the patient data of each dependent variable

with a 2� 2� 4 (or 2� 2� 3) ANOVAwith Site (France vs. USA)

and Lesion Laterality (RBD vs. LBD) as between-participants

factors, and Emotion (Joy, Sadness, Fear, and Serenity/

Neutral where appropriate) as the within-participant factor.

For all analyses, post-hoc analyses for significant effects or

interactions were carried out using Fisher LSD tests.

Individual patient data for musical excerpts and faces (per-

centages of correct responses and average intensity ratings for

Table 1 e Demographic data of participants. Standard deviations are indicated in parentheses. Group comparisons use
ANOVAs with group (Comparisons, RBD patients, LBD patients) as between-participants factor, except for sex ratio and
laterality where a Chi2 test was used. MBEA (Montreal Battery for the Evaluation of Amusia, Peretz, Champod,&Hyde, 2003)
score ¼ average score of the six subtests (scale, contour, interval, rhythm, meter, memory), significant difference between
groups (in bold): LBD patients have significantly lowerMBEA scores compared to healthy comparisons (p¼ .022) according to
a Fisher-LSD post-hoc test. PDT: Pitch Discrimination Threshold (Tillmann, Schulze, & Foxton, 2009).

HEALTHY
COMPARISONS

(N ¼ 28)

RBD PATIENTS
(N ¼ 16)

LBD PATIENTS
(N ¼ 16)

P-VALUE
(GROUP COMPARISON)

Sex ratio (M/F) 11/17 6/10 10/6 .26

Age (years) 58.3 (±9.9) 56 (±10.8) 67,8 (±11.7) .21

Laterality* 2L 24R 1L 15R 1L 15R .98

Education (years) 14.5 (±3.4) 12.2 (±3.7) 12.9 (±3.5) .15

Musical education** (years) 2 (±3.4) .8 (±2.3) 5.6 (±14) .24

Time since stroke (months) NA 30.6 (±39.3) 67.4 (±78.6) .19 (RBD vs. LBD)

Lesion size (mL) NA 15.4 (±17.9) 21.2 (±18.4) .55 (RBD vs. LBD)

MBEA score (max. score ¼ 30) 25.2 (±2.1) 24 (±2.8) 23.3 (±3) .04

PDT*** (semi-tones) .74 (±.92) 1.31 (±1.25) 1.78 (±2.6) .13

*Missing data for 2 healthy comparisons.

**Missing data for 5 healthy comparisons and 5 patients.

***Missing data for 6 patients.
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correctly categorized trials) were also analyzed. For percent-

ages of correct responses, individual data were compared to a

cutoff score corresponding to the comparisons’ mean minus

two standard deviations. For average intensity ratings, indi-

vidual data were compared to a cutoff score corresponding to

the comparisons’ mean minus two standard deviations (low

cutoff) and to a cutoff score corresponding to the comparisons’

mean plus two standard deviations (high cutoff).

2.6. Transparency and openness promotion of the study

We report in the ‘Participants’ section howwe determined our

sample size, all data exclusions, all inclusion/exclusion

criteria, whether inclusion/exclusion criteria were established

prior to data analysis, all manipulations, and all measures in

the study.

We were not the owners of most of the stimuli we used in

the study. Readers seeking access to the stimuli may contact A.

Pralus to obtain the contacts of the research teams who origi-

nally created the stimuli and collaborated with us either in the

present study or a previous one or have made public access

already. Material and stimuli of the MBEA (Peretz et al., 2003)

are accessible on https://www.peretzlab.ca/knowledge_

transfer/. The Pitch Discrimination test has been developed

by Jessica Foxton and used in the following publications or our

team: Hirel et al., 2014; L�evêque et al., 2018; Pralus et al., 2019;

Tillmann et al., 2009. Stimuli from the MMSE test are hold by

the Folstein group (Folstein et al., 1975). Instructions for the

WAIS examination are commercialized by the Wechsler group

(Hartman, 2009). Stimuli from the MEC protocol are commer-

cialized by Ortho Edition (Joanette et al., 2004. Protocole Mon-

tr�eal d’�evaluation de la communication (MEC). Isbergues,

France: Ortho-Edition). The stimuli of the Boston Naming Test

are commercialized by Pearson Clinical (Kaplan et al., 1983.

Boston Naming Test-Second Edition). The stimuli of Controlled

Oral Word Association are owned by the Psychological

Table 2 e Individual data on lesion localization, correct categorizations and intensity ratings of music and faces, and MBEA
scores. F1eF21: French patients (F11 is described in detail in Hirel et al., 2014), A1-A11: American patients. T ¼ temporal,
F¼ frontal, P¼ parietal, I¼ insula, O¼ occipital, BG¼ basal ganglia. % Corr:mean correct categorization. Int.:mean intensity
ratings. Data below or above the cutoffs are in bold.

PATIENTS LESION SIDE LESION LOCALISATION MUSIC FACES MEAN MBEA (MAX¼30)

T F P I O BG % CORR. INT. % CORR. INT

F1 Right x x 62.5 3.27 70 1.90 22.5

F2 Right x x x 77.5 3.82 90 4.06 24.17

F3 Right x x x 75 4.18 85 3.43 27

F4 Right x x x 55 3.67 85 4.47 24.17

F5 Right x x 77.5 3.55 90 4.13 24.5

F6 Right x 80 3.33 90 3.07 27.5

F7 Right x x x 67.5 3.31 87.5 3.40 26.83

F8 Right x 82.5 4 70 3.21 23.5

F9 Right x x 75 4.42 80 3.33 22.67

F10 Right x x 57.5 3.43 77.5 2.40 23.33

F11 Right x 77.5 1.48 80 3.3 21.5

A1 Right x 82.5 2.42 95 3.89 19.17

A2 Right x 72.5 3.08 85 3.7 23

A3 Right x 65 2.52 67.5 3.05 21

A4 Right x 92.5 3.37 97.5 3.47 28.67

A5 Right Missing data 60 3.73 95 3.63 21.33

F12 Left x x x 52.5 2.42 95 3.43 18.5

F13 Left x x x 85 3.48 92.5 3.90 24.17

F14 Left x x 65 3.11 82.5 3.45 26.67

F15 Left x x x 72.5 3.44 85 3.86 22.83

F16 Left x x 72.5 3.33 82.5 3.33 25.33

F17 Left x x 42.5 3.56 82.5 3.36 22

F18 Left x x x 50 4.34 80 4.49 17.67

F19 Left x x 62.5 4.96 80 3.94 18.67

F20 Left x 67.5 3.17 87.5 3.50 26.17

F21 Left x 85 3.69 82.5 3.86 26.17

A6 Left x 50 3.56 92.5 3.91 21.17

A7 Left x x 82.5 2.87 90 3.70 24

A8 Left x 72.5 4.29 87.5 3.93 25.5

A9 Left x 70 3 95 2.92 22.5

A10 Left x 55 3.49 85 1.90 26

A11 Left x 77.5 3.42 87.5 2.51 26.67

TOTAL Right 7 4 6 7 0 3

TOTAL Left 6 5 6 10 2 0

COMPARISONS MEAN 78.92 3.56 88.39 3.44

HIGH CUTOFF 4.86 4.38

LOW CUTOFF 55.53 2.26 74.04 2.50 22.4 (<60 years)

21.6 (>60 years)
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Assessment Resources (Loonstra et al., 2001. PAR, https://

www4.parinc.com/Products/PermissionsAndLicensing.aspx).

The depression scale test is available as an appendix in the

original research article (Hamilton, 1960). Musical stimuli for

the emotion categorization test have been selected by Emma-

nuel Bigand and Philippe Lalitte (University of Burgundy,

LEADeCNRS 5022, Dijon, France), and used in the following

collaborative publication: Leveque et al. (2018). Copyright for

face stimuli (Ekman & Friesen, 1976) is held by Paul Ekman

Group.

The conditions of our ethics approval do not permit public

archiving of anonymized study data. Readers seeking access

to the data should contact A. Pralus. Access will be granted to

named individuals in accordance with ethical procedures

governing the reuse of clinical data, including completion of

a formal data sharing agreement and approval of the local

ethics committee.

No part of the study procedures was pre-registered prior to

the research being conducted.

3. Results

3.1. Neuropsychological data

Tables S1 and S2 show results of the neuropsychological

assessment for patients from both recruitment sites. For

general cognitive functioning, only three French LBD patients

were slightly cognitively impaired (MMSE scores between 23

and 24), no American patient had an impairment (all WAIS

scores between 70 and 130), except one American RBD patient

who was below the norms of the WCST-PE (but not impaired

for theWCST-CAT). For verbal abilities in French patients, two

RBD and one LBD patients had a deficit for lexical fluencies

(scores lower than 8.09, age-adjusted cutoff) and one RBD

patient had a deficit for categorical fluencies (score lower than

20.46, age-adjusted cutoff), no patient was below the norm for

emotional and linguistic prosody (MEC battery). For verbal

abilities in American patients, only one RBD patient had a

deficit for AVLT (score lower than 6.8), no patient had a deficit

for BNT and COWA. For the depression scale (only French

patients were tested), 6 RBD and 7 LBD patients had scores

below the norm (scores lower than 7).

Overall, these neuropsychological tests revealed that the

patients included in the study were not severely cognitively

impaired, and potential deficits observed in our paradigm

would most likely not be due to a more general deficit of

cognition. The depression scale revealed that some patients

were not in the norm (6 RBD and 7 LBD patients), which is

common in brain-damaged patients. However, most impor-

tantly, depression scores were similar in LBD and RBD pa-

tients, thus depression scores cannot explain potential group

differences between the two patient groups in the other tasks.

Regarding music perception abilities, MBEA scores revealed

that two healthy comparison participants and eight patients (4

RBD and 4 LBD) were amusic (MBEA scores below the cutoff

according to their age). An ANOVA with the factor group (LBD

patients, RBD patients, comparisons) (see Table 1) revealed a

significant main effect (F (2, 57) ¼ 3.38, p ¼ .04), with only the

LBD patients having lower MBEA scores than comparisons

(p ¼ .022, other p > .064). For PDT, the ANOVA did not reveal a

significant main effect of group (F (2, 51) ¼ 2.11, p ¼ .13).

Finally, the patterns of lesions observed for the patients in

cortical and subcortical regions were variable across patients,

with overall similar localizations of lesions for LBD and RBD

patients (Table 2, Fig. 1).

3.2. Musical emotions

Emotion categorization (Fig. 2A). The main effect of group was

significant (F (2, 58) ¼ 5.02, p ¼ .0097, partial ƞ2 ¼ .15). LBD

patients had significantly lower scores than comparisons

(p ¼ .0028), but no significant difference was found between

RBD patients and comparisons (p ¼ .09) or between the two

patient groups (p ¼ .23). The main effect of emotion was Sig-

nificant (F (2.74, 159.02) ¼ 20.195, e ¼ .91, p < .001, partial

ƞ2 ¼ .26), with Joy and Fear being each better recognized than

Sadness or Serenity (all p < .001). The interaction of groupwith

emotion was not significant (F (5.48, 159.02) ¼ .76, e ¼ .91,

p ¼ .59, partial ƞ2 ¼ .026).

The correlation between correct emotion categorizations

andMBEA scoreswas significantwhen pooling data across the

three groups (r (58) ¼ -.54, p < .001). A significant correlation

was found for the group of LBD patients (r (14) ¼ .57, p ¼ .022)

and for comparisons (r (26) ¼ .51, p ¼ .006), but not for RBD

patients (r (14) ¼ .35, p¼ .19) (Fig. 3A). The correlation between

correct emotion categorizations and PDT was significant over

the three groups (r (52) ¼ -.3, p ¼ .027). No significant correla-

tion was found for RBD patients (r (14) ¼ -.47, p ¼ .1), and for

LBD patients (r (14) ¼ .025, p ¼ .94), but the correlation was

significant for comparisons (r (26) ¼ -.5, p ¼ .007) (Fig. 3B).

Additional analysis with MBEA covariate.2 The main effect of

group was still nearly significant (F (2, 56) ¼ 3, p ¼ .058, partial

ƞ2 ¼ .097). LBD patients had significantly lower scores than

comparisons (p ¼ .05), but no significant difference was found

between RBD patients and comparisons (p ¼ .36) or between

the two patient groups (p ¼ .32). The main effect of emotion

was no longer significant (F (2.77, 155.01)¼ 1.19, e¼ .92, p¼ .32,

partial ƞ2 ¼ .021). The interaction of group with emotion was

not significant (F (5.54, 155.01) ¼ .79, e ¼ .92, p ¼ .58, partial

ƞ2 ¼ .026). The main effect of MBEA was significant (F (1,

56) ¼ 15.3, p < .001, partial ƞ2 ¼ .215). The interaction of MBEA

with emotionwas not significant (F (2.77, 155.01)¼ 1.17, e¼ .92,

p ¼ .32, partial ƞ2 ¼ .02).

Intensity ratings for correct responses (Fig. 2B). The entire

range (from 1 to 5) of intensity ratings was covered by the

participants, showing that over the groups, the subjective

scale was fully usedwhen rating the stimuli. One RBD patient

was excluded from the analysis of intensity ratings because

for sad musical excerpts, recognition performance was 0%.

The main effect of group was not significant (F (2, 57) ¼ .52,

p ¼ .60, partial ƞ2 ¼ .018). The main effect of emotion was sig-

nificant (F (2.63, 149.64)¼ 4.99, e¼ .88, p¼ .0024, partial ƞ2¼ .08),

with Joy rated asmore intense than Sadness, Fear, and Serenity

2 We performed an additional analysis with PDT as a covariate
on 54 participants (6 PDT scores were missing) on categorization
scores of musical emotions. This analysis gave similar pattern of
results as in the main analysis, and no effect or interaction
involving PDT was significant.
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(p < .001, p ¼ .011, and p ¼ .018 respectively). The interaction of

group with emotion was significant (F (5.25, 149.64) ¼ 2.46,

e¼ .88, p¼ .026, partial ƞ2¼ .079). RBD patients rated Serenity as

more intense than Sadness and Fear (all p < .003), whereas no

such pattern was observed in the two other groups (p > .09).

Comparisons rated Joy higher than Sadness and Serenity

(p ¼ .009 and p ¼ .004, respectively). RBD patients had lower

intensity ratings for Fear compared to comparisons (p ¼ .037),

and marginally lower intensity ratings for Fear compared to

LBD patients (p ¼ .10) (all other p > .13).3

The correlation between intensity ratings andMBEA scores

was not significant over the three groups (r (58) ¼ -.10, p ¼ .44)

nor in any of the three groups: for RBD patients (r (14) ¼ .37,

p ¼ .16), for LBD patients (r (14) ¼ -.26, p ¼ .33), and for com-

parisons (r (26)¼ .10, p¼ .61) (Fig. 3C). The correlation between

the intensity ratings and the PDT was not significant over the

three groups (r (52) ¼ .14, p ¼ .33) nor in any of the three

groups: for RBD patients (r (14) ¼ .13, p ¼ .67), for LBD patients

(r (14)¼ .45, p¼ .12), and for comparisons (r (26)¼ -.074, p¼ .71)

(Fig. 3D).

Additional analysis with MBEA covariate.4 The main effect of

group was not significant (F (2, 55) ¼ .413, p ¼ .66, partial

ƞ2 ¼ .015). The main effect of emotion was no longer signifi-

cant (F (2.67, 146.56) ¼ 1.38, e ¼ .89, p ¼ .25, partial ƞ2 ¼ .024).

The interaction of group with emotion was significant (F (4.29,

146.56) ¼ 2.48, e ¼ .89, p ¼ .046, partial ƞ2 ¼ .076). RBD patients

rated Serenity as more intense than Sadness and Fear (all

p < .003), whereas no such pattern was observed in the two

other groups (p > .3). Comparisons rated Joy higher than

Sadness and Serenity (p ¼ .009 and p ¼ .004, respectively). RBD

patients had lower intensity ratings for Fear compared to

comparisons (p ¼ .037), andmarginally lower intensity ratings

for Fear compared to LBD patients (p ¼ .10) (all other p > .13).

The main effect of MBEA was not significant (F (1, 55) ¼ .16,

p ¼ .70, partial ƞ2 ¼ .003). The interaction of MBEA with

emotion was not significant (F (2.67, 146.56) ¼ 1.48, e ¼ .89,

p ¼ .23, partial ƞ2 ¼ .026).

3.3. Facial emotions

Emotion categorization (Fig. 2C). The main effect of group was

not significant (F (2, 58) ¼ 1.78, p ¼ .18, partial ƞ2 ¼ .059). The

main effect of emotion was significant (F (2.12, 120.84)¼ 43.09,

e ¼ .71, p < .001, partial ƞ2 ¼ .43), with Joy and Fear being better

recognized than Sadness and Neutrality (all p < .001). The

interaction between group and emotion was not significant (F

(4.24, 120.84) ¼ 1.84, e ¼ .71, p ¼ .094, partial ƞ2 ¼ .061).

Intensity ratings for correct responses (Fig. 2D). The entire

range (from 1 to 5) of intensity ratings was covered by the

participants, showing that over the groups, the subjective

scale was fully used when rating the stimuli.

The main effect of group was not significant (F (2, 58) ¼ .05,

p ¼ .95, partial ƞ2 ¼ .002). The main effect of emotion was

significant (F (1.97, 114.46) ¼ 48.72, e ¼ .99, p < .001, partial

ƞ2 ¼ .47), with Joy rated higher than Sadness and Fear (p < .001,

and p ¼ .035 respectively), and Fear rated higher than Sadness

(p < .001). The interaction of group with emotion was not

significant (F (3.95, 114.46) ¼ 1.012, e ¼ .99, p ¼ .4, partial

ƞ2 ¼ .034).5

Data for music and faces material were also analyzed

together with a 3 � 4 � 2 ANOVA for emotion categorization

with Group (LBD vs RBD patients vs comparisons) as the

between-participant factor and Emotion (Joy, Sadness, Fear,

Neutrality/Serenity) and Task (Music vs Face) as the within-

participant factors. For Intensity ratings, a 3 � 3 � 2 ANOVA

was done as Neutrality with Faces material did not have in-

tensity ratings. For correct categorization, the main effect of

Task, Emotion and Group were significant (p < .001, p < .001

and p ¼ .009 respectively) as the interactions between Task

and Group (p ¼ .021), and between Task and Emotion (p ¼
.017). Post-hoc revealed that the three participant groups had

higher scores for faces than music (all p < .006), for music

material, comparisons had higher scores that LBD patients (p

¼ .001). Post-hoc revealed significant higher scores for faces

material compared to music material for Joy, neutrality/Se-

renity and Fear (all p < .001). For intensity ratings, the main

effect of Emotion was significant (p < .001), as well as the

interaction of Task and Emotion (p < .001). The triple inter-

action of Task, Group and Emotion was nearly significant (p¼
.057). For faces material, post-hoc revealed that Sadness was

rated lower than Fear and Joy for the three groups (all p < .04).

Fig. 1 e Localization of patients’ lesions. Overlay of lesions in the patient groups revealed a quite distributed localizations of

lesions with similar patterns in left and right hemisphere. Missing data: 1 RBD and 2 LBD patients.

3 An additional ANOVA was performed on all intensity ratings
(not only for intensity ratings of the correctly categorized trials).
This showed similar results, notably with the main effect of
Emotion being significant (p < .001) and the interaction between
Group and Emotion falling just short of significance (p ¼ .059).

4 We performed an additional analysis with PDT as a covariate
on 54 participants (6 PDT scores were missing) on intensity rat-
ings of musical emotions. This analysis gave similar pattern of
results as in the main analysis, and no effect or interaction
involving PDT was significant.

5 An additional ANOVA was performed on all the intensity
ratings (not only for intensity ratings of the correctly categorized
trials). This showed similar results, notably with the main effect
of Emotion being significant (p < .001).
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For music material, post-hoc revealed that Joy was rated

higher than Sadness for comparisons and RBD patients (all p

< .038), interestingly RBD patients also rated Fear lower than

Joy (p ¼ .028), no such pattern was observed in the other two

groups.

3.4. Testing for potential cross-cultural differences and
patient recruitment differences in France and the USA

3.4.1. Cross-cultural differences in comparisons participants
Only effects and interactions involving the factor recruitment

site are reported below, effects of emotion mirror the results

of the main analyses.

Musical emotion categorization (Fig. 4A). The main effect of

site (F (1, 26)¼ .71, p¼ .40, partial ƞ2 ¼ .026) was not significant,

neither its interaction with emotion (F (2.42, 62.82) ¼ 1.76,

e ¼ .81, p ¼ .17, partial ƞ2 ¼ .063).

Musical emotion intensity ratings (Fig. 4B). The main effect of

site (F (1, 26) ¼ 1.15, p ¼ .29, partial ƞ2 ¼ .042) was not signifi-

cant, neither its interaction with emotion (F (2.36,

61.25) ¼ 1.55, e ¼ .79, p ¼ .22, partial ƞ2 ¼ .056).

Face emotion categorization (Fig. 4C). Themain effect of site (F

(1,26) ¼ 3.55, p ¼ .071, partial ƞ2 ¼ .12) did not reach signifi-

cance, but suggests a slight tendency of Americans compari-

sons to have better recognition scores compared to French

comparisons. The interaction between site and emotion was

not significant (F (1.86, 48.42) ¼ .83, e ¼ .62, p ¼ .43, partial

ƞ2 ¼ .031).

Face emotion intensity ratings (Fig. 4D). Themain effect of site

(F (1, 26) ¼ .11, p ¼ .74, partial ƞ2 ¼ .0043) was not significant,

neither its interaction with emotion (F (1.83, 47.58) ¼ .34,

e ¼ .92, p ¼ .70, partial ƞ2 ¼ .013).

3.4.2. Patient recruitment across the two sites
Only effects and interactions involving the site factor are re-

ported below, effects and interactions of emotion and group

mirror the results of the main analyses.

Musical emotion categorization (Fig. 5A). The main effect of

site was not significant (F (1, 28) ¼ .34, p ¼ .57, partial

ƞ2 ¼ .012), neither its interaction with emotion (F (2.75,

77.03) ¼ .49, e ¼ .92, p ¼ .67, partial ƞ2 ¼ .017), nor its inter-

action with lesion-side (F (1.28) ¼ .0029, p ¼ .96, partial

ƞ2<.001). The three-way interaction of lesion-side, emotion

and site was not significant (F (2.75, 77.03) ¼ 2.1, e ¼ .92,

p ¼ .11, partial ƞ2 ¼ .07).

Musical emotion intensity ratings (Fig. 5B). The main effect of

site was not significant (F (1, 27) ¼ 1.27, p ¼ .27, partial

ƞ2 ¼ .045), neither its interaction with emotion (F (2.77,

74.71) ¼ 2.46, e ¼ .92, p ¼ .074, partial ƞ2 ¼ .083), nor its inter-

action with lesion-side (F (1, 27) ¼ .048, p ¼ .49, partial

ƞ2 ¼ .018). The three-way interaction of lesion-side, emotion

and site was not significant (F (2.77, 74.71)¼ .78, e¼ .92, p¼ .50,

partial ƞ2 ¼ .028). The marginal interaction between the effect

of site and emotion revealed a slight tendency of French pa-

tients to rate higher the intensity of Fear stimuli compared to

American patients.

Face emotion categorization (Fig. 5C). The main effect of site

was not significant (F (1, 28) ¼ 3.61, p ¼ .068, partial ƞ2 ¼ .11),

neither its interaction with emotion (F (2.25, 63.08) ¼ 1.41,

e¼ .75, p¼ .25, partial ƞ2¼ .048), nor its interactionwith lesion-

side (F (1.28) ¼ .044, p ¼ .84, partial ƞ2 ¼ .002). The three-way

interaction of lesion-side, emotion and site was not signifi-

cant (F (2.25, 63.08) ¼ .18, e ¼ .75, p ¼ .91, partial ƞ2 ¼ .006).

Face emotion intensity ratings (Fig. 5D). Themain effect of site

was not significant (F (1, 28) ¼ .61, p ¼ .44, partial ƞ2 ¼ .019),

neither its interaction with emotion (F (1.96, 54.85) ¼ .87,

e¼ .98, p¼ .42, partial ƞ2¼ .030), nor its interactionwith lesion-

side (F (1.28) ¼ 2.86, p ¼ .1, partial ƞ2 ¼ .093). The three-way

interaction of lesion-side, emotion and site was not signifi-

cant (F (1.96, 54.85) ¼ 1.47, e ¼ .98, p ¼ .24, partial ƞ2 ¼ .050).

According to these results, potential differences of patient

recruitment across site cannot be considered as a major

source of variability or groups differences observed in our

study. It seems that even though the recruitment of patients

Fig. 2 e Percentage of correct emotion categorization and intensity ratings for music (A and B) and face (C and D) materials in

the three groups of participants (RBD patients, LBD patients, comparisons). Bars represent the group means and dots

correspond to individual data points. LBD patients had significantly lower correct categorization scores than comparison

participants for music material (Panel A). RBD patients had lower intensity ratings for negative emotions in music, a pattern

that was not observed in the other two groups (Panel B). All groups showed similar correct categorizations and intensity

ratings for faces (Panels C & D).
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Fig. 4 e Percentages of correct categorization and intensity ratings of comparisons from France and USA, with music (A and

B) and face (C and D) materials. No difference was observed between comparisons s from France and USA with both

materials, confirming that cross-cultural differences did not influence significantly the results. Error bars indicate the

standard error of the mean.

Fig. 3 e Correlations between MBEA and PDT scores and correct categorizations and intensity ratings of music material in

the three groups of participants (RBD patients, LBD patients and comparisons). Significant correlation between MBEA score

and correct categorization (A) was found for LBD patients (r (14) ¼ .57, p ¼ .022) and for comparisons (r (26) ¼ .51, p ¼ .006).

Significant correlation between PDT and correct categorization (B) was found for comparisons (r (26) ¼ -.5, p ¼ .007). No

significant correlation was found between intensity ratings and MBEA score (C) and PDT (D), respectively.

c o r t e x 1 3 0 ( 2 0 2 0 ) 7 8e9 3 87

134



was conducted in two countries, with slightly different in-

clusion criteria, similar patterns of results were observed on

both sites. In conclusion, the results observed with facial and

musical emotions are observed across the two western cul-

tures and reflect potential deficits in patients compared to

comparisons.

4. Discussion

The present study investigated musical and facial emotion

processing after unilateral brain damage. Participants had to

categorize the emotion of musical excerpts or faces and rate

the intensity of the emotion. Performance in the musical

emotion recognition test was significantly lower in LBD pa-

tients than comparison participants. RBD patients were not

impaired for musical emotion recognition, but rated the

emotional intensity of music lower for sadness and fear than

for joy and serenity; this difference in intensity ratings was

not observed for LBD patients and comparisons. There was no

difference for facial emotions (categorization or intensity)

between patients and comparison participants, suggesting

that the patient groups did not present a general emotion

deficit or alteration.

4.1. Deficits of musical emotion recognition after
unilateral brain damage

Recognition scores of musical emotions revealed a signifi-

cant deficit in LBD patients compared to comparisons. No

significant deficit was observed in RBD patients; note, how-

ever, that their performance was numerically in-between

that of comparisons and LBD patients. Previous case re-

ports in brain-damaged patients already reported deficits in

music emotion recognition associated to various lesions

sites (Gosselin et al., 2011, 2007; Griffiths et al., 2004), but no

clear association between the lesion site and the deficits has

been made. Hence, previous group studies have investigated

musical emotion recognition in brain-damaged patients, but

focusing up to now only on lesion locations in the mesio-

temporal area. The findings of Khalfa et al. (2007, 2008)

were in line with our results, notably with stronger impair-

ment of LBD patients than in RBD patients. Note however the

slightly different patterns across studies, with one study

showing deficit of the LBD patients for sadness and happi-

ness (Khalfa et al., 2008), but another for sadness and anger

(Khalfa et al., 2007), and here amore distributed deficit across

all emotions in LBD patients. In contrast, Jafari et al. (2017)

observed stronger impairment for RBD patients than LBD

patients with music material, in particular for sadness and

neutrality. Another group study on patients with temporal

lobe resection did not find any deficit in LBD and RBD pa-

tients in comparison to comparisons for valence and arousal

categorizations (Dellacherie et al., 2011). Altogether, the re-

striction of lesion location in the mesio-temporal area in

these studies restricted conclusions. Our study extends the

link between potential musical emotion perception deficits

and involved brain structures by investigating more various

lesion locations than previous studies. It also allows for a

comparison between left and right brain damage, with a

stronger deficit for emotion recognition associated to left

hemisphere damage. Beyond the laterality differences

observed here, there were no clear associations between the

pattern of musical emotion recognition performance and

individual lesion localizations (Table 2). For example, pa-

tients showing a deficit at the individual level in musical

emotion categorization had a lesion in either parietal, fron-

tal, or temporal cortex. One could argue that there were

slightly more LBD patients with a lesion to the insula

compared to RBD patients (10 vs 7 patients) that could have

influenced the musical emotion recognition results. How-

ever, there were no clear association between insula lesion

and individual deficit of musical emotion recognition as only

half of the LBD patients showing individual deficit also had

insula lesion, and only one RBD patient with insula lesion

had individual deficit.

Differences in the duration of the used musical mate-

rial might explain some of the differences observed be-

tween previous and our results. Previous studies

investigating musical emotions in brain-damaged patients

used shorter excerpts of music than we did. In most

studies, the stimuli lasted less than 10 s on average (5 s in

Dellacherie et al., 2011; 1.5 s in Jafari et al., 2017; 7 s in

Khalfa et al., 2008), which limits the number of acoustic

cues available to make a decision about the presented

emotion. Even though these stimuli might be long enough

for comparison participants to detect and identify an

emotion (Bigand et al., 2005), they might be too short for

patients to make the same judgement. As previously

shown in individuals with congenital amusia, the duration

of stimuli is essential to allow for extracting a sufficient

number of acoustic cues to determine the emotion (Pralus

et al., 2019). In the present study, we used musical ex-

cerpts of an average duration of 20 s aiming to put par-

ticipants in the best situation to recognize the emotion.

This could explain why we found no deficit in RBD pa-

tients. However, the deficit of musical emotion recognition

was still present in LBD patients. These results are similar

to Khalfa et al. (2007), who also used stimuli that lasted

20 s on average. Moreover, some studies used excerpts

played with just one instrument (piano or violin), which

could also explain the difference observed between their

results and ours (Jafari et al., 2017; Khalfa et al., 2008).

Here, we used orchestrated musical extracts to commu-

nicate stronger emotions with the use of ecologically valid

music, and avoid the potential confound of deficits in the

processing of specific timbres (see also Khalfa et al., 2007).

Deficits in musical emotion recognition in LBD patients

were not linked to facial emotion recognition deficits in the

present study. In contrast to previous studies on facial

emotion recognition after brain damage (Borod et al., 2002;

Charbonneau et al., 2003; Cheung et al., 2006; Harciarek et al.,

2006), no deficit was observed here for patients on the facial

task at the group level. Note however, that the facial task was
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easier than themusical task, as revealed by the higher scores

obtained by comparison participants. This suggests that the

Right Hemisphere Hypothesis previously supported by facial

material (Borod, Bloom, Brickman, Nakhutina, & Curko, 2002;

Charbonneau et al., 2003; Harciarek et al., 2006; Kucharska-

Pietura, Phillips, Gernand, & David, 2003; Tippett et al.,

2018) may be specific to facial material and not generalized

to all emotions recognition. These results with facial mate-

rial also confirmed that despite the depression scores below

the cut-off in some patients, they did not have a general

emotional deficit that could have influenced the results with

music material.

Three RBD patients had a brain damage in the basal

ganglia, which could have influenced the group results.

Another study on facial emotion recognition showed that

patients with localized basal ganglia damage performed

significantly worse in recognizing negative emotions than

comparisons (anger, disgust and fear) (Cheung, Lee, Yip, King,

& Li, 2006). However, at the group level, we did not observe any

difference between the three groups for facial emotion

recognition.

4.2. Links between musical emotion recognition and
music perception

Over the three participant groups, percentage of correct

categorization of musical emotions correlated positively

with the MBEA mean score. This was also the case for LBD

patients and comparisons, but not for RBD patients. LBD

patients had a lower MBEA mean score compared to com-

parisons. Moreover, when MBEA was considered in the

categorization scores analysis, we demonstrated that the

effect of MBEA was indeed significant, demonstrating a po-

tential effect of the deficit of musical perception in LBD

patients on musical emotion recognition results. These re-

sults of LBD patients are in agreement with a study on

congenital amusia (L�evêque et al., 2018) showing that

congenital amusic individuals (diagnosed by low MBEA

scores) were impaired in musical emotion categorization in

comparison to comparison participants. These findings

reveal that some of the participants could have a global

deficit in evaluating musical stimuli (S€ark€am€o et al., 2009;

Tillmann, Albouy, & Caclin, 2015). This might also reflect

deficits in more general cognitive abilities required by the

MBEA (S€ark€am€o et al., 2009, 2010). Indeed, three LBD pa-

tients had also a MMSE score below the cut-off which could

have influenced the MBEA results. However, this medium

cognitive deficit could not be the only cause of musical

emotion perception deficit as LBD patients were not

impaired for facial emotion perception.

Based on the present group-level results, we can argue that

cognitive and perceptual musical abilities are important for

explicitly recognizing musical emotions, as the LBD patients

showed decreased MBEA scores as well as deficits in musical

Fig. 5 e Percentages of correct categorization and intensity ratings of patients (RBD and LBD) from France and USA, with

music (A and B) and face (C and D) materials. No difference was observed between patients from France and USA with both

materials, confirming that selection of patients from both countries did not significantly influence the results. Error bars

indicate the standard error of the mean.
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emotion recognition. However other parameters must be

involved in recognizing musical emotions, as patients can

have acquired amusia without deficit in categorization of

musical emotions (see patient F11, also in Hirel et al., 2014) or

participants with congenital amusia can demonstrate pre-

served sensitivity to emotional music (Gosselin, Paquette, &

Peretz, 2015). The variety of profiles observed among the

present patient sample are in keeping with the hypothesis of

(at least partly) separate processes for music perception and

emotion (Peretz et al., 1998; Satoh et al., 2011; Stewart, von

Kriegstein, Warren, & Griffiths, 2006). Furthermore, we did

not observe any link between emotion intensity ratings and

perceptual musical abilities.

4.3. A deficit of valence processing in musical emotions
in RBD patients

For the musical materials, RBD patients did not show any

deficit on musical emotion recognition, but rated the

emotional intensity of music lower for sadness and fear than

for joy and serenity, in agreement with the valence hypoth-

esis. This pattern of ratings was not observed in the two

other groups (LBD patients and comparisons). Previous group

studies on mesio-temporal lobe damaged patients also pro-

vided data in line with the validity of the valence hypothesis

using a task of musical emotion recognition (Jafari et al.,

2017; Khalfa et al., 2007, 2008). The present results further

support this hypothesis based on patient groups with more

diverse lesion locations and on intensity ratings of musical

emotions.

4.4. Clinical interest of assessing musical emotions

In the present results, it is noteworthy that RBD patients did

not show any deficit in emotion categorization, whereas

they exhibited an abnormal pattern of intensity ratings of

musical emotions. This pattern suggests that conceptual

knowledge about emotion categories can persist even when

the intensity of emotions is abnormally perceived. Intensity

ratings may reflect more implicit representation of the

emotion and could be linked to what emotions the listener

really feels (Hirel et al., 2014; L�evêque et al., 2018). For

congenital amusic participants, this paradigm has revealed

a reverse pattern compared to the present study, with pre-

served implicit capacities to process musical emotions (i.e.,

with preserved intensity ratings), but impairments in the

classical explicit categorization test (L�evêque et al., 2018; see

also; Tillmann, Lalitte, Albouy, Caclin, & Bigand, 2016). In-

tensity ratings can be considered as an implicit investiga-

tion method as no verbal categorization of a given emotion

and only a weak internal representation of the stimulus is

necessary to provide a judgement. In the present study,

intensity ratings allowed revealing deficits in patients that

could not be detected with the recognition paradigm. Thus,

intensity ratings, in combination with explicit recognition

measures, could allow building a sensitive test to detect

possible emotion perception abnormalities in clinical set-

tings, even if a patient is unaware of this deficit (Stewart

et al., 2006; Tillmann et al., 2016). Moreover, this paradigm

reveals the distinction between cognitive intentional

process of emotion recognition, and the emotional experi-

ence of music in unilateral brain-damaged patients, as it

was already suggested in healthy participants and unilateral

brain-damaged patients with facial and vocal stimuli

(Abbott et al., 2013; Borod et al., 2002; Demaree et al., 2005).

5. Conclusion

The present study revealed two major patterns of potential

deficits in musical emotion processing after brain damage.

Our findings reveal a specific deficit for musical emotion

categorization in LBD patients, whereas intensity ratings

showed that right brain-damaged patients underrated nega-

tive valence emotions (compared to left brain-damaged pa-

tients and comparisons). Intensity rating data were thus

compatible with the valence hypothesis, and the overall data

pattern refines the distinction between the roles of the two

hemispheres: the right hemisphere seems to be important to

experience emotions, in particular negative emotions,

whereas the left hemisphere seems to be more strongly

involved in recognizing emotions at an explicit level. This

hemispheric differentiation extends beyond the mesio-

temporal structures of the brain, which were the focus in

previous musical emotion studies with brain-damaged

patients.
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L�evêque, Y., Teyssier, P., Bouchet, P., Bigand, E., Caclin, A., &
Tillmann, B. (2018). Musical emotions in congenital amusia:
Impaired recognition, but preserved emotional intensity.
Neuropsychology. https://doi.org/10.1037/neu0000461.

Li�egeois-Chauvel, C., B�enar, C., Krieg, J., Delb�e, C., Chauvel, P.,
Giusiano, B., et al. (2014). How functional coupling between
the auditory cortex and the amygdala induces musical
emotion: A single case study. Cortex; a Journal Devoted To the
Study of the Nervous System and Behavior, 60, 82e93. https://
doi.org/10.1016/j.cortex.2014.06.002.

Loonstra, A. S., Tarlow, A. R., & Sellers, A. H. (2001). COWAT
metanorms across age, education, and gender. Applied
Neuropsychology, 8(3), 161e166. https://doi.org/10.1207/
S15324826AN0803_5.

Nelson, H. E. (1976). A modified card sorting test sensitive to
frontal lobe defects. Cortex; a Journal Devoted To the Study of the

Nervous System and Behavior, 12(4), 313e324. https://doi.org/
10.1016/S0010-9452(76)80035-4.

Niedenthal, P. M. (2007). Embodying emotion. Science, 316(5827),
1002e1005. https://doi.org/10.1126/science.1136930.

Nijboer, T. C. W., & Jellema, T. (2012). Unequal impairment in the
recognition of positive and negative emotions after right
hemisphere lesions: A left hemisphere bias for happy faces.
Journal of Neuropsychology, 6(1), 79e93. https://doi.org/10.1111/
j.1748-6653.2011.02007.x.

Paquette, S., Takerkart, S., Saget, S., Peretz, I., & Belin, P. (2018).
Cross-classification of musical and vocal emotions in the
auditory cortex. Annals of the New York academy of sciences.
https://doi.org/10.1111/nyas.13666.

Peretz, I. (1990). Processing of local and global musical
information by unilateral brain-damaged patients. Brain: a
Journal of Neurology, 113(Pt 4), 1185e1205.

Peretz, I., Champod, A. S., & Hyde, K. (2003). Varieties of musical
disorders. The montreal Battery of evaluation of amusia.
Annals of the New York Academy of Sciences, 999, 58e75.

Peretz, I., Gagnon, L., & Bouchard, B. (1998). Music and emotion:
Perceptual determinants, immediacy, and isolation after brain
damage. Cognition, 68(2), 111e141. https://doi.org/10.1016/
S0010-0277(98)00043-2.

Pralus, A., Fornoni, L., Bouet, R., Gomot, M., Bhatara, A.,
Tillmann, B., et al. (2019). Emotional prosody in congenital amusia:
Impaired and spared processes (p. 107234). Neuropsychologia.
https://doi.org/10.1016/j.neuropsychologia.2019.107234.

Sackeim, H. A., Greenberg, M. S., Weiman, A. L., Gur, R. C.,
Hungerbuhler, J. P., & Geschwind, N. (1982). Hemispheric
asymmetry in the expression of positive and negative
emotions. Neurologic evidence. Archives of Neurology, 39(4),
210e218.

S€ark€am€o, T., Tervaniemi, M., Soinila, S., Autti, T.,
Silvennoinen, H. M., Laine, M., et al. (2009). Cognitive deficits
associated with acquired amusia after stroke: A
neuropsychological follow-up study. Neuropsychologia, 47(12),
2642e2651. https://doi.org/10.1016/
j.neuropsychologia.2009.05.015.

S€ark€am€o, T., Tervaniemi, M., Soinila, S., Autti, T.,
Silvennoinen, H. M., Laine, M., et al. (2010). Auditory and
cognitive deficits associated with acquired amusia after
stroke: A magnetoencephalography and neuropsychological
follow-up study. Plos One, 5(12). https://doi.org/10.1371/
journal.pone.0015157.

Satoh, M., Kato, N., Tabei, K.-I., Nakano, C., Abe, M., Fujita, R.,
et al. (2016). A case of musical anhedonia due to right
putaminal hemorrhage: A disconnection syndrome between
the auditory cortex and insula. Neurocase, 22(6), 518e525.
https://doi.org/10.1080/13554794.2016.1264609.

Satoh, M., Nakase, T., Nagata, K., & Tomimoto, H. (2011). Musical
anhedonia: Selective loss of emotional experience in listening
to music. Neurocase, 17(5), 410e417. https://doi.org/10.1080/
13554794.2010.532139.

Scherer, K. R. (2004). Which emotions can be induced by music?
What are the underlying mechanisms? And how can we
measure them? Journal of New Music Research, 33(3), 239e251.
https://doi.org/10.1080/0929821042000317822.

Stewart, L., von Kriegstein, K., Warren, J. D., & Griffiths, T. D.
(2006). Music and the brain: Disorders of musical listening.
Brain: a Journal of Neurology, 129(Pt 10), 2533e2553. https://
doi.org/10.1093/brain/awl171.

Tillmann, B., Albouy, P., & Caclin, A. (2015). Congenital amusias.
Handbook of Clinical Neurology, 129, 589e605. https://doi.org/
10.1016/B978-0-444-62630-1.00033-0.

Tillmann, B., Lalitte, P., Albouy, P., Caclin, A., & Bigand, E.
(2016). Discrimination of tonal and atonal music in
congenital amusia: The advantage of implicit tasks.

c o r t e x 1 3 0 ( 2 0 2 0 ) 7 8e9 392

139



Neuropsychologia, 85, 10e18. https://doi.org/10.1016/
j.neuropsychologia.2016.02.027.

Tillmann, B., Schulze, K., & Foxton, J. M. (2009). Congenital
amusia: A short-term memory deficit for non-verbal, but not
verbal sounds. Brain and Cognition, 71(3), 259e264. https://
doi.org/10.1016/j.bandc.2009.08.003.

Tippett, D. C., Godin, B. R., Oishi, K., Oishi, K., Davis, C., Gomez, Y.,
et al. (2018). Impaired recognition of emotional faces after
stroke involving right amygdala or insula. Seminars in Speech and
Language, 39(1), 87e100. https://doi.org/10.1055/s-0037-1608859.

Tsang, C. D., Trainor, L. J., Santesso, D. L., Tasker, S. L., &
Schmidt, L. A. (2001). Frontal EEG responses as a function of
affective musical features. Annals of the New York Academy of
Sciences, 930(1), 439e442. https://doi.org/10.1111/j.1749-
6632.2001.tb05764.x.

Yuvaraj, R., Murugappan, M., Norlinah, M. I., Sundaraj, K., &
Khairiyah, M. (2013). Review of emotion recognition in stroke
patients. Dementia and Geriatric Cognitive Disorders, 36(3e4),
179e196. https://doi.org/10.1159/000353440.

c o r t e x 1 3 0 ( 2 0 2 0 ) 7 8e9 3 93

140



Su
pp

le
m

en
ta

ry
 m

at
er

ia
l 

FR
E

N
C

H
 P

A
T

IE
N

T
S 

N
E

U
PS

Y
C

H
O

L
O

G
IC

A
L

 

T
E

ST
 

N
O

R
M

 C
U

T
-

O
FF

 

R
B

D
 P

A
T

IE
N

T
S 

(N
=1

1)
 

L
B

D
 P

A
T

IE
N

T
S 

(N
=1

0)
 

P-
V

A
LU

E
  

(G
R

O
U

P 
C

O
M

PA
R

IS
O

N
) 

R
B

D
 

PA
T

IE
N

T
S 

O
U

T
 O

F 
T

H
E

 

N
O

R
M

 

L
B

D
 

PA
T

IE
N

T
S 

O
U

T
 O

F 

T
H

E
 N

O
R

M
 

G
E

N
E

R
A

L 
 

C
O

G
N

IT
IV

E
 F

U
N

C
TI

O
N

N
IN

G
 

M
M

SE
* 

24
 

27
.8

 +
/-1

.8
3 

(2
5-

30
) 

27
.3

 +
/- 

3.
09

 

(2
3-

30
) 

0.
88

 
0 

3 

V
ER

BA
L 

A
B

IL
IT

IE
S 

Le
xi

ca
l f

lu
en

ci
es

* 
8.

09
 (<

65
 y

ea
rs

) 

5.
18

 (>
65

 y
ea

rs
) 

17
.1

 +
/-7

.8
1 

(3
-2

5)
 

16
.3

 +
/-7

.9
6 

(6
-2

8)
 

0.
97

 
2 

1 

 
C

at
eg

or
ic

al
 fl

ue
nc

ie
s*

 
20

.4
6 

(<
65

 y
ea

rs
) 

10
.0

8 
(>

65
 y

ea
rs

) 

25
 +

/-6
.4

7 

(2
0-

36
) 

26
.5

 +
/-7

.9
8 

(1
5-

35
) 

0.
62

 
1 

0 

 
Em

ot
io

na
l P

ro
so

dy
 (M

EC
) 

7 
(<

 6
4 

ye
ar

s)
 

5 
(>

 6
4 

ye
ar

s)
 

10
 +

/-2
.1

6 

(6
-1

2)
 

10
.8

 +
/-1

.8
1 

(7
-1

2)
 

0.
40

 

  

0 
0 

 
Li

ng
ui

sti
c 

Pr
os

od
y 

(M
EC

) 
4 

10
.1

 +
/-2

.3
 

(5
-1

2)
 

9.
9 

+/
-2

.3
8 

(5
-1

2)
 

0.
91

 
0 

0 

O
TH

E
R

S 
D

ep
re

ss
io

n 
sc

al
e*

 
7 

12
.6

 +
/-1

0.
11

 

(3
-3

1)
 

19
.3

 +
/-1

0.
23

 

(5
-3

5)
 

0.
20

 
6 

7 

Ta
bl

e 
S1

: N
eu

ro
ps

yc
ho

lo
gi

ca
l d

at
a 

fo
r F

re
nc

h 
pa

tie
nt

s. 
St

an
da

rd
 d

ev
ia

tio
ns

 a
re

 in
di

ca
te

d 
an

d 
m

in
im

um
-m

ax
im

um
 v

al
ue

s a
re

 in
di

ca
te

d 
in

 th
e 

pa
re

nt
he

se
s. 

G
ro

up
 c

om
pa

ri
so

n 
w

er
e 

do
ne

 M
an

n-
W

hi
tn

ey
 te

st
s. 

*M
is

si
ng

 d
at

a 
fo

r 
on

e 
RB

D
 p

at
ie

nt
. M

M
SE

: 
M

in
i-M

en
ta

l S
ta

te
 E

xa
m

in
at

io
n.

 M
EC

: 
M

on
tr

ea
l E

va
lu

at
io

n 
of

 C
om

m
un

ic
at

io
n,

 te
st

 fo
r 

th
e 

re
co

gn
iti

on
 o

f t
he

 e
m

ot
io

n 
co

nv
ey

ed
 b

y 
a 

na
rr

at
or

 in
 s

en
te

nc
es

 (e
m

ot
io

na
l p

ro
so

dy
) a

nd
 fo

r 
th

e 
re

co
gn

iti
on

 o
f q

ue
st

io
n 

or
 a

ffi
rm

at
io

n 
in

 a
 p

ro
no

un
ce

d 
se

nt
en

ce
 (l

in
gu

is
tic

 
pr

os
od

y)
.  

14
1



A
M

E
R

IC
A

N
 P

A
T

IE
N

T
S 

N
E

U
PS

Y
C

H
O

L
O

G
IC

A
L

 

T
E

ST
 

N
O

R
M

 C
U

T
-O

FF
 

R
B

D
 P

A
T

IE
N

T
S 

(N
=5

) 

L
B

D
 P

A
T

IE
N

T
S 

(N
=6

) 

P-
V

A
L

U
E

 

(G
R

O
U

P 

C
O

M
PA

R
IS

O
N

) 

R
B

D
 

PA
T

IE
N

T
S 

O
U

T
 O

F 
T

H
E

 

N
O

R
M

 

L
B

D
 

PA
T

IE
N

T
S 

O
U

T
 O

F 
T

H
E

 

N
O

R
M

 

G
E

N
E

R
A

L 
C

O
G

N
IT

IV
E

 

F
U

N
C

TI
O

N
N

IN
G

 

W
AI

S_
FS

IQ
 

10
0 

+/
-3

0 
10

1.
5 

+/
-1

8.
6 

(7
9-

12
7)

 
11

1.
8 

+/
-1

2.
4 

(9
9-

12
7)

 
0.

41
 

0 
0 

 
W

AI
S_

W
M

I 
10

0 
+/

-3
0 

98
.8

 +
/-2

1.
1 

(7
1-

11
9)

 
10

3 
+/

-4
.4

 (9
7-

10
8)

 
0.

93
 

0 
0 

 
W

AI
S_

PS
I 

10
0 

+/
-3

0 
10

6.
8 

+/
-2

2.
4 

(8
1-

14
6)

 
10

1.
4 

+/
14

.9
 (9

2-
12

7)
 

0.
79

 
0 

0 

 
W

CS
T_

PE
 

15
.1

5+
/-9

.6
8 

(<
 6

0)
 

14
.2

7 
+/

-8
.3

7 
(6

0-
69

) 

19
.5

4 
+/

-1
1.

06
 (>

 7
0)

 

13
.3

 +
/-1

2.
4 

(3
-3

7)
 

8.
4 

+/
-6

.7
 (4

-2
0)

 
0.

52
 

1 
0 

 
W

CS
T_

C
AT

 
4.

61
 +

/-1
.9

 (<
 6

0)
 

5.
13

 +
/-1

.4
3 

(6
0-

69
) 

4.
14

 +
/-1

.9
6 

(>
 7

0)
 

5.
5 

+/
-1

.2
 (3

-6
) 

6 
+/

-0
 

0.
71

 
0 

0 

V
ER

BA
L 

A
B

IL
IT

IE
S 

AV
LT

 
8.

7 
+/

-3
 (<

 6
0)

 

6.
8 

+/
-3

.7
 (6

0-
69

) 

5.
6 

+/
- 2

.6
 (>

 6
9)

 

10
.2

 +
/-3

.3
 (5

-1
4)

 
11

 +
/-2

.9
 (7

-1
4)

 
0.

71
 

1 
0 

 
BN

T 
56

.1
 +

/- 
9.

27
 

58
.2

 +
/-1

.9
 (5

5-
60

) 
55

.4
 +

/-4
.4

 (4
8-

59
) 

0.
23

 
0 

0 

 
C

O
W

A 
34

.2
4 

+/
-1

2.
48

 (<
60

) 

32
.3

1 
+/

-1
2.

7 
(6

0-
79

) 

39
.7

 +
/-8

.9
 (3

1-
56

) 
44

 +
/-1

1.
8 

(2
8-

57
) 

1 
0 

0 

Ta
bl

e 
S2

: 
N

eu
ro

ps
yc

ho
lo

gi
ca

l d
at

a 
fo

r 
Am

er
ic

an
 p

ar
tic

ip
an

ts
. S

ta
nd

ar
d 

de
vi

at
io

ns
 a

re
 in

di
ca

te
d 

an
d 

m
in

im
um

-m
ax

im
um

 v
al

ue
s 

ar
e 

in
di

ca
te

d 
in

 th
e 

pa
re

nt
he

se
s. 

G
ro

up
 

co
m

pa
ri

so
ns

 w
er

e d
on

e w
ith

 M
an

n 
W

hi
tn

ey
 te

st
s. 

W
AI

S:
 W

ec
hs

le
r A

du
lt 

In
te

lli
ge

nc
e S

ca
le

 fo
r f

ul
l-s

ca
le

 IQ
 (F

SI
Q

), 
w

or
ki

ng
 m

em
or

y (
W

M
I)

 a
nd

 p
ro

ce
ss

in
g 

sp
ee

d 
(P

SI
). 

W
C

ST
: 

W
is

co
ns

in
 C

ar
d 

So
rt

in
g 

Ta
sk

: 
pe

rs
ev

er
at

iv
e 

er
ro

rs
 (

PE
) 

an
d 

ca
te

go
ri

es
 c

om
pl

et
ed

 (
C

AT
). 

AV
LT

: 
 a

n 
au

di
to

ry
-v

er
ba

l 
le

ar
ni

ng
 t

es
t. 

BN
T:

 B
os

to
n 

N
am

in
g 

Te
st

. C
O

W
A:

 
C

on
tr

ol
le

d 
O

ra
l W

or
d 

As
so

ci
at

io
n.

 

14
2



Excerpt Composer Piece 

Serenity1 W. F. Bach Duet No. 4 for 2 Flutes in F Majeur Fk 57.II 
Lamentabile 

Serenity2 J. Brahms Concerto for Violin and Orchestra in D Major, Op 77, 
Second Movement: Adagio 

Serenity3 C. Franck Violin Sonata, 4th Movement: Allegretto Pocco 
Mosso 

Serenity4 J. Haydn Sinfonia Concdrtante in B-Flat Major, Hob. I105: II 
Andante 

Serenity5 R. Strauss Don Quixote, Finale (Sehr Ruhig) 

Serenity6 D. Scarlatti Keyboard sonata in A Major, K.208 (interpreted on 
the guitarre) 

Serenity7 A. Scarlatti Lamentazioni Per la Settimana Santa, Motets 

Serenity8 L. Beethoven Piano Sonata No 16 in G Major, Op 31. No.1 II. 
Adagio grazioso 

Serenity9 J. Haydn Flute Trio No. 6 in D Major Hob. IV-6, I. Adagio 
cantabile 

Serenity10 W. A. Mozart Synphony No. 24 in B-Flat Major, K. 182: II. 
Andantino Grazioso 

Anger/Fear1 F. Chopin Prelude Op. 28, no.22 

Anger/Fear2 G. Holst Les planètes: Mars 

Anger/Fear3 F. Liszt Poème symphonique no.2 (Tasso Lamento & 
Triomfo) 

Anger/Fear4 R. Strauss Tod and Verklarung 

Anger/Fear5 JF Rebel Les éléments 

Anger/Fear6 A. Schoenberg  Erwartung, Op 17, Scene IV 

Anger/Fear7 D. Shostakovitch  Trio 2, I. Andante: Moderato 

Anger/Fear8 F. Liszt Totentanz. 

Anger/Fear9 P.I. Tchaïkovski Symphony Pathétique, 1st movement 

Anger/Fear10 R. Strauss Don Quixote, op. 35 

Joy1 W. F. Bach Bach: Duet No. 6 for 2 Flutes in G Major, FK 69, I 
Allegro ma non troppo 

Joy2 L v. Beethoven Piano Sonata No. 32 in C Minor, Op. 111: II Arietta 

Joy3 L v. Beethoven Symphony No. 7, In A Major, Op 92: I Poco 
Sostenuto Vivace 

Joy4 J. Brahms Trio pour Piano, Violon et cor in E-Flat Major, op 40: 
Scherzo 
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Joy5 F. Liszt Poême symphonique "Les préludes" 

Joy6 F. Mendelssohn Symphony No. 4 in A Major, Op 90 Italian, I. Allegro 
Vivace 

Joy7 J. S. Bach French Suite No. 6, BWV 820 

Joy8 I. Stravinsky Petrouchka- Scene 1: First Tableau 

Joy9 J. S. Bach Brandenburg Concerto No. 3 in G Major BWV 1048, 
II. Allegro 

Joy10 F. Liszt Konzert fuer Klavier und Orchester, Nr. 1 Es-Dur 
III.Allegro 

Sadness1 P.I. Tchaïkovski Symphony Pathétique, 1st movement 

Sadness2 G. Mahler Symphony No8 in E-flat, part 2, final scene from 
Goethe's Faust 

Sadness3 W. A. Mozart Dissonance Quartet in C Major Adagio 

Sadness4 P.I. Tchaïkovski Symphony Pathétique, 4th movement 

Sadness5 S. Rachmaninov Piano Concerto no. 3 in D Minor, Op 30 II. 
Intermezzo  

Sadness6 D. Shostakovitch  Symphony 15, Adagio 

Sadness7 D. Shostakovitch  Trio No. 2 in E Minor , III Largo 

Sadness8 P.I. Tchaïkovski 5th symphony, 1st mouvement 

Sadness9 P.I. Tchaïkovski Symphony, No. 5 in E Minor, Op 64, Andate 
Cantabile 

Sadness10 R. Wagner Tristan, Act 3, Prelude 

Table S3: Musical excerpts selected from the Western classical repertoire. All excerpts were orchestrated 
instrumental stimuli, without voice, lasted 20 seconds, and were aimed to be representative of four emotions in 
real recordings. In this selection of stimuli, ten excerpts related to joy, ten to sadness, ten to fear/, ten to serenity. 
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Part 2: Boosting non-verbal 

auditory processing: a new 

training strategy 

  

145



VI. Rehabilitation in patients with cochlear implants. 

A. Objectives 

Non-verbal auditory perception can be altered in the case of peripheral hearing loss. As we have seen in 

part one-II-C, hearing loss can be partially restored by one or two cochlear implant(s). However, 

auditory perception in CI users remains particularly impaired for non-verbal auditory cues. Several 

studies have reported hearing-in-noise difficulties in CI users but also music perception and emotional 

prosody recognition deficits. In Study 4, we aimed to design a new short assessment tool to test 

specifically some aspects of non-verbal auditory perception in CI users and normal-hearing (NH) 

participants with full and vocoded sounds. This testing battery will give a rapid overview of non-verbal 

abilities in an individual and will help for further research thanks to its implementation on touch tablet. 

To design this battery, we used in part previous tasks already tested on congenital amusics as they also 

have a pitch-related deficit. 

Moreover, we saw that multisensory integration can be enhanced following a sensory loss. This is why, 

we could suggest that audiovisual integration could be particularly efficient in CI users. In prevision for 

the design of a new rehabilitation program for CI users (Study 5), we wanted to test whether visual cues 

could improve pitch processing for CI users as well as NH processing of full and vocoded signals. To 

do so, we used both informative and non-informative visual cues in three non-verbal auditory tasks of 

the testing battery. 

Based on the results of Study 4, a new rehabilitation program for non-verbal auditory cognition was 

designed in Study 5. We focused the learning strategy on audiovisual interaction to benefit from 

multisensory integration. Indeed, Study 4 demonstrated that audiovisual interaction could enhance 

perception in NH participants but even more so in CI users. To better characterize the brain networks 

involved in the learning during the multisensory training, we recorded magnetoencephalography in 

control participants. As pitch perception and pitch memory are known to involve fronto-temporal 

cortical networks, we targeted these regions during our recordings. Here, we present the design of the 
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experiment as well as preliminary results on three control participants for behavioral tasks only. Due to 

the sanitary conditions in France, all experiments had to be stopped and delayed our recordings. 

 

A. Study 4: Rapid assessment of non-verbal auditory perception in 

normal-hearing participants and cochlear implant users 
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A battery of five listening tests was used to assess non-verbal auditory perception  24

CI users show deficits in pitch discrimination, emotional prosody, and streaming 25

Similar deficits are observed in NH listeners with vocoded sounds  26

Visual cues can enhance CI users’ performance in pitch perception tasks27
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29

Abstract 30

Objectives. As a multi-faceted ability, auditory cognition includes speech processing, music 31

processing, and auditory scene analysis. In case of profound hearing loss, cochlear implants 32

(CI) allow for the restoration of hearing. Despite CI’s advantages for speech perception, CI 33

users often experience difficulties for hearing speech in noise, understanding prosody, and 34

music perception. Design. Aiming to better characterize non-verbal auditory perception in CI 35

users, we developed a new short battery with five listening tests, each assessing a specific 36

component of non-verbal auditory perception, including pitch processing. These five tests 37

measured pitch change detection, pitch direction identification, pitch short-term memory, 38

auditory stream segregation, and emotional prosody recognition with related intensity ratings. 39

As pitch processing can be improved with visual cues, the three pitch tests were implemented 40

with and without visual cues. We tested 10 Normal-Hearing (NH) participants with original and 41

vocoded sounds, and 10 post-lingually deaf CI users. Results. With vocoded sounds, NH 42

participants had reduced emotion recognition and pitch perception (in comparison to original 43

signals), in particular in the pitch change detection task. CI users performed less well than NH44

participants with original sounds, in particular, for emotion recognition and pitch change45

detection, and their performance level were similar to NH participants with vocoded sounds. In 46

addition, CI users showed decreased streaming capacity compared to NH participants. For pitch 47

change detection, CI users benefited from uninformative visual cues, leading to enhanced 48

performance in comparison to auditory information only. Conclusions. Overall, this battery 49

allows for a rapid detection of non-verbal auditory perception deficits, using the same kind of 50

stimuli for all pitch tests with frequency roving. This battery can be used in CI users, and in NH 51

participants with normal and vocoded sounds. The current findings also open new perspectives 52
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for the training of pitch perception with visual cues, in particular for populations with reduced 53

hearing capacities. 54

Keywords: hearing loss, pitch perception, auditory scene analysis, prosody, audiovisual 55

integration56
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1. Introduction 58

Auditory cognition contributes to perceive our environment and to react properly to external 59

stimuli. Communication via language is essential, but non-verbal auditory cognition also plays 60

a primary role for the understanding of perceived stimuli, including prosody. Indeed, in speech 61

communication, prosody perception is essential to understand the intentions and emotions of 62

the speaker (Lolli et al., 2015). Moreover, non-verbal auditory abilities allow detecting auditory 63

signals in noise as well as better perceiving and analyzing the auditory scene (Bregman, 1994).64

Music perception also relies on our abilities to process and determine melody and harmony in 65

the non-verbal auditory signal  (McAdams, 1989).66

Non-verbal auditory perception can be altered in the case of peripheral hearing loss 67

(Pattisapu et al., 2020; Sharma et al., 2020; Torppa & Huotilainen, 2019). When hearing loss is 68

profound, one or two cochlear implants can partially restore hearing capacities. However, 69

auditory perception in cochlear implants (CI) users can remain impaired due to a limited sound 70

frequency discrimination by the implant (Glennon et al., 2020; Lehmann & Paquette, 2015).71

Indeed, technical constraints of an implant does not allow for a fine-grained decomposition of 72

the auditory signal, compared to the decomposition of a healthy cochlea (McDermott, 2004).73

As a result, CI users still have difficulties for hearing speech in noise, understanding prosody,74

and music perception, even though there is a high demand of post-lingually deafened CI users 75

to be able to enjoy music again. These non-verbal auditory perception difficulties are assumed 76

to be related to a pitch perception deficit, resulting from the degraded auditory input. To 77

simulate this pitch perception deficit in normal-hearing (NH) listeners, a signal-processing tool78

referred to as “vocoder” was used (e.g., Loizou, 2006). Similarly to the CI, vocoders filter the 79

sounds in frequency bands and extract the temporal envelope of the sound (Oxenham, 2008).80
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Consequently, pitch discrimination thresholds measured in NH participants with vocoded81

sounds are larger than NH with original sounds, showing similar pitch deficits as CI users 82

(Loizou, 2006; McDermott, 2004; Oxenham, 2008). Here we aim to assess, within a short 83

testing battery, the pattern of non-verbal auditory perception deficits in CI users as well as NH 84

participants with or without vocoded sounds. We thus review below the documented deficits of 85

non-verbal auditory perception in CI users.86

1.1. Music perception 87

Pitch perception has a key role in music processing: pitch discrimination allowing to process 88

frequency differences is essential to perceive the melody and the harmony of music (Marozeau 89

et al., 2013; Oxenham, 2008). In CI users, deficits of music processing affect multiple 90

dimensions. Musical features relating to pitch, such as timbre and harmonicity, are less well 91

perceived by CI users than NH listeners (Hopyan et al., 2016; Petersen et al., 2020; Sharp et al., 92

2018). Musical time processing was first thought to be relatively preserved in CI (Jiam & Limb, 93

2019; Spangmose et al., 2019). However, when using complex musical tasks (with pitch 94

variations, not only sequences of beeps), CI users do not perform as well on beat recognition 95

and entrainment (Jiam & Limb, 2019). This result is in link with a reduced mismatch negativity 96

response in CI users with rhythm deviants (Timm et al., 2014).97

These deficits contribute to a general depreciation of music and a decreased quality of music 98

listening in CI users (Riley et al., 2018), with a correlation between pitch perception abilities 99

and music appreciation (Zhou et al., 2019). Regarding musical emotions, CI users showed a 100

deficit for recognition compared to NH listeners, especially for sadness (Ambert-Dahan et al., 101

2015; Hopyan et al., 2016; Shirvani et al., 2014, 2016) or fear stimuli (Paquette et al., 2018).102

Some studies showed different arousal scores, but similar valence scores in CI users compared 103

to NH listeners (Ambert-Dahan et al., 2015; Lehmann & Paquette, 2015) suggesting that the104

musical emotion processing deficit would not be a general deficit of music perception. Despite 105
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these limitations, some CI users still enjoy music, and have great demands to enhance this 106

pleasure of music listening (Fuller et al., 2019). Overall, these results suggest that musical 107

emotion recognition is possible in CI, but depends on many features of the implantation as well 108

as of the patient him/herself (Giannantonio et al., 2015). Music processing and appreciation are 109

very variable among CI users. For example, some studies suggest that CI users might have 110

implicit processing of pitch that could help them to enjoy music (Tillmann et al., 2019). In111

addition, music processing and appreciation might depend on the time of deafness and 112

implantation. For instance, post-lingually deafened and implanted patients complain more 113

about music depreciation compared to early-deafened late implanted patients or prelingually 114

implanted children (Fuller et al., 2019).115

Overall, studies of music perception report that music appreciation remains poor in CI users. 116

Even if it depends on previous musical knowledge, music perception, especially related to pitch,117

could possibly still be improved in CI despite the technical limitations.118

1.2. Prosody perception 119

Even though speech in silent environments is quite well perceived by CI users, the pitch deficit 120

is still limiting their non-verbal auditory perception in speech signals. For intentional prosody, 121

CI users have demonstrated poor perception abilities (Lo et al., 2015; Peng et al., 2008) as well 122

as a deficit for production (Peng et al., 2008). This deficit was associated with difficulties to 123

perceive word and sentence stress (Torppa et al., 2014). For emotional prosody, CI users have 124

deficits when visual cues are unavailable (Pak & Katz, 2019; Paquette et al., 2018). These 125

difficulties are reflected by a change of brain reaction to emotional prosody with a decreased 126

N1-P2 (Deroche et al., 2019). However, it seems that this deficit could be partially compensated 127

with enhanced musical exposure and training (Good et al., 2017).128
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1.3. Auditory scene perception 129

Even when speech comprehension in a quiet environment is quite effective, CI users still 130

experience difficulties to hear and understand speech in noise (Bugannim et al., 2019; Choi et 131

al., 2017; Hong & Turner, 2006). Nevertheless, research investigating speech-in-noise 132

perception has shown that CI is helpful for enhancing speech perception in noisy situation 133

(Döge et al., 2017). Even for single-sided deaf patients, the use of CI increased performance in 134

speech perception in noise compared to without CI (Hoth et al., 2016). The benefit was also 135

visible in patients with bilateral hearing loss: bilateral CIs were more efficient compared to 136

patients with bimodal fitting (one CI and one hearing aid) (Choi et al., 2017). However, despite 137

those improvements of hearing in noise with a CI, speech in noise perception or hearing in noise 138

is still very limited (Bugannim et al., 2019; Choi et al., 2017; Hong & Turner, 2006).139

As poor verbal working memory and lexical ability can limit speech perception in noise 140

(Kaandorp et al., 2017), tasks without speech were designed to better assess specific difficulties 141

for hearing in noise such as the Music-in-noise task developed in NH participants and musicians142

(Coffey et al., 2019). Hearing-in-noise perception mostly relies on the ability of the listener to 143

separate auditory sources and focus on the relevant source. Streaming segregation tasks,144

initially developed for NH users, allow determining how well listeners can discriminate two 145

auditory sources (Van Noorden, 1975). This segregation of auditory sources relies of the ability 146

of the participant to spectrally separate these two sources (Nie & Nelson, 2015). Testing NH 147

participants with vocoded sounds revealed that when the F0 discrimination gets poorer, the 148

segregation between two simultaneous sounds gets very difficult (Gaudrain et al., 2008; 149

Oxenham, 2008), suggesting that this task could be a good index of CI users difficulties. Several 150

studies investigating stream segregation in CI users revealed that CI users have increased 151

perception of one stream and seem to not experience automatic stream segregation (Böckmann-152

Barthel et al., 2014; Cooper & Roberts, 2007, 2009; Hong & Turner, 2006, 2009). Moreover,153
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CI users’ performance is even worse when background information is fluctuating (Oxenham, 154

2008). Overall, hearing-in-noise capacities of CI users remain a great challenge that needs to155

be addressed. Stream segregation tasks appear as an efficient mean to determine hearing in 156

noise capacities in CI users, especially regarding the relevant pitch discrimination capacities 157

(Marozeau et al., 2013).158

1.4. Enhancing pitch perception with visual information 159

Non-verbal auditory perception is still a great challenge for CI users and several studies 160

have been conducted in order to improve this perception. It was suggested that cerebral 161

plasticity could be induced in CI users (pre- and post-lingually) after the implantation (Glennon 162

et al., 2020; Rouger et al., 2012; StreInikov, Marx, et al., 2015). This central plasticity could be 163

one of the major factors explaining the various levels of benefits experienced after implantation.164

However, the neural mechanisms of this plasticity are still unclear. It appears, however, that 165

cross-modal plasticity in CI users could help to enhance their auditory capacities if correctly 166

directed (Glennon et al., 2020; Strelnikov et al., 2013).167

Indeed, to perceive environmental stimuli, multisensory interactions are essential. For 168

instance, the McGurk effect shows that the integration of visual and auditory information is 169

essential for speech perception (McGurk & MacDonald, 1976). Several studies have shown the 170

benefit of multisensory integration for perception rehabilitation (Frassinetti et al., 2005; Grasso 171

et al., 2016; Passamonti et al., 2009). Some findings suggest that multisensory integration is172

stronger when one of the sensory modalities is deficient. For example, in participants with 173

reduced visual acuity, audiovisual interactions allowed improving their visual detection 174

threshold beyond their visual-only performance, which was not observed in control participants175

(Caclin et al., 2011). Similarly in participants with a pitch processing deficit, such as congenital 176

amusia, visual stimulations helped them to improve performance in an auditory pitch task177

(Albouy, Lévêque, et al., 2015). Numerous studies have investigated audiovisual integration in 178
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CI users: First results using speech stimuli and faces showed enhanced auditory capacities in 179

CI users thanks to audiovisual integration (Rouger et al., 2007, 2008; StreInikov, Rouger, et al., 180

2015; Strelnikov et al., 2009). This audiovisual enhancement is increased in CI users compared 181

to NH participants for all types of speech, even foreign-accented speech (Waddington et al., 182

2020). One study on non-linguistic speech processing, using voice gender identification, 183

suggests that CI users are influenced more strongly by visual information than are NH184

participants, even for tasks not directly related to speech comprehension (Barone et al., 2016).185

1.5. Rationale for the present testing battery 186

We designed a new short assessment to test specifically some aspects of non-verbal auditory 187

perception in NH and CI users. This battery aimed to provide a rapid overview of non-verbal 188

auditory capacities in an individual and to be used for further auditory perception research on 189

CI users in particular, thanks to a quick assessment on touch tablet. It measures non-verbal 190

auditory perception capacities with five tests : 1) pitch change detection (based on Albouy,191

Lévêque, et al., 2015), 2) pitch direction identification (based on Pralus, Lévêque, et al., 2019),192

3) short-term memory for pitch (based on Tillmann et al., 2009),  4) stream segregation (based 193

on Grimault et al., 2002) , and 5) emotional prosody (based on Pralus, Fornoni, et al., 2019).194

Most of these tasks were selected on the basis of previous research investigating pitch 195

processing in congenital amusia. Congenital amusia is a deficit in music perception and 196

production, that is associated to pitch perception (review in Tillmann et al., 2015) and pitch 197

memory deficits (Albouy et al., 2013, 2016; Graves et al., 2019; Tillmann et al., 2009; Tillmann, 198

Lévêque, et al., 2016). These deficits have been traced down to an impaired fronto-temporal 199

network involved in particular in pitch encoding (Albouy et al., 2013, 2019; Albouy, Lévêque 200

et al. 2015). Deficits in pitch change detection (Hyde & Peretz, 2004), pitch direction 201

identification (Loui et al., 2008; Williamson & Stewart, 2010), and pitch short-term memory 202

tasks (Albouy et al., 2013; Graves et al., 2019; Tillmann, Lévêque, et al., 2016) are hallmarks 203
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of the condition of congenital amusia, and we thus selected these three tasks as candidates to 204

uncover the functioning of the combination of the peripheral auditory system and the cortical 205

fronto-temporal network involved in pitch-related auditory cognition. Some research has shown 206

that congenital amusia also affects speech perception, in particular intonation and emotion 207

processing, leading to difficulties for non-verbal auditory cognition (Lima et al., 2016; Lolli et 208

al., 2015; Patel et al., 2008; Pralus, Fornoni et al., 2019; Thompson et al., 2012). Based on prior 209

research with CI users on pitch and music processing, as well as on prosody and auditory scene 210

analysis, we expected to observe deficits in CI users for all five tasks of the battery.211

Finally, we also tested whether visual cues could improve pitch processing for CI users as 212

well as NH processing of full and vocoded signals. We used informative and non-informative 213

visual cues in non-verbal pitch perception and memory tasks (pitch change detection, pitch 214

direction identification, and short-term memory) to test the potential usefulness of multisensory215

integration in these two populations. We hypothesized that CI users would have more 216

difficulties than NH in general but could benefit from the visual cues more strongly than do217

NH, even than NH in vocoded conditions.218
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2. Material and methods 219

2.1.Participants 220

Ten cochlear implant users and ten normal-hearing participants were recruited (Table 1). All 221

control participants had normal hearing (hearing loss inferior to 20 dB at octave frequencies 222

from 500 to 4000 Hz in both ears, in accordance with BIAP Recommendation 02/1: 223

Audiometric Classification of Hearing Impairments). There were six unilateral CI users with 224

hearing-aids on the contralateral ear, and 4 bilateral CI users, all implanted after post-lingual 225

deafness. We chose CI users with one year or more of implantation to have only CI users in 226

post-implantation chronic phase. All participants (CI users and NH) were selected to have no 227

psychiatric or neuropsychological disorders. Control participants were selected for their good-228

hearing capacities rather than their age, leading to age differences between the groups (see for 229

example Barone et al., 2016; Butera et al., 2018; Spangmose et al., 2019 for a similar 230

procedure). Study procedures were approved by an ethics committee (randomly selected at the 231

national level, CPP Ile de France VI, ID RCD 2018-A02670-55), NH participants were paid,232

and CI users were compensated for their participation after having given their written informed 233

consent.234

2.2. Testing battery: Material and procedure 235

The battery was composed of five subtests: Pitch Change Detection (PCD), pitch Direction 236

Change Identification (DCI), pitch Short-Term Memory (STM), Auditory Stream segregation 237

(AS), Emotion recognition (EMO). All tests were implemented to run on an iPad touch tablet, 238

allowing participants to answer by touching large buttons presented on the screen. 239

For PCD, DCI, and STM tasks, the same stimuli were used, with a roving of frequency across 240

trials. They were synthetic harmonic tones (twelve harmonics), equalized in Root Mean Square 241

(RMS) amplitude, each lasting 500 ms and presented with a within-sequence Inter-Stimulus-242

Interval (ISI) of 100 ms. Stimuli in AS were based on the same harmonic tones but with a 243
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duration of 100 ms. On half of the trials in PCD, DCI and STM tasks, visual cues were 244

presented. They were composed of white disks with a diameter of 2 cm (100 px) on a black 245

screen. For the experiment with NH participants, we also used vocoded sounds with 16, 8 and 246

4 channels (see below for details). The experiment took place in a quiet room. The participant 247

was seated in front of the tablet with two loudspeakers (Logitech Z200) at 70 centimeters of 248

distance from the participant’s head, with 40 centimeters between each speaker. We set the 249

volume at 55dB SPL for NH participants and adjusted to a comfortable listening level for CI 250

users.251

Each participant performed the five subtests in a random order, with each test presenting the 252

stimuli in pseudo-random order, with no more than two repetitions of the same type of stimulus253

in a row. For NH participants, the order of sound type (normal, vocoded 4 channels, vocoded 8 254

channels, vocoded 16 channels) was also randomized, all five tests for one sound type were 255

presented in a row, in the same order for each sound types. Before each subtest, participants 256

received an oral explanation of the corresponding task with a written support for CI users and257

performed a small training to ensure they understood the task.  The entire session lasted about 258

30 minutes for CI users and two hours for NH participants.259

Pitch Change Detection (PCD) test 260

In one trial, participants were presented with a sequence of five isochronous tones, all identical 261

(standard tone) except the fourth tone that could differ in frequency (adapted from Hyde & 262

Peretz, 2004, and Albouy et al., 2015). Standard frequencies were 165, 196, 262 or 392Hz.263

Deviant frequencies were between 131 and 494 Hz, with changes relative to the standard tone 264

being between 1/16, 1/8, ¼, ½, 1, or 2 tones, either up or down compared to the standard. 64 265

sequences were constructed with five notes. There were 16 identical trials (four trials per each 266

standard) and 48 different trials (twelve trials per each standard, that is one trial per deviant 267

size, up and down). Non-informative visual cues were presented on half of the trials in addition 268
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to the tones (as in Albouy et al. (2015)). Five circles appeared sequentially from left to right, 269

synchronously with the tones. They were always positioned at the center of the vertical axis on270

the screen (see Figure 1), and hence were not informative as far as the pitch of the tone was 271

concerned but gave information regarding the onset of the sound. Participants had to determine 272

if the fourth tone of the sequence was the same as or different from the other tones. After the 273

end of the sequence, participants had unlimited time to give their answer by tapping on either 274

the “Same” or the “Different” button. After having given their answer, the next trial was played 275

automatically after an average delay of 1000ms (700-1300ms).276

Pitch Direction Change Identification (DCI) test 277

Participants were presented with two tones at two different frequencies. Fundamental 278

frequencies of the tones were comprised between 123 and 523 Hz. Steps between the two tones279

could be of 0.5, 1, 1.5, 2, 2.5, 3, or 3.5 tones. 56 sequences were constructed with two different 280

tones, 28 “up” sequences, that is the second tone being higher in pitch than the first one, 28 281

“down” sequences, that is the second tone being lower in pitch than the first one. Informative 282

visual cues were presented on half of the trials in addition to the tones. Two circles connected 283

by a white bar were appearing consecutively and simultaneously with the onset of each tone.284

Circles vertical positions were centered on average on the two tones (to be at the center of the 285

screen) and were calculated according the frequency of the corresponding tone, the higher the 286

frequency, the higher the circle on the screen. In contrast to PCD, visual cues were thus fully 287

informative for pitch height (see Figure 1), but as they were only present in half of the trials, 288

participants were asked to base their judgements on their auditory perception. These visual cues 289

aimed to reinforce the association between visual height and pitch (Pralus, Lévêque et al., 290

2019), an effect we plan to exploit in future training experiments. Participants had to determine 291

if the second tone was higher in pitch (Up) or lower (Down) than the first tone. After the end 292

of the second tone, participants had unlimited time to give their answer by tapping on either the293
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“Up” or the “Down” button. After having given their answer, the next trial was played 294

automatically after an average delay of 1000ms (700-1300ms).295

Pitch Short-Term Memory (STM) test 296

Participants were presented with two melodies of four tones (S1 and S2), with S2 being either 297

identical or different from S1 (adapted from Tillmann et al., 2009; and Hirel et al., 2017).298

Fundamental frequencies of the tones were comprised between 262 and 440 Hz (corresponding 299

to notes between C4 and A4). 32 melodies were constructed with four tones, each melody thus 300

lasted 2300 ms. In total, there were 16 identical and 16 different trials. For different trials, 301

changes of one tone could occur on the second or third tone. Changes could be of 1.5, 2, 2.5, 302

3.5, or 4.5 tones, all entailing a change of contour. The delay between the two melodies of a303

trial was 1000ms. Informative visual cues were presented on half of the trials in addition to the 304

tones, they were presented during S1 and the delay between S1 and S2. Circles were connected 305

by white bars, appearing consecutively and simultaneously with the onset of each tone of the 306

first sequence. Circles’ vertical positions were centered on average over the four tones, each 307

vertical circle position was calculated according the frequency of the corresponding tone, the 308

higher the frequency, the higher the circle would be on the screen (see Figure 1). Participants 309

had to determine if the second melody was the same or different from the first melody. After 310

the end of the second melody, participants had unlimited time to give their answer by tapping 311

on “Same” or “Different” button. After giving their answer, the next trial was played 312

automatically after an average delay of 1000ms (700-1300ms).313

Auditory Stream segregation (AS) test 314

A sequence was constructed on the model ABA (with A being the standard tone, and B a tone 315

with a varying frequency, both lasting 100 ms). The ISI between A and B was 20ms, the interval 316

between two ABA triplets was 140ms (Grimault et al., 2002; Van Noorden, 1975). Five triplets 317

were repeated for each frequency of B. Fundamental frequency of A was 196 Hz, B was either 318
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196, 247, 294, 440, 659 or 988 Hz (i.e., ranging from 0 to 28 semitones with respect to 196 Hz). 319

The sequence started with a fundamental frequency of B at 440, going down to 196 Hz, then 320

up to 988 Hz, and down again to 196 Hz. This up-and-down pattern was repeated five times,321

terminating with B having a frequency of 294 Hz. In total, the AS sequence lasted 322

approximately 2.5 minutes. During the sequence, participants had to tell if they hear one or two 323

flux. They gave their answer by tapping on either the “1 flux” or the “2 flux” button. Once one 324

button was selected, it remained selected until the participant changed his/her answer (the 325

selected button stayed highlighted). Participants could respond as many times as they wanted 326

during the sequence.327

Emotion recognition (EMO) test 328

Twenty sentences were taken from Pralus, Fornoni et al. (2019, Experiment 1). These sentences 329

were semantically neutral in French: “J’espère qu’il va m’appeler bientôt” (“I hope he will call 330

me soon”), and “L’avion est presque plein” (“The plane is almost full”). These sentences were 331

uttered with different emotions by male and female actors. For each emotion (joy, neutral, 332

sadness, anger, fear), four sentences were used, half pronounced by a male voice and half by a 333

female voice. Stimuli lasted on average 1470ms (+/- 278ms) and were equalized in RMS334

amplitude. In each trial, participants listened to a stimulus and were asked to select the 335

recognized emotion from five options (joy, neutral, sadness, anger, fear). After having given 336

their response, they were asked to rate the intensity of the selected emotion from 1 (not intense) 337

to 5 (very intense), except for stimuli judged as neutral (as in Pralus, Fornoni et al. (2019)).338

They had unlimited time to give their answer. After the intensity rating response, the following 339

stimulus was played automatically after an average delay of 1000ms (700-1300ms).340

Vocoded sounds 341

Three vocoded conditions simulating cochlear implants with different numbers of channels 342

were created, using MatLab R2016a (Mathworks, Inc). For the complete vocoding procedure, 343

163



see Massida et al. (2011) and  Rouger et al. (2007). All sounds presented in the battery were 344

analyzed through 4, 8, or 16 frequency bands, by using sixth-order IIR elliptical analysis filters.345

We extracted the temporal envelope by half-wave rectification for each of these frequency 346

bands. The envelope was smoothed with a 500 Hz low-pass third order IIR elliptical filter. We 347

used this extracted envelope to modulate a white noise given by a generator. The obtained signal 348

was filtered with the same filters used previously for the frequency bands. We recombined 349

additively the signals from each frequency band and adjusted the acoustic level obtained to 350

match the original sound level based on RMS.351

2.3. Data analysis 352

We analyzed the data with Bayesian mixed repeated-measures analyses of variance (ANOVA),353

as implemented in the software JASP (Wagenmakers et al., 2017). In a first set of analyses, we 354

investigated the effect of vocoding in NH participants’ data with Sound Type as a within-subject 355

factor, with 4 levels (Non-vocoded, Vocoded with 4, 8, or 16 channels). Other relevant factors 356

depending on the task are detailed below. In the second set of analyses, we compared groups357

(NH control data for non-vocoded sounds vs. CI), hence the between-participants factor Group 358

was included for all tasks. We report Bayes Factor (BF) as a relative measure of evidence. To 359

interpret the strength of evidence (according to Lee & Wagenmakers, 2014), we considered a 360

BF under three as weak evidence, a BF between three and 10 as positive evidence, a BF between 361

10 and 100 as strong evidence and a BF higher than 100 as a decisive evidence. BF10 indicates 362

the evidence of H1 (a given model) compared to H0 (the null model), and BFinclusion indicates 363

the evidence of one effect over all models. As no post-hoc tests with correction for multiple 364

comparison have as yet been developed for Bayesian statistics (Wagenmakers et al., 2017, 365

2018), we used t-tests with Holm-Bonferroni correction for multiple comparisons.366

For PCD, DCI, and STM tests, we analyzed the percentage of correct responses with Modality 367

(auditory or audiovisual) as a within-participant factor and the factor Sound Type or Group (as 368
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described above). For PCD (different trials only) and DCI, we ran an additional analysis 369

including the factor of Difficulty (different change sizes). For STM, we also analyzed the 370

percentage of Hits (correct responses for different trials) minus the percentage of False Alarms371

(incorrect responses for same trials) to correct for potential response bias.372

For the AS test, we analyzed first, the total time spent in the perception of one or two flux (thus 373

excluding the time needed to give the first answer), and second, the mean frequency 374

corresponding to changes in the number of flux perceived, with Sound Type or Group as factor.375

For the EMO test, we analyzed percentages of correct responses and intensity ratings with 376

Emotion (joy, sadness, anger, fear or neutral) as a within-participant factor and the factor Sound377

Type or Group. Note that for intensity ratings, the emotion factor had only four levels as neutral 378

stimuli were not rated for intensity. We analyzed only intensity ratings for trials with correctly 379

recognized emotions (as in Pralus, Fornoni et al., 2019). Confusion matrices were calculated 380

based on the percentage of responses given on each type of emotion, compared to the expected 381

emotion.382

To uncover the potential links between the five subtests and to understand how they can be used 383

to better characterize the non-verbal auditory perception capacities of the two participant groups 384

(NH participants and CI users), we performed a Principal Component Analysis (PCA) using 385

the FactoMineR package (Lê et al., 2008) on R. We used the percentage of correct responses 386

for auditory trials in PCD, DCI, STM, EMO (recognition), and the time spent in the percept of 387

one flux for AS. Each task and each participant were projected in the multi-dimensional space 388

recovered by the ACP. Correlation factor was also retrieved for each group (CI or NH) for each 389

dimension. We corrected the p-value obtained in this analysis with Holm-Bonferroni correction 390

for multiple comparisons across the five tasks.391
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In addition, to better understand the relationships between the pitch tasks (PCD, DCI, and STM) 392

with similar auditory stimuli, we performed an additional Bayesian ANOVA on accuracy with 393

Task as a within-participant factor and the factor Group (CI users, NH participants).394

395

3. Results 396

3.1. PCD test 397

Normal-hearing participants and vocoded sounds (Figure 2A) 398
After comparison to the null model, the best model showing decisive evidence was the one with 399

the main effect of Sound Type (BF10 = 6.47e+7). This model was 3.6 times more likely than 400

the model with the two main effects of Sound Type and Modality (BF10 = 1.8e+7), and 6.5 401

times more likely than the model with the two main effects and their interaction (BF10 = 1e+7). 402

The other model with the main effect of Modality showed no significant evidence (BF10 =403

0.25) (Table 2). This was confirmed by a decisive specific effect of Sound Type (BFinclusion 404

= 4.99e+7) only, other specific effects showed no evidence (BFinclusion<0.49). According to 405

t-tests with Holm-Bonferroni correction, original sounds were significantly better recognized 406

than the vocoded sounds with 16, 8, and 4 channels (all pcorr<0.001).407

In addition, we analyzed the percentage of correct responses for different trials with the 408

additional factor of Difficulty (six change sizes, see Methods) (Figure S1A). After comparison 409

to the null model, the best model showing decisive evidence was the one with the main effect 410

of Sound Type, Difficulty, and the interaction between the two (BF10 = 6.52e+49). It was 8.8411

times better than the model with the main effect of Sound Type, Difficulty, Modality, and the 412

interaction between Sound Type and Difficulty (BF10 = 7.37 e+48), and 162 times better than 413

the model with the main effects of Sound Type, Modality, Difficulty, the interaction between 414

Sound Type and Modality, and the interaction between Sound Type and Difficulty (BF10 =415
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4.02e+47). All of the other models were at least 250 times less likely (BF10<2.6e+47). This 416

was confirmed by a decisive specific effect of Difficulty (BFinclusion = 1.3e+14), Sound Type 417

(BFinclusion = 1.3e+14), and the interaction between Sound Type and Difficulty (BFinclusion418

= 9.8e+4). Other specific effects showed no significant evidence (BFinclusion<0.04). 419

According to t-tests with Holm-Bonferroni correction, original sounds were significantly better 420

recognized than the vocoded sounds with 16, 8, and 4 channels (all pcorr<0.001). Over all types 421

of sounds (original or vocoded), trials of difficulty of 1/16 and 1/8 tone lead to poorer 422

performance than all other trials (all pcorr<0.017), trials of difficulty of 1/4 tone were less well 423

performed than trials of difficulties of 1 and 2 tones (both pcorr<0.009), trials of difficulties of424

½ and 1 tone were less well performed than trials of difficulty of 2 tones (both pcorr<0.019).425

For original sounds, trials of difficulty of 1/16 were less well performed than that with 426

difficulties of ¼ and 2 (both pcorr<0.038). For 16-channels vocoded sounds, trials of difficulties 427

of 1/16 and 1/8 were less well performed than trials of difficulties of ½, 1 and 2 (all 428

pcorr<0.042), trials of difficulty of 1/16 were less well performed than that with difficulty of ¼ 429

(pcorr<0.001).  For 8-channels vocoded sounds, trials of difficulties of 1/16, 1/8 and 1/4 were 430

less well performed than that of difficulties of 1 and 2 (all pcorr<0.01), trials of difficulties of 431

1/16 and 1/8 were less well performed than that of difficulty of 1/2 (both pcorr<0.042). For 4-432

channels vocoded sounds, trials of difficulties of 1/16, 1/8 and 1/4 were less well performed433

than that of difficulties of 2 (all pcorr<0.001), trials of difficulty of 1/8 were less well performed434

than that of difficulties of ½ and 1 (both pcorr<0.025). Thus overall, when less channels were 435

used for the vocoded sounds, discrimination got harder even with large physical differences.436

Cochlear implant listeners compared to normal-hearing participants (Figure 3A) 437
After comparison to the null model, the only model showing strong evidence was the one with 438

the main effect of Group, Modality, and the interaction between the two (BF10 = 24.9). All 439

other models showed no significant evidence (BF10 < 1) (Table 3). This was confirmed by a 440
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positive specific effect of Modality (BFinclusion = 8.2), and strong specific effects of Group 441

(BFinclusion = 13.1) and of the interaction between the two (BFinclusion = 35.1). According 442

to t-tests with Holm-Bonferroni correction, CI had significantly lower performance than NH 443

for audio stimuli (pcorr=0.03). CI were significantly better with audiovisual stimuli compared 444

to audio stimuli (pcorr=0.01). NH tended to be slightly better with audiovisual stimuli compared 445

to audio stimuli (pcorr=0.08). Interestingly, performance between CI and NH for audiovisual 446

stimuli did not differ.447

In addition, we analyzed the percentage of correct responses for different trials with the 448

additional factor of Difficulty (six change sizes) (Figure S2A). After comparison to the null 449

model, the best model showing decisive evidence was the one with the main effect of Group, 450

Difficulty, and the interaction between the two (BF10 = 1.24e+16). It was 1.6 times better than 451

the model with the main effect of Difficulty (BF10 = 7.68e+15), 3.4 times better than the model 452

with the main effects of Group and Difficulty (BF10 = 3.61e+15), and 5.8 times better than the 453

model with the main effect of Group, Difficulty, Modality and the interaction between Group 454

and Difficulty (BF10 = 2.14e+15). All other models were at least 10 times less likely 455

(BF10<1.2e+15). This was confirmed by a decisive specific effect of Difficulty (BFinclusion 456

= ∞) and a weak specific effect of the interaction between Group and Difficulty (BFinclusion 457

= 2.5). Other specific effects showed no significant evidence (BFinclusion<0.8). According to 458

t-tests with Holm-Bonferroni correction, over the two groups, trials of difficulty of 1/16 tone 459

were less well categorized than all other trials (all pcorr<0.004), trials of difficulty of 1/8 tone 460

were less well categorized than trials of difficulties of 1 and 2 tones (both pcorr<0.012). In CI 461

users, we found the same pattern of responses: trials of difficulties 1/16 and 1/8 were less well 462

categorized than other difficulties (all pcorr<0.025). In NH participants, only trials of difficulty 463

of 1/16 tone were less well categorized than trials of difficulty of ¼, ½, 1 and 2 tones (all 464

pcorr<0.026).465

168



3.2. DCI test 466

Normal-hearing participants and vocoded sounds (Figure 2A) 467
After comparison to the null model, the best model showing decisive evidence was the one with 468

the main effect of Modality (BF10 = 2.78e+6). It was 8.9 times better than the model with the 469

main effect of Modality and Sound Type (BF10 = 3.12e+5), and 43 times better than the model 470

with the two main effects of Sound Type and Modality and their interaction (BF10 = 6.42e+4). 471

The model with the main effect of Sound Type only showed no significant evidence (BF10 =472

0.1) (Table 2). This was confirmed by a decisive specific effect of Modality (BFinclusion = 473

1.92e+6) only. Other specific effects showed no significant evidence (BFinclusion<0.09).474

In addition, we analyzed the percentage of correct responses with the additional factor of 475

Difficulty (seven change sizes, see Methods) (Figure S1B). After comparison to the null model, 476

the best model showing decisive evidence was the one with the main effects of Modality,477

Difficulty, and the interaction between the two (BF10 = 6.36e+23). It was 41.3 times better than 478

the model with the main effects of Modality, Sound Type, Difficulty, and the interaction 479

between Modality and Difficulty (BF10 = 1.54e+22), and 468 times better than the model with 480

the main effects of Modality, Sound Type, Difficulty, and the interaction between Sound Type 481

and Modality, and between Modality and Difficulty (BF10 = 1.36e+21). All of the other models 482

were at least 1870 times less likely (BF10<3.4e+20). This was confirmed by decisive specific 483

effects of Modality (BFinclusion = 4.6e+14), Difficulty (BFinclusion = 3.8e+4), and the 484

interaction between Modality and Difficulty (BFinclusion = 4020). Other specific effects 485

showed no significant evidence (BFinclusion<0.01). According to t-tests with Holm-486

Bonferroni correction, trials of difficulties of 0.5 and 1 tone were less well categorized than 487

trials of difficulties of 2.5, 3 and 3.5 tones (all pcorr<0.05). Audiovisual trials were specifically 488

better categorized than auditory trials for difficulty levels of 0.5, 1, 1.5 and 3 tones (all 489

pcorr<0.001). 490
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Cochlear implant listeners compared to normal-hearing participants (Figure 3A) 491
After comparison to the null model, the best model showing decisive evidence was the one with 492

the main effect of Modality (BF10 = 4178.2). It was 1.5 times better than the model with the 493

main effect of Modality and Group (BF10 = 2708.5), and 2 times better than the model with the 494

two main effects of Group and Modality and their interaction (BF10 = 2113.5). The model with 495

the main effect of Group only showed no significant evidence (BF10 = 0.5) (Table 3). This was 496

confirmed by a decisive specific effect of Modality (BFinclusion = 3952.3) only. Other specific 497

effects showed no significant evidence (BFinclusion<1.2). As the three first models were very 498

close, we decided to report the post-hoc comparisons for the interaction. According to t-tests 499

with Holm-Bonferroni correction, both groups had better scores with audiovisual trials 500

compared to auditory trials (pcorr<0.001 for CI users and pcorr=0.013 for NH). CI users were 501

significantly better in audiovisual trials compared to NH participants with auditory trials 502

(pcorr=0.007), but not when comparing their performance in auditory trials to NH’s 503

performance in auditory trials. Note that on average across audiovisual and auditory trials, CI 504

users were thus performing better than NH participants.505

In addition, we analyzed the percentage of correct responses with the factor of Difficulty (seven 506

change sizes, see Methods) (Figure S2B). After comparison to the null model, the best model 507

showing decisive evidence was the one with the main effect of Modality and Difficulty and the 508

interaction between the two (BF10 = 2.28e+13). It was 1.52 times better than the model with 509

the main effect of Modality (BF10 = 1.5e+13), 1.8 times better than the model with the main 510

effects of Modality, Group and Difficulty and the interaction between Group and Modality and 511

between Modality and Difficulty (BF10 = 1.26e+13), and 1.9 times better than the model with 512

the main effects of Modality, Group and Difficulty and the interaction between Modality and 513

Difficulty (BF10 = 1.19e+13). All of the other models were at least 2.7 times less likely 514

(BF10<8.4e+12). This was confirmed by a decisive specific effect of Modality (BFinclusion = 515
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1.87e+13) and a small positive effect of the interaction between Modality and Difficulty 516

(BFinclusion = 3). Other specific effects showed no significant evidence (BFinclusion<0.77).517

According to t-tests with Holm-Bonferroni correction, trials of difficulty of 0.5 tone had a 518

tendency to be less well categorized than trials of difficulties of 2.5 tones (pcorr=0.14). 519

Audiovisual trials were specifically better categorized than auditory trials for difficulty levels 520

of 0.5, 1 and 1.5 (all pcorr<0.013).521

3.3. STM test 522

Normal-hearing participants and vocoded sounds (Figure 2A) 523
None of the tested models explained the data (percentage of correct responses) better than the 524

null model (BF10 < 1) (Table 2). This was confirmed by no significant specific effects 525

(BFinclusion<0.3).526

In addition, we analyzed the percentage of Hits minus the percentage of false alarm in NH 527

participants with all sound types, in audio or audiovisual conditions (Figure 2B). None of the 528

tested models explained the data better than the null model (BF10 <1.7). This was confirmed 529

by no significant specific effects (BFinclusion<1.18).530

Cochlear implant listeners compared to normal-hearing participants (Figure 3A) 531
None of the tested models explained the data (percentage of correct responses) better than the 532

null model (BF10 < 1) (Table 3). This was confirmed by no significant specific effects 533

(BFinclusion<0.7).534

For the analysis of the percentage of Hits minus the percentage of False Alarms (Figure 3B),535

after comparison to the null model, the best model showing positive evidence was the one with 536

the main effect of Modality (BF10 = 7.1). This model was 1.7 times more likely than the model 537

with the two main effects of Modality and Group (BF10 = 4.3). The other models showed no 538

significant evidence (BF10<2). This was confirmed by a positive evidence of Modality only 539

(BFinclusion = 5.8), other specific effects showed no evidence (BFinclusion<0.6). Performance 540
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in the audiovisual trials was better than performance in the auditory trials in both groups. NH541

participants seemed to have generally more hits minus false alarms (i.e. better performance) 542

than CI users.543

3.4. AS test 544

Normal-hearing participants and vocoded sounds 545
Total time spent in one or two flux percepts (Figure 2C). After comparison to the null model, 546

the best model showing decisive evidence was the one with the main effect of Percept (one or 547

two flux) and Sound Type, and the interaction between the two (BF10 = 3.28e+48). This model 548

was 7.2 times more likely than the model with the main effect of Percept (BF10 = 4.3e+47), 549

and 94 times more likely than the model with the two main effects of Percept and Sound Type 550

(BF10 = 3.48e+46). The model with the main effect of Sound Type showed no evidence (BF10551

= 0.07) (Table 2). This was confirmed by a decisive specific effect of Percept (BFinclusion =552

9.8e+13), a strong specific effect on the interaction between Perception and Sound Type 553

(BFinclusion = 28) and a positive specific effect of Sound Type (BFinclusion = 5.1). According 554

to t-tests with Holm-Bonferroni correction, less time was spent in the perception of one flux 555

compared to two flux for all types of sounds (all pcorr <0.001). There was a tendency to spend 556

less time in the percept of one flux with 4-channel vocoded sounds compared to original sounds557

(pcorr=0.069), and a tendency to spend more time in the percept of two flux with 4-channel 558

vocoded sounds compared to 16-channel vocoded sounds (pcorr=0.069).559

Mean frequency at the change of perception (Figure 2D). After comparison to the null model, 560

the model with the main effect of Sound Type showed a strong evidence (BF10 = 12.85) (Table 561

2). According to t-tests with Holm-Bonferroni correction, there were a tendency for a higher 562

mean frequency with 8-channel vocoded sounds compared to 16-channel vocoded sounds 563

(pcorr=0.1).564

Cochlear implant listeners compared to normal-hearing participants 565
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Total time spent in one or two flux percepts (Figure 3C). After comparison to the null model, 566

the best model showing decisive evidence was the one with the main effect of Percept (one or 567

two flux) and Group, and the interaction between the two (BF10 = 6.4e+16). This model was 568

9.7 times more likely than the model with the main effect of Percept (BF10 = 6.6e+15), and 569

27.8 times more likely than the model with the two main effects of Percept and Group (BF10 =570

2.4e+15). The model with only the main effect of Group showed no evidence (BF10 = 0.3)571

(Table 3). This was confirmed by a decisive specific effect of Percept (BFinclusion = ∞), a 572

strong specific effect on the interaction between Percept and Group (BFinclusion = 28.8) and a 573

positive specific effect of Group (BFinclusion = 6.8). According to t-tests with Holm-574

Bonferroni correction, both groups spent less time in the perception of one flux compared to 575

two flux (both pcorr <0.001). CI users spent significantly less time in the perception of two flux 576

compared to NH controls (pcorr=0.034), and more time in the perception of one flux compared 577

to NH controls (pcorr=0.024).578

Mean frequency at the change of perception (Figure 3D). After comparison to the null model, 579

the model with the main effect of Group showed a positive evidence (BF10 = 5.1) (Table 3).580

The frequency difference between A and B at which switches between percepts occurred was 581

higher for the CI group (111.6 Hz) than NH group (49.8 Hz).582

3.5. EMO test  583

Normal-hearing participants and vocoded sounds  584
Emotion categorization (Figure 2E). After comparison to the null model, the best model 585

showing a decisive evidence was the one with the two main effects of Sound Type and Emotion 586

and their interaction (BF10 = 5.68e+19).  This model was 7.8 times more likely than the model 587

with the two main effects of Sound Type and Emotion (BF10 = 7.3e+18) and 14200 times more 588

likely than the model with the main effect of Sound Type (BF10 = 4e+15). The model with the 589

main effect of Emotion showed strong evidence (BF10 =19.9) (Table 2). This was confirmed 590
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by a decisive specific effect of Emotion (BFinclusion = 1.06e+4) and Sound Type (BFinclusion 591

= 3.3e+14), and a strong specific effect of the interaction between Emotion and Sound Type 592

(BFinclusion = 31.1). According to t-tests with Holm-Bonferroni correction, Anger was 593

significantly better recognized than Joy and Neutrality (pcorr=0.019 and 0.008 respectively). 594

Original sounds were significantly better recognized than the vocoded sounds with 16, 8 and 4 595

channels (all pcorr<0.003). Vocoded sounds with 16 channels were significantly better 596

recognized than the ones with 8 and 4 channels (both pcorr<0.001) and vocoded sounds with 8 597

channels were better recognized than the ones with 4 channels (pcorr=0.016). Normal and 598

vocoded sounds with 16 channels were significantly better recognized than vocoded sounds 599

with 4 channels for Joy, Sadness and Neutrality (all pcorr<0.003). Original sounds and 16 600

channels-vocoded sounds were significantly better recognized than 8 channels-vocoded sounds 601

for Joy (pcorr=0.023). Original sounds were significantly better recognized than 8 channels-602

vocoded sounds for Neutrality (pcorr=0.011).603

Confusion matrices (Table 4) showed that with vocoded sounds, fear was often confused with 604

anger, which was never the case with original sounds: indeed with original sounds fear was605

more confused with sadness. Moreover, with vocoded sounds, sadness was often confused with 606

neutrality, whereas this confusion was not present with original sounds.607

Intensity ratings (Figure 2F). After comparison to the null model, the best model showing a 608

decisive evidence was the one with the two main effects of Sound Type and Emotion and their 609

interaction (BF10 = 2.8e+5).  This model was 1202 times more likely than the model with the 610

two main effects of Sound Type and Emotion (BF10 = 233.6) and 7777 times more likely than 611

the model with the main effect of Sound Type (BF10 = 36.2). The model with the main effect 612

of Emotion showed small positive evidence (BF10 =3.7) (Table 2). This was confirmed by a 613

decisive specific effect of Emotion (BFinclusion = 4973), Sound Type (BFinclusion = 3.4e+4), 614

and the interaction between Emotion and Sound Type (BFinclusion = 4038). According to t-615
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tests with Holm-Bonferroni correction, Anger was significantly rated more intense than Fear 616

and Sadness (pcorr=0.04 and 0.004 respectively). Joy was rated more intense than Sadness 617

(pcorr=0.005). 16-channels vocoded sounds tended to be rated higher than 4-channels vocoded 618

sounds (pcorr=0.078). Vocoded sounds with 16 channels were rated significantly higher than 619

vocoded sounds with 4 channels for Joy and Sadness (both pcorr<0.001). 620

Cochlear implant listeners compared to normal-hearing participants 621
Emotion categorization (Figure 3E). After comparison to the null model, the best model 622

showing a decisive evidence was the one with the two main effects of Group and Emotion and 623

their interaction (BF10 = 4107.7).  This model was 7 times more likely than the model with the 624

two main effects of Group and Emotion (BF10 = 588.8) and 60 times more likely than the 625

model with the main effect of Emotion (BF10 = 68). The model with the main effect of Group 626

showed positive evidence (BF10 = 8.7) (Table 3). This was confirmed by a decisive specific 627

effect of Emotion (BFinclusion = 325.9), a strong specific effect of Group (BFinclusion = 45.5) 628

and of the interaction between Emotion and Group (BFinclusion = 24.7). According to t-tests629

with Holm-Bonferroni correction, Fear was significantly less recognized than Anger and 630

Neutrality (all pcorr<0.001). CI had lower recognition scores compared to NH for Joy (t(8)=4.3 631

pcorr=0.004) and for Sadness (t(8)=3.5 pcorr=0.038) (other pcorr > 0.8).632

Confusion matrices (Table 5) showed that in CI users, joy was often confused with sadness, 633

which was never the case in control participants. Moreover, in CI users, sadness was often 634

confused with neutrality, this confusion was not observed for NH participants.635

Intensity ratings (Figure 3F). After comparison to the null model, all models showed no 636

significant evidence (BF10 < 1.1) (Table 3). This was confirmed by no significant specific 637

effects (BFinclusion<0.8).638
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3.6. Relationships between the tasks 639

Principal Component Analysis (Figure 4) 640
The PCA revealed that three dimensions explained 84% of the variance. In particular, 641

performance in the three tasks PCD, EMO and AS correlated with the first dimension (all 642

pcorr<0.025), as well as the Group variable (p=0.0098), with NH participants performing better 643

at these tasks than CI users. The Group variable (p=0.026) as well as performance in the tasks 644

DCI and STM (both pcorr<0.015) correlated with the second dimension. However, on this 645

dimension, CI users performed better than NH participants. The STM task also correlated with 646

the third dimension (pcorr=0.03). These results suggest that the tasks of PCD, EMO and AS 647

provided similar information regarding non-verbal auditory perception and allow for a 648

distinction between the group of NH participants and CI users. This first dimension reflects a 649

pitch discrimination deficit in CI users compared to NH participants. Similarly, STM and DCI 650

also seem to reveal a different pitch perception in these two groups. This second dimension 651

seems to be more related to contour information as this was relevant for these two tasks. Yet652

the third dimension of the PCA suggests that STM alone could bring supplementary information653

(for both groups). Indeed, for STM, the memory load is the biggest compared to all tasks, but 654

this does not seem to affect the groups differently. Overall, this analysis reveals a deficit of CI 655

users for pitch discrimination task, but a better analysis of contour of CI users compared to NH 656

participants. This finding suggests that CI users were cognitively intact but had specific 657

difficulties regarding the pitch discrimination.658

Cochlear implant listeners compared to normal-hearing participants in pitch tasks (PCD, DCI and 659
STM)660
After comparison to the null model, the best model showing a positive evidence was the one 661

with the two main effects of Group and Task and their interaction (BF10 = 4.08).  The other 662

models showed no significant evidence (BF10<2.6). This was confirmed by positive specific 663

effects of Task (BFinclusion=3.59) and the interaction between Group and Task 664
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(BFinclusion=3.03), Group showed no significant specific effect (BFinclusion=1.1). According 665

to t-tests with Holm-Bonferroni correction, the PCD showed greater recognition scores than 666

DCI (pcorr=0.046) and STM (pcorr=0.05). In the control group, the PCD task showed greater 667

recognition scores than the DCI (pcorr=0.004). This was not the case in the CI users, reflecting 668

more homogenous results across tasks in this group, with higher scores in DCI but also smaller 669

scores in PCD compared to NH participants.670

671

672
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4. Discussion 673

Overall, our study demonstrated that rapid assessment of non-verbal auditory perception can be 674

done in NH participants and CI users. CI users showed prominent deficits in three out of the 675

five battery tasks compared to NH participants: Pitch Change Detection, Auditory Stream 676

segregation, Emotion (prosody) recognition. In contrast, they reached similar performance 677

levels for the pitch Direction Change Identification task, as well as the pitch sequence Short-678

Term Memory task in comparison to NH participants. This pattern of perceptual deficits of CI 679

users was mostly mimicked in NH participants with vocoded sounds, with a deficit partly 680

correlated to the number of channels of the vocoder used. In addition, both groups benefited 681

from visual cues in pitch tasks, but these effects were particularly prominent in the CI group.682

4.1. Patterns of non-verbal auditory perception deficits in CI users and in NH 683

participants hearing vocoded sounds684

In the PCD test, which was the most basic task related to pitch perception in the battery, CI 685

users demonstrated a deficit compared to NH participants. CI users’ performance level was 686

comparable to performance level of NH participants listening to vocoded sounds (Figures 2A, 687

3A). These deficits were more pronounced for difficult trials: the smaller the size change was, 688

the bigger were the deficits of CI users and NH participants with vocoded sounds. These results 689

were expected as CI and vocoded sounds only give a partial and degraded information about 690

the pitch of the sound (Glennon et al., 2020; Lehmann & Paquette, 2015). As we used roving 691

pitches in the PCD task, we prevented frequency-related training, and showed that the deficit 692

was not specific to one frequency in particular.693

Interestingly, in the DCI task, participants did not need to recognize the pitch per se, but just 694

needed to distinguish a pitch difference and to infer a direction on this difference. CI users 695

showed no deficit on this task compared to NH participants who listened either to the original696

sounds or the vocoded sounds. This could be linked to the fact that, compared to the PCD task,697
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participants were not asked to detect a pitch change, but rather to make a decision on a relation 698

between two tones, recognize the contour. Previous work demonstrated that CI users had 699

remaining implicit pitch processing (Tillmann et al., 2019), which could have helped in this 700

task. Moreover, in the DCI task, the pitch change sizes were bigger than in the PCD task.701

However, this task was not easier than the PCD, as reflected by the combined analysis of PCD, 702

DCI and STM. Indeed, for NH participants, it was more difficult to correctly identify the 703

direction of a pitch change (DCI), than detect a pitch change (PCD).704

As pitch is essential for music perception, and CI users often complain about their poor musical 705

appreciation (Paquette et al., 2018; Riley et al., 2018; Zhou et al., 2019), we used a short music-706

like task to test their perception of melody in the context of short-term memory (STM) task.707

Interestingly, CI users did not show a deficit on this task and performed similarly as did NH708

participants with original sounds. Note that NH participants did not show a deficit on this task709

with vocoded sounds either. Even though hearing loss can decrease cognitive abilities (Amieva 710

& Ouvrard, 2020), various studies have demonstrated that compensating this hearing loss, in 711

particular with CI, can improve cognitive performance (Amieva & Ouvrard, 2020; Claes et al., 712

2018; Mosnier et al., 2015; Völter et al., 2018). The observed data pattern here suggests that713

the short-term memory abilities of CI users were sufficient to perform well at this memory task, 714

even though the difference of melodies was based on a change on the pitch dimension, that is 715

an acoustic dimension difficult to process for them. Moreover, as the difference included a 716

change of contour, this could have helped CI users to detect this difference, similarly as in the717

DCI task. Indeed, previous work on melodic contour identification (MCI task) revealed that CI 718

users are able to correctly identify melodic contour (Galvin et al., 2007; Luo et al., 2014; Wright 719

& Uchanski, 2012). Their recognition scores can be similar to NH participants when the number 720

of semitones between notes is large enough (Galvin et al., 2007), and improve with the number 721

of years of musical experience (Galvin et al., 2009). Overall, it appears that when the task is 722
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not purely pitch-perception centered, CI users can perform as well as NH participants. This 723

could explain why, despite their poor pitch discrimination abilities, CI users are still able to 724

listen to and enjoy music (Fuller et al., 2019; Wright & Uchanski, 2012). It might be argued 725

that the patients were not impaired severely enough so that they still succeeded. However, the 726

here tested CI users experienced difficulties with the PCD task and the two tasks AS and EMO, 727

which are both more related to their everyday life perception.728

In agreement with previous reports (Böckmann-Barthel et al., 2014; Cooper & Roberts, 2007, 729

2009; Hong & Turner, 2006, 2009), our AS task detected the deficit of streaming segregation730

in CI users. Indeed, CI users spent more time in the perception of one flux, meaning that their 731

segregation was not performed as efficiently as NH participants. This was confirmed by an 732

increase of the frequency at change of percept. Interestingly, these results were also found in 733

NH participants with vocoded sounds, but only for the 4-channels vocoded sounds, i.e., the 734

most degraded sounds. This reflects the deficit of CI users in everyday life to segregate two 735

auditory sources (Cooper & Roberts, 2007, 2009; Oxenham, 2008) and more generally to hear 736

signals in noise. However, it appears that everyone, even CI users spent a long part of their life 737

in noisy situations, mostly trying to understand sounds in background noise (Busch et al., 2017).738

Even if CI users have big difficulties to hear in noise, they are still able to manage this task in 739

some cases (Döge et al., 2017; Hoth et al., 2016). To reflect this deficit, streaming segregation 740

tasks have often been used as they reflect a way of understanding hearing in noise apart from 741

the speech comprehension per se. Some studies suggest that these tasks only show a need of 742

more time to make a decision and subjective uncertainty in CI users compared to NH 743

participants (Böckmann-Barthel et al., 2014). However, to account for this, we decided to make 744

several back and forth presentations of the same pitch differences between the A and B sounds745

of the ABA triplets (Grimault et al., 2002), and to measure perception over the entire sequence.746

Here, we can assume that the subjective uncertainty would be compensated over the time of the 747
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sequence. Recent studies also showed that this decreased streaming in CI users was not only 748

due to an increased decision time as it depends on electrode separation but also on tone 749

repetition time (Paredes-Gallardo et al., 2018b, 2018a; Saki et al., 2019), similarly as in NH 750

participants (Van Noorden, 1975). Moreover, even if this kind of perceptual task is rather 751

simple, performance correlates with speech perception in noise (Hong & Turner, 2006; Saki et 752

al., 2019). These findings taken together suggest that streaming segregation is a simple and 753

rapid task easy to evaluate the capacities of hearing in noise in CI users, independently of their 754

phonological skills.755

Finally, as pitch is important for non-verbal auditory cues in speech, we also evaluated the 756

perception of emotional prosody in our participants. Using a simple paradigm of emotion 757

categorization of short sentences, we demonstrated a deficit of emotion recognition in CI users 758

compared to NH participants. This deficit was particularly pronounced for joyful and sad 759

sentences, which CI users tended to confound more frequently than did NH participants. 760

Interestingly, the same pattern of deficit was found in NH participants with vocoded sentences, 761

with a deficit related to the number of vocoded channels, but also a specific deficit for neutrality. 762

This demonstrates efficiently the poor perception of emotional prosody in CI users already 763

documented before (Deroche et al., 2019; Everhardt et al., 2020; Pak & Katz, 2019; Paquette 764

et al., 2018), and allows for a better characterization of this deficit depending on the emotion. 765

These results can be directly linked to previous findings reporting a reduced N1-P2 component 766

in CI users for sadness, but also a reduced late brain response in CI users, generally associated 767

to the distinction between joy and sadness in NH participants (Deroche et al., 2019). Moreover,768

here the double paradigm using both emotion categorization and intensity ratings allowed us to769

show that perception of emotional prosody is not fully disrupted in CI users. This data pattern 770

replicates our previous finding of a study on a different population with pitch processing deficit: 771

congenital amusia (Pralus et al., 2019). Indeed, individuals with congenital amusia 772
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demonstrated deficit of emotional prosody recognition with short vowels but no deficit for 773

intensity ratings (Pralus et al., 2019). Similarly, intensity ratings of CI users and NH participants 774

did not differ. This result reflects the potential capacities of CI users to correctly perceive 775

emotional prosody on an implicit level. Indeed, to rate the intensity of an emotion, no conscious776

representation of a given stimulus was required. Intensity ratings are more linked to lower 777

activation levels of the representation of this stimulus. Thus the results of intensity ratings in 778

CI users reflect a potential implicit preservation of pitch processing in the case of emotional 779

prosody (Tillmann et al., 2019), already demonstrated in another deficit of pitch perception:780

congenital amusia (Frühholz et al., 2012; Pralus et al., 2019; Stewart, 2011; Tillmann, Lalitte, 781

et al., 2016). Interestingly, the pattern of results was different for NH participants with vocoded 782

sentences. Indeed, these participants showed decreased intensity ratings for joy and sadness 783

with 4-channels vocoded sentences. This could be explained by the fact that NH participants 784

are not used to hear degraded speech noise and use preferentially explicit strategies to detect785

and judge intensity of an emotion. As vocoded sentences could seem a little dehumanized for 786

NH participants, they could have assumed that emotions were less sincere and intense,787

especially for joy which is generally very intense and for sadness which can be confounded 788

with neutral. This is also in line with a previous work that demonstrated the limitations of 789

vocoder strategy to simulate the CI in NH participants, revealing that vocoded sounds did not 790

give the same results as CI regarding music appreciation (Wright & Uchanski, 2012).791

4.2. Processes involved in non-verbal auditory perception: pitch discrimination, pitch 792

contour, and memory793

The analysis of each test revealed that CI users’ performance was impaired for PCD, EMO and 794

AS tasks, but did not differ from NH participants’ performance for DCI and STM tasks. To 795

better characterize this performance pattern, we ran an ACP on the five tasks (auditory trials796

only). This analysis confirmed a specific deficit of the CI users compared to the NH participants 797
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for the tasks of PCD, EMO and AS, and this deficit correlated with the first dimension of the 798

analysis. This first dimension shows that CI users experience difficulties with pitch 799

discrimination tasks, and this deficit can influence the recognition of emotion but also the 800

capacity to segregate auditory sources. Interestingly, the second dimension of the ACP solution 801

revealed that CI users were better than NH participants in some aspects of the DCI and STM 802

tasks. These two tasks can be performed using the contour between two or more notes. The 803

results revealed that CI users can use this contour information as well (or even better) than NH 804

participants, as already demonstrated earlier with more musical tasks (Galvin et al., 2007; Luo 805

et al., 2014; Wright & Uchanski, 2012). Moreover, the third dimension of the ACP correlated806

only with the STM task, revealing its specific testing aspect regarding pitch memory. The STM 807

task involves more cognitive load with memory for pitch. However, on this third dimension,808

there were no differences between our two groups. Overall, these results show that the five tests 809

can partially depict the same pattern of pitch perception deficit, but they also distinguish 810

different part of this perception. The three pitch tasks (PCD, DCI, STM) can be used to 811

summarize the pitch deficits of CI users compared to NH participants with respect to the 812

processes of discrimination, contour, and memory. As we used the same kind of stimuli for the 813

three tasks, a group analysis on these three tasks was performed. It revealed that CI users had 814

specific deficit with PCD, but this deficit did not affect as strongly performance in the DCI task. 815

This resulted in the overall results of CI users’ performance being similar in the three tasks, 816

whereas the NH participants were specifically better in PCD. These two supplementary analysis817

thus suggest that while CI users have impaired pitch detection performance, which can be 818

directly linked to the poor pitch processing with the CI, they performed as well as (or even 819

outperform) NH participants when the tasks involved more cognitive processing, such as 820

contour or memory processing. The test combination of this battery is thus also interesting to 821

detect specifically a pitch processing deficit in CI users and to separate this deficit from more 822
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general differences in cognitive abilities related to the hearing loss. Here in this group of CI 823

users without neuropsychological deficits, it reveals that despite their pitch discrimination 824

deficits, CI users might rely on pitch contour information processing (for large intervals) more 825

than NH listeners.826

Overall, the present battery allows characterizing rapidly (30 minutes) and easily (using a touch 827

tablet) several facets of non-verbal auditory perception in CI users and NH participants. The 828

battery includes basic pitch detection and categorization tasks, but also tasks closer to listening 829

experience of everyday life, such as emotional prosody perception and the challenge of sound 830

source segregation.831

4.3. Benefit of audiovisual cues for non-verbal auditory tasks 832

In the present test battery, we also investigated a potential enhancement of pitch perception by 833

additional visual stimulation. In the PCD task, we used non-information visual cues, which 834

provided only temporal cues about the tones (and in particular, their onset and duration).835

Interestingly, these visual cues were sufficient to significantly enhance CI users’ detection 836

score, compared to their detection score with auditory trials. This pattern of results thus extends 837

the previously reported visual cue benefit from participants with congenital amusia (Albouy, 838

Lévêque, et al., 2015) to CI users. While CI users showed a deficit of pitch change detection 839

with auditory trials, they reached similar performance with audiovisual cues than did NH 840

participants. We did not find this effect in NH participants with vocoded sounds, demonstrating 841

that CI users could benefit more efficiently from visual cues as they might be more used to rely 842

on them based on  their everyday life experience (Rouger et al., 2007). Even if the visual cues 843

were not informative regarding the pitch of the tones, the visual information with its adequate 844

timing could have boosted participants’ dynamic attending toward the onsets of the tones as the 845

tones were presented in a regular, isochronous sequence in the PCD task (Fiveash et al., 2020; 846

Jones, 1976; Kuroda et al., 2017).847
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In the STM task, the visual cues were informative for the pitch dimension, but they were 848

present only during the first melody and the retention delay. Hence, they did not inform about849

the correct answer (which was the case in the DCI task). For the STM task, we observed a850

general improvement of scores with audiovisual trials compared to auditory trials in both 851

populations. This result demonstrates that informative visual cues can help participants to 852

enhance auditory perception and encoding, leading to better memory recognition performance,853

even though these cues were not present during the presentation of S2. In the DCI task, visual 854

cues were fully informative: they were sufficient to do the task, without listening to the audio. 855

Results revealed an improvement with audiovisual trials compared to auditory trials in both 856

groups, and for NH participants also with vocoded sounds. The visual benefit was even more 857

pronounced in CI users who even outperformed NH participants with auditory trials. As also 858

suggested by the PCD task data,  CI users seem to better integrate multisensory information and 859

benefit more strongly from this integration than did the NH participants (Barone et al., 2016; 860

Rouger et al., 2007; StreInikov, Rouger, et al., 2015). Indeed, the scores of NH participants861

with audiovisual trials were not at ceiling, suggesting that these participants might still be862

relating on auditory perception to do the task (as they were requested to do) and made less use863

of the visual information.864

In conclusion, results from these three tasks showed that visual cues, informative or not, can 865

boost the performance of participants in pitch perception tasks. Moreover, this boost effect can 866

be particularly efficient in CI users.867

Over the past few years, many training and rehabilitation strategies have been developed to 868

enhance pitch perception abilities in CI users. For instance, some training focused on auditory 869

musical training (Barlow et al., 2016; Cheng et al., 2018; Firestone et al., 2020; C. D. Fuller et 870

al., 2018; Galvin et al., 2009; Good et al., 2017; Lerousseau et al., 2020; Lo et al., 2015; Patel, 871

2014). The findings of these training programs have demonstrated some improvement of 872
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intentional (Lo et al., 2015) or emotional prosody recognition in CI users (Good et al., 2017).873

Other studies proposed training strategies based on multi-sensorial integration, previously 874

demonstrated to be enhanced in CI users (Rouger et al., 2007). For example, audio-motor 875

integration (Chari et al., 2020) using electrotactile stimulation showed some minor 876

improvement in speech perception (Huang et al., 2017). Based on previous results in CI users 877

(Innes-Brown et al., 2011; Rouger et al., 2007, 2008; StreInikov, Rouger, et al., 2015) and on 878

the present results of our audiovisual tasks, it seems that audiovisual training could be a good 879

strategy to enhance auditory perception in CI users (Sato et al., 2019). The present results are 880

in favor of a training strategy based on informative cues, as demonstrated in DCI and STM 881

tasks. These informational visual cues could benefit to pitch perception, especially when the 882

difficulty is increased. Nevertheless, a training strategy based on non-informative cues could 883

be enough to allow for multisensory integration and to enhance pitch perception. In conclusion, 884

these perception data of the battery provide some interesting insights for further training 885

strategies in CI users, as well as for other populations with pitch perception deficits (e.g., 886

individuals with congenital amusia).887

5. Conclusion 888

Our present findings suggest that our battery can be used to characterize non-verbal auditory 889

perception in participants with hearing difficulties (here CI users), as well as in NH participants 890

with vocoded sounds. This assessment allows for a rapid (30 minutes) detection of pitch 891

difficulties with auditory non-verbal sounds, as well as emotional prosody processing and 892

stream segregation capacities. Moreover, the three pitch tasks using visual cues allowed us to 893

better characterize multisensory integration in NH participants and CI users. In particular, non-894

informative cues used in the pitch detection task enhanced pitch perception both in CI users and 895

in NH participants with vocoded sounds. These results could be a good starting point to devise 896

a new audiovisual training procedure for participants with pitch perception difficulties (Fuller 897
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et al., 2018), notably the types of audiovisual cues to use (informative and non-informative). 898

The present battery can then be used to monitor the enhancement of pitch perception abilities 899

in participants (i.e., pre/post-training assessment; Pralus et al., in progress).900

901
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Figure 1 : Audiovisual trials in the Pitch Change Detection (PCD), Direction Change Identification (DCI), and Short-
Term Memory (STM) tasks. The top panels present the visual representations that participants see on the tablet screen in 
audiovisual trials. Bottom panels present a visual representation of the tones played simultaneously to the visual 
information. Note that visual stimuli (disks) appears one at a time, simultaneously with a tone, and remain on the screen 
during the rest of the stimulation (PCD, DCI, STM), as well as during the retention delay before S2 (STM).
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Figure 2: results of the NH participants with original (O) and vocoded sounds (16, 8 or 4 channels) in the five tasks (PCD, 
DCI, STM, AS and EMO). For PCD, DCI and STM, percentage of correct responses for auditory (white bars) and audiovisual 
(black bars) trials are reported (A). For STM, an additional analysis of percentage of Hits minus percentage of False Alarm 
(FA) was performed (B). For AS, the total time (in percentage) in the percept of 1 (in white) or 2 (in black) flux is reported 
(C), as well as the mean frequency at change of percept (in Hertz) (D). For EMO, percentage of correct recognition (E) and 
mean intensity ratings (F) are reported for each emotion. Error bars represent standard error of the mean. PCD: Pitch Change 
Detection, DCI: Direction Change Identification, STM: Short-Term Memory, AS: Auditory Streaming, EMO: Emotional 
prosody.
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Figure 3: results of the NH participants (with original sounds) and CI users in the five tasks (PCD, DCI, STM, AS, and 
EMO). For PCD, DCI and STM, percentage of correct responses for auditory (white bars) and audiovisual (black bars) trials 
are reported (A). For STM, an additional analysis of percentage of Hits minus percentage of False Alarm (FA) was performed 
(B). For AS, the total time (in percentage) in the percept of 1 (in white) or 2 (in black) flux is reported (C), as well as the mean 
frequency at change of percept (in Hertz) (D). For EMO, percentage of correct recognition (E) and mean intensity ratings (F) 
are reported for each emotion. Error bars represent standard error of the mean. PCD: Pitch Change Detection, DCI: 
Direction Change Identification, STM: Short-Term Memory, AS: Auditory Streaming, EMO: Emotional prosody.
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Figure 4: Results of the ACP on the five tasks, across the twenty participants (NH, n = 10; CI users, n = 10). Three 
dimensions explained 84% of the variance. PCD, EMO and AS correlated with the first dimension. STM and DCI 
correlated with the second dimension. STM correlated with the third dimension. PCD: Pitch change Detection - audio 
trials, DCI: Direction Change Identification - audio trials, STM: Short-Term Memory - audio trials, AS: Auditory 
Streaming - total time spent in the percept of one flux, EMO: Emotional prosody - recognition.
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Group CI

(6 unilateral and 4 bilateral)

Controls P-value 

(group 

comparison)

Sex 8M 2F 4M 6F 0.07

Age (years) 51 (±14)

Min: 24

Max: 73

22.1(±1.7)

Min: 20

Max: 25

<0.001

Education (years) 16.1 (±2.8)

Min: 10

Max: 20

15.5 (±1.2)

Min: 14

Max: 17

0.5

Musical education (years) 1.5 (±4.7)

Min: 0

Max: 15

0.6 (±1.6)

Min: 0

Max: 5

0.6

Laterality 9D, 1G 9D, 1G 1

Right Ear 8 implants, 2 hearing-aids NA

Left Ear 6 implants, 4 hearing-aids NA

Unilateral implant (n=6): 

Duration (years)

2.33 (±1.5)

Min: 1

Max: 5

NA

Bilateral implants (n=4): 

First implant Duration 

(years)

6.75 (±6.4)

Min: 2

Max: 16

NA

Bilateral implants (n=4): 

Second implant Duration 

(years)

5 (±4.5)

Min: 1

Max: 11

NA

Table 1: demographic data of participants (CI and controls). The standard deviation is indicated in 

parentheses. Groups were compared with t.tests (two sided), except for sex where a Chi2 test was used 

(Qobs= 3.3). 
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Models P(M) P(M|data) BF M BF 10 error %

PCD Null model (incl. subject) 0.2 1.073e -8 4.290e -8 1.000

Sound Type 0.2 0.694 9.092 6.475e +7 0.610

Sound Type + Modality 0.2 0.196 0.973 1.824e +7 3.178

Sound Type + Modality + Sound Type 
✻  Modality

0.2 0.110 0.494 1.024e +7 1.274

Modality 0.2 2.644e -9 1.058e -8 0.247 1.176

DCI Null model (incl. subject) 0.2 3.164e -7 1.266e -6 1.000

Modality 0.2 0.881 29.605 2.784e +6 5.315

Sound Type + Modality 0.2 0.099 0.438 311979.244 1.818

Sound Type + Modality + Sound Type 
✻  Modality

0.2 0.020 0.083 64215.941 1.075

Sound Type 0.2 3.109e -8 1.244e -7 0.098 1.218

STM Null model (incl. subject) 0.2 0.561 5.105 1.000

Sound Type 0.2 0.197 0.982 0.351 0.524

Modality 0.2 0.134 0.619 0.239 1.331

Sound Type + Modality 0.2 0.055 0.235 0.099 10.172

Sound Type + Modality + Sound Type 
✻  Modality

0.2 0.053 0.223 0.094 2.392

AS-total

time

Null model (incl. subject) 0.2 2.668e -49 1.067e -48 1.000

Sound Type + Percept + Sound
Type ✻✻  Percept

0.2 0.875 28.028 3.280e +48 3.159

Percept 0.2 0.116 0.523 4.332e +47 1.046

Sound Type + Percept 0.2 0.009 0.038 3.484e +46 1.184

Sound Type 0.2 1.883e -50 7.532e -50 0.071 2.129
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Table 2: Results of the Bayesian mixed repeated measures ANOVAs on each task (PCD, STM, DCI, 
AS, EMO), comparing NH participants for 4 Sound types (original, vocoded 4, 8 and 16 channels).
Best model for each task is in bold font. P(M): prior probability assigned to the model, P(M|data): 
probability of the model knowing the data, BFM: Bayesian Factor of the model, BF10: Bayesian Factor 
of the model compared to the null model. 

AS-

frequency

Null model (incl. subject) 0.5 0.073 0.079 1.000

Sound Type 0.5 0.927 12.720 12.720 0.307

EMO-

recognition

Null model (incl. subject) 0.2 1.560e -20 6.240e -20 1.000

Sound Type + Emotion + Sound
Type ✻✻  Emotion

0.2 0.886 31.106 5.680e +19 0.682

Sound Type + Emotion 0.2 0.114 0.514 7.301e +18 0.934

Sound Type 0.2 6.305e  -5 2.522e  -4 4.042e +15 0.600

Emotion 0.2 3.105e -19 1.242e -18 19.904 0.658

EMO-

intensity

Null model (incl. subject) 0.2 3.605e -6 1.442e -5 1.000

Sound Type + Emotion + Sound
Type ✻✻  Emotion

0.2 0.999 4038.321 277105.29 0.859

Sound Type + Emotion 0.2 8.423e -4 0.003 233.632 0.864

Sound Type 0.2 1.304e -4 5.218e -4 36.182 0.789

Emotion 0.2 1.320e -5 5.280e -5 3.661 0.550
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Models P(M) P(M|data) BF M BF 10 error %

PCD Null model (incl. subject) 0.2 0.036 0.149 1.000

Modality + Group + Modality  ✻✻
 Group

0.2 0.898 35.147 24.947 9.508

Group 0.2 0.040 0.165 1.099 1.790

Modality + Group 0.2 0.014 0.058 0.395 1.472

Modality 0.2 0.012 0.050 0.345 1.591

DCI Null model (incl. subject) 0.2 1.111e -4 4.444e -4 1.000

Modality 0.2 0.464 3.465 4178.231 1.488

Modality + Group 0.2 0.301 1.721 2708.463 1.336

Modality + Group + Modality ✻  Group 0.2 0.235 1.227 2113.544 1.824

Group 0.2 5.756e -5 2.303e -4 0.518 0.660

STM Null model (incl. subject) 0.2 0.325 1.928 1.000

Modality 0.2 0.307 1.774 0.945 1.368

Group 0.2 0.151 0.714 0.466 0.658

Modality + Group 0.2 0.147 0.690 0.452 2.488

Modality + Group + Modality ✻  Group 0.2 0.069 0.296 0.212 2.282

AS-total

time

Null model (incl. subject) 0.2 1.367e -17 5.469e -17 1.000

Percept + Group + Percept✻✻  Group 0.2 0.878 28.803 6.422e +16 1.531

Percept 0.2 0.090 0.394 6.558e +15 0.953

Percept + Group 0.2 0.032 0.133 2.360e +15 1.629

Group 0.2 4.768e -18 1.907e -17 0.349 1.044

212



Table 3 Results of the Bayesian mixed repeated measures ANOVAs on each task (PCD, STM, DCI, 
AS, EMO), comparing NH participants and CI users (Group). Best model for each task is in bold font. 
P(M): prior probability assigned to the model, P(M|data): probability of the model knowing the data, 
BFM: Bayesian Factor of the model, BF10: Bayesian Factor of the model compared to the null model. 

AS-

frequency

Null model 0.5 0.163 0.195 1.000

Group 0.5 0.837 5.125 5.125 7.765e -4

EMO-

recognition

Null model (incl. subject) 0.2 2.095e -4 8.380e -4 1.000

Emotion + Group + Emotion ✻✻
 Group

0.2 0.860 24.653 4107.699 2.294

Emotion + Group 0.2 0.123 0.563 588.756 0.879

Emotion 0.2 0.014 0.058 67.967 0.347

Group 0.2 0.002 0.007 8.747 2.277

EMO-

intensity

Null model (incl. subject) 0.2 0.295 1.673 1.000

Emotion 0.2 0.315 1.838 1.067 0.787

Emotion + Group 0.2 0.174 0.843 0.590 0.956

Group 0.2 0.161 0.769 0.547 0.868

Emotion + Group + Emotion ✻  Group 0.2 0.055 0.233 0.187 1.238
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Answered

Expected Joy Sadness Anger Fear Neutral

Original

Joy 97.2 0 0 0 2.8

Sadness 0 94.4 2.8 2.8 0

Anger 0 0 97.2 2.8 0

Fear 2.8 16.7 2.8 75 2.8

Neutral 0 2.8 2.8 0 94.4

Vocoded 16

Joy 82.5 7.5 2.5 5 2.5

Sadness 7.5 80 0 7.5 5

Anger 0 0 82.5 15 2.5

Fear 12.5 5 15 67.5 0

Neutral 0 22.5 5 7.5 65

Vocoded 8

Joy 47.5 7.5 12.5 25 7.5

Sadness 0 65 2.5 15 17.5

Anger 0 0 80 17.5 2.5

Fear 2.5 10 27.5 52.5 7.5

Neutral 5 22.5 2.5 10 60

Vocoded 4

Joy 27.8 5.6 33.3 19.4 13.9

Sadness 2.8 36.1 22.2 13.9 25

Anger 2.8 0 77.8 11.1 8.3

Fear 5.6 5.6 33.3 44.4 11.1
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Table 4: Percent of answer types for each intended emotion for EMO task, averaged over the 10 NH 
participants for each Sound Types (Original, vocoded 16, 8 or 4 channels). Correct answers are on 
the diagonal. 

Neutral 0 38.9 19.4 16.7 25

215



Table 5: Percent of answer types for each intended emotion for EMO task, averaged over the 10 
participants for each group (NH participants and CI users). Correct answers are on the diagonal. 

Answered

Expected Joy Sadness Anger Fear Neutral

NH participants

Joy 97.2 0 0 0 2.8

Sadness 0 94.4 2.8 2.8 0

Anger 0 0 97.2 2.8 0

Fear 2.8 16.7 2.8 75 2.8

Neutral 0 2.8 2.8 0 94.4

CI users

Joy 57.5 20 5 15 2.5

Sadness 7.5 62.5 0 5 25

Anger 2.5 0 77.5 12.5 7.5

Fear 0 7.5 20 62.5 10

Neutral 0 15 0 0 85
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Figure S1: results of the NH participants for original (O) and vocoded sounds (16, 8 and 4 channels) in the PCD 
(different trials) and DCI, according to size changes. Percentage of correct responses for auditory and audiovisual 
trials are reported for PCD (A) and DCI (B). For PCD, six size changes were present for the different trials: 1/16, 1/8, 
¼, ½, 1 or 2 tones. For DCI, seven size changes were presented: 0.5, 1, 1.5, 2; 2.5, 3, or 3.5 tones. Error bars represent 
standard error of the mean. PCD: Pitch change Detection, DCI: Direction Change Identification.
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Figure S2: results of the NH participants and CI users in the PCD and DCI, according to size changes. Percentage 
of correct responses for auditory and audiovisual trials are reported for PCD (A) and DCI (B). For PCD, six size 
changes were present for the different trials: 1/16, 1/8, ¼, ½, 1 or 2 tones. For DCI, seven size changes were presented: 
0.5, 1, 1.5, 2; 2.5, 3, or 3.5 tones. Error bars represent standard error of the mean. PCD: Pitch change Detection, 
DCI: Direction Change Identification.

218



 

B. Study 5: Building a training program to enhance non-verbal auditory 

abilities (in progress) 

1. Introduction 

We designed a new rehabilitation program using the three audiovisual tasks previously described in 

Study 4: a pitch-change detection task, a pitch direction change identification task, and a short-term 

memory for pitch task. For these three tasks, informative or non-informative visual cues were available. 

As the training program was adaptive, each participant could enhance its performance at its own level. 

As a control for this training procedure, we also implemented a control training using visuo-spatial 

stimuli, previously developed by Nathalie Bedoin (Bedoin & Medina, 2013). Based on a previous study 

investigating the feasibility of training for CI users (Sato et al., 2019), we aimed to keep the training as 

convenient as possible for the participants. To do so, each participant was given a touch tablet to do the 

training at home. This training is composed of two training sessions per week of 15 minutes each, for 

fifteen weeks. Indeed, as this training is designed for further use by CI users as a rehabilitation 

perspective, we wanted to keep it feasible in an everyday routine, hence no too overwhelming for 

participants. 

In NH participants, we also aim to test the direct effect of this audiovisual training on brain plasticity. 

To do so, we recorded magnetoencephalography measures with two tasks. The first task was a short-

term memory task with tones, similar to the one in the training program. The second task was a passive 

oddball paradigm with pitch deviants. Source reconstruction should allow to detect brain plasticity 

changes occurring after the training session, especially in the fronto-temporal network. 
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2. Material and Methods 

a. Protocol design 

Participants are included for a total of 45 weeks, with two types of training sessions for 15 weeks and 

15 weeks without training (see figure 1). In total, four testing sessions are planned in the laboratory with 

15 weeks between each testing session, before and after the training sessions or the control period 

without training (see figure 1). At each testing session (from 1 to 4), participants are tested with the 

testing battery (Study 4) to assess their auditory and attentional abilities, before and after each type of 

training session (audiovisual or visuospatial), and after the control period. Moreover, control participants 

undergo MEG recordings, as due to the implants, CI users could not be recorded with MEG1. At Testing 

Session 1, each participant is given a touch tablet (Ipad) to perform each training. Between the testing 

session 1 and 2, and testing session 2 and 3, participants performed one training (audiovisual or 

visuospatial) then the other one. A randomization between participants is done for the training order 

realization. Trainings are performed at home, 2 times per week, participant are contacted regularly to 

make sure the training is done correctly. For control participants, an anatomical MRI is recorded on 

testing session 1 (3T Siemens Magnetom Prisma, CERMEP), and magnetoencephalographic recordings 

are performed on testing sessions 1, 2 and 3. 

1 We plan to recruit congenital amusics as well to perform the trainings. 

 

Figure 1: Training procedure for all participants. In control participants, MEG and MRI are recorded, in CI users, only 
behavioral measures are collected. Each participant is included in the entire procedure (45 weeks) and participates to the 
two trainings consecutively. Trainings order is counter-balanced among participants. 
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b. Audiovisual training: Material and procedure 

The audio-visual training is composed of three subtests: Pitch Change Detection (PCD), pitch Direction 

Change Identification (DCI) and pitch Short-Term Memory (STM). All tests are implemented to run on 

an iPad touch tablet, allowing participants to answer by touching large buttons presented on the screen.  

For PCD, DCI, and STM tasks, the same stimuli are used, with a roving of frequency across trials. They 

are synthetic harmonic tones (twelve harmonics), equalized in Root Mean Square (RMS) amplitude, 

each lasting 500 ms and presented with a within-sequence Inter-Stimulus-Interval (ISI) of 100 ms. On 

half of the trials in PCD, DCI and STM tasks, visual cues are presented. They are composed of white 

disks with a diameter of 2 cm (100 px) on a black screen. At home, the participant is asked to seat in 

front of the tablet with two loudspeakers (Logitech Z200) at 70 centimeters of distance from the 

participant’s head, with 40 centimeters between each speaker. Participants can adjust the volume to a 

comfortable listening level. 

For each training session, each participant performs the three subtests in a random order, with each test 

presenting the stimuli in pseudo-random order, with no more than two repetitions of the same type of 

stimulus (same pitch) in a row. Before each subtest, participants receives a visual explanation of the 

corresponding task with a written support.  One training session lasts about 15 minutes. 

Over the training period, the difficulty level of each subtest is adapted to the participant’s level (between 

1: low difficulty level, and 20: high difficulty level). The difficulty level is based on the pitch change 

size, the bigger the pitch change, the easier the test is (see table for details). Each participant starts at a 

level of 5 for the three subtests. If the participant has a score higher than 80% of correct responses over 

two consecutive sessions, the level is raised by one level (see table 1). If the participant has a score 

lower than 50% of correct responses over two consecutive sessions, the level is lowered by one level. 

i. Pitch Change Detection (PCD) test 

In one trial, participants are presented with a sequence of five isochronous tones, all identical (standard 

tone) except the fourth tone that could differ in frequency (adapted from Hyde & Peretz, 2004, and 

Albouy et al., 2015). Standard frequencies are 165, 196, 220, 262, 330, 392, 494, 659, 784, 880, 1047, 
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or 1319Hz. Deviant frequencies are between 131 and 1662Hz, with changes relative to the standard tone 

being between 1/16, 1/8, ¼, ½, 1, 1.25, 1.5, 1.75 or 2 tones, either up or down compared to the standard. 

For each session, 64 sequences are constructed with five notes. There are 16 identical trials (four trials 

per each standard) and 48 different trials (twelve trials per each standard, that is one trial per deviant 

size, up and down). Non-informative visual cues are presented on half of the trials in addition to the 

tones (as in Albouy et al. (2015)). Five circles appear sequentially from left to right, with the onset of 

appearance of a circle being synchronized to the onset of each tone. They are always positioned at the 

center of the vertical axis on the screen, and hence are not informative as far as the pitch of the tone is 

concerned but give information about the temporal moment of the onset of the sound. Participants have 

to determine if the fourth tone of the sequence is the same as or different from the other tones. After the 

end of the sequence, participants have unlimited time to give their answer by tapping on either the 

“Same” or the “Different” button. After having given their answer, the next trial is played automatically 

after an average delay of 1000ms (700-1300ms). 

ii. Pitch Direction Change Identification (DCI) test 

For each trial, participants are presented with two tones at two different frequencies. Fundamental 

frequencies of the tones are comprised between 123 and 2093 Hz. Steps between the two tones can be 

of 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5 or 5 tones. For each session, 56 pairs are constructed with two different 

tones, 28 “up” sequences, that is the second tone being higher in pitch than the first one, 28 “down” 

sequences, that is the second tone being lower in pitch than the first one. Informative visual cues are 

presented on half of the trials in addition to the tones. Two circles connected by a white bar are appearing 

consecutively and simultaneously with the onset of each tone. Circles’ vertical positions are centered on 

the average position of the frequency of the two tones (to be at the center of the screen) and are calculated 

according the frequency of the corresponding tone, the higher the frequency, the higher the circle on the 

screen. In contrast to PCD, visual cues are thus fully informative for pitch height, but as they are only 

present in half of the trials, participants are asked to base their judgements on their auditory perception. 

These visual cues aim to reinforce the association between visual height and pitch (Pralus, Lévêque et 

al., 2019). Participants have to determine if the second tone is higher in pitch (Up) or lower (Down) than 
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the first tone. After the end of the second tone, participants have unlimited time to give their answer by 

tapping on either the “Up” or the “Down” button. After having given their answer, the next trial ss 

played automatically after an average delay of 1000ms (700-1300ms). 

iii. Pitch Short-Term Memory (STM) test 

Difficulty 

level 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

PCD 

Pitch 

change 

(tones) 

1.75 

and 

2 

1.5 

and 

1.75 

1.5 

and 

1.75 

1.25 

and 

1.5 

1.25 

and 

1.5 

1 

and 

1.25 

1 

and 

1.25 

1 

and 

1.25 

1/2 

and 

1 

1/2 

and 

1 

1/2 

and 

1 

1/4 

and 

1/2 

1/4 

and 

1/2 

1/4 

and 

1/2 

1/8 

and 

1/4 

1/8 

and 

1/4 

1/8 

and 

1/4 

1/16 

and 

1/8 

1/16 

and 

1/8 

1/16 

and 

1/8 

DCI 

Pitch 

change 

(tones) 

4, 

4.5 

and 

5 

3.5 

and 

4 

3.5 

and 

4 

3, 

3.5 

and 

4 

3, 

3.5 

and 

4 

2.5, 

3 

and 

3.5 

2.5, 

3 

and 

3.5 

2.5, 

3 

and 

3.5 

2 

and 

2.5 

2 

and 

2.5 

2 

and 

2.5 

1.5, 

2 

and 

2.5 

1.5, 

2 

and 

2.5 

1.5, 

2 

and 

2.5 

1 

and 

1.5 

1 

and 

1.5 

0.5 

and 

1 

0.5 

and 

1 

0.5 

and 

1 

0.5 

and 

1 

STM 

Pitch 

change 

(tones) 

4.5 

and 

5 

4 3.5 3 

and 

3.5 

3 2.5 

and 

3 

2.5 

and 

3 

2.5 2 

and 

2.5 

2 

and 

2.5 

2 1.5 

and 

2 

1.5 

and 

2 

1.5 1 

and 

1.5 

1 

and 

1.5 

1 0.5 

and 

1 

0.5 

and 

1 

0.5 

Table 1: Change sizes (tones) for each audiovisual task (PCD, DCI and STM) according to difficulty 
level. 

Participants are presented with two melodies of four tones (S1 and S2), with S2 being either identical or 

different from S1 (adapted from Tillmann et al., 2009; and Hirel et al., 2017). Fundamental frequencies 

of the tones are comprised between 131 and 523 Hz (corresponding to notes between C3 and C5). For 

each session, 32 melodies are constructed with four tones, each melody lasts 2300 ms. In total, there are 

16 identical and 16 different trials. For different trials, changes of one tone can occur on the second or 

third tone. Changes can be of 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5 or 5 tones, all entailing a change of contour. 

The delay between the two melodies of a trial is 1000ms. Informative visual cues are presented on half 

of the trials in addition to the tones, they are presented during S1 and the delay between S1 and S2. 

Circles are connected by white bars, appearing consecutively and simultaneously with the onset of each 

tone of the first sequence. Circles’ vertical positions are centered on average over the four tones, each 
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vertical circle position is calculated according to the frequency of the corresponding tone, the higher the 

frequency, the higher the circle would be on the screen. Participants have to determine if the second 

melody is the same or different from the first melody. After the end of the second melody, participants 

have unlimited time to give their answer by tapping on “Same” or “Different” button. After giving their 

answer, the next trial is played automatically after an average delay of 1000ms (700-1300ms). 

c. Visuospatial training: material and procedure 

The training is composed of five subtests: arrow-global, arrow-alternance, triplet-global, triplet-local, 

triplet-complex (see figure 2). All tests are implemented to run on an iPad touch tablet, allowing 

participants to answer by touching large buttons presented on the screen. These five tasks were 

previously used in children with language disorder for remediation of visuo-spatial disorders (see 

Switchipido from Bedoin, 2017; Bedoin & Medina, 2013 for complete descriptions of the tasks). 

For each training session, each participant performs the five subtests in a random order, with each test 

presenting the stimuli in pseudo-random order, with no more than two repetitions of the same type of 

stimulus (same answer) in a row. Before each subtest, participants receive a visual explanation of the 

corresponding task with a written support.  One training session lasts about 15 minutes. 

i. Arrow-global 

The displayed stimulus represents a small arrow included in a big arrow, both vertically. If one arrow is 

white, the other is blue and vice versa. Each arrow can be oriented downwards or upwards to the screen, 

and both arrows can have the same or different orientation. The participants have to indicate the 

orientation of the big arrow (up or down) and ignore the orientation of the small arrow. After the 

appearance of the stimulus on the screen, participants have unlimited time to give their answer by 

tapping on “Up” or “Down” button, below the stimulus. After giving their answer, the next trial is 

displayed automatically after an average delay of 1000ms (700-1300ms). 

ii. Arrow-alternance 

The stimulus represents a small arrow included in a big arrow, both vertically and both included in a big 

circle. If one arrow is white, the other is blue and vice versa, the circle have the same color as the small 

224



arrow. Each arrow can be oriented downwards or upwards to the screen, both arrows can have the same 

or different orientation. The participants have to indicate the orientation of the white arrow (up or down) 

and ignore the orientation of the blue arrow. After the appearance of the stimulus on the screen, 

participants have unlimited time to give their answer by tapping on “Up” or “Down” button, below the 

stimulus. After giving their answer, the next trial is displayed automatically after an average delay of 

1000ms (700-1300ms). 

iii. Triplet tasks

One cue symbol is presented on upper middle half of the screen. At the same time, two hierarchized 

target symbols are presented in the right and left bottom section of the screen.  Hierarchized targets are 

global symbols made of small local symbols (different from the global one). Global and local symbols 

can represent a heart, a moon, a cross, a cup, or a star. After the appearance of the three stimuli on the 

screen, participants have unlimited time to give their answer by tapping on one of the two targets. After 

giving their response, the next trial is displayed automatically after an average delay of 1000ms (700-

1300ms). 

Global 

Participants have to indicate which of the two targets contain the cue by focusing on the global target 

symbols and ignoring the small local symbols composing these targets.  

Local 

Participants have to indicate which of the two targets contain the cue by focusing on the global target 

symbols and the small symbols composing these targets, the cue can be in either of the two targets, in 

either of the two levels of focalization.  

Triplet-complex 

The cue is a hierarchized global symbol made of small local symbols (different from the global one). 

Participants have to indicate which of the two targets contain one of the two symbols composing the cue 

by focusing on the global target symbols and the small local symbols composing these targets, the cue 

can be in either of the two targets, in either of the two levels of focalization. 
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Figure 2: Visual representations of each subtests of the visuospatial training. A) Arrow-global test, participant has to provide 
the direction of the big arrow. B) Arrow-alternance test, participant has to give the orientation of the white arrow. C) Triplet 
global test, participant has to find the cue on the top in the global shape of the two bottom targets. D) Triplet local test, 
participant has to find the cue on the top in the global or local shapes of the two bottom targets. E) Triplet complex test, 
participant has to find the cue (global or small symbols) on the top in one of the two bottom targets (global or local shape). 
Red circles are indicating the correct answer (here for illustration purpose only). 
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d. Testing battery

To test the effect of each of the two trainings in the performance of the participants, we use a testing 

behavioral battery to assess their abilities in auditory and visuospatial cognition. This battery comprises 

various subtests: 

- The five auditory subtests are described in Study 4 (see STM, PCD, DCI, EMO, and ASA for

details), using only auditory stimuli.

- A test assessing hearing in noise (referred to as “audimots” test) (see Moulin & Garcia, 2012;

Moulin & Richard, 2015 for full details). For each trial, participants hear a word in noise and

have to select the correct answer among four propositions on the screen. Propositions can be

similar to the target word phonetically (difficult trials) or very different phonetically (easy

trials). Both speech noise and cocktail party noise are used. For control participants, a speech

noise ratio (SNR) of -6 dB is used. For CI users, a SNR of 6 and -3 dB  re used. The intensity

of the signal (words) is fixed at 85 dB.

- The five subtests are the one used in the visuospatial training (see section 3 above for details).

- Testing visuo-attentional abilities with SIGL (see Bedoin, 2017; Kéïta et al., 2014 for details).

Hierarchized letters are used as cues, they are global letters made of small letters (different from

the global one). In the local subtest of SIGL, these letters are always made of small M or E. In

the global subtests of SIGL, these cues are always globally either M or E. Participants have to

tell as rapidly as possible if they detected a M or E by tapping on the correct answer either on

right or left of the screen. After giving their answer, the next trial is displayed automatically

after an average delay of 1000ms (700-1300ms). This task is closed to the visuospatial tasks of

the training, and could reflect possible generalization of the training on visuo-attentional

abilities of the participants.

- Written texts testing for speed and efficiency of reading (developed by Nathalie Bedoin). The

DeltaText test consists in reading a text as fast and as correct as possible, we record reading

errors and reading speed. Four different texts are used: one for each testing session. The “Lazy

Whale” test consists in copying a text hung on the wall as correctly as possible in 3 minutes
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maximum. We record errors of copy and the number of back and forth between the hang text 

and the copying sheet. This test records reading abilities and memory for words in participants. 

- Hearing quality questionnaires recording for hearing difficulties in participants’ everyday life

(see Alhanbali et al., 2017; Moulin et al., 2019; Moulin & Richard, 2016 for details).

The full testing battery lasted approximately one hour and half. All tests were implemented on touch 

tablet, except for the questionnaires and the written texts. For each testing session, the subtests were 

administered in the same order: auditory tests (PCD, DCI, STM, ASA, EMO, audimots), the visuo-

attentional tests (Arrow-global, Arrow-alternance, Triplet-Global, Triplet-Local, Triplet-Complexe, 

SIGL-Local, SIGL-Global), DeltaText, “Lazy Whale” text, Hearing quality questionnaires. 

e. Magnetoencephalography recordings

i. Stimuli and procedure

An active Short-Term Memory (STM) test and a passive oddball paradigm are used during MEG 

recording. 

The STM test is implemented similarly as the one used in the testing battery and the audiovisual training. 

Same sounds are used in the MEG as in the audiovisual training and the testing battery. Only changes 

of 3 semitones are used. Fundamental frequencies of the tones are comprised between 131 and 523 Hz 

(corresponding to notes between C3 and C5). Five blocks of 36 trials are presented in the same order 

for every participant in a given testing session. 180 trials are presented in total (90 different and 90 

identical). Participants give their answer by clicking on a left or right button of a mouse (left for 

“identical”, right for “different”). After the end of the S2, they have 3 seconds to give their answer 

otherwise a series of bip is played to indicate that no response was recorded.  After giving their response, 

the next trial is displayed automatically after an average delay of 2000ms (1700-2300ms). The entire 

testing lasts about 30min. 

For the oddball paradigm, we use similar synthetic harmonic tones than in the testing battery and the 

audiovisual training, with a duration of 100ms. Two Inter-Stimulus-Interval (ISI) are used (Fakche et 

al., 2018): two blocks with 400ms and three blocks with 1400ms. For each of the two blocks of 400ms 
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ISI, there are 840 stimuli (140 deviants). For each of the three blocks of 1400ms ISI, are were 280 stimuli 

(47 deviants). The standard tone has a fundamental frequency of 262Hz. For one block of 400ms ISI, 

deviant tone has a fundamental frequency of 266Hz, for the other block, deviant tone has a fundamental 

frequency of 294hz.For the 1400ms ISI blocks, deviant tone has a fundamental frequency of 294Hz. 

The entire testing lasts about 35min. 

Presentation software (Neurobehavioral systems) is used to present the stimuli and record button presses. 

The participants start the session with the STM task, breaks are proposed between each block. A practice 

block with six trials is performed at the beginning to ensure the participant understand the task. No 

feedback is given during the task. During the oddball paradigm, participants watch a silent movie with 

subtitles and are told that they do not have not to pay attention to the audio stimuli. 

ii. Recordings 

A 275-channel whole-head MEG system (CTF-275 by VSM Medtech Inc.) is used for the recordings. 

We use a continuous sampling rate at 600 Hz, a 0.016-150 bandwidth filter and first-order spatial 

gradient noise cancellation. We record electrocardiogram as well as horizontal and vertical 

electrooculograms with bipolar montages. Coils are fixated at the nasion and the preauricular points 

(fiducial points) to record head position continuously (sampling rate of 150Hz). At the beginning of 

each block, it is checked that head displacement do not exceed 0.5cm from the starting position. 

Participants are settled up in a sound-attenuated and magnetically shielded recording room. They are 

seated in an upright position. They listen to the sounds through air-conducting tubes with foam ear tips. 

To adjust the level of the sounds individually, participants undergo a sound detection threshold task. We 

use a tone of 500ms at a fundamental frequency of 262 Hz. The threshold is determined for each ear 

with an adaptive procedure and we adjust the level at 50dB above the measured threshold. 
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3. Preliminary results and interim discussion

Three control participants started the audiovisual training just before the confinement imposed in France 

due to the COVID-19 pandemic, we were able to record their behavioral performance at session 2 after 

30 training sessions over 15 weeks just before submitting this manuscript. We present here some 

preliminary results obtained at some tests of the (auditory) testing battery (Study 4), to validate our 

protocol for further testing with CI users and control participants (Figure 2). No MEG recordings could 

be done in the second testing session (MEG facilities were closed). 

For PCD, STM and EMO subtests, no clear change of responses was observed for the three participants 

before and after the training. Indeed, as their results were already quite high (almost 100% correct 

responses) before the training, we might have here a ceiling effect for the tasks. However, for DCI and 

AS subtests we saw a tendency of improved performances after the training. For DCI, we observed 

higher scores (percentages of correct responses) after the training, revealing a tendency of enhancement 

in the three participants. Similarly, for AS, the decrease of mean frequency for the change of percept 

suggest a better streaming capacity in these three subjects. 

Overall, these preliminary results suggest that audiovisual training could enhance the auditory 

perception abilities of control participants, an effect that would be mostly observable for tasks with finer 

measurements and not at-ceiling performance. However, we expect interesting results with the MEG 

recordings, in particular for fronto-temporal regions plasticity. Due to the actual context, the second 

MEG session could not be recorded. We hope to record new control participants as soon as possible to 

conclude on the efficiency of the audiovisual training program. 

Figure 2: Results of five subtests of the testing battery, before and after the audiovisual training in three control participants. 
Each color corresponds to one control participant. For PCD, DCI, STM, and EMO, correct responses are indicated in 
percentage (left scale). For AS, mean frequency for the change of percept is indicated in hertz (right scale), the lower the 
frequency is, the better the streaming is. 

230



General Discussion 

231



VII. Discussion and Perspectives 

The research presented in the present thesis focused on non-verbal auditory cognition and potential 

deficits thereof. This present work was divided in two axes regarding the perception of non-verbal 

auditory cues. The first axis focused on characterizing emotion perception in two conditions associated 

with central non-verbal auditory deficits: congenital amusia and after brain lesion. Based on the results 

of this axis and previous research (Fuller et al., 2019; Stewart et al., 2006; Tillmann et al., 2015), the 

second axis of this thesis aimed to find a new diagnostic tool and new rehabilitation strategies to measure 

and enhance non-verbal auditory cognition in several types of deficits. Indeed, numerous researches 

have aimed for diagnostic tools and rehabilitation tools for verbal cognition, but only very few training 

strategies exist for the non-verbal cognition domain. Overall, the present research allows for 1) better 

understanding of specific emotional perception deficits, complementing previous findings reported in 

this domain (Table 1), and 2) draws perspectives for new tools to enhance non-verbal auditory cognition 

and communication skills of individuals. 

Stimuli 
Deficit 

Music Emotional prosody 

Congenital Amusia Previously tested 
(Lévêque et al., 2018) 

Article 1 
(Pralus et al., 2019) 

Brain lesion Article 3 
(Pralus et al., 2020) 
Previous case report 

(Hirel et al., 2014) 

Case report 
(Bourgeois–Vionnet et 

al., 2020) 

CI users To be tested Article 4 
(Pralus et al., in 

revision) 

Table 1: Summary of studies using the two-tasks paradigm (recognition and intensity ratings). In this thesis, I 
report three studies using this paradigm with emotional prosody and musical emotion stimuli in congenital amusia, 
brain-damaged patients and CI users. I also contributed to a case report using this paradigm with emotional 
prosody stimuli in a case of brain lesion. 
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A. Emotion perception in non-verbal auditory deficits 

1. Impaired perception of emotions in music and speech 

Studies 1, 2, and 3 of this work reported several deficits regarding emotion perception in music and 

speech. In Studies 1 and 3, we used the same paradigm testing explicit and implicit perception of 

emotions. We tested this paradigm in two populations in which we expected impairments: congenital 

amusics (Study 1) and brain-damaged patients (Study 3). This paradigm was designed to assess potential 

deficits of both explicit and implicit processing of emotion (Bourgeois–Vionnet et al., 2020; Hirel et al., 

2014; Lévêque et al., 2018). The explicit test was a simple forced-choice task to assess emotion 

recognition by choosing among potential categories. The ratings of the intensity of emotions perceived 

reflected more implicit processing of emotion with no verbalization needed. These ratings were 

previously used in an identical paradigm with musical emotions (Hirel et al., 2014; Lévêque et al., 2018). 

These two studies suggested that this two-tasks paradigm was efficient to detect implicit strategies of 

emotion processing in participants. Interestingly, in both studies, we observed different results with the 

explicit and implicit tasks. In congenital amusics (Study 1), even though the recognition task revealed a 

deficit of emotional prosody perception, the intensity ratings task showed no impairment. In brain-

lesioned patients (study 3), LBD patients had a deficit of musical emotion recognition with no intensity 

ratings deficit, as observed in congenital amusics (Lévêque et al., 2018; Pralus et al., 2019). On the 

contrary, the RBD patients had preserved emotion recognition whereas they showed altered intensity 

ratings. 

This paradigm allows the detection of preserved implicit perception of emotions despite a deficit of 

explicit perception. Both in congenital amusics and in LBD patients, it suggests that even if the 

recognition of emotions is difficult and impaired, some preserved implicit knowledge of emotion could 

be present. As previously shown in other neuropsychological deficits, implicit knowledge could be 

spared even if the explicit processing seems disrupted. For example, in participants with aphasia, it was 

shown that implicit learning was possible with a serial reaction time task, even though their sentence 

comprehension was disrupted (Schuchard et al., 2017; Schuchard & Thompson, 2014). Hence, this 

dissociation between implicit and explicit learning opens new avenues for training strategies in these 
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populations. Indeed, by using trainings with more implicit strategies, we could enhance emotion 

perception in these populations and overcome the explicit deficit (Tillmann, Lalitte, et al., 2016). 

Moreover, it gives insights about brain mechanisms involved in emotion perception in these populations, 

revealing a potential dissociation between networks involved in the feeling of emotions per se, and the 

networks involved in the retrieval of this information and the conscious access to it. As suggested by 

Cleeremans and colleagues, this dissociation observed between explicit and implicit mechanisms could 

reflect a difference in the accessibility of information, related to a “difference in degree, rather than in 

kind” (Cleeremans & Jiménez, 2002). Thus, research on brain networks involved in consciousness gives 

further insights of the different states of consciousness and their cerebral correlates (Boly & Seth, 2012). 

This research would suggest that changes in the posterior and the fronto-temporal cortices could be 

involved in auditory consciousness (Brancucci et al., 2016; Koch et al., 2016). Hence, we could further 

investigate the relationships between these brain networks and the emotion perception using our two-

task paradigm. 

Furthermore, RBD patients were not impaired for the recognition of musical emotions whereas their 

pattern of intensity ratings was very different from the one of controls or LBD patients. Indeed, RBD 

patients had low intensity ratings for sadness and fear. First, it confirms a previously observed tendency 

to under-estimate negative emotions in RBD patients, in keeping with the observation of euphoric mood 

(Sackeim et al., 1982). Most interestingly, this paradigm has allowed the detection of a specific deficit 

in RBD patients that could have not been found if we only used explicit recognition tasks. Indeed, as 

previously suggested by studies with facial and prosodic material in healthy participants and unilateral 

brain-damaged patients (Abbott et al., 2013; Borod et al., 2002b; Demaree et al., 2005), intensity ratings 

could reflect the actual experience of emotions. Thus, RBD patients could be more affected in this 

cognition and not so much with the recognition of emotions. 

In Studies 1 and 3, the MBEA and PDT tests revealed that some of the patients had acquired amusia and 

that MBEA scores correlated with emotion recognition. As MBEA scores reflect the overall quality of 

the perception of musical stimuli, this finding suggests that recognition of emotions and musical 

perception abilities are linked, with some participants having a global deficit in evaluating musical 
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stimuli. In the MBEA evaluation, the participants’ memory is needed as most of the subtests required to 

compare two melodies, suggesting that this test requires more general cognitive abilities to be performed 

(Särkämö et al., 2009, 2010). Interestingly, in our two studies the poor scores obtained at the MBEA, 

by both congenital amusics and some of the brain-damaged patients, could reflect some memory issues, 

in particular regarding pitch. Indeed, three of the LBD patients that had a MMSE score below the cut-

off, also had a low MBEA score. Moreover, it was previously suggested that congenial amusics had 

specific memory deficit for pitch (Albouy, Mattout, et al., 2013; Tillmann et al., 2009; Tillmann, 

Lévêque, et al., 2016; Williamson & Stewart, 2010). These results suggest that cognitive and perceptual 

musical abilities are important for explicitly recognizing emotions in music and speech. However, other 

parameters than musical abilities could be involved for emotion recognition as for example some 

patients can have acquired amusia without a deficit of emotion recognition (Hirel et al., 2014). 

Furthermore, congenital amusics can also demonstrate preserved sensitivity to emotional music 

(Gosselin et al., 2015). We could suggest that implicit knowledge of tonal structure could help these 

participants for emotion recognition even though explicit knowledge is disrupted (Albouy, Schulze, et 

al., 2013; Nguyen et al., 2009; Barbara Tillmann, Lalitte, et al., 2016). The variety of profiles observed 

are in keeping with the hypothesis of (at least partly) separate processes for music perception and 

emotion (Peretz et al., 1998; Satoh et al., 2011; Stewart et al., 2006). As suggested by imaging studies 

in healthy participants, emotional response and pleasure felt when listening to music would require the 

activation of the limbic structures such as the ventral striatum, the amygdala or the orbitofrontal cortex 

but not the activation of more superior temporal structures, that would be activated for music analysis 

(Blood et al., 1999; Brown et al., 2004). 

Studies 1 and 3 revealed the diversity of patterns of non-verbal auditory cognition deficits, especially 

regarding emotion perception. It suggested partially distinct brain mechanisms for implicit and explicit 

emotion processing. As this two-tasks paradigm was powerful to detect specific emotion perception 

deficits in central disorders (Hirel et al., 2014; Lévêque et al., 2018; Pralus et al., 2019; Pralus et al., 

2020), we suggested that it could be useful to detect deficits in peripheral disorders and used it in Study 

4 to detect emotional prosody deficit in CI users. It showed that CI users were impaired in explicitly 
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recognizing joy and sadness in emotional sentences, but their intensity ratings were intact. Thus, 

intensity ratings, in combination with explicit recognition measures, could allow building a sensitive 

test to detect possible emotion perception abnormalities in clinical settings, even if a patient is unaware 

of this deficit (Stewart et al., 2006; Tillmann, Lalitte, et al., 2016). 

2. Brain mechanisms of emotion perception 

In the first axis of the thesis, we used two different strategies to study brain mechanisms during emotion 

perception. In congenital amusics, we used electroencephalography to assess automatic mechanisms in 

the brain during passive listening of emotional prosody (Study 2). In patients, the study of brain lesions 

localization sheds light on different brain networks involved in musical emotion perception in the two 

hemispheres (Study 3). 

Study 2 revealed that automatic brain processing of neutral and emotional sounds was disrupted in 

congenital amusics despite some preserved recognition of emotions. In relation with our behavioural 

study with the same emotional stimuli, we suggested that congenital amusics could have a deficit of 

awareness for emotional stimuli. However, this deficit could be partly compensated at higher levels of 

processing as these individuals are still able to perform the recognition task, especially for the anger 

deviant. However, the categorization task used was rather easy and we could suggest that this 

compensation would not be sufficient with a more complex explicit task. In Study 3, RBD were still 

able to recognize emotional stimuli despite their alteration of the emotional feeling of these same stimuli 

(as reflected by intensity ratings). Overall, these studies 2 and 3 suggest at least partially separate 

automatic and attentional brain processes for emotion perception. Moreover, it suggests that even if 

automatic brain processing is disrupted, compensating mechanisms could overcome this deficit for a 

correct recognition of emotions, at least in optimal conditions. However, the observed brain impairments 

might lead to additional difficulties to process emotions in some situations. For instance, in degraded 

conditions such as noisy environment, emotions could be more difficult to perceive. 

Study 3 focused on the investigation of the effect of brain-lesion side on the processing of emotions. 

Interestingly, we found different patterns of alterations according to the side of lesion. We revealed that 

left-brain damage disrupted emotion recognition whereas right-brain damage affected more strongly the 
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ratings of intensity of these emotions. This finding suggests a distinction on the cerebral level between 

cognitive intentional processes of emotion recognition, and the emotional experience of music. This 

pattern confirmed what was already suggested in studies with healthy participants and unilateral brain-

damaged patients with facial and vocal stimuli (Abbott et al., 2013; Borod et al., 2002b; Demaree et al., 

2005). These studies suggested that the right hemisphere hypothesis would better apply to emotion 

recognition, i.e., with a cognitive or intentional process, whereas the valence hypothesis would better 

apply to automatic processing of the emotion, closer to the emotional experience of participants (Abbott 

et al., 2013; Borod et al., 2002b; Demaree et al., 2005). These two modes of emotional processing would 

rely on different anatomical substrates, with emotion recognition associated with hemispheric 

asymmetries in posterior and temporal regions, whereas emotion experience would be associated with 

hemispheric asymmetries in more frontal regions (Abbott et al., 2013; Borod, 1992). Here, with the 

results of study 3 and previous knowledge about brain alterations in congenital amusia (Albouy et al., 

2019; Albouy, Mattout, et al., 2013, 2015; Hyde et al., 2011; Leveque et al., 2016; Loui et al., 2009; 

Tillmann et al., 2015), we gave further insights on these theories with musical material. We could 

suggest that the implicit processing of emotions could rely more on limbic system and the primary and 

secondary auditory cortices (Frühholz et al., 2016). Indeed, congenital amusics seem to not have severe 

alterations of this network as well as the brain-damaged patients. However, the explicit perception of 

emotions could rely more on frontal regions such as the inferior-frontal cortex and the medial frontal 

cortex, that seem to be impaired in congenital amusics and brain-damaged patients. Indeed, these 

networks were demonstrated to be involved in emotional categorization and decoding the relevance of 

an emotion in a social context (Frühholz & Grandjean, 2012; Hoekert et al., 2008, 2010; Rauschecker & 

Scott, 2009). Here, studies 1, 2, and 3 give some cues to define the brain networks involved in emotion 

processing. 

In our EEG study with congenital amusics (Study 2), we did not find any clear side effect, however it 

was previously shown that right fronto-temporal pathways are disrupted in congenital amusia (Albouy 

et al., 2019; Albouy, Mattout, et al., 2013, 2015; Hyde et al., 2011; Leveque et al., 2016; Loui et al., 

2009; Tillmann et al., 2015). Moreover, studies with brain-damaged patients revealed that severe 
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acquired amusia was more associated to right-hemisphere lesions whereas patients with left-hemisphere 

lesion had more transient amusia and recovered from it more often (Sihvonen, Ripollés, Särkämö, et al., 

2017; Sihvonen, Särkämö, Ripollés, et al., 2017). However, gray matter volume analysis in relation with 

MBEA performance are still debated as one study demonstrated its relation to the left hemisphere 

(Mandell et al., 2007) whereas a studies with BD patients demonstrated that amusia could be caused by 

lesion in both hemisphere (Särkämö et al., 2009; Schuppert et al., 2000; Tillmann et al., 2017), and 

MBEA score was more related to the right hemisphere (Sihvonen, Ripollés, Särkämö, et al., 2017). 

Altogether, we could suggest that the two hemispheres are differentially involved in the processing of 

music, however further investigation is needed to conclude on their exact roles.  

B. Training strategy for non-verbal auditory cognition using 

multisensory integration 

1. Assessing non-verbal auditory cognition deficits 

As we have seen in the first axis on this thesis, several known deficits could entail troubles regarding 

auditory cognition that do not relate to the verbal domain. Indeed, in brain-damaged patients for instance, 

the focus of studies and clinical assessment regarding emotion perception has been mainly on verbal 

and facial material (Borod et al., 2002a; Charbonneau et al., 2003; Cheung et al., 2006; Harciarek et al., 

2006; Yuvaraj et al., 2013), with on rare assessment for music emotion perception (Dellacherie et al., 

2011; Gosselin et al., 2011; Jafari et al., 2017; Khalfa et al., 2007). Similarly, congenital amusia has 

long been described as a music-perception specific deficit (Tillmann et al., 2015) with only recent 

studies interested in assessing possible deficit regarding music emotion perception (Gosselin et al., 2015; 

Lévêque et al., 2018). Moreover, research studies have investigated verbal deficit in congenital amusics 

(Jiang et al., 2010, 2012; Liu et al., 2015, 2017; Nan et al., 2016; Nguyen et al., 2009; Tillmann, 

Burnham, et al., 2011; Tillmann, Rusconi, et al., 2011), and very few studies were interested in 

emotional prosody perception (Lima et al., 2016; Lolli et al., 2015; Thompson et al., 2012). In the first 

axis, we demonstrated that non-verbal cognition is essential to understand and perceive fully our 

environment and several central and peripheral disorders could suffer from a non-assessed deficit in 

non-verbal auditory cognition. Moreover, patients with auditory deficits can complain about poor 
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cognition in the non-verbal auditory domain, despite correct verbal cognition. For example, CI users are 

able to understand speech in good hearing condition, but they still experience difficulties to perceive 

speech in noise (Bugannim et al., 2019; Choi et al., 2017; Hong & Turner, 2006) or to enjoy music 

(Fuller et al., 2019; Riley et al., 2018; Zhou et al., 2019). 

As no full assessment battery of non-verbal auditory cognition has yet been designed, we started the 

second axis of this thesis by designing such a tool. We used tests that have been previously used in 

studies with healthy participants (Grimault et al., 2002), congenital amusics (Albouy, Lévêque, et al., 

2015; Hyde & Peretz, 2004; Tillmann et al., 2009) and brain-damaged patients (Hirel et al., 2017) and 

adapted them to design a testing battery covering several aspects of non-verbal auditory cognition, with 

emphasis on pitch perception and memory. This battery assesses rapidly (30 minutes) abilities of 

participants in pitch change detection, pitch direction change identification, memory for melodies, 

auditory scene analysis and emotional prosody perception. Interestingly, we demonstrated in Study 4 

that this battery can be used easily with both healthy participants and patients, here CI users. We showed 

that it assessed different aspects of non-verbal auditory cognition as participants did not have the same 

pattern of results across the different tasks (PCA analysis). 

Moreover, we used audiovisual stimuli in three tasks of this battery. This allowed showing that CI users 

were able to benefit from visual cues to enhance their auditory perception abilities. Indeed, as this was 

previously suggested in studies using verbal and facial material (Barone et al., 2016; Butera et al., 2018; 

Rouger et al., 2008), CI users could benefit from visual cues to perceive auditory stimuli, even more 

than NH participants (Rouger et al., 2007; Strelnikov et al., 2015). Here, we demonstrated with musical 

material (pitch tones) that this multisensory integration is powerful in CI users, for different types of 

tasks. We suggest that this audiovisual facilitatory interaction could be used in CI users as a training 

strategy to enhance their non-verbal auditory perception abilities. 

2. Rehabilitation of non-verbal auditory perception and cognition 

Based on previous results in CI users (Innes-Brown et al., 2011; Rouger et al., 2007, 2008; Strelnikov 

et al., 2015), and the results obtained here in Study 4, it seems that audiovisual training could be a good 

strategy to enhance auditory perception in CI users. However, only a very few number of research has 
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been done to evaluate the potential benefit of audiovisual training on CI users (Bernstein et al., 2014; 

Sato et al., 2019; Vandali et al., 2015). These first studies demonstrated that audiovisual training had a 

positive effect in CI users on speech in noise perception (Bernstein et al., 2014; Sato et al., 2019) and 

frequency discrimination (Vandali et al., 2015). In Study 5, we designed a new training strategy using 

audiovisual integration to enhance auditory abilities in CI users. To control for the long-term effect of 

training, we used a cross-over randomization strategy with a control training using visuo-spatial stimuli. 

Moreover, as we expect changes in the fronto-temporal networks with our newly developed audiovisual 

training, we used MEG recordings in the control participants. As this study was delayed due to the health 

situation in France, we have only collected very preliminary behavioural results in three control 

participants that did the audiovisual training.  

As previous trainings in CI users suggested that the effect of training could be limited (Cheng et al., 

2018), we decided to look at the long-term effect of our audiovisual training by recording behavioural 

results at the assessment battery 15 weeks after the end of the second training. Moreover, we designed 

the duration of the training (in weeks and number of training sessions per week) according to previous 

recordings of CI users’ feelings and demands (Cullington et al., 2018; Fu & Galvin, 2007). Indeed, the 

training should be long enough for long-term effect but as it was designed to be usable in CI users’ 

everyday life, only two training sessions a week should be done, to not interfere with their daily routine. 

As our training is implemented on touch tablet and easy to realize, we could suggest that it would it 

possible to adapt it for children CI users. Indeed, no much training strategies has been yet developed in 

children with CIs, and it could be interesting to investigate this domain as cortical plasticity is strong in 

children (see Gfeller, 2016 for a review). Indeed, it was shown that CI children that have learnt a music 

instrument have enhance abilities in non-verbal auditory cognition such as ASA and auditory memory 

(Canette et al., 2016; Rochette et al., 2014). Some studies have looked at the effect of musical training 

on auditory abilities in CI children (Abdi et al., 2001; Chen et al., 2010; Cheng et al., 2018; Fu et al., 

2015; Good et al., 2017; Rocca, 2012; Rochette & Bigand, 2009; Roman et al., 2016; R. Torppa et al., 

2014; Yucel et al., 2009). Overall, they showed some improvements in musical skills, frequency 

discrimination abilities, speech perception and emotional prosody perception. However, there is still 
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very little knowledge about the effect of musical training in the long term in children CI users (Rochette 

& Bigand, 2009). Interestingly, children with CIs seem to have the willing to involve in musical 

activities and enjoy listening to music (Gfeller et al., 1999), even more than adults, suggesting that a 

training for non-verbal auditory cognition very early in life for these children would be appreciated.   
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VIII. Conclusion 

This thesis investigated non-verbal auditory cognition in central and peripheral deficits. The first part of 

this work focused on emotion perception in central disorders, it demonstrated a dissociation between 

implicit and explicit processing for the perception of emotions in speech and music, in congenital amusia 

and brain-damaged patients. Moreover, by using behavioural and electroencephalographic measures, 

this first section gives further insights on brain networks involved in emotion perception and its 

correlation with musical perception abilities. Based on these studies and previous knowledge, this thesis 

has allowed for the design of a new training strategy for non-verbal auditory cognition using 

multisensory integration, opening perspectives for rehabilitation. Overall, it provides new testing and 

training tools running on touch tablet available for diverse populations (normal-hearing participants, 

patients with central auditory deficits, patients with peripheral hearing loss) to assess non-verbal 

auditory deficits and to enhance non-verbal cognition over time. 

Further experiments need to be run using this new training tool to assess its efficiency directly and in 

the long-term. The MEG recordings planned during this training will give new insights about the 

cerebral correlates of plasticity of non-verbal auditory cognition. Moreover, even if we focused our 

research on CI users, this tool is easy to adapt to other patients’ populations and was designed to be 

feasible at-home. Hence, it could be developed to be used in several populations like congenital amusics 

in which no existing training strategies is yet developed. Indeed, previous work on congenital amusia as 

well as this present work have shown that it is a deficit still not perfectly understood, especially regarding 

brain mechanisms underlying congenital amusia. It would be interesting to record brain networks during 

our pitch perception and memory tasks to further characterize their functioning as well as investigate 

whether an audiovisual training could give rehabilitation on the long-term for this population. 
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