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Résumé

Le grenaillage est un traitement mécanique des surfaces qui consiste a projeter des billes
a tres haute vitesse a la surface d’une piece. Ce traitement est utilisé depuis plus d’une
soixantaine d’année dans l'industrie pour améliorer la durée de vie en fatigue des matériaux
par lintroduction de contraintes résiduelles de compression et de gradients de duretés en
sous surface. Le procédé a longtemps été simplement considéré comme bénéfique sans réelle
quantification des bénéfices apportés sur la durée de vie en fatigue et les évolutions de mi-
crostructures. En effet, modéliser le procédé a longtemps été un verrou car cela implique de
simuler un grand nombre d’impacts, de reproduire avec précision la cinétique des billes et de
prendre en compte un certain nombre de non-linéarités dues au contact et aux déformations
plastiques. Cependant les avancées de ces dix derniéres années ont permis le développe-
ment de modeles pouvant prédire avec précision le profil moyen de contraintes résiduelles en

profondeur ainsi que les gradients d’écrouissage résultants.

Peu d’études ont cependant tenté de prédire les contraintes résiduelles et 1’écrouissage induits
a ’échelle d’un grain. Les variations intragranulaires des contraintes ont pourtant une influ-
ence sur la durée de vie a grand nombre de cycle d’'un matériau. Par ailleurs ’écrouissage
local constitue une donnée cruciale pour certains modeles de prédiction de durée de vie en
fatigue. Les verrous principaux a lever pour effectuer de telles prédictions sont 1'identification
précise de modeles de plasticité cristalline a I’échelle de la surface et dans les conditions du
procédé, ainsi que le développement de méthodes expérimentales de validation des modeles

développés.

L’objectif de cette these est de développer une méthodologie pour la prédiction des contraintes
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résiduelles et de I’écrouissage intragranulaire a I’aide de modeles de plasticité cristalline par

éléments finis et de validations expérimentales.

Des essais d’indentation sphérique sur des monocristaux de cuivre sont présentés afin d’es-
timer le champ de contrainte induit en sous surface expérimentalement et numériquement.
Les résultats révelent que I'anisotropie de la plasticité cristalline peut induire des contraintes
résiduelles de tension en sous surface. La comparaison des champs numériques et expérimen-
taux confirme aussi la possibilité de comparer des champs de contraintes estimés par EBSD a
haute résolution a ceux prédits par des modeles de plasticité cristalline de facon suffisament

quantitative pour permettre la validation de modele.

Les évolutions microstructurales induites par le grenaillage d'un coin sont ensuite étudiées
par des estimations EBSD de densités de dislocations géométriquement nécessaires a 1’aide
de nouvelles méthodes d’indexation alternatives. Les différences d’écrouissage relevées dé-

montrent I'importance de modéliser le procédé a 1’échelle du grain.

Une méthodologie pour l'identification de loi de plasticité cristalline a haute vitesse basée
sur des essais de microcompression est détaillée. Une attention particuliere a été portée sur
le caractere bien posé du probleme d’identification, a l'aide d’indice d’identifiabilités. Un
canon a grenailler capable de projeter des billes isolées avec une large gamme de vitesse
et une haute précision a été développé pour valider le modele. Un code a été implémenté
pour estimer la trajectoire de la bille en trois dimensions avec une précision de 200 pym pour
servir d’entré aux modeles éléments finis. La validation du modele précédent est effectuée
par comparaison du déplacement de la bille, de la topologie de I'empreinte d’impact et du

champ de désorientation sous ’empreinte estimés expérimentalement et numériquement.

Enfin la possibilité d’utiliser le déplacement de la bille et le champ de contraintes résiduelles
induit par un impact est explorée par une étude d’identifiabilité détaillée. Ces travaux offrent
de nouveaux outils et méthodologies pour l'identification de parametres et la validation de

modeles a I’échelle du grain et a haute vitesse.
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Abstract

Shot peening is a mechanical surface treatment which consist in projecting several spheri-
cal particles onto a material’s surface. The process have been widely used in the industry
over more than sixty years to enhance material’s fatigue properties by introduction of sub-
surface compressive stresses and hardening gradients. It has been long used as a ’nice to
have’ without any quantification of its benefits as its modeling involved a large number of
impacts, complex shot kinematics and non linearities induced by contact and plastic defor-
mations. Nonetheless, advances over the past twenty years provided models that successfully

reproduced experimentally measured average residual stress profiles and hardening gradients.

However, only few attempts to predict the residual stress and hardening variations at the
grain scale have yet been reported. Intragranular stress variations could influence a structure
high cycle fatigue behaviour and local hardening could be a crucial input for fatigue life
predictions models. The main barriers to achieve such predictions are mainly the difficulty
to identify accurate crystal plasticity models in the process conditions as well as defining
relevant validation procedures to assess the ability of the models to predict residual stress

variations.

The objective of this thesis is to develop a methodology for shot peening induced intragranular
residual stress and hardening prediction using crystal plasticity finite element simulations and

experimental validations.

Indentation on single crystal copper are first presented to assess the residual stress variations
in a single grain under the indent both experimentally and numerically. The results reveal

that crystal plasticity anisotropy could induce subsurface tensile residual stresses under a
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spherical contact. It also demonstrates that experimental residual stress fields estimated by
high angular resolution electron backscattered diffraction could be quantitatively compared
to finite element models. This finding makes it a relevant tool for constitutive behaviour

validation.

The microstructural evolutions induced by shot peening of a corner are investigated using
electron backscatter diffraction geometrically necessary dislocation estimations with recently
developed alternative indexation methods. The differences in hardening gradient close to
the corner compared with a reference shot peened material evidences that accurately predict
microstructural evolutions induced by the process at the grain scale is necessary to predict
the induced hardening distribution. These works provides new evidences of the relevance of

modeling the process at the crystal scale.

A methodology for identification of crystal plasticity parameters at high strain rates using
micropillar compression is then detailed. Particular attention is paid to the identification
problem well-posedness using identifiability indicators provided by the literature. A shot-
peening canon that can propel single shot over a wide velocity range with high aiming pre-
cision is developed. An in-house code that can estimate the shot trajectory within 200 pum
is implemented to provide input for finite element analyses. The setup is used for valida-
tion of the previously identified model by comparison of the shot displacement impact dent

topography and in-depth crystal misorientation field.

Finally, the possibility to use the shot displacement curve and residual stress field under the
dent produced by the setup is investigated through a detailed identifiability analyses. These
works provide new tools and methodologies for crystal plasticity parameters identification

and validation at the grain scale and at high strain rates.
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CHAPTER 1

Introduction

Fatigue crack initiation on structural parts is known to be mainly driven by the part’s sur-
face properties. Such properties are therefore often improved using surface mechanical or
chemical treatments in the industry [4]. Shot-Peening (SP) is a surface mechanical treat-
ment that consists in propelling hard particles, called shot (=~ 0.1 to 2 mm diameter) onto
a ductile metallic surface, at high velocity. The process (i) induces subsurface residual com-
pressive stresses [5] and, in some cases, (ii) increases subsurface hardness due to subsurface
microstructural evolutions [6]. These effects increase fatigue life and wear resistance, which

led to the widespread use of the process in the industry.

SP also increases surface roughness, which could be a critical fatigue parameter, especially in
the Low Cycle Fatigue (LCF) regime [7]. Authors have therefore devised modeling strategies
to predict the resulting effects the process has in terms of fatigue life [8,9]. Also, fatigue life
prediction models usually require residual stresses, roughness and hardening, among other
parameters. To that end, authors [10-14] have developed dynamic Finite Element Models
(FEMs) to predict peening induced roughness, residual stresses and hardening where the
media is explicitly represented. These models mostly dealt with macroscopic quantities and

very few authors attempted to simulate residual and hardening fields at the grains scale.

Intra-granular (also called "Type II") residual stresses influence structure’s High Cycle Fa-
tigue (HCF) behaviour. Type II tensile stresses favor early stage plasticity, crack initiation

and drives crack propagation paths [15,16]. It also influences macroscopic residual stresses



stability over the load cycles [17]. Also, local hardening could be a precious input for fatigue

lifetime prediction models, which usually require knowledge of the material loading history.

Crystal Plasticity Finite Element(CPFE) simulations could provide accurate intragranular
residual stresses and hardening predictions. Recent works studied the initial microstructure
influence on SP induced residual stress fields and geometrically necessary dislocation den-
sity [18,19] using such simulations. However, the predictions were not compared against
experimental residual stresses evaluation, as such experimental assessment remains a chal-
lenge. Advances in High-Resolution Electron BackScattered diffraction (HR-EBSD) unlocks

the possibility to obtain residual stress variation under single impacts to validate such model.

Also most of the aforementioned studies used CPFE models with coefficients identified either
using low strain rate fatigue tests or high strain rate Split Hopkinson Pressure bar tests.
The strain rate used for identification were therefore below those involved by the process (up
to 6.10° s7 [20]). Furthermore, as shot-peening involves mainly local surface deformations,
the material constitutive behaviour used for modeling should be identified using local test
procedures with similar deformation mechanisms. An identification methology using local
tests in shot peening conditions therefore has to be developed. The identified parameters
should then be validated considering the quantity of interest, e.g. the residual stress field

under one or several impacts performed in controlled conditions.

This research projects aims at developing a methodology for SP-induced intra-granular
residual stress and hardening prediction using crystal plasticity finite element
simulations, and its experimental validations. The main objectives of the projects
were (i) to assess the relevance to model the process at the crystal scale, (ii) develop a
methodology for identification of the CPFE parameters in the process conditions at the crys-
tal scale using a variety of experimental observations and (iii) provide tools to validate the

identified parameters in the process conditions.

This document is organized as follows:

o In Chapter 2, the literature related to the project is summarized and tools to under-
stand the presented work are provided. The shot peening process is presented with a
particular focus on residual stresses and modeling. A general introduction to crystal
plasticity at low and high strain rate is provided. Tools for mechanical surface prop-
erties and microstructural state caracterization at the grain scale, that could be useful
for the project, are then developed. Methodologies and important considerations for

constitutive parameter indentification are also detailed.

« In Chapter 3, the effect of crystal orientation on spherical indentation induced residual



stress fields explored during the project and published in Materials & Design [21] is
presented. The objective of the chapter is to assess the relevance to model the process
at the grain scale and to use HR-EBSD as a validation tool for constitutive behaviour

validation.

In Chapter 4, the result of a study performed in collaboration with Safrantech on
the microstructural characterization of the bulge induced by shot-peening of a sharp
corner submitted in Materials Science and Engineering: A [22] is developed. This study
further emphasizes the importance to account for microstructural evolution at the grain

scale to model the process, especially when treating non linear geometries.

In Chapter 5, an identification methodology of crystal plasticity strain rate depen-
dent constitutive parameters using high strain rate micropillar compression that was
published in Materials & Design [23] is developed. The work lays the first basis for

CPFE constitutive parameters in the process condition at the surface scale.

In Chapter 6, the shot peening test rig canon developed during the project to propel
a single shot under controlled conditions is presented. The methodology developed
in this work to extract the shot trajectory to be used as simulation input, as well as
two different applications of the test rig, are presented. This work was submitted in
Strains [24].

In Chapter 7, the possibility to use experimental output produced by the canon such
as the displacement curve and the residual stress field under an impact for constitu-
tive parameters inverse identification is investigated through an identifiability analysis.
This work was submitted in the Journal of Theoretical, Computational and Applied
Mechanics [24]



CHAPTER 2

Literature review




2.1 Shot peening

2.1.1 Generalities

Shot peening is a surface mechanical treatment which consists in projecting hard ceramic or
metallic shot onto a material surface at high velocity. It is widely used to enhance material’s

fatigue life by subsurface hardening [6] and compressive residual stresses introduction [5].

Several process parameters can be varied to optimize the SP-induced surface properties (Fig-
ure 2.1) [25]: shot characteristics (material properties, hardness HV, diameter d), shot ve-

locities v (between 50 and 100 m.s™! [26]), impact angles w and the exposition time .

Two sets of parameters are used to characterize the process induced surface properties:

o The surface coverage, which is the impacted surface ratio. Coverages over 100% are

usually measured as multiples of the SP time required to reach 100%.

e The Almen intensity, which is defined as the residual arc height of a relaxed beam
after SP.

Residual stresses result from the residual elastic strains constrained by the impact-induced
plastic deformations. Shot induce subsurface inhomogeneous plastic strains during SP. To
ensure strain continuity, the material in the surrounding plastic zone must deform elastically,
which produces residual stresses that should satisfy equilibrium. As residual elastic strains
counter a shot-induced plastic stretch, SP induces global subsurface residual compressive

stresses (see Figure 2.2).

The literature provides a wealth of experimental [7,27-30] and numerical studies [31-34],

Shot

Shot-peened substrate
E v, p, HV

Figure 2.1 Process parameters used for conventional SP. E, v, p, HV are respectively the
shot or the material Young’s modulus, Poisson’s ratio, density and hardness. d, v and w are
the shot diameter, velocity and impact angle [25].
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Figure 2.2 Mechanism leading to compressive residual stresses resulting from residual elastic
strains constrained by the impact-induced plastic deformations. The orange zone repre-
sents shot-induced plastically strained zone. SP induces subsurface plastic-stretch which is
countered by residual elastic strains. Such mechanism induces global subsurface residual
compressive stresses

using respectively X-Ray diffraction (XRD) residual stress measurement methods (such as
the sin?+) method) and Finite Element Analyses (FEA), to estimate the averaged residual
stress profiles. Classical residual stress profiles obtained with these methods are presented
in Figure 2.3. Compressive residual stresses are generally found for depth varying from a
few hundreds micrometres to few millimetres. Tensile stresses are usually found in the bulk

beneath the compressive zone, as it ensures the sample’s global mechanical equilibrium.

The deformation mechanisms leading to such stresses have also extensively been studied.
For isotropic materials, Wohlfahrt [35] suggested that the presence of residual stresses results

from two different mechanisms: Hertz pressure and hammering effect. The former is linked

0z (MPa)

Depth (mm)

Figure 2.3 Usual averaged residual stress profile obtained using, for instance, the XRD sin? 1)
method. Subsurface compressive stresses are usually found down to a few millimetres below
the surface. Tensile stresses are found deeper in the sample to satisfy the global mechanical
equilibrium. Point A represents the highest compressive stress intensity.



to a repeated impacts-induced normal pressure field which creates maximum shear stresses
at a certain depth. The shear stresses intensities and depths mainly depend on the contact
radius. The latter corresponds to the subsurface plastic stretch induced by peening jet

induced tangential forces.

The influence of residual stress on fatigue life depends on the impacted material as well as on
the fatigue regime. Klotz et al. [7] performed both HCF and LCF tests on shot peened Inconel
718 samples to evidence the influence of residual stresses and process induced hardening on
the fatigue life. The authors found that in the HCF regime, SP could enhance Inconel 718
fatigue life from 2 to 20 times, when compared to an unpeened specimen. According to the
authors such enhancement is mainly attributed to compressive residual stresses developed
under the surface. However, in the LCF regime, fatigue life was mainly driven by the surface
roughness which tends to lower the treated sample fatigue life, when compared to an unpeened

specimen.

Alternatively, Eleiche et al. performed HCF fatigue tests on shot peened high strength
martensitic samples for which the residual stresses were relaxed through a thermal treatment.
Shot peened specimens presented a 20% life improvement, when compared to an unpeened
specimen. However, the authors found that relaxing the residual stresses only lowered the
samples HCF life by 3%. In the case of high strength martensitic alloys, the treated part’s
fatigue life is therefore mainly improved by shot peening induced work hardening, rather

than by the residual stresses.

An accurate prediction of both the material residual stress and hardening state after the
process is necessary to feed fatigue life prediction models. Many works have therefore focused

on SP numerical simulations. A short review of SP models is further provided.

2.1.2 Finite Element simulations

Accurate SP modeling requires representative prediction of a complex and random shot dis-
tribution. Many authors have therefore focused on shot modeling to accurately represent
the shot-peened sample’s loading history. Noughier-Lehon et al. [36] used Discrete Element
Modeling (DEM) with constant target material absorbed energy to model shot behaviour.
Murugaratnam et al. [33] and Tu et al. [13] performed a DEM-FEM coupling to study the
influence of several process parameters on the induced residual stress field, accounting for
shot kinematics. Alternatively, Badreddine et al. [26] used an analytical granular vibrated
gas model to obtain the shot velocity distributions. The model provided satisfying shot tra-

jectories and surface coverage predictions for ultrasonic SP, when compared to experimental



data. The approach was later used to model the shot flow on complex geometries [9,10] by
introducing the residual stresses induced by one impact of a flat sample into the complex
geometry using the eigenstrains method. Few authors, such as Nguyen et al. [37] also used

computational fluid dynamic softwares to model the shot peening jet flow.

Several works focused on Shot-Peening modeling for accurate residual stress predictions. The
influence of the finite element simulation geometry [38], mesh size [11,39], friction and contact
penalty coefficients [20,40] on the global residual stresses prediction accuracy was already

assessed.

Choice of the target material constitutive behaviour is crucial to accurately predict the pro-
cess induced residual stresses and hardening as it has to account for the process conditions.
Meguid et al. [20] modeled several impacts on an AISI 4340 high-strength steel using a 3D
model with a strain rate dependent constitutive behaviour. Their study revealed that the
process could involve strain rates up to 6.10° s~!. Most SP finite element simulations mod-
eled the substrate using macroscopic isotropic constitutive laws. Strain-rate dependency is
usually accounted for using Johnson-Cook’s constitutive relationship [39,41,42]. Also, im-
pact repetition induces kinematic hardening in the target which has both an influence on the
macroscopic residual stresses [43] as well as on the material’s fatigue life [5]. Macroscopic
kinematic hardening frameworks have therefore been used by several authors to account for

such effect [32,43-45].

Accurate modeling of shot kinematics and material constitutive behaviour for
SP-induced loading history now provide accurate macroscopic residual stress
predictions over many grains. Recent works have therefore used such model to study
SP parameters influence on residual stresses. For instance, Gariepy et al. [46] studied the
influence of shot velocity and size distribution on residual stresses and surface roughness,

using a coupled FEM and Monte-Carlo approach.

Such works usually rely on comparison of predicted and XRD-measured residual stress pro-
files. The aforementioned models can therefore accurately predict the macroscopic residual

stress average only over many grains. Such models remain relevant for isotropic materials,

for which the grain size remains small, and with no particular crystal orientation textures.

2.1.3 Process influence at the crystal scale

In many cases, industrial materials’ mechanical behaviour is driven by their microstructure.

Prediction of the shot-peening induced residual stress and hardening distribution on such



materials at the microstructural scale should therefore account for the material’s local

heterogenities.

Castro-Moreno et al. [19] performed a complete CPFE SP simulation on a polycrystalline
Representative Volume Element (RVE) with different initial grain sizes. Their work numer-
ically evidenced the influence of initial material grain size on the SP-induced residual stress
intragranular distribution. The authors however pointed out that the global average stress

distribution was not much impacted by the RVE initial microstructure.

Such local heterogenities could drive the process’ benefits for material’s which mechanical
behaviour has to account for different scales such as large grain microstructures, textured

materials or multi-phased materials. Industrial applications of such materials are for instance:

« Single crystal structural parts such as high pressure turbine blades [47]

o Welded zones or additively manufactured parts which usually present a textured mi-

crostructure with elongated or colonar grains [48,49]

o Precipitate hardened alloys such as most nickel based super-alloys.

Shot-peening induced residual stresses are therefore usually considered at different scales [4],

as illustrated in Figure 2.4:

o Type I usually refers to the residual stresses averaged over many grains

o Type II represents the microscopic residual stress varying inside single grains

Type I Type 11 Type 111

Figure 2.4 Residual stresses at different scales. Type I, I and III stresses refer to stress
average over many grains, the micro stress variations inside a single grain and the stress at
the crystal defect scale respectively.



10

o Type III is the sub-microscopic residual stress resulting from the local influence of

crystal defects

Type II stresses are known to influence the material’s HCF bevaviour as it favours early stage
plasticity, crack initiation, and drives the crack propagation paths [15,16]. Musinski et al. [§]
introduced residual stresses provided by isotropic FE calculations into a polycrystalline CPFE
model, using the eigenstrains method. They then studied the predicted and measured intra-
granular stress redistribution and relaxation after one load cycle. Experimental and numerical
relaxed stress profiles after one load cycle followed similar trends and amplitudes. Their study
revealed that intragranular stress variations influence the residual stress relaxation over the
first loading cycles. Accurate prediction of Type II residual stresses is therefore

crucial to assess the process performance in terms of fatigue life.

Rousseau et al. [18] studied the influence of several SP parameters (impact velocity, angle
and impact repetition) on the residual stress field and dislocation production predicted by a
dislocation-based CPFE framework on a 2D polycrystal. Their work provided a numerical
assessment of well-known experimental macroscopic observations and provided a methodolo-
gy to predict the shot peening induced hardening at the grain scale, which is also crucial for

fatigue life prediction [5,47].

Predicting the process benefits at the microstructural scale however requires to use constitu-
tive behaviour representative of this scale, such as crystal plasticity models. Such constitutive

behaviours involve a large number of material coefficients which have to be identified:

o Under the process conditions, as shot-peening involves several impacts deforming

the material cyclically at strain rates up to 10° s= [20].

o At the surface scale, as the process usually affects depths down to a few hundred
microns, which implies that the solicited RVE has a large surface to volume ratio. This
results in different plasticity mechanisms, as it will for instance be more favorable for

a dislocation to exit the material through the surface.

The importance of those two factors on Type II residual stress and micro hardening prediction
can be apprehended by looking at the strain rate field induced by a spherical impact. Figure
2.5 shows the von Mises equivalent strain rate distribution under an impact performed at
40 m-s on an isotropic elasto-plastic material using simple von Mises plasticity. Such simple
analysis reveals that the highest strain rates are usually found very locally at the extreme
surface underneath the contact periphery, where shears are the most predominant. Strain-

rate heterogeneities therefore drive Type II residual stress build up.
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Figure 2.5 Strain-rate distribution induced by an impact. 2D plane strain 40 m s~! Impact
simulation using an isotropic elasto-plastic constitutive behaviour for the target material: (a)
Shear stress and (b) maximum principal strain rate under the impact. The highest strain
rates are observed very locally at the contact periphery due to the high shear imposed to the
material during the impact.

Models aiming at predicting stresses at such scale therefore have to describe the target
material strain-rate dependent behaviour as accurately as possible, on a large strain rate

range and at the surface scale.

The next section provides a short review of such crystal plasticity model in the perspective

to use them for shot-peening simulations.

2.2 Crystal plasticity

2.2.1 Phenomenology

Crystalline materials are composed of an organized arrangement of atoms that can be de-
scribed by a repeated pattern. Plasticity in such materials is related to the crystal lattice

defects evolution.

As briefly recalled in Figure 2.6, the most usual case of crystal lattice defects usually consi-

dered to explain plastic deformation of metals are:
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« Dislocations nucleation, gliding (mechanical) or climbing (diffusion)

o Twinning, which is an organized displacement of atoms resulting in two different

crystals with a symmetrical lattice arrangement.

o Phase transformations which could be thermally or mechanically induced.

To simplify the problem, the present work will consider dislocations evolution as the only

source of plastic deformation.

Dislocation glides follow the densest crystal lattice planes, usually called gliding planes. A

eeee0000, o 0% % 0%
©10000°0 SOOOOC
© 00 0'de 0 %%0% %" 0%
©00 0.00 8- 0- - 0-9-0--
o @5 @0 © 00 0
o ¢'e 050 © v e e’
00000 @0 0 00
00000 o0 0 o e’

(b)

Figure 2.6 Illustration of several crystal defects. (a) point, linear and (b) planar (twinning)
defaults. In figure(a): (1) vacancy, (2) self-interstitial, (3) foreign-interstitial, (4) foreign
substitution atom and (5) dislocation

—
5]
~—

O

Z

[
Slip direction

n
Gliding
plane Shear stress
normal T = ocosWcosl

Figure 2.7 Hlustration of the Schmid’s law. Dislocations glide along a given direction [ on a
gliding plane of normal n. Gliding is controlled by the amount of shear applied to the gliding
plane which can be found by projection of teh stress tensor onto the plane.
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gliding system is defined by a gliding plane and a gliding direction. Dislocation glide is
driven by shear and is therefore related to the stress projection on the gliding plane as shown

in Figure 2.7. This is usually obtained thanks to the well-known Schmid’s law as

1
r=o: (lontnal) (2.1)

where 7 is the projected shear stress, usually called the resolved shear stress, o is the
Cauchy stress tensor and 1 and n are vectors representing respectively the gliding direction

and the normal to the slip plane. Crystal plasticity is therefore anisotropic.

For dislocation glide-driven plasticity, hardening is mainly related to the obstacles encoun-
tered by dislocations such as other dislocations, dislocation forests, precipitates, inclusions

or grain boundaries. Generally, a distinction is made between [51]:

o Self-hardening, limited to interactions between dislocations in the same gliding sys-

tem

« Latent hardening, which results from dislocation interactions from different gliding

systems.

Hirth listed the most frequent interactions for Face-Centered Cubic (FCC) lattices [52]. To
quantify the relative strength of each interaction, Franciosi et al. [53] performed tensile tests
on single crystals under simple glide conditions. They then cut a new sample in the primary
deformed one to conduct a second tensile test under simple glide conditions on the secant
gliding system. The authors then introduced the hardening power induced by interactions

between systems s and r as:
heg = —. (2.2)

The different hardening configurations are listed in Table 2.1. The resulting interaction
matrix for the 12 FCC gliding systems (listed in Table 2.2) is presented in Table 2.3. This

matrix is used in most crystal plasticity constitutive laws for FCC lattices.

2.2.2 Classical models

Despite that dislocations represent discontinuities in the crystal lattice, the average behaviour
of a large number of dislocations can be represented using a continuum mechanics approach.
Crystal plasticity finite element frameworks relies on such hypothesis as it accounts for the

averaged single crystal mechanical behaviour in a representative element volume.
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Table 2.1 Interaction matrix coefficients. Relationship between the crystal hardening inter-
action coefficient h; and the gliding system geometrical property for FCC crystal lattices. 6
coefficients are usually defined. n® n" and [°,{" are respectively normal vectors to the slip
planes and gliding directions of the gliding systems s and 7.

Interactions Geometric properties

Self hardening hy n®=n"and P =1°

Coplanar hs n®=n"and I #1"

Hirth lock hg n*#n"and P-1"=0

Collinear hy n®#n"and P =1"

Glissile hj n*#n" ,P-1"#0and I°AI" = £n° or +n"

Lomer junction hg n®#n" |13 #1" and I° A 1" # +n® and £+n"

Table 2.2 Numbering convention used in this manuscript for the 12 Face-Centered Cubic
(FCC) gliding systems [50]

System number 1 2 3 4 5 6
Directions [101] [011] [110] [101] [011] [110]
Planes (111) (111) (111) (111) (111) (111)
System number 7 8 9 10 11 12
Directions [011] [110] [101] [110] [101] [011]
Planes (111) (111) (111) (111) (111) (111)

Table 2.3 System interaction matrix for an FCC crystal with 12 activable gliding systems. s
and r refers to two gliding systems that can interact.

s\ell1 2 3 4 5 6 7 8 9 10 11 12
1 | hi ho hs hi hs hs hs he hs hs hs he
2 hi he hs hs hs hs hs hs hs he hs
3 hi hs hs hs hs hs hs hs hs hs
4 hi he hy he hs hs hs hs hs
5 hy hy hs hs hs hs hs ha
6 hi hs ha hs hs he hs
7 hi hs hy he hs hs
8 hi he hs hs h
9 hy hs hy hs
10 hi he ho
11 hi ho
12 hy
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A myriad of crystal plasticity finite element frameworks have already been developed. The
Kinematic frame usually relies on the decomposition of the deformation gradient tensor F

into its elastic and plastic contributions F'¢ and FP as:

F = F°. F”. (2.3)

Applying only the plastic part of the deformation gradient results in the nucleation of crys-
tal defects. In the absence of elastic strains, the resulting crystal is however relaxed which
can only be possible if the crystal lattice is perfect. The multiplicative decomposition above
can therefore be understood as the passage from a reference configuration to an interme-
diate relaxed configuration in which all dislocations are located at the crystal periphery as

represented in Figure 2.8 [54].

It is interesting to note that lattice stretch and rotations are contained in the elastic part of
the deformation gradient while the rigid body motions are contained in the plastic part, as

the lattice structure is perfect in the intermediate configuration.

The velocity gradient tensor’s plastic part LP is usually decomposed as the sum of the

contributions of plastic slips v on every gliding system s:

N
L? => yl®n. (2.4)
s=0

Intermediate
Configuration

F? Fe

7 HE N

F=F¢.FP
Reference Current‘
Configuration Configuration

Figure 2.8 Decomposition of the total deformation gradient. In the intermediate configura-
tion, all dislocations are supposed to be at the domain borders.
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FP can then be recovered by integrating the following equation:
FP=LP. FP (2.5)
The material’s resulting stress state can then be computed using Hooke’s law:
II=C:E, (2.6)

where IT is the large deformation first Piolat-Kirchhoff stress tensor, C is the material’s stiff-

ness matrix and E is the Green-Lagrange deformation tensor.

CPFE frameworks mainly vary in the law given for 4*(7°). A large number of such laws have
been reviewed by Roters et al. [54]. Both rate-independent and rate-dependent approaches
were developed. However this work will only focus on rate-dependent approaches as it focuses

on the importance of strain rate dependency.

Phenomenological approaches consider the average plastic straining on each gliding system
as internal variables. For instance, the Meric-Cailletaud framework [1] considers that the

resolved shear stress on each system 7° is related to the system’s shear strain rate according

7= (F) s, 27)

to a Norton’s law using

with

0 if z<0
<z >= ,
z if >0

K and n being material constants. An isotropic hardening term r* is usually added to the

flow rule f* as
() =1~ . (28)

r® results from the interactions between the different dislocation slip systems as:

N
r® = Ry + Z hsq(Rq - R0)7 (29)

q=1

where R, is the hardening law at the system level, represented in this case by a Voce law:
R, = Ro+Q(1 — "), (2.10)

where Ry is the critical resolved shear stress, () and b are two phenomenological constants, v9
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is the cumulative plastic slip for the g-th system and hs, is the interaction coefficient between
systems (s) and (¢). It can be noted that h, has the same physical meaning as the hardening

power previously defined in Section 2.2.1.

A common alternative approach [55] consists in relating 7% to v* through a multiplicative

definition:
sgn(7°), (2.11)

77 being the critical resolved shear stress for which gliding occurs on system s. Similarly as

in the Meric-Cailletaud’s approach, 77 is related to hardening in system s using:
q=1

According to Busso et al. [56], the additive and multiplicative approaches present similar
behaviours even for multiaxial loadings. The major difference resides in the onset of plasticity
which starts at the initial time using the latter approach, while the additive framework

assumes that only elastic straining occurs for low stress values.

Physical approaches consider the average dislocation density in each gliding system as in-
ternal variables. Dislocation density based models provide a finer scale modeling, insights
in substructure formation and better account for dislocation mechanics. In most classical

CPFE models, hardening is most commonly related to the dislocation density using either

N
7o = by Zasqpqa (2.13)
q=0

s = pd bv®, (2.14)

the extended Taylor equation:

or the Orowan law:

where p? is the dislocation density in system ¢, p;,

is the mobile dislocation density, b is
the dislocations’ Burger’s vector, i is the material’s shear modulus, a,, is the interaction
strenght between systems (s) and (¢) and v* is the mobile dislocations average velocity.
Mechanisms influencing the dislocation density in every gliding systems, such as dislocation
mobility, creation at sources, recovery, or annihilation, can then be accounted for by the sum
of several terms in a dislocation evolution law % = g(p°,T,¢...). An extensive review of
these possible terms is given in the review of Roters et al. [54]. One of the most common
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expression for the dislocation density evolution is the Kocks-Mecking evolution law given as:

dp* 1 [/Zglabs
p :( a=1 qPQ_%p)7 (2.15)

dvs b K

where b is the Burgers vector amplitude, by, is an interaction matrix, x represents the amount
of obstacles seen by mobile dislocations and . is the recovery rate coefficient. Equation 2.15
represents the balance between nucleation and glide of dislocations and their annihilation

through recovery phenomena.

It is interesting to note that use of a Voce law in the Meric-Cailletaud framework provides
a formulation that is compatible with Equation 2.15 [57]. Both approaches therefore usually
yield similar results and mainly differ by the richness of information provided, as well as by

the second interaction matrix by,.

Dislocation density based parameters identification can however hardly be experimentally
performed, which constitutes the major drawbacks of such approaches. These parameters
are usually obtained using Discrete Dislocation Dynamic (DDD) simulations as in the work
of Devincre et al. [58].

2.2.3 Strain-rate dependency in crystal plasticity models

Strain-rate dependency of metals is closely related to their crystalline structure. Indeed, the
underlying mechanisms related to strain rate dependency for FCC and Body-Centered Cubic
(BCC) materials strongly differ.

At room temperature and for BCC structures, strain rate dependency is mainly attributed to
athermal contributions such as Peierls stress (e.g. the stress required to move a dislocation)

and lattice friction which increases the overall yield stress as the strain rate increases [60]

For FCC materials the underlying mechanism related to strain rate dependency depends both
on the temperature and on the strain rate. Figure 2.9 shows the typical evolution of copper

yield stress as a function of strain rate [59]. Two regimes can be observed:

« A thermally activated regime (< 10* s7!) where strain rate dependency mainly

influences strain hardening and does not have much influence on the yield stress

« An athermally activated regime (> 10* s7!) characterized by a sudden raise of the

yield stress with the strain rate.

In most metals, plastic straining is mainly accommodated by plastic slip. Such slip is possible
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only if a sufficient shear stress is applied on the dislocations’ respective gliding plane to
overcome barriers such as other dislocations. Following the parallel recalled by Salvado
et al. [61], each dislocation can be seen as a small oscillator with its own thermal energy.
Schematically, the more a dislocation oscillates, the easier it is for it to overcome barriers. As
the strain rate increases, less time is given for the thermal activation phenomena to occur,
which results in a higher stress. At low strain rates, this is the main mechanism leading to

strain-rate dependency for FCC metals.

This could be accounted for by considering the frequency v; of successful dislocation jumps

over an obstacle, which can be related to the temperature using an Arrhenius law [61]:

v = voAexp (}?j?) , (2.16)

where vy is the dislocation vibration frequency, A is a material constant representing the
dependency to entropy, K is the Boltzmann constant and 7' is the temperature. In the above,
AG represents the obstacles energy barriers. By neglecting the travel time of dislocations,

this expression can then be related to the plastic strain rate using the Orowan equation which
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Figure 2.9 Typical evolution of copper yield stress with increasing strain-rate [59]. Two
regimes can be observed: a thermally activated regime (I) where the strain rate has little
influence on the yield stress and mainly influences strain hardening. An athermal regime (II)
where the yield stress increases with the strain rate.
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yields:
1

- MUl

. —-AG
A pbAL = ~oexp <KT> : (2.17)

where M is the Schmid factor, p is the dislocation density, b is the Burgers vector and Al is

the distance between dislocation barriers.

The strain rate is then related to the stress by choosing a relevant form for the barrier energy
AG. Kocks et al. [62] suggested a general form which has been used in many single crystal

plasticity models for strain rate dependent applications [8,63]:

AG = AG, [1 - (T)p]q, (2.18)

To
where p and ¢ are material constants.

For low strain rate ranges, the relationship between 4 and exp (Tlo) can sometimes be approx-
imated as linear which leads to the Norton equation used in the Meric-Cailletaud framework

and given by Equation 2.7 [64].

This reveals the limits of the Meric-Cailletaud framework in terms of strain-rate dependency,

as it only remains valid for certain materials on a small strain-rate and temperature range.

As the strain rate increases (over 10* s71), dislocation inertial effects (such as phonon drag,
scattering, radiative effects or lattice friction...) becomes the predominant mechanism [59,61,
65,66]. Equation 2.7 can no longer be used in this regime due to the various non linearities
occurring in the relationship between the applied stress and the dislocation velocity. It also
does not account for a limiting velocity for the dislocation motion (usually taken as the
speed of sound in the observed material). At even higher speed, the dislocation motion is
supposedly subjected to relativistic effects as its velocity approaches that of the sound in the
material. However, the literature still does not agree on this fact as no experimental evidence

has yet been provided [66].

Under dynamic loading, and over 10° s=! [43, 60, 67], several other contributions, have to
be accounted for. According to Wang et al. [68] dislocation inertia plays a crucial role in
the developing microstructures under high strain rate loading. Such effect was for instance
successfully integrated in a macroscopic polycrystalline model by Rahaman et al. [69] using
a dynamic flow rule with a micro-inertial term. The proposed framework successfully re-
produced oscillations observed at the onset of plasticity for high dynamic loading of BCC

molybdenum.
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Under shock loading, plastic slip is accommodated by dislocation glide only if there is enough
mobile dislocations. Otherwise, nucleation of new dislocations or alternate mechanisms are
triggered [70] such as twinning, damage or phase evolutions. Propagation of an impact shock

wave front toward a dislocation source could also result in dislocation avalanches [71].

Therefore, several authors focused on accounting for dislocation motion under dynamic load-
ing to predict the capacity of mobile dislocations to accommodate plasticity. Luscher et
al. [72] performed a numerical coupling of a dislocation density finite element model with
a continuum dislocation transport and dislocation deformation incompatibility equation to
study the influence of dislocation transport on material’s response under shock loading. Se-
veral authors developed mesoscale continuous models for both isotropic [73] and orthotropic
materials [65] using two (mobile/immobile) or three (mobile/immobile/pile-up) [74] disloca-
tion densities internal variables to model the dynamic response of material’s at high strain

rates.

Accurate modeling of the high strain rate behaviour of materials under shock impact is
therefore an active research field and remains a challenge. An extensive review of such
work was performed by Salvado et al. [61] and several other models were also discussed by
Djordjevic et al. [65]. Also, a very extensive review on the study of dislocation mobility at

high velocity was provided by Gurrutxaga—Lerma et al. [66].

However, the models discussed above were developed for isotropic or orthotropic materials
and would not be suitable for single crystal models as plasticity phenomena would certainly
differ. Models accounting for anisotropy were developed but mostly at the scale of few

dislocations using molecular dynamic simulations and would therefore not be relevant to

model the process.

2.3 Mechanical surface properties characterization

Shot-peening affects depths generally around a few hundred microns under the treated part’s
surface. Local deformation close to the surface involves different straining mechanisms as
compared to the bulk, as the constrained surface to volume ratio is high. For instance,
plastic strain can be accommodated by dislocation annihilation at the surface around the

impacts.

The impacted material’s surface mechanical properties have therefore to be considered for
accurate modeling of the process. This involves using experimental procedures with high

surface to volume ratio representative of the process conditions in terms of strain rates.
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Micromechanical testing such as micro-pillar compression [75], impact tests [76] offer such

local observations and will thus be detailed in the following.

2.3.1 Micropillar compression

Micro-pillar compression consists in the compression of a micron-sized pillar using a diamond
flat-punch in a Scanning Electron Microscope (SEM). This test provides a local load /displacement

curve as well as insights into the material’s local deformation mechanisms.

Such pillars can be manufactured by:

o Surface lithography, for which a mask is applied on the surface and is then submitted

to ion-etching.

« Focused Ion Beam (FIB), which consists in bombarding the surface with ions inside
a SEM. This method usually leads to more reproducible geometries. It is nonetheless
more time-consuming and expensive. FIB pillars are generally performed in several
steps. First, high currents are used to build the raw pillar shape. Then, finishing
steps are performed using low currents to avoid geometry changes due to material

re-deposition.

FIB requires etching of a large area around the pillar - called a "bowl" - to allow SEM
observations and to prevent the punch from touching the substrate. Based on numerical
analyses, Zhang et al. [77] provided pillar geometry guidelines to accurately recover the

material’s local stress-strain curve.

Surface damage such as amorphisation or Gat subsurface diffusion can occur down to a few
nanometers when using FIB milling (see Figure 2.10 (3)). Xiao et al. [78] revealed an influence
of Ga™ subsurface diffusion on the observed yield strength for ultra-fine grain aluminum. No
influence was observed for single crystal samples in their study. The pillar size therefore has

to be large enough to make these effects negligible on polycrystalline samples.

Many works also suggest the presence of a size effect in pillars [79-81] (see Figure 2.10 (5)).
The sollicited volume for which these effects occur depends on the tested material. For
instance for copper, it is mainly predominant under 3 pm diameter and 6 pum height [82].
For sub-micronsize pillars, this effect is explained by many authors as a dislocation starvation
effect in the pillar, which involves an inversely proportional relationship between the yield
stress and the pillar dimensions [80]. Up to certain pillar dimensions, strain bursts are also
usually reported in the litterature and could be inferred to dislocation avalanche for large-

sized pillars and mechanical annealing for small-sized pillars [83]. In general, several pillar
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Figure 2.10 Micropillar compression test uncertainty sources. (1) Pillar/tip misalignment,
(2) Taper angle, (3) Ga™ ion amorphization, (4) Pillar/indenter friction, (5) Size effects.

sizes have therefore to be tested for material characterization to ensure that the

measured properties are independent of the pillar size.

A slight pillar misalignment with respect to the indenter (see Figure 2.10 (1)) has a sub-
stantial influence on the Young’s modulus estimation and could smear out the elastic-plastic
transition [85]. For highly anisotropic single crystals, Soler et al. [85] showed that tip mis-
alignment would lead to overestimations of the measured yield stress of about 12% for a 2°
pillar to indenter misorientation. To correct possible misalignments inferred by sample non
planarity, Singh et al. [86] measured the global surface geometrical angle, using a surface
approach performed with an in-situ sharp nano-indenter, at several locations around the pil-
lar. Experimental and predicted compressed pillars presented the same shapes and strain

behaviour.

Pillar taper angle (see Figure 2.10 (2)) influences the pillar’s stress distribution. Two effects
can be considered: (i) yield stress overestimation due to a smaller pillar surface at the top
and (ii) spurious strain hardening. According to Zhang et al. [77], this effect increases with

the pillar-aspect ratio. It is therefore an important parameter to account for in simulations.

The load-displacement curve has to be corrected to account for the frame, the substrate and
the indenter contribution to the measured displacements, as shown in Figure 2.11. The pillar

displacement w,, is therefore expressed as:

F F
2rE 2rEr

ind

(2.19)

Up = U — Uframe — Uindenter — Usubstrate = U — Uframe —
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Figure 2.11 Displacement correction required to retrieve the pillar displacement, extracted
from the work of D.Tumbajoy-Spinel [84]. The corrected curve accounts for the frame, the
indenter and the substrate contributions.

where u is the measured displacement, E

o q and L7 . are respectively the indenter and the

substrate reduced modulus, as defined in Figure 2.11, and r is the pillar’s radius at a given
time. For metals, the elasto-plastic transition is difficult to observe using micro-pillar com-
pression as plasticity occurs for very small force values at the contact and at the pillar basis.
The contact radius r can therefore be estimated by considering volume conservation of the

deformed pillar in the plastic regime.

For anisotropic materials, the stress state in the pillar is rarely homogeneous. Zhang et
al. [83] estimated the averaged stress-strain curve by evaluating the stress using the pillar’s
middle-height surface. Using the upper surface would provide an upper boundary of the stress
experienced by the pillar. This alternative approach has for instance been used by Frick et
al. [80]. These approaches provide pillar’s geometry independent measurements of the local

material’s property. It therefore provides more relevant data for results comparisons.

Indenter to pillar friction (see Figure 2.10 (4)) should also be accounted for when perfoming
micro-pillar FEA. Absence of friction leads to pillar buckling overestimations [77]. However,
the friction coefficient itself does not influence the load-displacement curve for
single crystals [81]. This hypothesis should however be validated when performing micro-
pillar compression numerical studies. The indenter has therefore to be modeled to account

for friction. It is usually taken as a flat rigid surface [75].

Figure 2.10 conveniently summarizes all the experimental uncertainties detailed above and



25

that should be accounted for when interpreting micropillar compression load displacement

curves.

Cruzado et al. [87] performed crystal plasticity phenomenological constitutive law parameters
inverse identification using micro-pillar compression testing on several Inconel 718 grains.
Micro-pillar compressions were performed at different strain rates (107* s™! up to 1072 s71),
pillar diameters and crystal orientations. Parameters were identified one by one using diffe-
rentiating tests in single and multiple glide conditions. The identified parameters were then
successfully used in a polycristaline model. However, the well-posedness of the inverse

problem was not demonstrated by the authors.

Apart from the load-displacement curve, micro-pillar compression tests offers several other
observation outputs. Gioacchino et al. [88] measured for instance the pillar rotation and
strain fields after compression using Digital Image Correlation (DIC) on Oxygen Free High
Conductivity Copper micro-pillars. Speckle pattern for DIC observations were made using
FIB assisted deposition. This pattern deposition can be performed following a bitmap image.
Their measured in-plane rotations were in good agreement with Electron BackScattered

Diffraction (EBSD) measured crystal lattice misorientations.

In the works presented above, micro-pillar compression tests were performed in the quasi-

~1. Recent developments now allows

static regime for strain-rates ranging from 107 to 1072 s
performing high strain rate dynamic micro-pillar compression. The set-up developed
in the work of Guillonneau et al. [89] can achieve high strain-rates as high as 10° s~! for

nickel nanocrystals. Such new experimental procedure provides new observation fields that

could be used for high-strain rate constitutive law identification.

2.3.2 Impact tests

Several authors used high velocity single shot experiments to obtain material’s surface pro-
perties. R. Guiheux [25] used a single impact shot set-up to study SP induced phase trans-
formations of AISI 301LN austenitic steel. Nordin et al. [90] used single impact experiments
to find a relationship between impact imprint geometrical characteristics and shot velocity

to deduce low coverage SP shot velocity distribution.

The study of single impacts could be relevant for parameters inverse identification, at least
in terms of strain rate dependency. K. Ekstrom [76] used single impact tests on SS2506 case
hardened gear steel to assess the relevance of strain rate dependent framework parameters to

simulate the impacted materials behaviour. To this end, the author compared predicted and
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experimental impact imprint geometrical properties. However no parameter fitting the expe-
rimental impact geometries were found by the author. Yet, no automated identification
strategy was used in this study. Also, the studied material presented impact-induced

phase transformations which therefore required a more complex constitutive law to be used.

Impact tests should however provide experimental outputs, representative of the material’s
behaviour at SP strain rates and dynamic regime. It could be used for material’s constitutive

law parameters identification, provided choice and accurate measurement of the most relevant

outputs.

Murugaratnam [91] developed an instrumented canon that can project shot peening medias
at velocities ranging from 44 m-s~! to 72 m-s~! to study the dent shape, microstructural
evolutions induced by single impacts as well as to obtain the coefficients of restitution (e.g.
the ratio of the shot velocity after and before the impact event) of different impacts in
different conditions. However, the author did not provide an analysis of the potential aiming

accuracy of the system to perform repeated impacts at the same material spot.

Also, performing several impacts at the same material position would provide information
on repeated impact induced cyclic effects at SP strain rates. Several authors used microper-
cussion experiments to obtain material’s properties after repeated impact. The test consists
in projecting a rigid indenter onto a surface by electromagnetic acceleration. The indenter
is attached to a metallic rod which moves inside a cylindrical cavity. The apparatus can

therefore perform several impacts at a given material spot [92].

Tumbajoy et al. [6] used micropercussion tests to study the influence of repeated impacts on
mechanical properties gradient and microstructural evolutions of Fe-« samples. Al Baida [93]
used micropercussion experiments to obtain the parameters of a power hardening law on a
AISI M2 steel using the impact load and residual imprint radius after several impacts. The
indenter diameter is usually around 2 mm which is large compared to industrial shot peening
media. Also, the dynamic sollicitation differs from a projected shot as the whole system

inertia and mass has to be accounted for.

In reality, shot peening involves a random distribution of repeated impacts at various veloc-
ities and angles. The induced residual stresses and hardening properties are closely related
to such variety of impacts. For instance, Kobayashi et al. [29] used XRD-measured residual
stress profiles after one and several impacts and indentation on steel polycrystals to show

that multiple impacts were required to induce compressive stresses.
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Material’s mechanical behaviour identified using single impact experiments should therefore

always be validated using multiple impacts tests at different material spots.

2.4 Microstructural state characterization

Assessing a model’s capability to predict shot-peening induced residual stresses and hardening
represents a challenge as their absolute value cannot be measured. However several methods
provide estimations of residual stress and hardening variations. Those methods can be divided

in two categories:

e Non destructive methods such as in-situ X-Ray Diffraction methods, ultrasonic or

eddy current measurements

o Destructive methods such as hole drilling or ring core methods using for instance a
Focused Ton Beam and a field measurement method (Digital Image Correlation, Moiré
interferometry, or holography), crack-compliance methods, the contour method or High
Angular Resolution Electron BackScattered Diffraction, XRD methods or nanoinden-

tation.

Non destructive methods are useful for comparison with standard measurements on industrial
parts that should not be destroyed but do not yet provide enough resolution and accuracy

to estimate residual stress or hardening distributions on single crystals.

Diffraction based methods are the most promising methods to accurately measure residual
stresses at the crystal scale as their resolution is of the order of the interaction volume (down
to a few hundreds of nanometers). Such methods could be divided in two categories: X-ray

diffraction and electron diffraction based methods.

2.4.1 Residual stress estimations
X-ray diffraction based methods

XRD is extensively used in the literature for material characterisation as it provides insights
into the material’s micro-structure, hardening, residual stresses, texture and chemical com-
position. XRD analyses consist in sending an X-ray beam (0.1 < A < 101401, A being the
beam wavelength) on a sample and to measure the diffracted beam intensity, for various 6

diffraction angles.
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Figure 2.12 Schematic representation of the Bragg’s law of Diffraction.

Analyses are usually based on a diffractogram showing the variations of the diffracted beam
intensity with the diffraction angle. Residual stresses induce shifts in the local latice inter-
reticular distance d. This results in slight shifts A# of the diffractogram peaks [94]. Most
XRD residual stress estimations therefore relies on relating such peak shifts with the residual

elastic strains.

The crystal lattice structure can be directly related to the diffraction angle according to
the Bragg’s law, as schematized in Figure 2.12. For instance, the sin? methods relies on
the relationship between strain and peaks shifts given by Bragg’s law. Stresses are then
related to the lattice strain estimated with the peak shifts using Hooke’s law for isotropic
materials, usually with a plane stress conditions hypothesis. This usually results in a linear
relationship between the peak shifts and a combinaison of the stress tensor’s component,

which parameters are found by varying the X-ray beam angle.

To obtain satisfactory results, the observed surface has to diffract for as many 6 angles as
possible. Therefore better results are obtained if the X-ray spot is positioned on a large

number of grains.

This method therefore provides the residual stress average over a surface. Also, it is less
efficient on coarse grain structures, textured or anisotropic materials, as it relies on Hooke’s

law expression for isotropic materials.

Alternatively, the Ortner method is an XRD based method that can provide residual stress
average estimations over monocrystalline surfaces by varying the crystal orientation observed
by the X-Ray beam. Morangais et al. [95] successfully applied this method to estimate the
residual stress gradient induced in shot peened nickel superalloy specimens. Using the Monte-

carlo algorithm, the authors assessed that the method provides stress tensor estimations
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within an accuracy of 30 MPa, provided that at least 17 non colinear Bragg’s angle are used

for measurements.

However the resolution of the Ortner method is limited to a few dozen micrometers due to

the large interaction volume of the X-ray beam in the probed material [47].

The aforementioned methods can be performed in a regular lab. The measured field resolution
depends mainly on the spot sizes which ranges between a few millimeters to a few dozen
micrometers (for micro-XRD). Also, the typical interaction volume depths are of the order of a
few micrometers. Alternative methods such as micro-Laue diffraction provides residual stress
and hardening diffraction with sub-micrometric resolutions when performed in a synchrotron
[96]. Using polychromatic beams, the full stress tensor can be recovered [97] with an accuracy

on the elastic strain measurement of 4.5 107° [98].

’Such measurement are however quite tedious and expensive as they require a synchrotron.

High angular resolution electron backscattered diffraction

EBSD relies on the analysis of diffraction patterns produced by an electron beam on a
crystalline material. A stationary electron beam is projected on a crystalline material in a
SEM. The electron beam diffracts on the different crystal lattice planes in every directions,
producing diffraction cones (see Figure 2.13 (a)). These cones produce several bands on a
phosphor screen, captured by a Charge-Coupled Device (CCD) sensor. The resulting pattern
is usually called a Kikuchi diagram. Figure 2.13 shows an example of Kikuchi diffraction

diagram for [100] single crystal copper.

A Kikuchi diagram is specific of the observed crystal lattice and orientation. Classical EBSD
consists in retrieving the local crystal orientation by diagram indexation based on the lattice

parameters.

Local elastic strains and rotations produce small shifts in the Kikuchi diagram. These shifts
are only sensitive to deviatoric strains and cannot account for hydrostatic changes [100]. It
is therefore possible to retrieve the in-plane local rotation and deviatoric strain tensor by

diffraction pattern cross-correlation with a reference pattern.

To relate those shifts with the residual elastic strain, a geometrical model has to be derived,

such as the one derived by Maurice et al. [101]. If dX is a crystal lattice volume element,
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corresponding to the beam position S, it will be mapped by a point P on the screen by:
SP =r = adX, (2.20)

as shown in Figure 2.14. If (z,y) are the coordinates of P on the screen and (X*,Y* Z*) the
coordinates of the diffraction pattern center (PC) (the horizontal projection of the analyzed
point), the gnomonic projection of a point on the screen can be expressed in the screen 3D

reference frame as:
SP = (v, — X*,y, — Y*, 7). (2.21)

Accordingly, a volume transformed by F' will be mapped to a point P’ on the screen by
SP' =7 =ddx=dFdX =r +q, (2.22)

where dx is the volume element in the transformed frame and ¢ the shift vector.

Since every point on the screen has the same Z* with respect to the sample’s coordinate
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Figure 2.13 Formation of Kikuchi bands. (a) Incident electron beam on the sample diffracts
in every direction, producing a diffraction cone. These cones produce straight bands on the
phosphor screen, also called "Kikuchi bands" [99]. (b) Kikuchi diagram resulting from the
combination of all the Kikuchi bands on the screen. A particular band has been highlighted
in white.
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Figure 2.14 EBSD setup geometry. Schematic representation of the geometrical model used
to relate band shifts and residual elastic strains.

system, one can write

dde - k=277, (2.23)

where k is the unit vector for the third coordinates in the screen 3D reference frame. There-

fore, the transformation of r by F' can be expressed as:

Z*

T 7 FdX. (2.24)

r+q=
A possible approach to find F' is to find the shift ¢ between a stress-free reference pattern

and the observed pattern using cross-correlation and to find F' that minimizes the following

cost function [101]:
Nzor |

Z*
VF: 7F.i_i i
()= 3 5 |pgimmta

: (2.25)

where Nzo; is the number of zone of interest (e.g. subsample of the pattern) chosen for the

cross-correlation.

Pionnered by Troost [100] and further developed later by Wilkinson [102], this method pro-
vides the local rotations and in-plane components of the local elastic strain tensor with an
accuracy of 107% [101]. The local stress tensor is recovered using Hooke’s law given by

Equation 2.6.

Historically, diffraction pattern cross-correlation was performed by the comparison of dif-
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ferent Zone Of Interest (ZOI), dividing a global Region Of Interest (ROI) chosen on each
Kikuchi diagram. Cross-correlation consists in minimizing the differences between the de-

formed reference and the observed ROI.

HR-EBSD still presents some limitations, especially for measurements in polycrystals. As-
sumptions have to be made on the residual stress state of the reference point. In a single-
crystal, it is reasonable to assume a zero-stress state, far from the solicitation. However,
such hypothesis cannot be made in a polycrystal, for which HR-EBSD however

gives an accurate estimation of the local orientations and strain variations.

Also, as presented above, the pattern center position has a substantial influence on the es-
timated strain field and should therefore be determined with high accuracy. Conventional
calibration techniques provide an estimation of the PC position within an accu-
racy of 0.5% of the pattern width, which could result in phantom strains of the
order of 1073 [103]. Several authors [104,105] proposed new PC calibration methods based
on comparison with dynamically simulated patterns. In particular, Tanaka et al. [105] used
global optimization algorithm to obtain PC calibration within an accuracy of 107° of the

pattern width.

Finally, recovery of the full stress tensor is generally done by assuming plane stress conditions
at the probed surface [102]. Such an assumption can also be a source of errors, which could

be negligible in most cases, as discussed by Hardin et al. [106].

Both diffraction methods therefore have their respective benefits and drawbacks. A com-
parison of the aforementioned methods can be found in Appendix A. Overall, HR-EBSD
provides a better spatial resolution than micro-Laue diffraction and can be performed in a

regular laboratory, even though it can only recover the stress variation relatively to a reference

point.

The present work will therefore mainly focus on the use of HR-EBSD for residual stress

measurements.

2.4.2 Geometrically Necessary Dislocation density estimations

Geometrically Necessary Dislocations (GND) (as opposed to Statistically Stored Dislocations
(SSD)) designate the part of the total dislocation density that contributes to the lattice
observed curvature at a given scale as schematized in Figure 2.15. Several methods based
either on XRD or EBSD measurements can be found in the literature to estimate GND density

variations. As GND estimations from EBSD measurement rely solely on the misorientation
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field, such estimation can be performed using the data already gathered for residual stress
estimations. Therefore, only the EBSD based method will be detailed in the following.
General principle

Considering an arbitrary surface S in a metallic material intersecting several dislocations, as
represented in Figure 2.16 (a), the resulting Burgers vector of the intersecting dislocations

B is related to the individual dislocation Burgers vector b and line vector ¢ as [107]:

Bz(/st-nd5>b:/sa~nd5, (2.26)

Figure 2.15 Schematic representation of Geometrically Necessary Dislocations (GND, in or-
ange) contributing to the global lattice curvature at the observed scale, as opposed to Sta-
tistically Necessary Dislocations (SSD, in gray)

£ |
\ o -

(a) (b)

Figure 2.16 Estimation of GND densities using the Nye tensor. (a) Arbitrary surface S inter-
secting several dislocations (in orange). (b) S represented on the intermediate configuration
of the multiplicative decomposition of F'.
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where « is known as the Nye dislocation tensor. By restricting dislocation gliding to N slip

systems, one can therefore write:

N
a=Y pb @t (2.27)

s=1

Recalling the decomposition presented in Section 2.2.2 and recalled in figure 2.16 (b), the
resulting Burgers vector of an arbitrary contour I' can also be obtained by integrating a

contour in the intermediate configuration as:

B = yé(F@)-ldx, (2.28)
which results in the following relationship:
a = curl((F°)™). (2.29)
For small strains, one can write [108]:
(F) =T +B°) " ~1-p° (2.30)
where (€ is the displacement tensor, which results in:

curl(F®) ~ curl((F®)™) (2.31)

Using the polar decomposition, we then have:
a = curl(F°) = curl(R°U®), (2.32)

where R¢ and U* are respectively the rotation and stretch tensors. As previously mentioned,
R¢ is therefore the crystal lattice measured by EBSD indexation. By combining equations
2.27 and 2.32, one can derive a direct relationship between the lattice stretch and rotations
and the GND density as:

N

> psb® @t° = curl(R°U°) (2.33)

s=1
It is really important to note that ps in equation 2.33 is only the geometrically necessary part
of the total dislocation density as it was obtained by integrating on an arbitrary surface at

a given scale.

As classical EBSD only gives access to the lattice rotations, several authors [16, 109-111]

neglect the elastic stretch contribution to the deformation gradient in equation 2.33 to es-
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timate the GND density distribution. As pointed out by Acharya et al. [112] and further
investigated by Mohamed et al. [113] such estimation could lead to substantial errors
in the estimation of the dislocation density tensor in the presence of residual

elastic strains.

For FCC crystal structure, 18 slip systems are usually chosen (12 pure edge and 6 pure
screw). As EBSD only provides in plane measurements, only five out of the nine components
and the difference between two components of the Nye dislocation density tensor can be
recovered [109]. Equation 2.33 therefore only provides five equations for the 18 unknowns
GND densities in each system. To better condition the problem, an additional quantity is
usually minimized, such as the GND line energy [109,111], the total dislocation density [114],

or the dislocation vector L? norm [115].

Such method therefore only provides a lower bound of the GND density, as
demonstrated by Kysar et al. [110]. Also, as shown by Das et al. [108], the choice of the
quantity to minimize has only an influence on the GND density distribution in each system
but not on the total GND density estimation.

Usual smoothing techniques

GND estimations rely on the misorientation field computed using the EBSD obtained crystal
orientations. It is therefore highly sensitive to noise in the orientation field as it rely on
its derivative. Several authors uses filters on the orientation map to overcome this issue

[116-118].

Hielscher et al. [117] and Seret et al. [118] compared the influence of several smoothing filters
commonly used in the literature. Such methods usually result either in smoothing of the GND
variations or apparition of blocky artefacts and spurious dislocation densities. Variational
filters are the most promising as they rely on a formulation that is physically consistent with
the filtered data. The general idea is to find a denoised field from the experimental field which
minimizes a given energy functional relating the two. For instance, Seret et al. [118] suggested
to minimize a functional which combines both the difference between the filtered and non
filtered maps as well as the lattice curvature. The filter successfully preserved artificially

noised low angle boundaries and was successfully applied on experimental data.

Another approach is to filter the Kikuchi diagrams directly to get smoother orientation maps
by ensuring consistency between neighbooring analyzed points. For instance, the Non-Local
Pattern Averaging Reindexing (NLPAR) [119] method consists in averaging each Kikuchi
patterns with the neighboring pattern of the analyzed point. The method uses a weighted
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average which accounts for the similarity of one pattern with its neighbors to ensure that
high misorientations would not be smoothened by the algorithm. Such method has the
benefit to improve the indexation quality without altering the information and
without producing spurious misorientation, as it acts directly on the diffraction

pattern which can then be indexed using conventional methods.

NLPAR was originally developed in IDL language and provided open source on the author’s
github. This language requiring a paid licence, the code was re-implemented in python in
the frame of the present work to compare different diffraction pattern analysis methods for

GND estimations. The code is provided as open source for further studies .

Dictionary indexing

Another way to improve EBSD indexation rate and obtain smoother orientation fields is to
use alternative indexing methods. Indexation of Kikuchi pattern is typically performed by
detecting the diffracted bands using the Hough transform [120]. Dislocations induce local
lattice misorientations. When high dislocation densities are present, the observed Kikuchi
diagram is an average of all the diagrams produced by all the crystal orientations present
in the probed volume. This results in noisy diagrams in which the bands have less defined

edges and are therefore harder to detect using the Hough transform.

Dictionary indexing [3] is an alternative indexing method which do not rely on band detection

'https://github.com/simonBreumier/pyNLPAR

Master pattern Pattern dictionary Comparison with the Choose the
dynamic simulation generation whole dictionary best match

Figure 2.17 Dictionnary indexing algorithm [3]|. First a master pattern is generated using
dynamical simulations. The master pattern is then used to generate a dictionnary of Kikuchi
diagram representative of a sample of the orientation space. The experimental diagram is
then compared to every pattern of the dictionnary using a dot product metric and the best
match is chosen a the probed volume orientation.


https://github.com/simonBreumier/pyNLPAR
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to find the probed crystal volume average orientation. The method consists in generating a
dictionary of dynamically simulated pattern for a given sampling of the orientation space.
Each experimental diagram is then compared to each simulated diagram of the dictionary
using a relevant metric (typically, the dot product of the two diagrams). The experimental
point orientation is then chosen as the orientation of the simulated diagram which is the
most similar to the experimental one. Finally, the material point orientation is refined by
orientation subsampling close to the found solution. Figure 2.17 conveniently summarizes
the different steps of the method.

The method was successfully applied on shot-peened aluminium alloy by Singh et al. [121]

and is also robust toward pattern similarities [122] and pseudo-symmetries [123].

Dictionary indexing usually requires high computation time, even when parallelized on a GPU
as each pattern has to be compared to the whole dictionary. Recently, spherical indexing
was proposed as a much faster alternative to standard dictionary indexing first by Hielsher et
al. [124] and then implemented by Lenthe et al. [125]. The method relies on the comparison
of the spherical harmonic transform of the experimental pattern projected on the Kikuchi
sphere, and dynamically simulated Kikuchi sphere. The spherical transform being very fast
to compute, the method provides near real-time indexing, depending on the discretization

factor chosen.

These methods are therefore promising alternatives to the conventional Hough transform
for EBSD map of highly deformed materials and could be used effectively for GND map

estimations.

2.5 Constitutive theory parameters inverse identification

2.5.1 General principle

The identification of a constitutive theory’s parameters p, in the admissible parameter space
O of a constitutive law £, considering input solicitations y*, using observations y" consists in

fact in finding:
p = argmin|[£,(y®) — y*| (2.34)
PEO

The identification is usually cast as a minimisation problem where the cost function measures
the distance between experimental and numerical observations, by the use of optimization

algorithms, such as:
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« First order algorithms: Based on the calculation of the cost function first derivative.
The best-known example is the steepest gradient descent algorithm for which the first
derivative is used as the direction chosen for parameters choice at each step. Such algo-
rithms are usually good for a first raw approach of the solution but does not converge

very well when close to the solution.

e Second order algorithms: Based on the calculation of the cost function first and
second derivatives. The best-known examples usually consist in the minimisation of
the second order Taylor development of the cost function. The second derivative is
usually approximated as it requires heavy calculations, unless it can be computed ex-
plicitly. For instance, the Levenberg-Marquardt algorithm uses the square product of
the cost function’s Jacobian to approximate the second derivative. Such algorithm con-
verges in few steps with high precision, however they are not adapted for constrained

optimization and are not adapted when starting far from the solution.

e Sequential quadratic programming: Based on successive minimization of the cost
function using Lagrange multipliers. Constraints can be directly handled using such

approach.

o Statistical algorithms: Based on a random choice of the parameters. The choice
of the parameter statistical distribution is driven by the cost function values at each
optimization step. The Monte-Carlo algorithm are one of the best-known examples.
Those methods usually require many estimation of the cost function. However, it does
not require to calculate the function derivatives and covers the whole solution space,

hence reducing the possibility to fall in local equilibriums.

o Mesh-based optimization algorithms: Based on a mesh covering the whole solution
space. The cost function is computed on well-chosen points of the mesh, which is
then refined, depending on the actual mesh performances. The Mesh Adaptive Direct
Search [126] algorithm is a good example of such approach. These algorithms usually
converge in fewer steps than a probabilistic algorithm, without requiring derivative
computations. However, they would generally require more steps to converge to the

exact solution compared with a derivative-based approach.

2.5.2 Inverse problem conditioning

Observations generally vary by their nature (stress, strain...) and by their measurement

accuracy: it is therefore necessary to perform identification on dimensionless variables and
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to account for uncertainties. Usual cost functions are defined as [127] :

1 No No o 2
ZZ( %?, (2.35)
Ny o= i Y;

where N, is the number of variables, N, is the number of observations for variable o, e is an
index referring to experimentally observed variables, i the observation number and sc is a

scale factor accounting for uncertainties computed as:
scye = Ayg 1\ No. (2.36)

Converging on a solution only implies that a solution exists. To ensure that such
parameters will represent the material’s behaviour for different solicitations than those used

for identification, parameters also have to be [51]:

« Unique : only one set of parameters p will satisfy L£,(y®) =y".

« Stable : the parameters p vary continuously with the data y*. A small variation [|dy”||

should only imply a small variation ||dp||.

These conditions will ensure that the chosen set of parameters will remain relevant for diffe-
rent initial conditions. The uniqueness and the stability of the optimization problem highly
depend on the observation fields chosen. For instance, Chen et al. [128] showed that two
parameters of a power hardening law could lead to the same Berkovich indentation-induced
load-displacement curve. Therefore, for this identification problem, the sole use of the load-
displacement curve does not provide unicity of the coefficients. For the power hardening law,
this issue was solved by performing indentification on both the load-displacement curve and

the residual indentation topology [129].

Guery et al. identified the Meric-Cailletaud framework parameters for 316L austenitic stain-
less steel, using polycrystalline tensile tests. Both load-displacement curves and local DIC
strain measurements were used for the identification. To ensure the stability and uniqueness
of their solution, the authors plotted the cost function values obtained using different param-
eters, to reveal the global shape of the cost function. The study showed that two isotropic
hardening coefficients and three interaction matrix parameters could be identified using such

experimental outputs.

However, inverse identification procedures usually require time-consuming simulations which
does not allow to plot the cost function evolution. In such case, when using second-order

optimization algorithms, the values of the cost function second derivative close to the solution
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gives valuable information of the solution stability and uniqueness. Indeed, it provides infor-
mation on the cost function convexity. Richard et al. [127] suggested to use an identification

indicator I, defined as:

/\maa:

)\min
where \,,q and \,,;, are the eigenvalues extrema of the approximated dimensionless hessian

matrix close to the solution, defined as:

T’f?@()

t=0

(2.38)

9y(t)
o
acquisition points. The overline notation designates dimensionless quantities. This indicator

where is the sensitivity of the observable y to the parameter p; and T is the number of

can therefore be visualized as the ratio between the two axes of the ellipse of the cost function
close to the solution. This is therefore a local indicator of the solution stability and

unicity.

According to Richard et al. [130], a value of I < 2 is representative of a good conditioning
of the inverse problem. However this value should not be taken as an absolute reference as

it remains a local approximation of an ideal case.

Also, careful analysis of the sensitivities individual tendency should be carried out before

A

8y(t) /
Opi /

Figure 2.18 Influence of noise on the identifiability index. Variation of the sensitivity of
an observed field y toward two parameters p; and p, with respect to time. Noise on the
sensitivity variations to py artificially decorelates the influence of the two parameters.
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interpreting the value of I as it is highly sensible to noise. To understand this, consider the
situation represented in Figure 2.18. The figure represents the evolution of the sensitivity of
an observable y toward two parameters p; and p, with respect to time. Identification of such
parameters using y as an observed field would obviously not be a well conditioned inverse
problem as a given variation of the two parameters result in the same average variation of the

observable. There is therefore a strong colinearity of the two sensitivity vectors. However, the
dy(t)
op2
coefficients. Such effect could result in lower values of I as it represents the multicollinearity

strong noise observed on the variations of artificially decorelates the influence of the two
of the studied coefficients. In this case, the low value of I would therefore not be related to
a well conditioning of the problem and should therefore be considered with great care. To
better understand how I works and the influence of different parameters on its value, the

reader is invited to read the Jupyter notebook implemented during this work?.

This indicator was used in the research project of E. Renner [51]. This work focused
on the identifiability of the Meric-Cailletaud crystal plasticity framework parameters us-
ing Berkovich indentation on nickel single crystals. The author identified the constitutive
law parameters using the residual Berkovich indent topology measured by Atomic Force Mi-
croscopy (AFM) for several crystal orientations. Use of the I indicator revealed that the
combination of two topologies obtained for different crystal orientations could lead to better
uniqueness and stability of the nine Meric-Cailletaud parameters in a single identification

procedure compared with the sole use of load-displacement curves.

The use of such indicators is therefore of crucial importance to assess the relevance of the

observed output and the quality of the obtained solution.

2.6 Conclusion of the literature review

Only few works attempted to predict shot peening induced residual stress and hardening at
the grain scale using CPFE calculation. Castro Moreno et al. [19] showed that the intra-
granular stress distribution depended on the initial material microstructure. Rousseau et
al. [18] revealed that classical CPFE framework could predict hardening gradients induced
by the process. Musinski et al [8] demonstrated that intragranular stress distribution could
influence the stress relaxation over the cycles. However, the following limitations arise from

the aforementioned works:

’https://colab.research.google.com/github/simonBreumier/Play_with_I/blob/master/
Playing20with%20I.ipynb
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The influence of the initial crystal orientations on the induced microstructural
changes and residual stresses at the grain scale was not yet assessed. Castro
Moreno et al. [19] studied the influence of the initial microstructure on the intragranular
stress distiribution, however their work was purely numerical. Also, the authors did not
investigate initially textured microstructures. This could provide insights in the influence of
crystal plasticity anisotropy on the induced residual stress field when peening textured or

coarse grain structures such as welded or additive manufactured parts [48,49].

The influence of the initial treated part geometry on microstructural evolution at
the grain scale was not yet assessed. Recently new approaches have been developed to
predict the shot peening induced residual stresses and hardening on complex geometries [9].
Several authors investigated the influence of the initial geometry on the global material’s
properties [131-134]. However the link between such properties and the microstructural
evolution at the grain scale was not assessed. This would provide additional arguments to

model the process at the grain scale.

Previous studies used CPFE frameworks identified on Split Hopkinson Pressure
Bar (SHPB) tests which do not represent the material’s surface behavior and
do not entirely reach shot peening induced strain rates. Several authors developed
crystal plasticity parameters identification procedure at local scales using either DIC [135,136]
or nanoindentation [137]. However such tests can mainly be performed at low strain rates.
The recent development of high strain rate microcompression experiments [89] allows to
perform such local tests at strain rates up to 10® s=1. The well-posedness of the identification
problem will however need to be assessed before identification to ensure that such test is rich
enough to provide insights in the role of each coefficient on the material’s behavior. The
identifiability index proposed by Richard et al. [130] as well as thorough analyses of the
sensibility of the pillar stress strain curves to each coefficients could assess that such test is

relevant for identification.

No experimental validation of the predicted residual stress distribution was pro-
vided in those studies: therefore the relevance of using classical crystal plasticity
framework to model the process has not yet been assessed, nor was their capacity
to predict impact induced residual stress distribution. Rousseau et al. [18] selected
one of the impact dent produced by a shot peening treatment and compared the induced
in-depth hardening to that predicted by simulations. However this methodology does not
provide control on the impact conditions (velocity, angle, shot diameter). Also, measurement
of these conditions is subjected to errors given the large number of impacts involved in the

treatment. Single impact tests would provide such conditions, however, very few authors
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developed accurately controlled impact experiments that fits the industrial process condi-
tions [76,91]. Also, such validation would require to estimate the residual stresses under the
impact dent. Recent development in HR-EBSD could provide such measurements that could

be compared to finite element simulations [138,139].

The objectives of the present work are therefore the following:

1. Provide additional evidences of the relevance to predict the induced residual stresses

and hardening at the grain scale.

2. Propose a methodology to identify CPFE behaviour at high strain rate and at the

surface scale.

3. Develop tools to validate CPFE models using various experimental fields under the

process conditions.
The project was therefore divided in the following parts summarized in Figure 2.19:

o Validation of the possibility to compare HR EBSD and CPFE stress output under
spherical loading and study the influence of crystal orientation on the induced residual

stress.

o Study of the subsurface microstructural evolutions induced by shot peening on non
linear geometry to develop tools for microstructural characterization using different
EBSD analysis techniques and assess the link between microstructural evolutions and

the treated part geometry.

» Proposition of a CPFE model identification methodology at the surface scale using high

strain rate micropillar experiments.

o Development of a shot peening canon to perform controlled shot experiments for the
validation of the previously identified CPFE models using HR-EBSD residual stress

and GND density estimations under single shot impacts.

« Exploring the possibility to use estimated HR-EBSD stress fields and impact displace-

ment curve not just as a validation tool but to refine the identified coefficients.

In this thesis, it was assumed that accurate modeling of the material’s response when sub-
jected to shot peening could be achieved by considering only thermally activated phenomena
e.g. using the Meric-Cailletaud framework with the classical Norton viscoplastic law. Indeed,

the highest strain rate induced by the impacts are only restrained to a very small volume.



44

Also, it was assumed that the impact induced wave’s pressure is small enough not to induce
dislocation burst at sources, as such microstructural evolutions has not yet been reported for

conventional SP.

Finally, copper was chosen to develop the identification and validation methodology as:

o It does not mechanically twin or exhibit phase changes during impact making disloca-

tion glide the main plastic deformation mechanism. [67]

o It is a fairly well-known single-phased FCC material with well-identified coefficients for
the Meric-Cailletaud CPFE framework [1, 2].

o Itisaheavy material (atomic mass: 63,546 u) which therefore diffracts well and provides
high quality EBSD diffraction patterns.
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Figure 2.19 Summary of the different parts of the research project. The objective of the first
two chapters was to assess the importance of modeling the process at the crystal scale for
the prediction of both the residual stresses and the hardening. The next two chapters aim
at developing tools for the choice of the most relevant crystal plasticity model as well as
methods to obtain their constitutive parameters in the process conditions. Finally the last
chapter will focus on the development of a shot peening canon to validate the previously
identified model.
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CHAPTER 3

Effect of crystal orientation on indentation-induced residual stress

field: simulation and experimental validation
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3.1 Introduction

Residual surface compressive stresses are known to significantly increase metallic alloys fa-
tigue life, corrosion resistance and wear properties. Such stresses often result from plastic
strains induced by impact mechanical surface treatments such as shot-peening. Predicting
the residual stress field resulting from a given manufacturing process is challenging since nu-
merous parameters must be accounted for: process parameters, material behavior, geometry,

environment etc.

Very few authors have attempted to simulate shot impacts on models where grains are ex-
plicitely represented and where crystal plasticity constitutive laws are used [8,19,140]. The
prohibitive computational time required to run such simulations and the challenges asso-
ciated with measuring intragranular residual stresses might explain why such fundamental

work has seldom been attempted.

Kobayashi et al. [29] used X-Ray diffraction measurements to show that the in-depth residual
stress profiles produced on steel polycrystals by impact and quasi-static indentation were
different. However, the spherical impacter and indenter they used had diameters of 50 mm
and 75 mm, which is much larger than typical shot whose diameters can range from 0.1 mm to
2 mm [90]. Juran et al. [141] used Electron BackScattered Diffraction (EBSD) measurements
to demonstrate that the orientation gradients produced on a single crystal by a 2.5 mm
diameter ball impact at 100 m s~! and spherical indentation are similar, for similar imposed

! which is lower than usual

loads. The strain rate involved in their study was about 100 s~
shot peening strain rates, ranging from 10* s~ to 10° s~! [20]. However, these results suggest
that the local residual stress field induced by spherical indentation could be used to estimate

that induced by a shot impact.

Single crystals plastic flow resulting from indentation has been widely investigated in the
past twenty years. Most researches investigated the so-called size-effect in metals [114,142],
or developed inverse methods to identify crystal plasticity parameters [143-145]. Other
work also focused on the single crystal indentation-induced strain mechanisms by analysing
either the pile-up/sinking-in patterns [2,146,147] or EBSD-measured crystal misorientation
fields [148]. In particular, the orientation-dependent behaviour of such strain mechanisms
has been widely studied [147,149]. Similar studies on bicrystal have also been conducted to

study the particular mechanisms induced near grain boundaries [150-152].

Fewer works focused on the residual stress field induced by indentation. Zheng et al [153]
proposed an analytical model to predict the residual stress field produced by pyramidal

indentation on silica. Boyce et al [154] evaluated the residual stress field produced by a
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spherical impact on a Ti-6Al-4V polycrystal using X-ray diffraction and compared their
experimental results to finite element simulations reproducing the same experiment. However,
to the best of our knowledge, no work studied the in-depth residual stress field induced by

indenting a single crystal.

High Resolution EBSD (HR-EBSD) [100, 102] has been extensively used in the literature
to measure local elastic strains [101], with high accuracy. Britton et al [138] measured the
residual elastic strain field around an imprint performed by pyramidal indentation on silicon
using the HR-EBSD technique. They compared their measurements to Crystal Plasticity
Finite Element (CPFE) simulations and obtained elastic strain fields with similar shapes
and magnitudes. However, their study only provided surface measurements and no study of

the in-dep