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Abstract

Network slicing is a key enabler for 5G networks. With network slicing, Mobile Net-
work Operators (MNO) create various slices for Service Providers (SP) to accom-
modate customized services. As network slices are operated on a common network
infrastructure owned by some Infrastructure Provider (InP), efficiently sharing the
resources across various slices is very important.

In this thesis, taking the InP perspective, we propose several methods for pro-
visioning resources for network slices. Previous best-effort approaches deploy the
various Service Function Chains (SFCs) of a given slice sequentially in the infras-
tructure network. In this thesis, we provision aggregate resources to accommodate
slice demands. Once provisioning is successful, the SFCs of the slice are ensured
to get enough resources to be properly operated. This facilitates the satisfaction of
the slice quality of service requirements. The proposed provisioning solutions also
yield a reduction of the computational resources needed to deploy the SFCs.

In the first part, we consider deterministic slice resource demands. Time is
slotted and the provisioning requests are processed independently in each time slot,
over which resource demands are assumed constant. Resource provisioning is cast
in the framework of mixed integer linear programming. Optimal and suboptimal
reduced-complexity provision approaches are proposed. We further extend the
provisioning framework by considering slices to be deployed over some specific
geographical areas. In this situation, the coverage as well as minimum per-user
rate constraints are taken into account.

In the second part, we address uncertain slice resource demands (e.g., partly un-
known number of users, fluctuations of user resource demands). Robust resource
provisioning is formulated as a nonlinear constrained optimization problem. Sev-
eral reduced-complexity robust provision approaches are proposed to provide a
probabilistic guarantee that the slice resource demands are fulfilled, while limit-
ing the impact on low-priority background services. Next, we consider the slice
provisioning problem over all the time slots of the slice life-time and account for
the dynamic nature of slice requests (i.e., arrivals, slice start and stop times). The
provisioning scheme is then cast in a max-min optimization problem. The aim is
to maximize the amount of slices for which infrastructure resources can be granted
while minimizing the provisioning costs. Several reduced-complexity strategies are
proposed for the admission control and resource provisioning of prioritized slice
requests with uncertain resource demands.
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Keywords: network slicing, resource provisioning, resource allocation, coverage
constraints, wireless network virtualization, 5G, dynamic provisioning, slice ad-
mission control, uncertainty, linear programming.



Résumé

Le découpage du réseau est une technologie clé des réseaux 5G, grâce à laquelle
les opérateurs de réseaux mobiles peuvent créer des tranches de réseau indépen-
dantes. Chaque tranche permet à des fournisseurs d’offrir des services personna-
lisés. Comme les tranches sont opérées sur une infrastructure de réseau commune
gérée par un fournisseur d’infrastructure, il est essentiel de développer des mé-
thodes de partage efficace des ressources.

Cette thèse adopte le point de vue du fournisseur d’infrastructure et propose
plusieurs méthodes de réservation de ressources pour les tranches de réseau. Ac-
tuellement, les chaines de fonctions appartenant à une tranche sont déployées
séquentielle-ment sur l’infrastructure, sans avoir de garantie quant à la disponi-
bilité des ressources. Afin d’aller au-delà de cette approche, nous considérons dans
cette thèse des approches de réservation des ressources pour les tranches en consi-
dérant les besoins agrégés des chaines de fonctions avant le déploiement effectif
des chaines de fonctions. Lorsque la réservation a abouti, les chaines de fonctions
ont l’assurance de disposer de suffisamment de ressources lors de leur déploie-
ment et de leur mise en service afin de satisfaire les exigences de qualité de service
de la tranche. La réservation de ressources permet également d’accélérer la phase
d’allocation de ressources des chaines de fonctions.

Dans une première partie, nous considérons des demandes de ressources déter-
ministes pour les tranches. Le temps est découpé en intervalles et les demandes des
tranches (supposées constantes sur chaque intervalle) sont traitées indépendam-
ment dans chaque intervalle. La réservation de ressources est traitée à l’aide d’outils
de programmation linéaire en nombres entiers mixtes. Des approches de réserva-
tion optimales et sous-optimales à complexité réduite sont proposées. Nous avons
égale-ment étendu la réservation de ressources a des situations où les tranches
doivent être déployées sur des zones géographiques spécifiques. Dans cette situa-
tion, la couverture ainsi que la contrainte d’un débit minimum par utilisateur sont
prises en compte.

Dans une deuxième partie, nous considérons des incertitudes dans la demande
de ressources des tranches (nombre d’utilisateurs, fluctuations des besoins par uti-
lisateur). La réservation de ressources robuste est alors formulée comme un pro-
blème d’optimisation non linéaire sous contraintes. Plusieurs approches de réser-
vation robuste à complexité réduite sont proposées. Elles fournissent une garantie
probabiliste que les demandes de ressources des tranches sont satisfaites, tout en

vii



viii

limitant l’impact sur les autres services opérées en tâches de fond sur l’infrastruc-
ture partagée. Nous abordons ensuite le problème de réservation de ressources en
tenant compte de tout le cycle de vie d’une tranche. La nature dynamique des
demandes de ressources d’une tranche est considérée (instants d’arrivée des de-
mandes, démarrage et fin d’opération). La réservation de ressources est formulée
comme un problème d’optimisation max-min. L’objectif est de maximiser la quan-
tité de tranches pour lesquelles des ressources d’infrastructure peuvent être accor-
dées tout en minimisant les coûts de des ressources réservées. Plusieurs stratégies à
complexité réduite sont proposées et nécessitent la mise en œuvre d’un mécanisme
conjoint de contrôle d’admission et de réservation de ressources pour des tranches
de réseaux présentant différent niveaux de priorité. Les approches restent robustes
à des demandes de ressources incertaines.

Mots clés : tranche de réseau, réservation de ressources, allocation de ressources,
contraintes de couverture, virtualisation des réseaux sans fil, 5G, contrôle d’admis-
sion de tranches, incertitudes, programme linéaire.
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Chapter 1

Introduction

1.1 Context

Beyond the connectivity access, the fifth generation (5G) mobile network offers
operators unique opportunities to address new business models for consumers,
enterprises, verticals, and third-party partners. 5G networks target different indus-
try sectors to facilitate automation and monitoring. Dedicated services for vertical
markets, e.g., energy, e-health, smart city, connected cars, etc., will be more easily
deployed [Li et al., 2017]. The 5G architecture brings the required flexibility to
support many services with different stringent requirements in terms of latency,
throughput, and availability [Kaloxylos, 2018].

To increase flexibility and allow improved dynamicity, mobile networks are
evolving towards systems consisting of virtual resources that can be instantiated
and released on demand to timely meet demands of customers. To do that, tech-
nologies like Software-Defined Networking (SDN) and Network Function Virtu-
alization (NFV) play an important role of increasing importance to provide such
mobile network flexibility [Basta et al., 2014].

Leveraging SDN and NFV, network slicing appeared as a key enabling technol-
ogy [5G Americas, 2016, IETF, 2017, Barakabitze et al., 2020]. Network slicing re-
duces overall equipment and management costs [Liang and Yu, 2014] by increasing
flexibility in the way the network is operated [Rost et al., 2017]. Multiple dedi-
cated end-to-end virtual networks or slices can be managed in parallel over a given
infrastructure network. With network slicing, vertical markets can be addressed:
Customers can manage their own applications by exploiting built-in network slices
tailored to their needs [GSM Alliance, 2017]. As emphasized in [Weldon, 2015], the
networking industry has begun a massive transformation toward network virtual-
ization and cloud technology, as evidenced by the increasing number of outputs in
filed patents, demonstrations, proofs-of-concept, field trials, and commercial deals.
Innovative technologies like network slicing take an important role in realizing ad-
ditional values for enterprises.

1
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SFC 1

SFC 2
...

slice resource allocation
(direct embedding of slice´s SFCs)

(a) Direct SFC embedding.

SFC 1

SFC 2
...

slice resource provisioning1

slice resource allocation 
(embedding of slice´s SFCs)

2

(b) Provisioned SFC embedding.

Figure 1.1: Illustration of (a) a direct SFC embedding, and (b) the proposed two-
phase approach, where slice resource provisioning is performed before the SFCs
deployment within the provisioned resources.

1.2 Slice Resource Provisioning

Contrary to previous best-effort approaches where various Service Function Chains
(SFCs) of a slice are deployed sequentially in the infrastructure network, in this
thesis, we propose solutions that provision resources for slices to accommodate
slice resource demands, i.e., reserve infrastructure resources in advance for the future
deployment of slice SFCs.

Once provisioning is performed for a given slice, the SFCs of that slice are
ensured to get the provisioned resources. This facilitates the satisfaction of the con-
tracted service requirements with desired quality. In addition, as will be shown in
the next chapters, our provisioning solutions yield a reduction of the computational
resources needed to deploy the SFCs.

Figure 1.1 illustrates the SFC embedding approach considered in prior arts (Fig-
ure 1.1a). compared with the slice resource provisioning approach (Figure 1.1b). In
Figure 1.1b), the SFC embedding (or deployment) process is split into two phases:
first, resource provisioning is performed for a given slice and second, the SFCs of
that slice are deployed within the provisioned resources resulting from the first
phase.

Taking the perspective of an Infrastructure network Provider (InP), several pro-
visioning frameworks are investigated to account for various use cases. We first pro-
pose a slice resource provisioning framework addressing multiple slice demands in
terms of computing, memory, and wireless capacity. We further extend the provi-
sioning framework by considering the situation where slices have to be deployed
over different specific geographical areas. In such situation, the coverage as well
as minimum per-user rate constraints have to be taken into account. Finally, slice
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resource provisioning and admission control are combined to cope with (i) the un-
certainties related to the slice resource demands (e.g., fluctuations of user resource
demands, time-varying number of users of the slice, etc.); and (ii) the dynamic
nature of slice requests, i.e., slice arrivals and departures.

The proposed approach is fully consistent with the 3GPP view of the manage-
ment aspects of network slicing [3GPP, 2020]. The proposed slice resource provi-
sioning methods may take place in the network environment preparation task of the
preparation phase, see Figure 1.2. In this phase, the design and capacity planning of
network slice, the on-boarding and evaluation of required network functions, and
the provisioning of infrastructure resources have to be done before the creation and
activation of network slice instances. The management aspects of network slicing
will be discussed in detail in Chapter 2.

Network Slice Instance Life-Cycle

Creation

Commissioning Decommissioning

TerminationActivation

Operation

Deactivation

Modification

Supervision ReportingOn-
boarding

Preparation

Nework environment
preparation

Design

Figure 1.2: 3GPP view on network slicing managements aspects [3GPP, 2020].

1.3 Research Challenges

One of the main problems to solve in this context is provisioning each network slice
with the right amount of physical resources (computing, storage, and network) to
accommodate slice resource demands and satisfying predefined service require-
ments. The amount of resources provisioned for a slice depends on the services
attached to it, their Quality of Service (QoS) requirements expressed in terms of
latency, bandwidth, computing, and storage requirements. Such requirements de-
pend on the demand for the consumption of services in the slice. It is expected
that a limited number of types of network slices will co-exist driven by the business
sustainability (e.g., ultra-HD video, e-health, sensor network, intelligent transporta-
tion systems, gaming, tactile internet, etc.). Better identifying slice characteristics
will facilitate resource provisioning. Having all that said, one defines the following
Challenge 1.

Challenge 1. Enough infrastructure resources should be provisioned to ac-
commodate slice resource demands, so as the desired service requirements
are satisfied. The amount of resources provisioned to a slice depends on the
characteristics of the service it provides, its QoS requirements expressed, e.g.,
in terms of bandwidth, computing, and storage requirements.

Many research challenges remain when network slicing incorporates the wire-
less part of legacy or 5G networks [Li et al., 2017, Kaloxylos, 2018], where the radio
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access has to be considered. For instance, in [Chatterjee et al., 2018], the service
characteristics required by an SP are: the minimum data rate, minimum rate cov-
erage probability, the density of user equipments (UEs), and the geographical zone
to be covered by the slice. In this thesis, we also tackle the problem of slice resource
provisioning with some coverage constraints. Challenge 2 summarizes such issues.

Challenge 2. In a wireless slicing context, e.g., RAN slicing, some constraints
related to the coverage area of the slice as well as the user location also have
to be taken into account.

In the survey [Barakabitze et al., 2020] on 5G network slicing, the authors pro-
vide a taxonomy of network slicing, architectures and future challenges. One of
the open questions is how to meet the slice requirements of different verticals,
where multiple network segments including the radio access, transport, and core
networks, have to be considered. Infrastructure networks on which slices are op-
erated must support high-quality services with increasing resource consumption
(video streaming, telepresence, augmented reality, remote vehicle operation, gam-
ing, etc.). Moreover, the number of users of each slice, their location (usually dif-
ficult to predict [Richart et al., 2016]), and resource demands may fluctuate with
time. These uncertainties may impact significantly the resources consumed by each
slice and make the slice resource provisioning problem more challenging. Enough
infrastructure resources should be dedicated to a given slice to ensure an appropri-
ate QoS despite the uncertainties in the number of slice users and their demands.
Over-provisioning should also be avoided, to limit the infrastructure leasing costs
and leave resources to concurrent slices. This leads to Challenge 3.

Challenge 3. An efficient slice resource provisioning mechanism should be
robust against the uncertainties related to slice resource demands. Moreover,
the proposed provisioning approach has to be performed so as to limit its
impact on low-priority background services, which may co-exist with slices in
the infrastructure network.

In addition to the uncertainty issue, it is also necessary to account the dynamic
nature of slice provisioning requests: Slice request arrive at different time instants,
with various activation delays, life durations, and time-variant resource demands.
These parameters significantly impact the aggregate resource demands of network
slices. The variety of services supported by slices induces very different QoS re-
quirements [Li et al., 2018]. In traditional slice resource allocation approaches [Huin
et al., 2017, Wang et al., 2017, Su et al., 2019, Barakabitze et al., 2020], resources are
allocated to slices just before its required activation time. With such a just-in-time
slice management, it is difficult to guarantee the availability of enough infrastruc-
ture resources at the deployment time and during the life-time of a slice. In such
case, slice demands may be rejected. Therefore, a novel slice resource provision-
ing approach should be introduced, providing anticipated slice admission control.
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Slices are admitted, possibly largely before their activation time when enough in-
frastructure resources are available to meet their QoS requirements. This leads to
Challenge 4.

Challenge 4. Slice provisioning requests should be processed in an anticipated
way, largely before their activation time, to guarantee the availability of infras-
tructure resources at the deployment time and during the life-time of the slices.
The resulting slice admission control mechanism should take into account the
dynamic nature of slice provisioning requests and the priority level of slice
requests.

1.4 Thesis Description

This thesis is a contribution to network slicing in 5G communication systems and
beyond. The main contribution is to propose efficient slice resource provisioning
methods that can adapt to different situations raised by the above-posed challenges.

1.4.1 Thesis Outline and Contributions

In Part I, some background on thenetwork slicing paradigm and related work are
presented. Assumptions and hypotheses widely used throughout the thesis are also
described. The main contributions of this thesis follow in Parts II and III. A section
highlighting related works and the main contribution is provided at the beginning
of each chapter.

Part I (Background and Assumptions) introduces some background on the paradigm
of network slicing and highlight some network slicing-related research direc-
tions with relevant prior arts.

Chapter 2 (Network Slicing in 5G) presents a brief history of network slic-
ing, highlights the main enabling technologies of network slicing, e.g.,
software-defined networking and network function virtualization. This
chapter also describes a conceptual architecture of a typical network slic-
ing system, and discusses different aspects such as the life-cycle manage-
ment of network slices;

Chapter 3 (Related Works) highlights some studies related to various aspects
of network virtualization and network slicing. Specifically, we present a
literature review on (i) SFC embedding and slice resource allocation, (ii)
slice resource allocation with coverage constraints, (iii) uncertainty-aware
slice resource allocation, and (iv) dynamic slice resource allocation;

Chapter 4 (Hypotheses and Assumptions) presents the notations, assumptions
and hypotheses that are used throughout the thesis. A typical network
slicing system is described, with all the involved entities. The relation
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and interactions between these entities, e.g., the exchange of the char-
acteristics of user demand, slice demand, and the dedicated service are
also detailed.

Part II (Resource Provisioning for Deterministic Demands) proposes novel methods of
slice resource provisioning for deterministic demands.

Chapter 5 (Resource Provisioning for the Core Network) addresses Challenge 1,
in which the problem of slice resource provisioning in the core network
is considered. In this chapter, the available resources in the infrastructure
and the slice resource demands are considered to be deterministic. We
discuss how a slice resource demand is formed and the way we address
the problem of slice resource provisioning;

Chapter 6 (Coverage-Constrained Resource Provisioning) addresses Challenge 2.
It extends the study in Chapter 5 by considering the problem of joint core
and RAN network resource provisioning. To that end, the slice resource
provisioning consists in finding (i) a set of Base Stations (BS) that pro-
vides sufficient radio resources to mobile users so as to satisfy coverage
constraints; (ii) the placement of the VNFs on the data center nodes; and
(iii) the routing of data flows between the VNFs, while respecting the
structure of SFCs and optimizing a given objective (e.g., minimizing the
infrastructure and software costs).

Part III (Resource Provisioning for Slice Requests with Uncertainties) presents some
methods of slice resource provisioning with uncertainties and dynamic de-
mands.

Chapter 7 (Uncertainty-Aware Resource Provisioning) investigates a method to
provision infrastructure resources for network slices, while being robust
to a partly unknown number of users of the slice leading to a partly
unknown usage of the slice resources. Moreover, since some parts of
the infrastructure network on which slices should be deployed are often
already employed by low-priority background services, the provisioning
approach will be performed so as to limit its impact on these services.
The approach proposed in this chapter is an answer to Challenge 3;

Chapter 8 (Admission Control and Resource Provisioning for Prioritized Slice Re-
quests with Uncertainties) addresses Challenge 4. It extends the study
introduced in Chapter 7 by considering the resource provisioning for
concurrent slices. It accounts for the dynamicity of slice requests, which
refers to the fact that (i) the resource demand of these slices may evolve
during their lifetime, (ii) the requests are submitted somewhat in ad-
vance, and (iii) different slice requests may belong to different prior-
ity classes. Several reduced-complexity provisioning strategies are con-
sidered to solve the problem of slice resource provisioning, accounting
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for the life-cycles of slice requests (i.e., arrival, activation, and departure
time), while being robust against the uncertainties of slice resource de-
mands. In addition, the proposed methods account for slice priority level
and provide a differentiated acceptance rate for prioritized slice requests.

Chapter 9 (Conclusion and Perspective) draws some conclusions and perspec-
tives. This chapter discusses some aspects that deserve more develop-
ments and some potential further research directions.

The characteristics of variables used in each chapter are summarized in Table 1.1.

Table 1.1: Considered characteristic of variables in each chapter.

Part II Part III
Characteristic Chap. 5 Chap. 6 Chap. 7 Chap. 8

Deterministic slice resource demands � � − −
Uncertain slice resource demands − − � �
Prioritized slice requests with uncertainties − − − �
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Chapter 2

Network Slicing in 5G

This chapter provides an overview of the network slicing paradigm in the 5G com-
munication systems. We first provide a general introduction of the 5G systems
and its main use cases. The concept, history, enabling technologies, principles,
conceptual architecture, and the life-cycle management of network slicing are then
presented.

2.1 5G Systems

The fifth generation mobile network is envisioned as a novel paradigm of smart
world that can empower machine-to-machine and machine-to-human type applica-
tions for making our life safer and easier. Diverse industrial sectors are targeted,
with the aim of facilitating automation and monitoring processes. With the help of
5G, dedicated applications such as autonomous vehicles, augmented reality, smart
industries, etc., will be more easily deployed [3GPP, 2019].

Compared to the former mobile network systems, 5G aims to provide services
with higher capacity, higher speed, and lower latency. Table 2.1 summarizes the
main characteristic requirements of 5G [Yang et al., 2018].

Table 2.1: Characteristic requirements of 5G [Yang et al., 2018].

Characteristics Value

Peak data rate > 10 Gbps
User experienced data rate > 0.1 Gbps
Connection density million connections/km2

Service density million connections/km2

End-to-end latency millisecond order

The use cases of 5G networks can be mainly divided into three types: enhanced
Mobile Broadband (eMBB), Ultra-Reliable Low Latency Communication (URLLC),
and massive Machine Type Communication (mMTC) as shown in Figure 2.1 [IMT,
2015].

10
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eMBB: Mobile broadband addresses the use cases for personal accesses to mul-
timedia services. The increase of mobile broadband demand leads to the advent
of eMBB, which outperforms the existing mobile broadband technologies in terms
of QoS and seamless user experience. Different usage scenarios with different re-
quirements are covered by eMBB, including wide-area coverage and hotspot. For
wide-area coverage case, it is desired to have a large and seamless coverage sup-
porting high user mobility, with sufficiently high data rates compared to those of
the existing MBB technologies. The hotspot case, on the other hand, supports high
user density and high traffic load. This use case requires a higher demand for data
rate, but a lower mobility support than the wide-area coverage use case [Kazmi
et al., 2019].

URLLC: This use case requires stringent capabilities, especially in terms of latency
(order of milliseconds), availability, and throughput. Numerous specific examples
can be listed including remote medical surgery, autonomous driving, industrial
processes in manufactures, etc.

mMTC: This use case is characterized by a massive number of connected devices
that typically exchange a relatively low data traffic. This use case does not require
a strict requirement on latency.

eMBB

mMTC URLLC

3D video, UHD screens

Work and play in the cloud

Augmented reality

Industry automation

Mission critical application

Self driving car

Gigabytes in a second

Smart home/building

Voice

Smart city

Figure 2.1: 5G use cases [IMT, 2015].

Figure 2.2 illustrates the IMT-2020 recommendation for supported capabilities
of 5G use cases. Eight main parameters are considered in this recommendation,
including peak data rate, user experienced data rate, latency, mobility, connection
density, energy efficiency, spectrum efficiency, and area traffic capacity [IMT, 2015].
It can be seen that, each of these capabilities has different importance in different
use case. For instance, the importance of connection density and network energy
efficiency in the mMTC use case is highest compared to other capabilities.
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Figure 2.2: IMT-2020 recommendation for supported capabilities of 5G use cases
[IMT, 2015, Kazmi et al., 2019].

2.2 Network Slicing: Concept and History

Several definitions of network slicing have been introduced by different research
bodies, e.g., 3GPP [3GPP, 2016a], GSMA [GSM Alliance, 2017], etc. These definitions
refer to the same concept for network slices: a network slice is an end-to-end logi-
cal network running on a common underlying (physical or virtual) infrastructure,
mutually isolated with other slices, and with independent control and management
[Galis and Makhijani, 2018].

Several organizations are currently active in the different activities (e.g., stan-
dardization, telecommunications providers, etc.) of network slicing. Figure 2.3
provides a snapshot of various global organizations involving in different network
slicing activities [GSMA, 2018]. In the bottom of Figure 2.3, we have the Standard-
ization Developing Organizations such as 3GPP, IEEE, ETSI, IETF, which involve in
providing the unified standards for network slicing. The Telecom Industry Organi-
zations such as GSMA, NGMN are presented in the middle. These organizations
contribute to various pertinent technologies to realize network slicing. Finally, on
top of Figure 2.3, one can find the Vertical Industry Organizations such as 5GAA
and the Industrial Internet Consortium. These organizations concentrate on dif-
ferent industrial network slicing specifications. For instance, the 5GAA alliance is
devoted to the realization of network slicing in autonomous vehicle industry, while
the ZVEI contributes to network slicing applied to the electronics industry.

The idea of resource slicing can be traced back to the 1960s, with the intro-
duction of the concept of virtualization, when the first operating system (CP-40)
developed by IBM [Lindquist et al., 1966]. CP-40 supported time-sharing and vir-
tual memory and allowed multiple users to simultaneously work on a complete
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Figure 2.3: Network slicing relevant industry groups and SDOs [GSMA, 2018].

set of hardware and software. Virtualization technologies then continued to offer
unprecedented advantages to communication systems. For instance, datacenters to-
day use virtualization to make abstraction of of the physical resources (e.g., CPUs,
memory, file storage) and create aggregate logical resource pools. Virtualization
of datacenters facilitates the management and allows administrators to share hard-
ware resources across a wide-range network. This leads to a lower operational cost
and higher resource utilization efficiency and data center functionality.

In the late 80s, the concept of “overlay networks," commonly known as an early
form of network slicing [Srinivasan et al., 1989], was presented. Overlay networks
provided the first form of network slicing since heterogeneous network resources
were combined together to create virtual networks over a common infrastructure.
Nevertheless, this kind of network architecture lacked a mechanism that could en-
able its programmability.

Several research efforts in the early 2000s, e.g., PlanetLab [Chun et al., 2003] and
GENI (Global Environment for Network Innovations) [Elliott, 2008], have been con-
ducted on designing a testbed to evaluate and verify new network protocols. Plan-
etLab introduced a virtualization framework allowing multiple users to program
network functions so as isolated and application-specific slices could be obtained.

The advent of SDN in 2008 [McKeown et al., 2008] and NFV in 2012 [ETSI, 2012]
further extended the programmability capability of overlay networks and made the
network to be agile and flexibly controlled. Finally, the advance of virtual machine
(VM) and recent technologies such as dockers/containers facilitated the realization
of network slicing. While VMs may provide full logical isolation for the operation of
VNFs within a network slice, containers offers a flexible functionality for network
slicing, thus can efficiently support 5G network slices with highly mobile users
[Barakabitze et al., 2020].

Table 2.2 summarizes some important events related to the advent of network
slicing.
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Table 2.2: The road to network slicing.

Period Concept Description

1960s-
1980s Virtualization

Virtualization on a machine supports time-sharing and
virtual memory on personal computers to allow
simultaneous users working on the same machine
[Lindquist et al., 1966].

Late
1980s

Overlay
networks

Early form of network slicing: Inter-connected nodes over
logical links [Srinivasan et al., 1989]

2000s Network
testbeds

Evaluation and verification testbeds based on overlay
networks for new network protocols: PlanetLab [Chun
et al., 2003], GENI [Elliott, 2008]. These testbeds aimed to
run multiple experiments at the same time.

2008 SDN OpenFlow v1: first attempt to decouple control and data
plane using open-source software [McKeown et al., 2008]

2012 NFV Decoupling network functions from physical network
hardware [ETSI, 2012]

2015
Introduced in the 5G white paper of NGMN Alliance
[NGMN Alliance, 2015]

2016
Network

slicing
Support of network slicing, 3GPP technical report TR23.799

(Release 14) [3GPP, 2016b]

· · ·
Open Networking Foundation (ONF) technical
recommendation TR-526 “Applying SDN Architecture to
Network Slicing” [ONF, 2016]

2.3 Network Slicing Enablers

In this section, the fundamental enabling technologies that shape the network slic-
ing paradigm, Software-Defined Networking and Network Function Virtualization,
will be described.

2.3.1 Software-Defined Networking

SDN technology enables the realization of fully configurable and scalable network
slices [Afolabi et al., 2018, Nakao et al., 2017]. A reference architecture of SDN
is defined by the Open Networking Foundation (ONF) technical recommendation
TR-502 [ONF, 2014], in which SDN is based on the three following cornerstones:

(1) decoupling control plane from data plane (traffic forwarding and processing);

(2) (logically) centralized control;

(3) network service programmability.

The architecture of SDN allows a common infrastructure network to efficiently sup-
port numerous client network instances, which are customized, tailored, and opti-
mized for services having diversified requirements. In Figure 2.4 one depicts the
basic components of SDN [ONF, 2014]. A typical SDN architecture has three lay-
ers: infrastructure layer, control layer, and application layer. These layers are also
referred to as the data, controller, and application planes.

The infrastructure layer (data plane) consists of network elements, which expose
their capabilities toward the control layer (controller plane) via the Data-Controller
Plane Interface (D-CPI, also called southbound interface) [ONF, 2014];
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The application layer (application plane) communicates the network requirements
toward the controller plane via the Application-Controller Plane Interface (A-CPI,
also called the northbound interface;

The control layer (controller plane), where the SDN controller locates, translates
the application requirements and employs low-level control over the network ele-
ments, while providing relevant information up to the SDN applications. An SDN
controller is essentially the “brain" of a typical software-define network. It acts as a
strategic point, managing flow control to the network elements (e.g., switches and
routers) in the infrastructure layer and to the applications located in the application
layer to deploy intelligent networks.

Figure 2.4: Fundamental components of SDN [ONF, 2014].

2.3.2 Network Function Virtualization

The concept of NFV has officially been introduced in 2012 by numerous world’s
leading telecommunication service providers [ETSI, 2012]. NFV allows networks to
be agile, flexibly controlled, and capable to automatically respond to the traffic and
service requirements.

A typical NFV framework defined by ETSI consists of the following main com-
ponents [ETSI, 2014], see also Figure 2.5.

(1) VNFs (Virtualized Network Functions) are softwarized network functions that
can be deployed on an NFVI (NFV Infrastructure);

(2) NFVI (NFV Infrastructure) is the collection of software and hardware compo-
nents upon which NFV services are deployed. NFVI consists of

(a) physical hardware, e.g., servers, switches, routers;

(b) virtualization layer: in charge of abstracting hardware resources and de-
coupling VNFs from the underlying hardware on which they are run-
ning;

(c) virtual infrastructure: including virtualized resources, e.g., virtual com-
pute (virtual machines, containers), virtual storage, and virtual (overlay)
networks;
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Figure 2.5: Three main components of NFV [ETSI, 2014].

(3) NFV-MANO (NFV Management and Orchestration) architectural framework
is the collection of all functional blocks, data repositories used by these blocks,
and reference points and interfaces through which these functional blocks
exchange information for the purpose of managing and orchestrating NFVI
and VNFs.

Fundamentally, the SDN and NFV technologies are complementary but increas-
ingly co-dependent. While the former provides the means to dynamically control
the network and providing networks as a service, the latter offers the capability
to manage and orchestrate the virtualization of resources for the provisioning of
network functions and their composition into higher-layer network services [ETSI,
2020].

2.4 Network Slicing Principles

In what follows, we describe the main principles of network slicing

Automation of network operation Automation enables a dynamic slice life-cycle
management, in which on-demand configuration of slice instances (e.g., instantiat-
ing, activating, deactivating). It also enables the optimization the use of network
resources by reconfiguring (e.g., VNF auto-scaling, migrating) [Barakabitze et al.,
2020];

Slice isolation Isolation is a fundamental principle of network slicing that ensures
the simultaneous coexistence of multiple slices running on a common physical in-
frastructure. This concept is to avoid any interference of one slice on the other
slices. In addition, isolation enhances the network slice architecture in the security
aspect of network slicing: any cyber-attacks or technical failures, if it occurs on one
slice, would have no or limited impact on the life-cycle of the other slices that are



2.5. Network Slicing Conceptual Architecture 17

simultaneously running. Different degrees of isolation are required depending on
the type of service (eMBB, URLLC, or mMTC) [3GPP, 2020]. For instance, URLLC
slices have stringent requirements for the isolation of radio spectrum, due to latency
and security reasons that can only be guaranteed when employing a hard spectrum
slicing [Afolabi et al., 2018].

Slice customization Customization guarantees an efficient utilization of resources
allocated to an SP so as the related service requirements are met. Using SDN, slice
customization can be realized at different levels [Afolabi et al., 2018, Barakabitze
et al., 2020]: (i) in all layers of the abstracted network topology, (ii) on the decoupled
data plane and control plane using NFV that provides service-customized network
functions, data forwarding mechanism, and programmable policies. In the latter
level, value-added services can be enabled with the help of, for example, artificial
intelligence and data-driven methods.

Elasticity of network resources The elasticity of network resources allows the
slices to adapt to the time-variant of service characteristics [Afolabi et al., 2018],
e.g., network condition, number of associated users, so as the contracted Service
Level Agreement (SLA) is assured. Elasticity can be realized through: VNF scaling,
re-provisioning of allocated network resources, etc. Nevertheless, such reconfigu-
ration operation may impact the concurrent slices and other background traffics,
negotiations between different entities (InPs, MNOs, and SPs) are therefore of ne-
cessity.

Programmability This feature allows third-parties to realize the provisioning of
services by controlling the allocated slice resources via open APIs. This facili-
tates the above-mentioned elasticity of network resources and on-demand service-
tailored customization [Barakabitze et al., 2020].

Hierarchical abstraction In network slicing, an additional abstraction layer is in-
troduced by the physical or logical creation of decoupled groups of network re-
sources and network functions. This property enriches the exploitation of network
slices. For example, an SP, who acquired a network slice from an MNO, can en-
able verticals to partially or fully use the leased resources as part of their services
[Afolabi et al., 2018, Barakabitze et al., 2020].

2.5 Network Slicing Conceptual Architecture

There are currently various proposals of architecture for network slicing in 5G, for
example, the proposal of NGMN [NGMN Alliance, 2016], 5GPP [5GPPP, 2017],
and Nokia [Nokia, 2016] It is possible to define a generic conceptual framework
representing those different architectural proposals. A high-level architecture of a
typical network slicing system is depicted in Figure 2.6 [NGMN Alliance, 2016],
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which is composed of three main layers, namely the Service Instance layer, the
Network Slice Instance layer, and the Resource layer.

The Service Instance layer includes the service instances that represent the dedi-
cated end-user services supported by the network slices.

The Network Slice Instance layer is where the network slice instances take place.
Each network slice instance consists of a set of VNFs and the allocated resources,
forming a logical network to meet certain characteristics required by the service
instances. Examples of characteristics are ultra reliability or ultra low latency. A
network slice instance can be formed by multiple sub-network slice instances. Each
sub-network slice instance could be shared among different network slice instances.

The Resource layer is where the physical resources (e.g., storage, computing),
logical resources (e.g., partitions of physical resources), and the network functions
(e.g., functionalities of telecom nodes such as gateway or remote radio head) locate.

Figure 2.6: Network slicing conceptual architecture introduced by NGMN [NGMN
Alliance, 2016].

2.6 Network Slice Life-Cycle Management

As discussed in Chapter 1, the process of slice resource provisioning is fully con-
sistent with the 3GPP views of the management aspects of network slicing [3GPP,
2020], see Figure 2.7. In Figure 2.7, the management of network slicing is split into
four phases: preparation, commissioning, operation, and decommissioning. The
life-cycle of a given network slice instance begins from the commissioning phase,
where it is created, and ends at the decommissioning phase, where it is terminated.

The preparation phase includes (i) the design of network slice template, (ii) the
planning of network slice capacity, (iii) the on-boarding and evaluation of network
slice requirements, and finally, (iv) the preparation of network environment and
essential preparation operations, where the process of slice resource provisioning
takes place.

The commissioning phase is where the network slice instances are created with
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Figure 2.7: 3GPP view on network slicing managements aspects [3GPP, 2020].

the prepared template and provisioned network resources that have already been
determined from the preparation phase. During the creation of network slice in-
stance, the provisioned resources are allocated and well configured so as the net-
work slice requirements are satisfied.

The operation phase is where a network slice instance operates to provide its
dedicated service. This phase involves the activation, the operation monitoring, the
modification, and the deactivation of network slice instances.

• the activation is where the instance is created and is made ready to support
the dedicated service;

• the operation monitoring of the network slice instance is where the supervi-
sion and performance reporting take place

• the modification includes any reconfiguration actions of the network slice
instances, which could be the changes in the allocated network resources or in
the topology of the network slice instance. The modification of network slice
instance could be triggered as a result from the supervision and performance
reporting processes (e.g., when a certain KPI or QoS is not satisfied), or if a
new network slice requirements are reported;

• the deactivation is where the network slice instances are made inactive and
stop providing their dedicated services.

The decommissioning phase involves the complete elimination of the network slice
instances from the system. After this phase, the network slice instances do not exist
anymore.

2.7 Conclusion

In this chapter, we provided some background on the network slicing paradigm. A
short history on the advent of network slicing was first introduced, then followed
by the description of the two main enabling technologies that shape the form of
network slicing: the software-defined networking and the network function virtu-
alization technology. We finally presented the principles, the generic conceptual
architecture, and the life-cycle management aspects of network slicing.
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Related Works

In this chapter, some prior research related to the problem of assigning physical
resources to virtual networks will be presented. Specifically, we review, in what fol-
lows, some studies on the topic of (i) SFC embedding and slice resource allocation
(Section 3.1), (ii) slice resource allocation with coverage constraints (Section 3.2),
(iii) uncertainty-aware slice resource allocation (Section 3.3), and (iv) dynamic slice
resource allocation (Section 3.4).

3.1 SFC Resource Allocation

A large and growing body of literature has investigated the SFC resource allocation
problem. Since a slice can be seen as a collection of SFCs, allocating resources for a
given slice means allocating resources for all SFCs constituting that slice.

The SFC resource allocation problem is usually represented as a mapping of
elements (virtual nodes or VNFs and virtual links) of SFCs onto the physical in-
frastructure. The mapped infrastructure nodes and links must satisfy some specific
requirements of the virtual nodes and virtual links of the SFCs, e.g., in terms of
resource demands, latency, or availability. In the literature, the problem of SFC re-
source allocation is also called the Virtual Network Embedding, VNF placement, or
SFC embedding.

In [Riggio et al., 2016, Vizarreta et al., 2017], computing, memory, and aggregate
wireless resource demands of SFCs are considered. The minimization of the SFC
embedding cost is formulated either as an Integer Linear Programming (ILP) [Cohen
et al., 2015, Riera et al., 2016, Vizarreta et al., 2017] or as a Mixed Integer Linear
Programming (MILP) problem [Chowdhury et al., 2012, Kang et al., 2017], which
are known to be NP-hard [Fischer et al., 2013]. In [Tajiki et al., 2018], the VNF
placement problem is expressed as an Integer Quadratic Programming (IQP) problem
with a set of energy consumption constraints, and then is transformed to a more
amenable linear form.

To address the high computational complexity resulting from the ILPs or MILPs,
various heuristics have been proposed, see, e.g., [Riggio et al., 2016, Vizarreta et al.,
2017, Cohen et al., 2015]. For example, [Riggio et al., 2016] introduced a heuristic

20
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based on the search of shortest paths to sequentially embed the SFCs. In [Vizarreta
et al., 2017], the candidate infrastructure nodes are sorted to find the best node, in
terms of deployment cost, to host a given VNF. Its neighbors are then considered
as candidates to deploy the next VNF.

The Column Generation (CG) technique has been widely studied to solve large
ILP problems [Huin et al., 2017]. With CG, the original ILP is decomposed into
a Master Problem (MP) and a Pricing Problem (PP). The MP is the original problem
where only a subset of variables is considered. The PP is a new problem created to
identify a new variable, i.e., a column, to add to the MP to improve the current solu-
tion. In [Huin et al., 2017] or [Liu et al., 2017], CG has been used to relax ILP-based
SFC embedding or reconfiguration problems. Specifically, in [Huin et al., 2017],
the SFC embedding problem is addressed. Only core capacity and bandwidth re-
sources for infrastructure nodes and links are considered.

In [Mechtri et al., 2016], the join VNF and virtual link placement is formulated
as a Weighted Graph Matching Problem (WGMP), where the SFC graph and the in-
frastructure graph are modeled as weighted graphs, on which each node and each
link have their own weight corresponding to their required resource (for the SFC
graph), or their available resource (for the infrastructure graph). An eigendecomposi-
tion-based method is then proposed to solve the WGMP problem, whose aim is to
find, with a reduced complexity, the optimum matching between the SFC graph and
the infrastructure graph. In [Huin et al., 2017, Liu et al., 2017] and [Mechtri et al.,
2016], a unique type of resource is considered at infrastructure nodes (processing)
and at links (bandwidth).

The resource allocation problem among competing slices in a heterogeneous
cloud infrastructure is addressed in [Halabian, 2019]. Slice resource demands are
aggregated in a vector of VNF resource demands in the slice. These demands are
multiplied by a coefficient linked to the number of services to be processed per
time unit. The considered types of resource are CPU, memory, and bandwidth.
The resource allocation among multiple slices is performed considering two dif-
ferent approaches. The first involves a centralized convex optimization problem,
whose objective is to maximize the total slice utility. Nevertheless, as pointed out
in [Halabian, 2019], such centralized solution lacks of scalability, is not robust to
a failure of the central optimizer, and is prone to non-collaborative slice providers
which may harm the system. For these reasons, a distributed method based on
game theory is considered to improve robustness and scalability. Optimization is
performed in a decentralized way among the data centers and slice providers. The
results provided by all entities determine the final resource allocation for all slices.
Nevertheless, the placement of VNFs in data centers is predetermined by the MNO
and again, wireless resources are not considered.



22 Chapter 3. Related Works

3.2 Slice Resource Allocation with Coverage Constraints

The design of efficient allocation mechanisms for virtualized radio resources has
been recently addressed in [Chatterjee et al., 2018]. This paper aims at minimizing
the leasing cost of BSs so as to meet SP demands, while providing, with a given
probability, a minimum data rate for any user located in their coverage area. The
rate constraint is expressed as a linear function of the BS load (number of users
served by the BS), of the distance from users to the nearest BS, and of the downlink
interference. This linear approximation, however, requires some assumptions. For
instance, a user of an SP is assumed to be served by its nearest BS among the set
of BSs allocated to the SP. This reduces somehow the potentiality of achieving the
optimal sharing of the radio resource.

In [Teague et al., 2019], a heterogeneous spatial user density is considered, and
the joint BS selection and adaptive slicing are formulated as a two-stage stochastic
optimization problem. The first stage aims at defining the set of BSs to activate.
The second stage aims at allocating wireless resources of the BSs to each point of
the region to be covered by the SP. Several random realizations of user locations
are generated to get a reduced-complexity deterministic optimization problem. A
genetic algorithm is then used for the optimization.

In [Lee et al., 2016], a network slicing framework for multi-tenant heterogeneous
cloud radio access network is introduced. The sharing of radio resources in terms of
data rate is considered, with some constraints related to the fronthaul capacity, the
transmission power budget of RRHs, or the tolerable interference threshold of an
RRH on a sub-channel. Slicing is formulated as a weighted throughput maximiza-
tion problem, which aims at maximizing the total rate obtained by users connected
to given RRHs on given sub-channels. Nevertheless, the proposed framework does
not consider computing and memory resources associated to the processing within
the BBUs. Such resources are assumed to be properly scaled so as to support the
required service rate. Moreover, the proposed framework addresses only downlink
data services.

A game theory-based distributed algorithm is proposed to solve the problem of
wireless network slicing in [D’Oro et al., 2018]. The proposed algorithm accounts
for the limited availability of wireless resources and considers different aspects such
as congestion, deployment costs, and the RRH-user distance. The coverage area of
RRH is considered, but the possible coverage constraints required by different slices
are not taken into account.

3.3 Uncertainty-Aware Slice Resource Allocation

Several works on uncertainty-aware resource allocation for virtual networks can be
found in the literature.

In many conventional approaches, enough network resources are allocated to
make a service available to all users, all the time. In reality, many applications such
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as e-mail and instant messaging do not require such exclusive service. To address
this problem, in [Trinh et al., 2011], flexible service availability levels are defined.
These flexible levels lead to cost savings for the infrastructure provider that can
offer overbooked resources for users accepting a service with possibly degraded
availability. In the context of network slicing, SPs can benefit from such an approach
by providing services with reduced availability or degraded quality to some users
ready to accept these conditions. Nevertheless, to evaluate the incidence on the QoS
of such under-provisioning mechanism, it is necessary to introduce models of the
number of users of a service and of the resource consumption. Such models have
not been considered in [Trinh et al., 2011].

A worst-case allocation at peak traffic is considered in [Huin et al., 2017, Wang
et al., 2017]. Nevertheless, this infrastructure resource overbooking is costly and
most of the time unnecessary, as all individual slice resource demands are very
unlikely peaking simultaneously. In [Coniglio et al., 2015], the virtual network em-
bedding problem is solved considering uncertain traffic demands. An MILP formu-
lation is considered, where some of the constraints are required to be satisfied with
high probability. In [Mireslami et al., 2019], the total deployment costs for cloud
computing applications are minimized, while satisfying some QoS constraints. To
cope with the uncertain nature of the demands, a stochastic optimization approach
is adopted by modeling user demands as random variables obeying normal distri-
butions. Deployment is performed based on the mean demands increased by an
integer amount of their standard deviations. This might lead to a conservative solu-
tion, requiring more allocated resources than needed. This also reduces somehow
the possibility of having service-dependent satisfaction levels.

A network slice embedding problem is considered in [Fendt et al., 2019], where
available resources and resource demands are assumed to be partly uncertain. They
are described by normal distributions built upon the data history on mobile net-
work resource availability as well as slice resource utilization. To control the prob-
ability that a slice embedding solution will benefit from enough infrastructure re-
source, despite the uncertainties, some adjustable safety factor γ is introduced. As
in [Mireslami et al., 2019], enough resources are dedicated to a service so as to
satisfy the mean plus γ times the standard deviation of the demands. In [Fendt
et al., 2019], additionally, a similar approach is considered to account for the uncer-
tainty in the available resources. A probability of feasibility, depending on γ, is then
evaluated for the slice embedding to measure the risk of having a degraded service
for some users. The proposed solution leads to a slice resource allocation solution
robust to uncertainties. Nevertheless, the resource demands of the different com-
ponents of the slice have been considered as independent. Moreover, the safety
factor γ is chosen identical for resource demands and available resources. This
again may lead to allocating more resources than strictly necessary, and increases
the operation cost.

The network slice embedding problem with demand uncertainties is also ad-
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dressed in [Baumgartner et al., 2018]. The minimization of deployment costs con-
sidering first static resource demands is formulated as an MILP. Two robust net-
work slice design formulations are then proposed to (i) handle demand uncertain-
ties, and (ii) additionally account for correlations among the uncertain demands. A
tuning parameter Γ is introduced to control the trade-off between robustness to the
demand uncertainties and the deployment costs. Uncertainties related to the back-
ground traffics on the infrastructure, which clearly affect the residual infrastructure
resources, are not considered.

To reduce the computation effort required to solve the robust network slice em-
bedding problem, [Bauschert and Reddy, 2019] proposes to use a genetic algorithm,
shown to surpass the performance of state-of-the-art robust MILP solvers used, e.g.,
in [Baumgartner et al., 2018]. Uncertainties in infrastructure link bandwidth are
also considered in [Wen et al., 2019], where possible failures of infrastructure nodes
or links are taken into account to propose a robust algorithm that minimizes the
network resource consumption under uncertain demands, while remapping the
network slice in case of infrastructure failures. Since [Baumgartner et al., 2018],
[Bauschert and Reddy, 2019], and [Wen et al., 2019] assume that the distribution of
the variable demands and available infrastructure resource are unknown, their op-
timization are relatively conservative. Furthermore, uncertainties in various types
of resources such as computing, memory, or wireless are not addressed.

3.4 Admission Control with Dynamic Slice Requests

The topic of dynamic slice/SFC deployment has also received significant attention
in recent literature, see, for example, [Liu et al., 2017, Fendt et al., 2019, Wang et al.,
2019].

In [Liu et al., 2017], a dynamic resource allocation for SFCs is investigated.
The deployment of newly arrived SFCs and readjustment of in-service SFCs are
taken into account. An ILP formulation is used to address the dynamic deploy-
ment problem, aiming at minimizing the cost of VNF deployment and migration.
A pre-calculation of all possible routing paths has to be performed in advance,
which requires some computational effort before using the deployment algorithm.
In [Sun et al., 2019], the adaptive adjustment of allocated resources of each slice is
enabled after each decision time period (slicing time). An hybrid slice reconfigura-
tion framework is introduced in [Wang et al., 2019]. The slice can be reconfigured
either within small time intervals for individual slices, or within large time inter-
vals to readjust resource allocation of multiple slices. A deep-learning approach is
adopted in [Huynh et al., 2019] for dynamic slice resource allocation, with the aim
to maximize the long-term revenue of the network provider. Uncertainties related
to the slice allocation requests and occupation time are considered. Nevertheless,
slices are regarded as a whole, i.e., not made up of multiple elements (e.g., VNFs),
which somewhat over-simplifies the problem of slice resource allocation.

Slice admission control (SAC) mechanisms have been developed recently [Noroozi
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et al., 2019, Ebrahimi et al., 2020, Han et al., 2020, Bega et al., 2017, Bega et al., 2020]
to address issues related to the unavailability of enough resources to satisfy all slice
requests. In [Noroozi et al., 2019], SAC is formulated as a boolean linear program
and a two-step sub-optimal algorithm based on variants of the knapsack problem
are proposed to alleviate the complexity. Admission is done for slices with the
highest profit considering first the RAN and aggregate core network resources. In a
second step, the core network resources are considered without any aggregation to
determine whether a slice deployment is possible.

In [Ebrahimi et al., 2020], SAC and resource allocation are performed jointly,
to minimize the power consumption of the cloud nodes and the network band-
width of the infrastructure provider. Transmission delay is taken into account in
the slice SLA. Some elastic variables are introduced in an ILP formulation to extend
the bounds on some constraints. They help determining when resources may be
lacking, in which case slices are rejected starting from those with the highest re-
quirements in terms of resource. Nevertheless, the dynamics of slice requests (time
of arrival, slice duration) and the variation of slice resource demands during their
life time are not considered in [Noroozi et al., 2019] and [Ebrahimi et al., 2020].

The dynamics of slice requests is considered by [Han et al., 2020] in the SAC
problem. If not accepted, a request is queued for being potentially served later. The
case of impatient tenants, who may leave their queues before being served, is taken
into account. Nevertheless, neither the dynamics of resource demands within each
slice, nor the activation time of a slice are accounted for. Moreover, infrastructure
resources of each type are fully aggregated. As opposed to [Ebrahimi et al., 2020]
and to our work, none of the details about the structure of the slice and of the
infrastructure are taken into account in the resource model. Consequently, the
proposed mechanism does not allow to provision the slice in addition to admission
control.

Online SAC is considered in [Bega et al., 2017] and [Bega et al., 2020] leverag-
ing on machine learning approaches. The aim is to maximize the revenue of the
InP while guaranteeing the SLAs of the admitted slices. Both papers focus on ra-
dio resources of base stations. In [Bega et al., 2017], two different types of slices
are considered to account for elastic and inelastic traffic. An admissibility region
is determined first, indicating the maximum number of slices that the system can
support without breaking the SLAs. Both works formalize the admission control
problem into a semi-Markov decision process and derive the optimal policy ob-
tained when the request arrival parameters are known. The approach has a high
computation cost and is off-line (requires system parameters to be known a priori).
An alternative Q-learning approach is proposed in [Bega et al., 2017] to adapt to
changing environments while achieving close to optimal performance. In [Bega
et al., 2020], a deep reinforcement learning method is developed to overcome the
scalability issue of the Q-learning approach. These works consider tenants sub-
mitting slice requests for an immediate deployment, contrary to our work, where
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slice requests are assumed to be submitted for an immediate but also for future
deployment, which permits the development of a resource provisioning strategy.

3.5 Slice Resource Provisioning

The topic of slice resource provisioning is relatively new to the area of network
slicing and has thus a limited coverage in the literature at the time being. One
may find, for instance, in [Xiong et al., 2019] and [Sun et al., 2019], a preliminary
study on the problem of joint resource provisioning and resource allocation for
network slicing. In these papers, different slice resource provisioning frameworks in
a virtualized radio access network context are introduced, where the heterogeneity
of service requirements is considered. Provisioning is performed at the resource
block (RB) level. The problem of radio resource provisioning and allocation from
base stations (BSs) to a slice, and the assignment of users within the slices to BSs are
considered. The first problem (provisioning and allocation) is solved in [Xiong et al.,
2019] via heuristics, while a deep reinforcement learning technique is considered in
[Sun et al., 2019]. The second problem (user assignment) is cast in the framework of
an NP-complete 0-1 multiple knapsack problem. In these papers, the slice resource
provisioning problem is studied, but is limited to the radio resources.

3.6 Conclusion

This chapter highlights some studies related to various aspects of network virtu-
alization and network slicing. A literature review has been conducted on various
topics related to the thesis. In Chapter 4, the hypotheses, assumptions, and nota-
tions that are used throughout this thesis will be presented.



Chapter 4

Hypotheses and Assumptions

This chapter presents the notations, assumptions, and hypotheses that are used
throughout the thesis. A typical network slicing system is described, with all the
involved entities. The relation and interactions between these entities, e.g., the ex-
change of the characteristics of user demand, slice demand, and the dedicated ser-
vice are also detailed.

4.1 Network Slicing System Entities

A typical network slicing system involves several entities: one or many Infrastruc-
ture Providers (InPs), Mobile Network Operators (MNOs), and Service Providers
(SPs), as depicted in Figure 4.1 [Liang and Yu, 2014]. In some architecture propos-
als, the InP and the MNO can be the same entity [Samdanis et al., 2016]. This can
also apply for the MNO and the SP. In this thesis, one considers the MNOs, SPs,
and InPs as distinct entities.

The InPs own and manage the wireless and wired infrastructure such as the
cell sites, the fronthaul and backhaul networks, and cloud data centers. The MNOs
lease resources from the InPs to setup and manage the slices. The SPs then ex-
ploit the slices supplied by the MNOs, and provide to their customers the required
services running within the slices.

Various steps involved in the proposed provisioning approach are illustrated
in Figure 4.1. To satisfy expected service demands of users: (1) the SP identifies
the necessary service characteristics in terms of QoS, satisfaction probability, etc.
These service characteristics are forwarded to the MNO within the SLA between
the SP and the MNO (denoted as SM-SLA); (2) the MNO then translates these
characteristics into constraints to be satisfied by the slice dedicated to the required
service; (3) the slice characteristics and constraints form the SLA between the MNO
and the InP (denoted as MI-SLA) and include the aggregate resource demands of
all users, the successful provisioning probability that has to be guaranteed by the
InP, etc.

Then slice resource provisioning is performed (4–5) by the InP based on the
MI-SLA between the MNO and the InP. This step is followed by slice deployment

27
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and activation; (6) the provisioned resource are leased by the MNO to deploy and
activate the target slice. Finally, the slice is exploited (7–8) by an SP who assigns
users to the SFCs supplied by the MNO.

InPSP
users

slice resource
provisioning

...

SFC 1
SFC 2

......

assigning users 
to SFCs to pro-
vide services

...

MNO

service characteristics
SM-SLA

2 slice characteristics
MI-SLA

3

4

provisioned resources5

6

SFCs (to be exploited)7

8

expected service request1

slice (SFCs) deploy-
ment and activation

SFC 1

SFC 2
...

Figure 4.1: Network slicing entities and their SLA-based relationships.

4.2 Slice Provisioning Requests

A discrete-time model is considered, in which time is slotted into slots of constant
duration T (typically of few tens of minutes). The value of T results from a com-
promise between the need to update the provisioning and the level of conservatism
in the amount of provisioned resources required to satisfy fast fluctuating user de-
mands;

The slot of index k ∈ N lasts over the time interval [kT, (k + 1)T [. One considers
that the slice lifetime spans over one or several time slots of duration T . Resources
have to be provisioned so as to be compliant with the variations of the number of
users and of their demands during the slice lifetime. The service characteristics are
assumed stable over each time slot, and may vary from one time slot to the next.

Let ts be the time instant at which the provisioning request for a slice s is re-
ceived by the InP. This slice is also characterized by the index kon

s of the time slot at
the beginning of which it has to be activated (put into service), and the index koff

s of
the time slot at the end of which it has to be deactivated. Thus, the slice s is active
over the time interval

[
kon
s T,

(
koff
s + 1

)
T
[
.

Figure 4.2 depicts an example of arrivals of slice provisioning requests, as well
as the time slots over which the corresponding services have to be active.

In Chapters 5–7, a just-in-time provisioning approach is considered, in which
the lifetime of each slice is one single time slot. In this approach, in each time slot,
the resource provisioning is performed only for the slices that need to be activated
in the next time slot.

In Chapter 8, one considers a longer time scale of numerous time slots. For
each time slot, a slice resource provisioning decision has to be made in advance,
before the beginning of the time slot of which the slice has to be activated. Different
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Figure 4.2: Arrivals of slice provisioning requests as a function of time; Black circles
represent the arrival times ts of each request; The types of slices are illustrated
by different plot line styles; The slice resource demands evolve with time; Peak
demands have been normalized.

slice request processing strategies are proposed. The time needed for the resource
provisioning, resource allocation, and slice deployment/activation process are also
taken into account.

4.2.1 Infrastructure Network

Consider an infrastructure network managed by a single InP. This network is rep-
resented by a directed graph G = (N , E), where N is the set of infrastructure nodes
and E is the set of infrastructure links, which correspond to the wired connections
between and within nodes (loop-back links) of the infrastructure network. In cases
where the infrastructure network is managed by several InPs, the provisioning ap-
proach should be adapted accordingly. We discuss this important consideration in
Section 4.2.

In this thesis, one considers a cloud network infrastructure made of a central
large-sized datacenter, several small-sized datacenters geographically dispersed at
edge nodes (i.e., edge cloud) and a set of base stations. In our model, a node rep-
resents a datacenter, central or at edge, or a base station. A link represents an
inter-datacenter connection or a backhauling connection between an edge datacen-
ter and a base station.

Each infrastructure node i ∈ N is characterized by a given amount an(i) of
available resource of different types, where n is the type of node resource. An
operation cost paid by the InP is attributed to each unit of node resource. The per-
unit node resource cost associated to a given node i consists of a fixed part cf (i)

for node disposal (paid for each slice using node i), and variable part cn(i), which
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depend linearly on the amount of resources provided by that node. Furthermore,
an additional fixed cost per infrastructure node cd (i) accounts for downloading a
VNF image in a local image registry at the node (i.e., datacenter) level. This fastens
the slice deployment time, by avoiding to download the VNF image from a remote
repository from a central location in the operator domain. One assumes this cost as
independent from the VNF type, i.e., the influence of the size of VNF is negligible
and one considers that the cost mainly depends on the transfer distance from the
node to the operator domain.

In Chapter 5 of Part II and all chapters of Part III, one considers three types of
node resource: computing, memory, and wireless resources. In Chapter 6 of Part II,
where coverage constraints are taken into account, the considered types of node
resource are: computing, memory, and radio block (RB). It should be pointed out
that the wireless resources, considered in Chapters 5, 7, and 8, can be referred to as
the useful throughput (goodput), i.e., the amount of data that can be delivered from
the considered node, expressed in bits per unit of time. The set of node resources is
denoted as Υ. The considered elements of Υ in each chapter of this thesis are listed
in Table 4.1.

Table 4.1: Considered set of node resource types (Υ) in each chapter.

Part II Part III

Chap. 5 Chap. 6 Chap. 7 Chap. 8

Υ = {c,m,w} Υ = {c,m, r} Υ = {c,m,w} Υ = {c,m,w}

c: computing, m: memory, w: wireless, r: radio block

Similarly, each infrastructure link ij ∈ E connecting node i to j has an avail-
able bandwidth ab (ij), and an associated per-unit bandwidth cost cb(ij). Several
distinct VNFs of the same slice may be deployed on a given infrastructure node.
When communication between these VNFs is required, an internal (loop-back) in-
frastructure link ii ∈ E can be used at each node i ∈ N , as in [Wang et al., 2009], in
the case of interconnected virtual machines (VMs) deployed on the same host. The
associated per-unit bandwidth cost, in that case, is cb (ii).

In Chapter 6, where radio resource and coverage constraints are considered, a
Cloud Radio Access Network (C-RAN) architecture [China Mobile, 2011] is adopted,
as illustrated in Figure 4.3. The C-RAN nodes (i.e., eNB for 4G and gNB for 5G)
mainly consists of two parts: (1) the distributed Remote Radio Heads (RRHs) plus
antennas deployed at the cellular radio sites; and (2) the centralized Base Band Unit
(BBU) pool hosted in an edge cloud data center [Tran et al., 2017].

The BBU pool hosts multiple virtual BBUs and handles higher layer processing
functions, whereas all basic radio functions remain at the cellular radio station with
the RRH. In 4G, the BBU handles all the L1-L2-L3 functional layers whereas radio
frequency functions reside at the RRH. Within 5G, the gNB is split in three parts,
namely Central Unit (CU), Distributed Unit (DU), and Radio Unit (RU), and dif-
ferent functional splits are under study where in some options the RU can support
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some L2 functions thus reducing the capacity required for the fronthaul link [ITU-T,
2018]. The link (interface) between the BBU and the RRH is known as the fronthaul
whereas the backhaul network connects the BBU with the core network functions
hosted in the regional or central cloud.

RRH
UE

RRH
UE

RRH
UE

Radio Access 
Network

fronthaul links

backhaul links
BBU Pool

Core Network

Figure 4.3: General architecture of C-RAN

Table 4.2 summarizes the main notations used in this thesis.

Table 4.2: Main notations used throughout this thesis.

Symbol Description

G Infrastructure network graph, G = (N , E)
N Set of infrastructure nodes
E Set of infrastructure links
Υ Set of node resource types, Υ = {c,m,w}

an (i) Available resource of type n ∈ Υ at node i
ab (ij) Available bandwidth of link ij
cn (i) Per-unit cost of resource of type n ∈ Υ for node i
cb (ij) Per-unit cost for link ij
cf (i) Fixed cost for using node i
ca (i) Provisioning adaptation cost at node i
s Slice index
Gs SFC graph, Gs = (Ns, Es)
Ns Set of virtual network functions
Es Set of virtual links
rs Resource demands of an SFC (SFC-RD)
Us Resource demands of a typical user (U-RD)
Rs Resource demands of slice s (S-RD)
B Resources consumed by background

4.2.2 Best-Effort Background Services

In Chapters 5 and 6, the infrastructure resources are considered to be consumed
only by network slices. In Chapters 7 and 8, we consider that the available re-
sources in the infrastructure network are also partly consumed by other best-effort
background services for which no resource provisioning has been performed. The
vector gathering all resources consumed by the background services is denoted as

B = (Bn (i) , Bb (ij))>n∈Υ,(i,ij)∈G (4.1)
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The elements Bn (i), ∀i ∈ N , ∀n ∈ Υ and Bb (ij), ∀ij ∈ E of B are the random
variables representing the aggregate amount of node resources and link bandwidth
consumed by these best-effort services.

4.2.3 Resource Demands

A demand of resources is defined on the basis of an SLA between an SP and the
MNO, i.e., SM-SLA. Throughout this thesis, we consider that a slice is devoted to a
single type of service supplied by a given type of SFC. Several instances of that SFC
may have to be deployed so as to satisfy the user demand. The topology of each SFC
of slice s is represented by a virtual, unweighted graph Gs = (Ns, Es) representing the
VNFs and their interconnections. Each virtual node v ∈ Ns represents an instance
of a VNF, and each virtual link vw ∈ Es represents the connection between virtual
nodes v and w.

Based on Gs, one introduces the vectors rs, Us, and Rs, respectively represent-
ing the resource demands of a single SFC (SFC-RD), of a typical user (U-RD), and
of all users of slice s (S-RD).

rs =
(
rs,n (v) , rs,b (vw)

)>
n∈Υ,(v,vw)∈Gs is the SFC-RD vector gathering the comput-

ing (rs,c (v)), memory (rs,m (v)), wireless (rs,w (v)), and bandwidth (rs,b (vw))
resource demands of the VNFs v ∈ Ns and the virtual links vw ∈ Es of a single
SFC;

Us =
(
Us,n (v) , Us,b (vw)

)>
n∈Υ,(v,vw)∈Gs is the vector of resource demands a typical

user (U-RD) of slice s, in which Us,n (v), n ∈ Υ, and Us,b (vw) are the amount
of resources of VNF instance v and of virtual link vw employed by that user.
The vector Us is only introduced in Part III of this thesis;

Rs =
(
Rs,n (v) , Rs,b (vw)

)>
n∈Υ,(v,vw)∈Gs is the vector of resource demands of slice s

(S-RD). Rs,n (v), n ∈ Υ, and Rs,b (vw) represent the aggregate amount of re-
sources employed by Ns independent users of slice s.

Throughout this thesis, the elements of rs are considered to be deterministic. The
other variables (Ns and the elements of Us and of Rs) are considered to be deter-
ministic in Part I, and to be random vectors in Part II. In Table 4.3, we summarize the
characteristic (deterministic or random) of the variables considered in each chapter
of this thesis.

Figure 4.4 illustrates the virtual graph Gs whose nodes and links are weighted
by (i) the SFC-RD rs (Figure 4.4a); and the S-RD Rs (Figure 4.4b). These resources
and network functionalities are devoted to the deployment of an adaptive wireless
video streaming service [Savi et al., 2016]. The virtual graph Gs consists of six VNFs:
three for the user-plane of the 5G-RAN (RU, DU, CU-UP), one for the 5G-Core
(UPF), and two VNFs placed in the data network: (server and Video Optimization
Controller (VOC)). The server archives videos with different qualities. Using the
information received from users such as the bandwidth or end-to-end latency, the
VOC dynamically adjusts the video bitrate to provide to the users. Notice that, in
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Table 4.3: Considered characteristic of variables in each chapter.

Part II Part III
Variable Chap. 5 Chap. 6 Chap. 7 Chap. 8

Infrastructure an (i), ab (ij) dv dv ? ?

Background services Bn (i), Bb (ij) null null rv rv

Resource demands
Us,n (v), Us,b (vw) dv dv rv rv

rs,n (v), rs,b (vw) dv dv dv dv

Rs,n (v), Rs,b (vw) dv dv rv rv

dv: deterministic variables ?: partially employed by background services (B)
rv: random variables

this example, the value of Ns and Us are deterministic, leading to a deterministic
value of Rs.
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Figure 4.4: Virtual graph and the required computing (in CPUs) and memory (in
GBytes) resources for the deployment of SFCs and slice dedicated to an adaptive
wireless video streaming service.

When it is possible to provision enough resources, the MNO will be ensured
to be able to deploy a collection of SFCs needed and satisfy the SLA. When, for
example, the user density over some subarea is larger than stated in the SLA, some
users may not be served. Nevertheless, from the perspective of the InP, the SLA is
still satisfied. On contrary, when the user density/requirements are less than the
maximum specified in the SLA, some provisioned resources may remain unused,
but this is the price to pay when provisioning resources.
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4.3 Conclusion

This chapter presents the notations, assumptions and hypotheses that are used in
the next chapters of this thesis. A typical network slicing system is described, with
all the involved entities. The relations and interactions between these entities, e.g.,
the exchange of the characteristics of user demand, slice demand, and the dedicated
service are also detailed.
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Chapter 5

Resource Provisioning for the Core Network

This chapter is based on Q.-T. Luu, M. Kieffer, and A. Mouradian, and S. Kerboeuf, “Aggre-
gated Resource Provisioning for Network Slices,” in Proc. IEEE Global Communications
Conference, Abu Dhabi, Dec. 2018, pp. 1-6 [Luu et al., 2018].

This chapter aims to provide an answer to Challenge 1 introduced in Chapter 1.
We address the problem of infrastructure core network resource provisioning for
network slices. The available resource in the infrastructure and the slice resource
demands are considered as deterministic.

The rest of the chapter is structured as follows. In Section 5.2, we summarize
the originality of the work proposed here, compared to the state of the art. Sec-
tion 5.3 provides the formulation of the resource provisioning problem, which is an
optimization problem that differs significantly from the traditional SFC embedding
problem. Evaluation of the proposed algorithm is presented in Section 5.4. Finally,
Section 5.5 details some conclusions and perspectives.

5.1 Related Work

As discussed in Chapter 3, the majority of prior works considered the problem of
SFC and VNF deployment (or embedding), e.g., [Cohen et al., 2015, Riggio et al.,
2016, Riera et al., 2016, Vizarreta et al., 2017]. The problem of SFC embedding is
usually formulated as an ILP [Vizarreta et al., 2017, Cohen et al., 2015, Riera et al.,
2016], an MILP [Chowdhury et al., 2012, Kang et al., 2017], or an IQP [Tajiki et al.,
2018], with objective to minimize the SFC deployment cost due to the use of infras-
tructure resources. Many heuristics have also been proposed in the literature, with
the aim of reducing the complexity of the embedding problem. Using different
approaches, e.g., column generation [Huin et al., 2017, Liu et al., 2017], eigende-
composition [Mechtri et al., 2016], or local search for neighbor nodes [Riggio et al.,
2016], these heuristics can solve large problems in a reasonable amount of time.
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5.2 Contributions

The originality of the work presented in this chapter lies in the proposition of a
resource provisioning for network slices. The main idea is to propose an alter-
native approach to previous best-effort approaches, e.g., [Riera et al., 2016, Riggio
et al., 2016, Vizarreta et al., 2017], where the slice SFCs are iteratively deployed
on the infrastructure network. In practice, within a slice, SFCs are created, man-
aged, and released in an asynchronous way. Iterative deployment strategies are
thus well-suited to such dynamic slice management. Nevertheless, when several
concurrent slices are managed in parallel by some MNOs, nothing ensures that
enough infrastructure resources will be available to deploy a new SFC. This type of
SFC management makes it difficult to satisfy the desired SLA expressed in terms
of guaranteed amount of deployed SFCs. With our proposed approach, infrastruc-
ture resources are provisioned (reserved) in advance. The MNO is thus ensured to
be able to deploy the required amount of SFCs within a slice corresponding to the
slice resource demands.

As introduced in Chapter 4, the slice resource demand (S-RD) of a given slice s,

Rs =
(
Rs,n (v) , Rs,b (vw)

)>
n∈Υ,(v,vw)∈Gs

aggregates the resource requirements of Ns independent users of slice s. The S-
RD is evaluated by the MNO to satisfy the QoS requirements imposed by the SP.
The InP has then to provision enough infrastructure resources to meet the SLA.
The resource provisioning for slice s is represented by a mapping between the
infrastructure graph G and the virtual graph Gs. Due to the fact that nodes or links
of the graph of Gs represent aggregate requirements, several infrastructure nodes
may have to be gathered and parallel physical links have to be considered to satisfy
the various S-RDs. This is the main difference with respect to the deployment
approach considered in [Riggio et al., 2016, Vizarreta et al., 2017], where each VNF
is deployed on a single node. In [Riggio et al., 2016, Vizarreta et al., 2017], virtual
nodes and links are mapped on the infrastructure network to allocate resources to
VNFs and virtual links. In this chapter, one will provision a sufficient amount of
infrastructure nodes and links, so that the aggregate provisioned resources meet
the slice demands Rs.

5.3 Problem Formulation

As introduced in Section 4.2, in this chapter, a just-in-time provisioning approach is
applied, in which the slice resource provisioning is performed during a given time
slot and considering only provisioning requests of slices that have to be activated
in the next time slot. The set of those slice requests is denoted as S.

The objective of slice resource provisioning is to minimize the cost of provi-
sioning resources for all slices in S. To that end, we introduce the following set of
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variables Φ = {Φs}s∈S , with

Φs =
{
φs,n (i, v) , φs,b (ij, vw) , φ̃s,n (i, v)

}
s∈S,(i,ij)∈G,(v,vw)∈Gs,n∈Υ

,

where φs,n (i, v) ∈ [0, 1] represents the proportion of resources of type n provisioned
by the infrastructure node i ∈ N for the virtual node v ∈ Ns of slice s;

φs,b (ij, vw) ∈ [0, 1] represents the proportion of bandwidth provisioned by the
infrastructure link ij ∈ E for the virtual link vw ∈ Es of slice s. When one of the
variables φs,n (i, v) and φs,b (ij, vw) holds zero, there is no mapping between the
infrastructure and the virtual node/link;

φ̃s,n (i, v) ∈ {0, 1} is the node mapping indicator, i.e., φ̃s,n (i, v) = 1 if φs,n (i, v) >

0 and φ̃s,n (i, v) = 0 otherwise. This mapping indicator is used to determine
whether an infrastructure node has provisioned resources for virtual nodes.

Illustration to the elements of Φs is provided in Example 5.1.

Example 5.1 (Illustration of Φs). The figure below depicts a mapping between
the infrastructure nodes i1, i2 and the virtual nodes v1, v2; and between the
infrastructure link i1i2 and the virtual link v1v2, i.e., φ̃s,n (i1, v1) = φ̃s,n (i2, v2) =

1. The squares at i1, i2 and i1i2 represent an (i1), an (i2), and ab (i1i2), while
the squares at v1, v2, and v1v2 represent Rn (v1), Rn (v2), and Rb (v1v2).

In this example, the proportions of resources that i1, i2, and i1i2 provi-
sioned to v1, v2, and v1v2 are respectively φs,n (i1, v1) = 1

2 , φs,n (i2, v2) = 2
3 , and

φs,b (i1i2, v1v2) = 1.

5.3.1 Resource Provisioning for a Single Slice

In this section, we start with the resource provisioning for a single slice s ∈ S.

The total provisioning cost ctotal associated to φs is defined as

ctotal (Φs) =
∑
i,v,n

an (i)φs,n (i, v) cn (i) +
∑
ij,vw

ab (ij)φs,b (ij, vw) cb (ij)

+
∑
i,v

φ̃s,n (i, v) cd (i) , (5.1)

where the first and second terms indicate the total cost for leasing resources from
infrastructure nodes and links, while the third term represents the cost for deploy-
ing VNFs in infrastructure nodes. The minimization of ctotal (Φs) has to be such
that several constraints are satisfied.
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In what follows, (5.2–5.3) describe the resource requirement constraints for slice
nodes and links. (5.4–5.5) guarantee that the provisioned resource cannot exceed
the available infrastructure resources. Eq. (5.6) describes the relation between the
variables φ̃s,n (i, v) and φs,n (i, v) of Φs. Constraints on node mapping are described
in (5.7). (5.8) ensures that enough resources are provisioned to deploy an integer
number of VNF instances. Finally, (5.9–5.11) describes the resource proportionality
and flow reservation constraints.

The resources provisioned by all infrastructure nodes i ∈ Ns to a virtual node v
should satisfy the resource demands of v. This leads to∑

i

an (i)φs,n (i, v) ≥ Rn (v) ,∀v ∈ Ns, n ∈ Υ. (5.2)

Similarly, the resources provided by all infrastructure links ij ∈ E to a virtual link
vw should satisfy the resource demands of vw,∑

ij

ab (ij)φs,b (ij, vw) ≥ Rb (vw) , ∀vw ∈ Es. (5.3)

Since, the sum of proportions of resources provisioned by a given infrastructure
node i cannot exceed one, one has∑

v

φs,n (i, v) ≤ 1,∀i ∈ N , n ∈ Υ. (5.4)

Similarly, the proportions of resources provisioned by a given infrastructure link ij
cannot exceed one. As a consequence,∑

vw

φs,b (ij, vw) ≤ 1,∀ij ∈ E . (5.5)

The elements φ̃s,n (i, v) of Φs are such that φ̃s,n (i, v) = 1 if φs,n (i, v) > 0. The
relation between φs,n (i, v) and φ̃s,n (i, v) is non-linear. To address this issue, both
quantities may be combined with the following linear constraints

φs,n (i, v) ≤ φ̃s,n (i, v) < φ (i, v) + 1, ∀i ∈ N , v ∈ Ns, n ∈ Υ. (5.6)

We impose that any infrastructure node i ∈ N cannot provision resources for
more than a single virtual node of a given slice. This increases robustness to infras-
tructure node failures and can be translated into∑

v

φ̃s,n (i, v) ≤ 1,∀i ∈ N . (5.7)

The amount of resources provided by a given infrastructure node i to a virtual
node v has to be equal to an integer multiple of the minimum amount of resources
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rn (v) for a VNF associated to the virtual node v

an (i)φs,n (i, v) = κs,n (i, v) rn (v) , ∀i ∈ N , v ∈ Ns, n ∈ Υ (5.8)

where κs,n (i, v) is a positive integer belonging to the set of variables of the opti-
mization problem. This ensures that enough resources are provisioned by an infras-
tructure node i to be able to deploy an integer number κs,n (i, v) of VNF instances
associated to the virtual node v.

Moreover, provisioning of infrastructure node and link resources has to be per-
formed in a balanced way, consistent with the virtual graph. When an infrastructure
node provisions resources for a slice, the amount of provisioned computing, mem-
ory, and wireless capacity has to be in the same proportion as the corresponding
resources of the virtual node. In this chapter, we consider that every virtual node
requires computing and memory resources (Rs,c (v) > 0 and Rs,m (v) > 0,∀v ∈ Ns),
while only certain nodes need wireless capacity. The node resource proportionality
satisfaction may be formulated as, ∀i ∈ N , v ∈ Ns such that Rs,w (v) > 0:

ac (i)φs,c (i, v)

Rs,c (v)
=
am (i)φs,m (i, v)

Rs,m (v)
=
aw (i)φs,w (i, v)

Rs,w (v)
, (5.9)

and ∀i ∈ N , v ∈ Ns such that Rs,w (v) = 0:

ac (i)φs,c (i, v)

Rs,c (v)
=
am (i)φs,m (i, v)

Rs,m (v)
. (5.10)

These constraints ensure that the infrastructure node i provisions the same propor-
tion of memory, computing, and possibly wireless resources for the virtual node v.
Unbalanced resource provisioning is thus avoided.

Finally, some flow conservation constraints have to be satisfied when resources
are provisioned on the infrastructure link ij for the virtual link vw. That is, for
each link vw ∈ Es, there must exist a continuous connection between each pair of
infrastructure nodes that are mapped to the pair (v, w) of virtual nodes.

The proportion of resources on the flow of the virtual link vw entering/leaving
an infrastructure node mapped onto v or w should be equal to the proportion of
any resource this node provides to v or w. Focusing on the computing resource,
this constraint can be formulated as∑

j∈N

( ab (ij)

Rs,b (vw)
φs,b (ij, vw)−

ab (ji)

Rs,b (vw)
φs,b (ji, vw)

)

=
ac (i)

Rs,c (v)
φs,c (i, v)−

ac (i)

rc(w)
φs,c(i, w), ∀i ∈ N , vw ∈ Es. (5.11)

The consistency with the other provisioned resources is ensured by (5.9) or (5.10).
An example to illustrate constraint (5.11) is given in Example 5.2.
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Example 5.2 (Illustration of the flow conservation constraint). The figure below
depicts a mapping between the infrastructure nodes i1, i2 and the virtual nodes
v1, v2; and between the infrastructure link i1i2 and the virtual link v1v2.

provisioning result

Consider i1 and v1v2, constraint (5.11) leads to 3
6φs,n (i1i2, v1v2) − 0 =

2
6φs,n (i1, v1) − 0. Since 0 ≤ φs,n (i1, v1), φs,n (i1i2, v1v2) ≤ 1, and to minimize
the total provisioning cost depending on φs,n (i1, v1) and φs,n (i1i2, v1v2), one
obtains φs,n (i1i2, v1v2) = 2

3 and φs,n (i1, v1) = 1. Similarly φs,n (i2, v2) = 1
2 .

The proportions of provisioned node and link resources are then consistent
with the proportions of nodes and link resource demands. Constraint (5.11) is
satisfied with the obtained Φs.

Finally, the resource provisioning for a single slice can be cast as an MILP in
Problem 5.1.

Problem 5.1: MILP Single Slice Resource Provisioning

min
Φs

ctotal(Φs),

subject to∑
i

an (i)φs,n (i, v) ≥ Rn (v) ,∀v ∈ Ns, n ∈ Υ,∑
ij

ab (ij)φs,b (ij, vw) ≥ Rb (vw) , ∀vw ∈ Es,∑
v

φs,n (i, v) ≤ 1, ∀i ∈ N , n ∈ Υ,∑
vw

φs,b (ij, vw) ≤ 1,∀ij ∈ E ,∑
v

φ̃s,n (i, v) ≤ 1, ∀i ∈ N ,

∀i ∈ N , v ∈ Ns, n ∈ Υ :

φs,n (i, v) ≤ φ̃s,n (i, v) < φ (i, v) + 1,

an (i)φs,n (i, v) = κs,n (i, v) rn (v) ,

∀i ∈ N , v ∈ Ns such that Rs,w (v) > 0 :

ac (i)φs,c (i, v)

Rs,c (v)
=
am (i)φs,m (i, v)

Rs,m (v)
=
aw (i)φs,w (i, v)

Rs,w (v)
,

∀i ∈ N , v ∈ Ns such that Rs,w (v) = 0 :

ac (i)φs,c (i, v)

Rs,c (v)
=
am (i)φs,m (i, v)

Rs,m (v)
,

∑
j∈N

( ab (ij)

Rs,b (vw)
φs,b (ij, vw)−

ab (ji)

Rs,b (vw)
φs,b (ji, vw)

)



42 Chapter 5. Resource Provisioning for the Core Network

=
ac (i)

Rs,c (v)
φs,c (i, v)−

ac (i)

rc(w)
φs,c(i, w), ∀i ∈ N , vw ∈ Es.

5.3.2 Resource Provisioning for Multiple Slices

When resource provisioning has to be performed for several slices s ∈ S, the objec-
tive function (5.1) becomes

ctotal (Φ) =
∑
s

ctotal(Φs)

=
∑
s,i,v,n

an (i)φs,n (i, v) cn (i)

+
∑
s,ij,vw

re (ij)φs,b (ij, vw) cb (ij) +
∑
s,i,v

φ̃s,n (i, v) cd (i) , (5.12)

The constraints for this problem are similar to those of the resource provisioning
for a single slice presented in Section 5.3.1, with the following minor modifications.
The sum over all slice s ∈ S is added to the left side of constraints (5.5) and (5.6),
i.e., ∑

s,v

φs,n (i, v) ≤ 1, ∀i ∈ N , n ∈ Υ, (5.13)∑
s,vw

φs,b (ij, vw) ≤ 1,∀ij ∈ E . (5.14)

Moreover, the remaining constraints (5.2), (5.4), (5.7)–(5.11) hold for all slices s ∈ S
and for all n ∈ Υ. Finally, the resource provisioning for multiple slices can be cast
as an MILP in Problem 5.2.

Problem 5.2: MILP Multiple Slice Resource Provisioning

min
Φ

ctotal(Φ) =
∑
s∈S

ctotal(Φs),

subject to∑
i

an (i)φs,n (i, v) ≥ Rn (v) , ∀s ∈ S, v ∈ Ns, n ∈ Υ∑
ij

ab (ij)φs,b (ij, vw) ≥ Rb (vw) ,∀s ∈ S, vw ∈ Es,∑
s,v

φs,n (i, v) ≤ 1, ∀i ∈ N , n ∈ Υ,∑
s,vw

φs,b (ij, vw) ≤ 1, ∀ij ∈ E ,∑
v

φ̃s,n (i, v) ≤ 1, ∀s ∈ S, i ∈ N ,

∀s ∈ S, i ∈ N , v ∈ Ns, n ∈ Υ :

φs,n (i, v) ≤ φ̃s,n (i, v) < φ (i, v) + 1,

an (i)φs,n (i, v) = κs,n (i, v) rn (v) ,



5.4. Evaluation 43

∀s ∈ S, i ∈ N , v ∈ Ns such that Rs,w (v) > 0 :

ac (i)φs,c (i, v)

Rs,c (v)
=
am (i)φs,m (i, v)

Rs,m (v)
=
aw (i)φs,w (i, v)

Rs,w (v)
,

∀s ∈ S, i ∈ N , v ∈ Ns such that Rs,w (v) = 0 :

ac (i)φs,c (i, v)

Rs,c (v)
=
am (i)φs,m (i, v)

Rs,m (v)
,

∑
j

( ab (ij)

Rs,b (vw)
φs,b (ij, vw)−

ab (ji)

Rs,b (vw)
φs,b (ji, vw)

)
=
an (i)

rn (v)
φs,n (i, v)−

an (i)

rn(w)
φs,n (i, w) ,∀s ∈ S, i ∈ N , vw ∈ Es.

5.4 Evaluation

In this section, we compare the performance of two different resource provisioning
schemes: Sequential (SP) and joint (JP) slice resource provisioning. In the sequential
approach, resources are provisioned slice by slice by solving the single slice MILP
(Problem 5.1). In the joint approach, provisioning is performed taking into account
all slices simultaneously and solving the multiple slices MILP (Problem 5.2). Both
schemes are evaluated using the CPLEX MILP solver interfaced with MATLAB.

5.4.1 Infrastructure Network Topology

The infrastructure network is generated from a K-ary fat tree topology, as in [Riggio
et al., 2016, Bouten et al., 2017]. A typical fat-tree topology is depicted in Figure 5.1
when K = 4. The leaf nodes represent the Remote Radio Heads (RRHs). The
other nodes represent the edge, regional, and central data centers. Simulations are
done with K = 2, 4, 6, resulting in a total of 8, 16, and 54 RRHs. The layers of
the fat-tree-based infrastructure are depicted in Figure 5.1. Infrastructure nodes
and links provide a given amount of computing, memory, and possibly wireless
resources (ac, am, aw) expressed in available number of CPUs, Gbytes of memory,
and Gbps of transmission capacity, depending on the layer they are located. The
cost of leasing each unit of infrastructure resource is set to 1 for every types n ∈ Υ.

Central (64, 240, 0)

Regional (16, 32, 0)

Edge (4, 4, 0)

RRH (2, 1.25, 10)

100

10

10 

Figure 5.1: Description of the infrastructure network. Nodes provide a given
amount of computing, memory, and possibly wireless resources (ac, am, aw) mea-
sured in number of used CPUs, Gbytes, and Gbps, respectively. Links are assigned
with a given amount of bandwidth (ab) measured in Gbps.
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5.4.2 Slice Resource Demands

In this work, we consider two types of slices, each of which has a deterministic
resource demand.

• Slices of type 1 are devoted to the delivery of UHD video streaming services
at 20 Mbps to Ns = 2000 users;

• Slices of type 2 are dedicated to provide HD video streaming services at
4 Mbps for Ns = 4000 users.

Both slice types address the same type of service, and implement similar SFCs, but
with different resource requirements. Each SFC consists of three chained VNFs: a
virtual BS, a virtual Gateway/Firewall (GW/FW), and a virtual Video Optimizer
Controller (VOC). The minimum resource requirements for running each VNF in-
stance correspond to the aggregate resource demands of 200 users.

Details of each slice type as well as the slice resource demands, Rs, of each type
are given in Table 5.1. The values in Table 5.1 have been adapted from [Savi et al.,
2016].

Table 5.1: S-RD Parameters of Two Types of Slices.

Type 1: UHD video streaming at 20 Mbps, Ns = 2000.

Node (Rs,c, rs,c) (Rs,m, rs,m) (Rs,w, rs,w) Link Rs,b

vVOC (54, 5.4) (150, 15) — vVOC→vGW 40
vGW (9.0, 0.9) (5.0, 0.5) — vGW→vBBU 40
vBBU (8.0, 0.8) (5.0, 0.5) (40, 4.9)

Type 2: HD video streaming at 4 Mbps, Ns = 4000.

Node (Rs,c, rs,c) (Rs,m, rs,m) (Rs,w, rs,w) Link Rs,b

vVOC (21, 1.1) (60, 3.0) — vVOC→vGW 40
vGW (3.6, 0.2) (2.0, 0.1) — vGW→vBBU 40
vBBU (3.2, 0.2) (2.0, 0.1) (16, 0.8)

5.4.3 Results

5.4.3.1 Comparison of Provisioning Algorithms

Figures 5.2a, 5.2b, and 5.2c illustrate respectively the infrastructure node utilization,
the infrastructure link utilization, and the computing time for different fat-tree sizes
K ∈ {2, 4, 6} considering two slices of different types (UHD and HD). Infrastruc-
ture node or link utilization reflects the percentage of infrastructure nodes or links
provisioned for the considered slices. Figures 5.2d, 5.2e, and 5.2f consider the same
metrics with a fat-tree of size K = 2 and different number of slices (|S|) of the same
type (HD). Both JP and SP approaches have been compared.

It can be seen that the JP scheme slightly outperforms the SP approach, in terms
of both node and link utilization, as the aim of JP is to find the optimal solution
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for the whole problem, i.e., provisioning for all the slices, while the SP method only
takes care of one slice at a time. The difference in performance of these two methods
becomes more significant when the size of the infrastructure network is relatively
small, i.e., it is harder to find suitable nodes and links to provision resources for
slices. For instance, at K = 2 with two slices (see Figure 5.2a), the JP method uses
only 67% of the total infrastructure links to provision resources needed to support
the slices, while about 73.6% of the links are used by the SP method to provision
the required resources.

Nevertheless, as expected, the SP provisioning method performs better than the
JP approach in terms of computing time. The reason is that, increasing of number
of slices leads to variable set Φ of higher cardinality, and therefore increases the
computation duration, as shown in Figures 5.2c and 5.2f.
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Figure 5.2: Performance of JP and SP as function of the fat-tree size (K) and of the
number of slices (|S|), in terms of (a, d) utilization of infrastructure nodes, (b, e)
utilization of infrastructure link, and (c, f) computing time.

5.4.3.2 Resource Provisioning vs Direct Embedding

To evaluate the benefits of a provisioning approach prior to SFC embedding, the
latter is compared to a direct SFC embedding approach. A single slice of type 1 is
considered.

For the SFC deployment, the ILP-based SFC embedding algorithm is adapted
from [Riggio et al., 2016]. Specifically, the objective function in [Riggio et al., 2016]
is modified to allow the simultaneous embedding of multiple SFCs. Both sequential
and joint SFC embedding schemes are performed. The proposed methods, where
provisioning is done before a joint and sequential SFC embedding, are denoted
respectively as prov-joint-emb and prov-seq-emb. Direct joint and sequential SFC
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embedding are denoted as dir-joint-emb and dir-seq-emb, where prior provision-
ing is not considered.

The K-ary fat-tree infrastructure topology considered in Section 5.4.3.1 is used
here again. The amount of network infrastructure resource available at each node
and link of the infrastructure remains the same.

Figures 5.3a and 5.3b show respectively the cost and the required computing
time for different number of SFCs belonging to Slice of type 1 to be embedded
(ranging from 2 to 10). The embedding cost reflects the amount of infrastructure
node and link resources used for embedding these SFCs. The proposed methods,
i.e., prov-joint-emb and prov-seq-emb, have similar cost performance as that of the
direct embedding, i.e., dir-joint-emb and dir-seq-emb. Nevertheless, as depicted
in Figure 5.3b, the proposed approach is faster than a direct embedding, when
either performing in a joint or sequential fashion. The difference increases with the
number of SFCs to embed. Note that in the proposed approach (i.e., prov-joint-
emb or prov-seq-emb), the computing time for the provisioning step has been taken
into account.
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Figure 5.3: (a) Embedding costs and (b) computing time of prov-joint-emb, prov-
seq-emb, dir-joint-emb, and dir-seq-emb approaches as a function of the number
of SFCs to embed.

5.5 Conclusion

This chapter proposes a method of resource provisioning for network slices. Re-
source demands at SFC and slice level are defined, both are associated with a vir-
tual graph representing the VNFs (virtual nodes) and their interconnections. The
SFC-level resource demand (SFC-RD) represent the resource requirements needed
so as the VNFs can operate properly, whereas the slice-level demand (S-RD) of a
given slice describe the aggregate resource requirements of all users associated to
that slice.

We have shown that infrastructure resource provisioning can be formulated as
a mixed integer linear programming problem with constraints differing from those
considered, e.g., in [Riggio et al., 2016, Bouten et al., 2017], since, for example, the
resources of several infrastructure nodes have to be gathered to satisfy the slice
resource demands associated to virtual nodes.
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Two provisioning approaches have been introduced and evaluated: sequential
(SP) and joint (JP). The SP approach provisions resources slice-by-slice. In the
JP approach, all slices are considered simultaneously. The complexity increases
exponentially with the size of the infrastructure network and with the number of
slices. The SP approach is more efficient in terms of computing time. The price
to be paid is a somewhat degraded link utilization and a higher embedding cost
compared to the joint approach.

Once resources have been provisioned, the approach introduced in [Riggio et al.,
2016, Bouten et al., 2017] may be used to deploy SFCs, but considering only a simpli-
fied infrastructure network reduced to the nodes and links which have provisioned
resources. Numerical results show that provisioning and then deploying is more
efficient in terms of computing time than direct SFC embedding.

In Chapter 6, the resource provisioning approach introduced in this chapter is
extended to account for some coverage constraints.



Chapter 6

Coverage-Constrained Resource Provisioning

This chapter is based on the following publications

Q.-T. Luu, M. Kieffer, A. Mouradian, and S. Kerboeuf, “Coverage-Aware Resource
Provisioning Method for Network Slicing,” in IEEE/ACM Transactions on Network-
ing, vol. 28, no. 6, pp. 2393-2406, Dec. 2020 [Luu et al., 2020a];

Q.-T. Luu, S. Kerboeuf, A. Mouradian, and M. Kieffer, “Radio Resource Provisioning
for Network Slicing with Coverage Constraints,” in Proc. IEEE International Con-
ference on Communications (ICC), Dublin, Ireland, June, 2020, pp. 1-6 [Luu et al.,
2020b].

This chapter aims to provide an answer to Challenge 2 introduced in Chapter 1. We
extend the study considered in Chapter 5 by considering the problem of provision-
ing for joint core and radio access network resources, accounting some coverage
constraints. To that end, the slice resource provisioning consists in finding (i) a set
of Base Stations (BS) that sufficiently provides radio resources to mobile users so
as to satisfy slice coverage constraints; (ii) the placement of the VNFs on the data
center nodes; and (iii) the routing of data flows between the VNFs, while respect-
ing the structure of SFCs and optimizing a given objective (e.g., minimizing the
infrastructure and software fees cost). Updates may be necessary when the service
characteristics have changed significantly.

As mentioned in Section 4.2, in this chapter, we consider a time scale of one
time slot. The slice duration over which the slice is active is equal to one time
slot. The processing of the slice provisioning is done just-in time, meaning that
it is performed on the time slot just prior the one over which the slice has to be
activated. The provisioning processing consider all slice requests that need to be
activated in the next time slot.

The rest of the chapter is structured as follows. The main contributions of this
chapter are summarized in Section 6.1. In Section 6.2, the system model used in this
chapter is presented. The problem of slice resource provisioning is then formulated
in Section 6.3 as a mixed integer linear programming problem accounting for cloud
network and radio resource constraints for the deployment of multiple slices. An

48
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optimal and four suboptimal variants of a coverage-constrained slice resource pro-
visioning algorithm are provided in Section 6.4. Numerical results are presented in
Section 6.5. Finally, Section 6.6 draws some conclusions and perspectives.

6.1 Contributions

A literature review on the problem of slice resource allocation with coverage con-
straints has been carried out in Section 3.2. In what follows, we present the main
contributions of this chapter.

Compared to the related works [Lee et al., 2016, Chatterjee et al., 2018, Teague
et al., 2018, D’Oro et al., 2018] reported in Section 3.2, in this chapter, we consider
the slice resource demands in terms of coverage and traffic requirements in the
radio access part of the network as well as network, memory, and computing re-
quirements from a cloud infrastructure of interconnected data centers for the rest of
the network. Extending the study introduced in Chapter 5, the work in this chap-
ter adapts to get a the joint radio and network infrastructure resource provisioning
approach. Constraints related to the infrastructure network considered in [Riggio
et al., 2016, Vizarreta et al., 2017, Luu et al., 2018, Halabian, 2019] are combined
with coverage and radio resource constraints introduced in [Lee et al., 2016, Chat-
terjee et al., 2018, Teague et al., 2018, D’Oro et al., 2018]. The coverage constraints
are very important to satisfy mobile service requirements.

When provisioning resources for slices, some coverage constraints are consid-
ered, in which slices are assumed to cover a specific region in some geographical
areas, that is part of the SLA between the MNO and the SP (SM-SLA). The amount
of radio resources required depends on the location of users. A simple radio propa-
gation model is thus introduced in the provisioning phase. The coverage constraints
reduce the flexibility to select the nodes on which SFCs are deployed. In our model,
radio resource blocks are allocated and the channel between the RRH nodes and
users is taken into account. Compared with [Chatterjee et al., 2018], the selected BS
is not necessarily the nearest one. Moreover, both downlink and uplink traffic are
considered for the service rate model.

6.2 System Model

As discussed in Section 4.2, in this chapter, a just-in-time provisioning approach is
applied, in which one focuses on a given time slot and on the requests of slices that
have to be activated in the next time slot. The provisioning processing considers
only slice requests that need to be activated in the next time slot. The set of those
slice requests is denoted as S.

Consider a set of SPs whose aim is to provide different services, indexed by
s = 1, . . . , |S|, to mobile users. The geographical area under study is denoted by
A ⊂ R2 and the subarea over which service s has to be made available is denoted
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by As. For that purpose, each SP forwards his service requirements to the MNO,
whose aim is to design a network slice able to satisfy these requirements.

Figure 6.1 illustrates three typical geographical subareas over which three dif-
ferent services have to be deployed.
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Figure 6.1: The considered metropolitan area including the Stade de France (cov-
ered by the red rectangle representing A1), its surrounding (blue rectangle repre-
senting A2), and part of the A86 highway (orange shape representing A3); Blue
markers show the location of RRH nodes of Orange.

In this chapter, the S-RD sent by the MNO to the InP within the MI-SLA consists
of (i) virtual graph Gs accounting for the structure and SLA of the slices s ∈ S ; and
(ii) the S-RD coverage information related to the area As over which the service will
have to be made available.

The InP is then in charge of provisioning enough infrastructure resources to
deploy the SFCs whose resource demands have been described by the virtual graph
Gs.

The following sections detail the model of the infrastructure provided by the InP
and the way a service with wireless coverage constraints can be mapped to a slice
with specific virtual graph. Table 6.1 summarizes the newly introduced notations
in this chapter.

Table 6.1: Newly introduced notations in Chapter 6.

Symbol Description

Υ Set of node resource types, Υ = {c,m, r}
Nr Set of RRH nodes, Nr ⊂ N
As Coverage area of slice s
Qs Set of all divided subareas in As
As,q Subarea of index q ∈ Qs
ρs(x) Maximum user/device density at x ∈ A
Rs,u Aggregate uplink data rate demands
Rs,d Aggregate downlink data rate demands
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6.2.1 Infrastructure model

We consider an infrastructure graph G = (N , E) similar to that in Chapter 6. Instead
of wireless resources, here we consider radio resources in terms of radio resource
blocks. Radio resources are exclusively provided by a subsetNr ⊂ N of RRH nodes,
whose location in some Cartesian frame attached to A is denoted by xr

i. Each RRH
node i ∈ Nr has an amount of ar (i) RBs. The cost of using an RB is cr (i).

6.2.2 S-RD Model

The SLA between the the SP and the MNO (SM-SLA) describes the slice needs
within its lifetime. This SLA is also expressed in terms of supported service type
and targeted QoS such as a minimum average data rate Us,u and Us,d

1 for the
wireless uplink and downlink traffic required by each user. The geographical dis-
tribution function ρs(x), with x ∈ A, describes the maximum density of UEs around
location x.

The virtual graph Gs of a given slice s has the following characteristics:

Each virtual node v ∈ Ns is characterized by a given amount of required comput-
ing and memory resources, denoted as Rs,c (v) and Rs,m (v) to sustain the aggregate
demand for all instances of a given VNF in the slice. The minimum resources to
deploy a single VNF instance are denoted as rc (v) and rm (v).

Each link vw ∈ Es, connecting node v to w in the virtual graph, is character-
ized by the bandwidth Rs,b (vw) required to sustain the aggregate traffic demand
between the VNFs associated to v and w.

In the virtual graph Gs, one assumes that the uplink and downlink radio re-
source demands are associated to a single node vr. The aggregate uplink and
downlink data rates Rs,u (vr) and Rs,d (vr) are associated to the coverage constraint
of slice s

Rs,u (vr) = Us,u

∫
As

ρs (x) dx,

Rs,d (vr) = Us,d

∫
As

ρs (x) dx. (6.1)

6.3 Problem Formulation

6.3.1 Accounting for S-RD Coverage Constraints

For the slice s, the InP has to provide a minimum average data rate (us,u for uplink
and us,d for downlink) to each mobile user spread over As with a density ρs (x). For
that purpose, the InP will have to provision resources from the physical RRH nodes
in Nr. One assumes that every RRH node is able to provide a fixed amount ar (i) of
resource blocks (RB) per time unit to exchange data (up and downlink) with users.

1The notation U is reused in Chapters 7 and 8, but referring to the resource demand of different
types of a typical user (i.e., U-RD) of a slice.
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The amount of data transmitted using a single RB depends on the characteristics
of the RRH, of the User Equipment (UE), and on the transmission channel between
the RRH and the user.

During the resource provisioning phase, the locations of users are unknown.
Various approaches can be used to address this problem. One approach is to con-
sider different realizations of a point process representing the location of users can
be considered, e.g., in [Teague et al., 2018]. In this work, we consider an approach
inspired by the subarea partitioning technique introduced in [Shi and Hou, 2007].
As is partitioned into Qs convex subareas As,q, q ∈ Qs = {1, . . . , Qs}. Instead of
allocating RBs to users, RRH nodes allocate RBs to subareas. The way the partition-
ing of A is performed is not detailed here. One may consider, e.g., a partitioning
into squares of equal surfaces or a partitioning based on ρs that provides an equal
average number of users per subarea.

One introduces the set

ηs =
{
ηs,u (i, q) , ηs,d (i, q) , η̃s (i)

}
i∈Nr,q∈Qs

,

where ηs,u (i, q) ∈ [0, 1] and ηs,d (i, q) ∈ [0, 1] represent the proportion of RBs provi-
sioned by RRH i to users in As,q for uplink and downlink traffic. These quantities
represent average proportions of RBs available during some typical interval of time
and provisioned by RRH i. The time interval may be, e.g., of one second2.

η̃s (i) ∈ {0, 1} indicates whether an RRH i ∈ Nr has provisioned some RBs to any
subarea for slice s, i.e., η̃s (i) = 1 if

∑
q∈Qs

(
ηs,u (i, q) + ηs,d (i, q)

)
> 0, and η̃s (i) = 0

otherwise.
To ensure the provisioned RBs do not exceed the RRH capacity, the summed

proportions of RBs provided by a given RRH i must be less than one∑
s∈S

∑
q∈Qs

(
ηs,u (i, q) + ηs,d (i, q)

)
6 1, ∀i ∈ Nr. (6.2)

For each slice s and each subarea As,q, the total data rate provided by the al-
located resource blocks should satisfy the minimum average user demand. Then,
∀q ∈ Qs, ∀s ∈ S, one should have

∑
i∈Nr

ηs,u (i, q) ar (i) bu (xr
i,As,q) > Us,u

∫
As,q

ρs (x) dx, (6.3)

∑
i∈Nr

ηs,d (i, q) ar (i) bd (xr
i,As,q) > Us,d

∫
As,q

ρs (x) dx, (6.4)

which correspond to the satisfaction of the geographical coverage constraints for
uplink and downlink traffic. Here, bu (xr

i,As,q) and bd (xr
i,As,q) denote the amount

of data (bits) carried by a RB for a user located in As,q for up and downlink. De-
pending on the level of conservatism, bu (xr

i,As,q) and bd (xr
i,As,q) may represent

2Since ηs,u (i, q) and ηs,d (i, q) are averages, they may be accurately represented by real numbers
in the range [0, 1], even if in reality both quantities should be rational numbers.
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the minimum or the average amount of data evaluated over the possible locations
of users in As,q. The terms bu (xr

i,As,q), bd (xr
i,As,q), and

∫
As,q

ρs (x) dx are fixed
quantities that only depend on the RRH location xr

i, on the user density ρs, and
on the way the partitioning of As has been performed. These terms may thus be
evaluated in advance, see Section 6.5.1.3.

Summing (6.3) over all q ∈ Qs and using (6.1), one gets∑
q∈Qs

∑
i∈Nr

ηs,u (i, q) ar (i) bu (xr
i,As,q) > Rs,u (vr) , (6.5)

∑
q∈Qs

∑
i∈Nr

ηs,d (i, q) ar (i) bd (xr
i,As,q) > Rs,d (vr) , (6.6)

which ensure, for slice s, the satisfaction of the part of the S-RD related to the uplink
and downlink radio resource demands.

For each RRH i, the amount of provisioned uplink and downlink resources
should be proportional to the demand expressed in the S-RD through Rs,u (vr) and
Rs,d (vr). This avoids provisioning RRH resources taking care only of the uplink or
only of the downlink traffic. This has to be ensured for all subareas q ∈ Qs

ηs,u (i, q) ar (i) bu (xr
i,As,q)

Rs,u (vr)
=
ηs,d (i, q) ar (i) bd (xr

i,As,q)
Rs,d (vr)

. (6.7)

The relation between ηs (i, q) and η̃s (i) is nonlinear. Nevertheless, both quanti-
ties can be linked with the following linear constraints, ∀s ∈ S, i ∈ Nr,

0 ≤ η̃s (i)−
∑
q∈Qs

ηs (i, q) < 1, (6.8)

where ηs (i, q) = ηs,u (i, q) + ηs,d (i, q).

The leasing cost related to the radio resource provisioning for a given slice s
gathers the fixed costs cf (i) η̃s (i) related to the use of a RRH by the slice and the
variable costs cr (i) ar (i) ηs (i, q) related to the amount of RBs provided by each RRH
to the slice. A bias towards RB allocation by RRHs providing a high spectral effi-
ciency is obtained by the introduction of a rate-related discount λb (xr

i,As,q) ar (i) ηs (i, q),
where λ is a positive discount factor. The resulting cost function for the radio re-
sources is

crr (η) =
∑
s∈S

cs,rr (ηs) , (6.9)

where cs,rr (ηs) is the radio provisioning cost of a single slice s, given by

cs,rr (ηs) =
∑
i∈Nr

cf (i) η̃s (i)

+
∑
i∈Nr

∑
q∈Qs

[cr (i)− λbu (xr
i,As,q)] ar (i) ηs,u (i, q)

+
∑
i∈Nr

∑
q∈Qs

[cr (i)− λbd (xr
i,As,q)] ar (i) ηs,d (i, q) .

(6.10)
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Finally, The Radio resource Provisioning problem, denoted by RP, is summarized in
Problem 6.1.

Problem 6.1: Radio Resource Provisioning (RP)

min
η

crr (η) ,

subject to∑
s∈S

∑
q∈Qs

(
ηs,u (i, q) + ηs,d (i, q)

)
6 1, ∀i ∈ Nr,∑

i∈Nr

ηs,u (i, q) ar (i) bu (xr
i,As,q) > Us,u

∫
As,q

ρs (x) dx,∀s ∈ S, q ∈ Qs,∑
i∈Nr

ηs,d (i, q) ar (i) bd (xr
i,As,q) > Us,d

∫
As,q

ρs (x) dx,∀s ∈ S, q ∈ Qs,∑
q∈Qs

∑
i∈Nr

ηs,u (i, q) ar (i) bu (xr
i,As,q) > Rs,u (vr) ,∀s ∈ S,∑

q∈Qs

∑
i∈Nr

ηs,d (i, q) ar (i) bd (xr
i,As,q) > Rs,d (vr) ,∀s ∈ S,

ηs,u (i, q) ar (i) bu (xr
i,As,q)

Rs,u (vr)
=
ηs,d (i, q) ar (i) bd (xr

i,As,q)
Rs,d (vr)

, ∀q ∈ Qs,

0 ≤ η̃s (i)−
∑
q∈Qs

ηs (i, q) < 1,∀s ∈ S, i ∈ Nr.

6.3.2 Accounting for other S-RD Constraints

This section introduces a set of constraints which have to be satisfied to address the
other resource demands for each s ∈ S , while being consistent with the coverage
constraints. For that purpose, the set of variables introduced in Chapter 5 is reused:

Φs =
{
φs,n (i, v) , φs,b (ij, vw) , φ̃s (i)

}
(i,ij)∈G,(v,vw)∈Gs,n∈{c,m}

,

where φs,n (i, v) ∈ [0, 1] represents the proportion of resources of type n provisioned
on the physical node i ∈ N for the virtual node v ∈ Ns of the slice s;

φs,b (ij, vw) ∈ [0, 1] represents the proportion of bandwidth of the physical link
ij ∈ E provisioned for the virtual link vw ∈ Es of the slice s. When one of the
variables φs,n (i, v) and φs,b (ij, vw) holds zero, there is no mapping between the
infrastructure and the virtual node/link;

φ̃s (i) ∈ {0, 1} indicates whether an infrastructure node i have provisioned re-
sources for some virtual node of slice s. φ̃s (i) = 1 if at least one of the elements of
{φs,c (i, v) , φs,m (i, v)}v∈Ns

is strictly positive, and φ̃s (i) = 0 otherwise.

In what follows, the constraints accounted for other S-RD constraints are de-
scribed. Some constraints have already been presented in Chapter 5.

The provisioned infrastructure resources should satisfy the resource demands
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of each slice node and link. This leads to∑
i∈N

an (i)φs,n (i, v) ≥ Rn (v) ,∀s ∈ S, v ∈ Ns, n ∈ {c,m}, (6.11)∑
ij∈E

ab (ij)φs,b (ij, vw) ≥ Rb (vw) , ∀s ∈ S, vw ∈ Es. (6.12)

The resources provisioned by a given infrastructure node/link should not exceed
the available resource at that node/link. One has∑

s∈S

∑
v∈Ns

φs,n (i, v) ≤ 1, ∀n ∈ {c,m}, i ∈ N , (6.13)

∑
s∈S

∑
vw∈Es

φs,b (ij, vw) ≤ 1,∀ij ∈ E . (6.14)

The amount of resources provisioned by a given infrastructure node i for a virtual
node v has to be equal to an integer multiple of the minimum amount of resources
rn (v) for a VNF associated to the virtual node v

an (i)φs,n (i, v) = κs,n (i, v) rn (v) , ∀i ∈ N , v ∈ Ns, n ∈ {c,m}, (6.15)

where κs,n (i, v) is a positive integer belonging to the set of variables of the opti-
mization problem. This constraint has been discussed in Chapter 5, Eq. (5.8).

As also discussed in Chapter 5, provisioning of infrastructure node and link
resources has to be performed in a balanced way, consistent with the virtual graph.
This translates into the following resource provisioning proportionality constraints,
for each s ∈ S and v ∈ Ns,

ac (i)φs,c (i, v)

Rs,c (v)
=
as (i)φs,m (i, v)

Rs,m (v)
, ∀i ∈ N , (6.16)

also
=

ar (i)

Rs,r (vr)

∑
q∈Qs

[
ηs,u (i, q) bu (xr

i,As,q)
+ηs,d (i, q) bd (xr

i,As,q)

]
, ∀i ∈ Nr. (6.17)

The constraints (6.16) and (6.17) ensure a balanced resource provisioning by infras-
tructure nodes. In (6.17), Rs,r (vr) is the total radio resource demand of vr of slice s
in both up and downlink, i.e., Rs,r (vr) = Rs,u (vr) +Rs,d (vr).

Moreover, link resources should be consistently provisioned with the radio re-
source of the RRH for both uplink and downlink. Thus, for downlink traffic (links
with RRH as egress), one should have for each s ∈ S, j ∈ Nr, and vvr ∈ Es,

∑
i∈N\Nr

ab (ij)φs,b (ij, vvr)

Rs,b (vvr)
=
( Rs,b (vvr)∑
uvr∈Es

Rs,b (uvr)

) ar (j)

Rs,d (vr)

∑
q∈Qs

ηs,d (j, q) bd
(
xr
j ,As,q

)
.

(6.18)

In (6.18), the term
ar(j)

∑
q∈Qs

ηs,d(j,q)bd(xr
j ,As,q)

Rs,d(vr)
represents the proportion of downlink

radio resources provided by RRH j to satisfy the downlink demand of vr. When
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several virtual links feed vr, the term
Rs,b (vvr)∑

uvr∈Es Rs,b (uvr)
represents the proportion of

(downlink) traffic demand associated to the virtual link vvr. The right-hand side of
(6.18) represents thus the proportion of the data traffic that has to be provisioned for
the virtual link vvr to satisfy the part of the downlink radio resource provided by
RRH j to satisfy the part of the downlink demand of vr. The left-hand side of (6.18),
represents the proportion of the data traffic that is provided by all infrastructure links
ij, i ∈ N\Nr for the virtual link vvr. Both terms have thus to be equal.

For uplink traffic (links with RRH as ingress), one has, for each s ∈ S, i ∈ Nr,
and vrv ∈ Es,

∑
j∈N\Nr

ab (ij)φs,b (ij, vrv)

Rs,b (vrv)
=
( Rs,b (vrv)∑
vru∈Es

Rs,b (vru)

) ar (i)

Rs,u (vr)

∑
q∈Qs

ηs,u (i, q) bu (xr
i,As,q) .

(6.19)

In (6.19), the term
ar(i)

∑
q∈Qs

ηs,u(i,q)bu(xr
i,As,q)

Rs,u(vr)
represents now the proportion of up-

link radio resources provided by RRH i to satisfy the uplink demand of vr. When
several virtual links depart from vr, the term Rs,b(vrv)∑

vru∈Es Rs,b(vru) represents the propor-
tion of (uplink) traffic demand associated to the virtual link vrv. The right-hand side
of (6.19) represents thus the proportion of the data traffic that has to be provisioned
for the virtual link vrv to convey the part of the uplink radio resource provided by
RRH i to satisfy the part of the uplink demand of vr. The left-hand side of (6.19),
represents the proportion of the data traffic that is provided by all infrastructure links
ij, j ∈ N\Nr for the virtual link vrv. Both terms have again to be equal. Combined
with (6.6), the constraints (6.18) and (6.19) impose that the total radio resources
provisioned by the RRHs are above the required resources Rs,d (vr) and Rs,u (vr).

Finally, Eq. (6.20) describes the flow conservation constraints, which have to be
satisfied when resources are provisioned on the infrastructure link ij for the virtual
link vw.∑

j∈N

[
ab (ij)φs,b (ij, vw)

Rs,b (vw)
−
ab (ji)φs,b (ji, vw)

Rs,b (vw)

]

=
( Rs,b (vw)∑
vu∈Es

Rs,b (vu)

) ac (i)

Rs,c (v)
φs,c (i, v)−

( Rs,b (vw)∑
uw∈Es

Rs,b (uw)

) ac (i)

Rs,c (w)
φs,c (i, w) . (6.20)

Notice that 6.20 is an extension to the flow conservation constraints introduced in
Chapter 5, allowing the mapping of an infrastructure node to multiple virtual nodes
of a slice with branched topology. In (6.20), when several virtual links depart from
v, the term Rs,b(vw)∑

vu∈Es Rs,b(vu) represents the proportion of traffic demand that departs
from v associated to the virtual link vw. Example 6.1 provides an illustration to the
flow conservation constraint (6.20), considering the virtual graph with branched
topologies.

In (6.20), the consistency with the other provisioned resources is ensured by
(6.16).
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Note that the flow conservation constraints (6.20) imposes a relation between
the different φs,n (i, v) for different i and v. Since φs,n (i, v) and κs,n (i, v) are pro-
portional (see (6.15)), the relations between κs,n (i, v) for different i and v are also
imposed without specifying any additional constraint.

Example 6.1 (Illustration of constraint (6.20)). The figures below illustrate the
constraint (6.20) considering an S-RD weighted virtual graph with a fork (left
figure) and merge (right figure) topology. The nodes i1, i2 and the link i1i2 be-
long to the infrastructure graph; The nodes v1, v2, v3 and the links connecting
them belong to the virtual graph.

Merge topology
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60
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Fork topology

In the fork topology example, the node i1 is mapped onto v1, i2 is mapped
onto the pair (v2, v3); and the link i1i2 is mapped onto the pair (v1v2, v1v3).
Considering the infrastructure node i1 and the virtual link v1v2, the constraint
(6.20) leads to

5

30
φs,b (i1i2, v1v2)− 0 =

30

50

10

50
φs,n (i1, v1)− 0,

yielding φs,b (i1i2, v1v2) = 18
25φs,n (i1, v1). Similarly, considering i1 and v1v3,

one gets φs,b (i1i2, v1v3) = 8
25φs,n (i1, v1). Thus

φs,b (i1i2, v1v2) + φs,b (i1i2, v1v3) =
26

25
φs,n (i1, v1) .

Here φs,b (i1i2, v1v2) + φs,b (i1i2, v1v3) is the total resources provisioned by the
link i1i2 to the virtual links v1v2 and v1v3, and has to be less than or equal to
1. Therefore, the largest value that φs,n (i1, v1) can take is 25

26 , which leads to
φs,b (i1i2, v1v2) = 8

26 and φs,b (i1i2, v1v3) = 18
26 .

In the merge topology example, through similar calculations, one gets
φs,n (i1, v1) = 1

2 ; φs,b (i1i2, v1v3) = 9
15 ;

φs,n (i1, v2) = 2
5 ; φs,b (i1i2, v2v3) = 4

15 ;

φs,n (i2, v3) = 1.

The proportions of provisioned infrastructure node and link resources are
then consistent with the proportions of node and link resource demands. The
proportionality of provisioned resources for links entering or leaving the same
vertices is also ensured.
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The relation between φs,n (i, v) and φ̃s (i) is again nonlinear. As in (6.8), both
quantities may be linearly related as follows, for each s ∈ S and i ∈ N ,

∑
v∈Ns

∑
n∈{c,m}

φs,n (i, v)

2 |Ns|
≤ φ̃s (i) <

∑
v∈Ns

∑
n∈{c,m}

φs,n (i, v)

2 |Ns|
+ 1. (6.21)

The leasing cost related to the provisioning of computing, memory, and band-
width resources in the wired part of the infrastructure network for all slices in S can
be expressed as

cwr (Φ) =
∑
s∈S

cs,wr (Φs) , (6.22)

where cs,wr (Φs) is the wired resource provisioning cost of a single slice s, given by

cs,wr (Φs) =
∑

i∈N\NIr

φ̃s (i) cf (i)

+
∑
i∈N

∑
v∈Ns

∑
n∈{c,m}

an (i)φs,n (i, v) cn (i)

+
∑
ij∈E

∑
vw∈Es

ab (ij)φs,b (ij, vw) cb (ij) , (6.23)

where the first term represents the cost for deploying VNFs in infrastructure nodes,
while the second and the third term indicate the total cost for leasing resources
from infrastructure nodes and links. In the first term, the fixed infrastructure node
disposal cost related to RRH nodes is not considered, since it has already been
taken into account in (6.9).

Finally, the Network resource Provisioning, denoted by NP, is summarized in Prob-
lem 6.2.

Problem 6.2: Network Resource Provisioning (NP)

minimize
Φ

cwr (Φ),

subject to∑
i∈N

an (i)φs,n (i, v) ≥ Rn (v) , ∀v ∈ Ns, n ∈ {c,m},∑
ij∈E

ab (ij)φs,b (ij, vw) ≥ Rb (vw) ,∀vw ∈ Es,∑
s∈S

∑
v∈Ns

φs,n (i, v) ≤ 1, ∀n ∈ {c,m}, i ∈ N ,∑
s∈S

∑
vw∈Es

φs,b (ij, vw) ≤ 1,∀ij ∈ E ,

an (i)φs,n (i, v) = κs,n (i, v) rn (v) , ∀i ∈ N , v ∈ Ns, n ∈ {c,m},
ac (i)φs,c (i, v)

Rs,c (v)
=
as (i)φs,m (i, v)

Rs,m (v)
, ∀i ∈ N , v ∈ Ns,

∀s ∈ S, i ∈ Nr :
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ac (i)φs,c (i, vr)

Rs,c (vr)
=
as (i)φs,m (i, vr)

Rs,m (vr)
=

ar (i)

rr (vr)

∑
q∈Qs

[
ηs,u (i, q) bu (xr

i,As,q)
+ηs,d (i, q) bd (xr

i,As,q)

]
,

∀s ∈ S, j ∈ Nr, vvr ∈ Es :∑
i∈N\Nr

ab (ij)φs,b (ij, vvr)

Rs,b (vvr)
=
( Rs,b (vvr)∑
uvr∈Es

Rs,b (uvr)

) ar (j)

Rs,d (vr)

×
∑
q∈Qs

ηs,d (j, q) bd

(
xr
j ,As,q

)
,

∀s ∈ S, i ∈ Nr, vrv ∈ Es :∑
j∈N\Nr

ab (ij)φs,b (ij, vrv)

Rs,b (vrv)
=
( Rs,b (vrv)∑
vru∈Es

Rs,b (vru)

) ar (i)

Rs,u (vr)

×
∑
q∈Qs

ηs,u (i, q) bu (xr
i,As,q) ,

∀s ∈ S, i ∈ N , vw ∈ Es :∑
j∈N

[
ab (ij)φs,b (ij, vw)

Rs,b (vw)
−
ab (ji)φs,b (ji, vw)

Rs,b (vw)

]

=
( Rs,b (vw)∑
vu∈Es

Rs,b (vu)

) ac (i)

Rs,c (v)
φs,c (i, v)−

( Rs,b (vw)∑
uw∈Es

Rs,b (uw)

) ac (i)

Rs,c (w)
φs,c (i, w) ,

∀s ∈ S, i ∈ N :∑
v∈Ns

∑
n∈{c,m}

φs,n (i, v)

2 |Ns|
≤ φ̃s (i) <

∑
v∈Ns

∑
n∈{c,m}

φs,n (i, v)

2 |Ns|
+ 1.

6.4 Single-Step vs Two-Step Slice Resource Provisioning

6.4.1 Single-Step Provisioning

The global provisioning problem has to account for memory and computing con-
straints, as well as coverage constraints. It leads to the minimization of the sum of
the costs (6.9) and (6.22)

ctot (η,Φ) = crr (η) + cwr (Φ) (6.24)

with the constraints introduced in Sections 6.3.1 and 6.3.2. The provisioning ap-
proach minimizing (6.24) and considering all slices jointly is denoted as JRN (Joint
Radio and Network) provisioning and is summarized in Problem 6.3.

Problem 6.3: Global Slice Resource Provisioning (JRN)

minimize
η,Φ

ctot (η,Φ) = crr (η) + cwr (Φ) ,

subject to
(6.2)–(6.8), (constraints of RP)
(6.11)–(6.21). (constraints of NP)



60 Chapter 6. Coverage-Constrained Resource Provisioning

6.4.2 Two-Step Provisioning

When the number of variables in Φ and η increases, the problem may become in-
tractable. Therefore, a two-step provisioning algorithm, denoted as CARP (Coverage-
Aware Resource Provisioning), see Algorithm 6.1, is introduced where both terms
of (6.24) are minimized separately. Problem 6.1 is solved first, followed by the
solving of Problem 6.2.

When solving Problem 6.1 and Problem 6.2 for several slices, each of the RP and
NP problems can be addressed either sequentially for each slice, or jointly for all
slices. Let SR and JR denote the sequential and joint RP, and similarly SN and JN

denote the sequential and joint NP. As a result, we have four different variants of
CARP, namely JR-JN, JR-SN, SR-JN, and SR-SN, as illustrated in Figure 6.2.

(    -    ) (    -    ) (    -    ) (    -    )

Figure 6.2: Four variants of CARP.

During initialization of CARP, the slice coverage information As is obtained from
the S-RD, and As is partitioned into Qs convex subareas As,q, q ∈ Qs = {1, . . . , Qs}.

In Step 1 (Lines 3–4 (for JR) or Lines 5–10 (for SR) of Algorithm 6.1), the value
of η minimizing crr (η) while satisfying all constraints related to radio provisioning
(6.2)–6.8 are evaluated;

In Step 2 (Line 13–14 (for JN) or Lines 15–21 (for SN) of Algorithm 6.1), the value
of Φ minimizing cwr (Φ), subject to the constraints (6.11)–(6.21) are evaluated. The
constraints (6.17), (6.18), (6.19) are evaluated with the help of η obtained at Step 1.

Table 6.2 summarizes the number of optimization problems and the correspond-
ing number of variables per problem to be handled by each provisioning variant.
The complexity of the single-step JRN algorithm, performing a simultaneous joint
radio and network provisioning for all slices is provided as a reference. In Table 6.2,
the variables κs,n (i, v) introduced in (6.15) are not taken into account, since they are
directly related to φs,n (i, v).

The sequential variants (SR and SN) require to solve |S| optimization problems,
but with |S| less variables compared to the joint variants (JR and JN). Since each
problem is NP-hard, the sequential variants may obviously be solved faster than the
joint variants. Table 6.2 summarizes the number of problems and of variables per
problem of each provisioning variant. In Section 6.5.1, these variants are evaluated
via simulations.

When the amount of available infrastructure resources is not sufficient to ac-
commodate all slices, the proposed joint approaches return no solution. In the
sequential approach, the provisioning is performed slice-by-slice. The first pro-
cessed requests are likely to be satisfied. Next requests may only be satisfied when
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resources are released. This solution works on a first-arrived-first-served strategy,
and has thus some fairness. The main drawback is the suboptimality of the sequen-
tial approach, which will be discussed in the next section.

Algorithme 6.1 : Coverage-Aware Resource Provisioning (CARP)
Input : G,S, {Gs, s ∈ S} , {As, s ∈ S}
Output : η̂ and Φ̂

1 # Solve RP problem
2 switch RP_variant do
3 case JR (joint radio resource provisioning) do
4 Solve Problem 6.1 for all slices in S to obtain η̂;

5 case SR (sequential radio resource provisioning) do
6 for s ∈ S do
7 Solve Problem 6.1 for slice s to obtain η̂s;
8 # Update available infrastructure radio resource
9 for i ∈ Nr do
10 ar (i) = ar (i)−

∑
q∈Qs

ηs (i, q) ar (i);

11 # Solve NP problem
12 switch NP_variant do
13 case JN (joint network resource provisioning) do
14 Solve Problem 6.2 for all slices in S to obtain Φ̂;

15 case SN (sequential network resource provisioning) do
16 for s ∈ S do
17 Solve Problem 6.2 for slice s to obtain Φ̂s;
18 # Update available infrastructure network resources
19 for (i, ij) ∈ G do
20 an (i) = an (i)−

∑
v∈Ns

φs (i, v) an (i);

21 ab (ij) = ab (ij)−
∑
vw∈Es

φs (ij, vw) ab (ij);

Alternatively, in the joint approach, one may renegotiate the SLAs of all slices
to provide some fairness by deploying a part of the services. This may be done by
provisioning resources so as to satisfy only a fixed proportion δ ∈]0, 1] of demands
of each slice. The search for δ may be done by dichotomy.

6.5 Evaluation

In this section, one evaluates via simulations the performance of the proposed pro-
visioning algorithms. The simulation set-up is described in Section 6.5.1. The vari-
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Table 6.2: Number of MILP problems, variables, and constraints involved in each
variant.

Variant #problems #variables/problem

JRN 1 |S|(|Nr| (1 + |Qs|) + 2|N ||Ns|+ |N |+ |E||EσV|)
SR-SN |S| RP |Nr| (1 + |Qs|)

|S| NP 2|N ||Ns|+ |N |+ |E||EσV|
SR-JN |S| RP |Nr| (1 + |Qs|)

1 NP |S|
(
2|N ||Ns|+ |N |+ |E||EσV|

)
JR-SN 1 RP |S||Nr| (1 + |Qs|)

|S| NP 2|N ||Ns|+ |N |+ |E||EσV|
JR-JN 1 RP |S||Nr| (1 + |Qs|)

1 NP |S|
(
2|N ||Ns|+ |N |+ |E||EσV|

)
ants of the provisioning algorithm introduced in Section 6.4 are first compared in
Section 6.5.2. All simulations are performed with the CPLEX MILP solver inter-
faced with MATLAB.

6.5.1 Simulation Conditions

6.5.1.1 Infrastructure Topology

Consider the 1.43 km×4.95 km area around the Stade de France in Seine-Saint-Denis
(suburban area of the city of Paris) shown in Figure 6.1. The map includes real co-
ordinates of RRH nodes (indicated by blue markers) taken from the open database
provided by the French National Agency of Frequencies3. In Figure 6.1, only the
RRH nodes are represented. The locations of the remaining parts of the infrastruc-
ture network (central, regional, and edge nodes) are not displayed.

For the wired part of the infrastructure network, the fat-tree topology intro-
duced in Chapter 5 is reused. The leasing costs of each resource of the infrastruc-
ture network is detailed in Table 6.3.

Table 6.3: Infrastructure cost.

Node cf (i) cr (i) cc (i) cs (i)

i ∈ NI\NIr 20 − 1 1
i ∈ NIr 25 0.05 1 1

6.5.1.2 Slice Resource Demand (S-RD)

Three types of slices are considered.

• Slices of type 1 cover the Stade de France and aim to provide an HD video
streaming service at 4 Mbps for at most 200 VIP users within the stadium
(downlink traffic);

3L’Agence nationale des fréquences (ANFR): https://data.anfr.fr/

https://data.anfr.fr/
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• Slices of type 2 are dedicated to provide an SD video streaming service at
0.5 Mbps, and cover the blue-highlighted area in Figure 6.1 (downlink traffic);

• Slices of type 3 aim to provide a video surveillance and traffic monitoring
service at 1 Mbps for each of 50 cameras installed on the A86 highway (uplink
traffic).

The first two slice types address a video streaming service, and have a similar func-
tional structure to those considered in Chapter 5 (see Table 5.1), with the resource
demands adapted for respectively 4 Mbps and 0.5 Mbps.

The third slice type video surveillance service and a consists of five virtual
functions: a vBBU, a vGW, a virtual Traffic Monitor (vTM), a vVOC, and a virtual
Intrusion Detection Prevention System (vIDPS). The resource demands of slice of
Type 3 are summarized in Table 6.4.

In the following, different scenarios are considered with an increasing number
of slices whose distribution among each type is given in Table 6.5. This represents,
e.g., situations where slices of the same type are provided by different SPs.

The coverage area As associated to each slice type is partitioned into rectangular
subareas As,q of 90 m×103 m.

Table 6.4: S-RD of slices of Type 3.

Node (Rs,c, rs,c) (Rs,m, rs,m) Link Rs,b

vBBU (0.20, 0.02) (0.01, 0.001) vBBU→vGW 0.05
vGW (0.05, 0.01) (0.01, 0.001) vGW→vTM 0.05
vTM (0.67, 0.07) (0.01, 0.001) vTM→vVOC 0.05

vVOC (0.27, 0.03) (0.19, 0.02) vVOC→vIDPS 0.05
vIDPS (0.54, 0.05) (0.01, 0.001)

Table 6.5: Number of slices of each type as a function of |S|.

Case #Type 1 #Type 2 #Type 3

|S| = 4 2 1 1
|S| = 6 2 2 2
|S| = 8 4 1 2

6.5.1.3 Rate Function

The models of bd (xr
i,As,q) and bu (xr

i,As,q), which are introduced in Section 6.3.1
for the amount of data carried by an RB for a user located in As,q and served by an
RRH located in xr

i, are now detailed.
Let d (xr

i,As,q) be the distance between xr
i and the center of each rectangle As,q.

Focusing on downlink traffic, according to [Tse and Pramod, 2004], one assumes
that

bd (xr
i,As,q) = Wi log2

(
1 +

Prx,d (d (xr
i,As,q))

Pn

)
, (6.25)
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where Wi is the bandwidth (in Hz) of an RB provided by RRH i, Pn is the noise
power given by Pn = WiN0, where N0 is the noise power spectral density. Prx(d) is
the obtained signal power at the receiver evaluated as

Prx,d(d) = Ptx,d +Gtx,d +Grx,d − PL (d) , (6.26)

where Ptx is the transmission power of the transmitter, Gtx and Grx are the antenna
gains of the transmitter and of the receiver, and PL(d) is the path loss given by the
adapted αβγ-model introduced in [Sun et al., 2016] for 5G mobile network

PL(d) = 10α log10 (d) + β + 10γ log10 (fi) , (6.27)

where α and γ are respectively coefficients accounting for the dependency of the
path loss with distance and frequency fi, β is an optimized offset value for path
loss (dB). PL, d, and fi are expressed in dB, meters, and GHz, respectively. An
expression similar to (6.25) may be derived for bu (xr

i,As,q).

All RRH i ∈ Nr and all UEs are assumed to be identical. The parameters for
the models bd (xr

i,As,q) and bu (xr
i,As,q) are summarized in Table 6.6 and have been

partly taken from [ETSI, 2016].

Table 6.6: Parameters of RRH and αβγ-model.

Parameter Definition Value

ar(i) Number of RBs available at RRH i 100
fi Carrier frequency of RRH i 2.6 GHz
Wi Bandwidth of a RB of RRH i 0.2 MHz
Ptx,d Antenna transmit power of each RRH 43 dBm
Gtx,d Antenna gain of each RRH 15 dBi
Ptx,u Antenna transmit power of each UE 23 dBm
Gtx,u Antenna gain of each UE 3 dBi
N0 Noise power spectral density −174 dBm/Hz

(α, β, γ) αβγ-model parameters (3.6, 7.6, 2)

6.5.2 Comparison of Provisioning Algorithms

This section illustrates the performance of the JRN joint approach and of the four
variants of the CARP two-step provisioning algorithm described in Table 6.2 when
four, six, and eight slices of different types have to be deployed, see Table 6.5.

Figure 6.3a illustrates the radio provisioning costs obtained with the various
approaches. One observes that the joint RP schemes (JRN, JR-SN, and JR-JN) yield
a smaller cost whatever the NP allocation method. Note that the JRN scheme pro-
vides a wireless provisioning cost slightly larger than that of the JR-SN or JR-JN
approaches.

Figure 6.3b illustrates the cost related to the wired part of the infrastructure
network. The JRN scheme provides the best results and is always able to compen-
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sate for the somewhat larger radio provisioning cost, as illustrated in Figure 6.3c,
which shows the total provisioning costs. Considering the suboptimal approaches,
Figures 6.3b and 6.3c show that the JR-JN scheme performs better than the other
approaches and SR-SN provides always the largest costs, as expected.
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Figure 6.3: Performance comparison of 4 variants in terms of (a) radio cost, (b)
wired cost, (c) total provisioning cost, utilization of (d) RBs, (e) infrastructure nodes,
and (f) infrastructure links.

To explain these results, one may consider first the use of radio resource blocks
detailed in Figure 6.3d. The results are consistent with those in Figure 6.3a: the joint
RP approaches (JRN, JR-SN, and JR-JN) outperform the sequential approaches (SR-JN
and SR-SN), since the joint RP aims at finding the optimal wireless provisioning for
all the slices, while the sequential method only accounts for the constraints of each
slice sequentially. The JRN approach does not select the best RRHs for the radio
resource provisioning, as compared to the JR-JN or the JR-SN approach, but rather
selects the RRHs so as to facilitate the wired network resource provisioning. This
leads to a slightly higher utilization of RBs and radio cost (see Figures 6.3d and
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6.3a), but lower utilization of infrastructure nodes and links (see Figures 6.3e and
6.3f), and finally allows the JRN approach to obtain the lowest total cost.

For the suboptimal approaches, the joint RP approach also leads to an efficient
utilization of infrastructure nodes and links when solving the NP problem, as shown
in Figures 6.3e and 6.3f.

The difference in performance of these two sets of methods (JR-SN and JR-JN ver-
sus SR-JN and SR-SN) becomes more significant when the number of slices increases.
For instance, with six slices, a difference of 11.11% in terms of link utilization is ob-
served in favor of the JR-JN approach, see Figure 6.3f, whereas with eight slices, the
difference is 16.67%. Overall, the JR-JN approach provides the best performance in
terms of provisioning costs among the four suboptimal methods.

As expected, the methods involving sequential provisioning (SR and SN) per-
form better than the joint approaches (JR, JN, and JRN) in terms of computing time.
Increasing the number of slices leads to an increase of the cardinality of the sets of
variables η and Φ and therefore increases the computing time. In sequential provi-
sioning, slices are considered successively. Therefore, among the four suboptimal
methods, the SR-SN approach and the JR-JN approach are respectively the least and
most time-consuming, as shown in Figure 6.4. The computing time of the optimal
JRN is up to 4 times larger than that of the SR-SN approach. Moreover, it increases
faster than the other approaches when the number of slices increases.
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Figure 6.4: Computing time of the 4 proposed provisioning variants

Figure 6.6 illustrates the way RBs are provisioned by the various RRHs for each
slice, when |Nr| = 8 and |S| = 8. The use of RBs by each slice for different provi-
sioning variants are further illustrated in Figures 6.7, 6.8, and 6.9.

Thanks to the rate-related discount introduced in the objective function, RRHs
that are close to the coverage area of each slice are chosen in priority. For instance,
with the JRN and JR approach, Slice 1, which covers the stadium, has its radio
resource demand provisioned by RRH 5 and RRH 7. With the SR approach, radio
resource demand of Slice 1 is provisioned by RRH 4 and RRH 7. These three RRHs
are both close to the stadium.

The advantage of the JRN and JR over the SR approach can be observed: with
the SR approach, all RRHs are required to provision resources, whereas with the
JRN or JR approach, only seven RRHs are needed.
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Finally, Figure 6.5 focuses on the RP problem and shows the maximum sup-
ported data rate in the case of sequential and joint radio resource provisioning
(i.e., SR and JR) as a function of the aggregate data rate demand from users, i.e.,∑

s∈S NsUs, where Ns is the number of users in s, when |Nr| = 8 and 3 slices of
type 1, 2, and 3 have to be deployed. Us remains constant for each slice s. The total
number of users Ns associated to each slice varies, but their relative proportions
among slices remain constant. With the JR approach, a larger aggregate data rate is
supported: provisioning of slices with more users is then possible.
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Figure 6.5: Maximum supported data rate associated to the SR and JR provisioning
approaches when 3 slices of type 1, 2, and 3 have to be deployed.
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Figure 6.6: Provisioned RBs by RRHs for each slice considering the JRN (top), the
JR (middle), and the SR (bottom) approaches.
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Figure 6.7: Usage of RBs by each slice using JRN method. RRHs are represented by
triangles with different colors. Subareas (small squares) of each provisioned slice
are filled by the same color of the RRH that provisions RBs for that slice. The color
density reflects the amount of provisioned RBs (the darker, the more RBs).
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Figure 6.8: Usage of RBs by each slice using JR-SN method. RRHs are represented
by triangles with different colors. Subareas (small squares) of each provisioned slice
are filled by the same color of the RRH that provisions RBs for that slice. The color
density reflects the amount of provisioned RBs.
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Figure 6.9: Usage of RBs by each slice using SR-SN method. RRHs are represented
by triangles with different colors. Subareas (small squares) of each provisioned slice
are filled by the same color of the RRH that provisions RBs for that slice. The color
density reflects the amount of provisioned RBs.

6.6 Conclusion

This chapter extends the study considered in Chapter 5 by considering the problem
of provisioning for joint core and radio access network resources, accounting some
coverage constraints. The problem is cast in the framework of MILP problem.

A two-step approach is proposed to address the complexity of this problem.
Radio resources on RRH are provisioned first to ensure the satisfaction of the cov-
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erage constraints. Other constraints as defined by the S-RD and the associated
virtual graph are then considered. When resources have to be provisioned for sev-
eral concurrent slices, two variants have again been considered. At each step, con-
straints related to each slice may be considered either sequentially, or jointly. Due
to the exponential worst-case complexity in the number of variables of the MILP, as
expected, sequential methods are shown, through simulations, to better scale to net-
work topologies of realistic size. The price to be paid is a somewhat degraded link
utilization and a higher provisioning cost compared to the joint approach. When
both coverage and infrastructure network constraints have to be taken into account
simultaneously, i.e., with the JRN approach, a minimum provisioning cost could be
achieved, but this approach requires a much larger time complexity than the four
variants of the suboptimal CARP.

Once resources have been provisioned, the approach introduced in [Riggio et al.,
2016, Bouten et al., 2017] may be used to deploy SFCs, but considering only a simpli-
fied infrastructure network reduced to the nodes and links which have provisioned
resources. Simulations show that provisioning and then deploying is more efficient
in terms of computing time than direct SFC embedding.

Only static provisioning is considered in this chapter. Resource provisioning
was done for a given time interval specified in the SLA over which the service
characteristics and constraints are assumed constant and compliant with the vari-
ations of user demands within a slice. A level of conservatism in the amount of
provisioned resources is then required to satisfy fast fluctuating user demands.

One could imagine adaptive SLAs to meet more closely the actual demands.
The SLA may consider several time intervals over each of which the service char-
acteristics and constraints are assumed constant, but may vary from one interval
to the next one. On the other hand, the traffic dynamics in individual slices, e.g.,
arrivals and departures of slice requests, may also lead to the variations of total
resource demands of slices. In Part III, the uncertainties of slice resource demands
as well as the traffic dynamics will be carefully addressed.
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Chapter 7

Uncertainty-Aware Resource Provisioning

This chapter is based on Q.-T. Luu S. Kerboeuf, and M. Kieffer, “Uncertainty-Aware Re-
source Provisioning for Network Slicing,” in IEEE Transactions on Network and Service
Management, vol. 18, no. 1, Feb. 2021 [Luu et al., 2021c].

The traffic dynamics in individual slices, such as flow arrival/departure, as well
as the dynamics of resource availability on the network infrastructure, may lead to
slice QoS below the level expected by the Service Provider (SP) managing the slice.
The traditional approach, in which allocated/provisioned resources are tailored to
peak demands, as studied in Part I and in the majority of literature, e.g., in [Huin
et al., 2017, Su et al., 2019, Barakabitze et al., 2020], does not provide optimal results.
Therefore, to fully unleash the power of network slicing in dynamic environments,
uncertainties related to the resource demands need to be carefully addressed. This
chapter aims to provide an answer to Challenge 3 introduced in Chapter 1. We
investigate a method to provision infrastructure resources for network slices, while
being robust to a partly unknown number of users with a random usage of the
slice resources. Moreover, since some parts of the infrastructure network on which
slices should be deployed are often already employed by low-priority background
services, the provisioning approach will be performed so as to limit its impact on
these services.

The rest of the chapter is structured as follows. Section 7.1 highlights our main
contributions. The model of the infrastructure network and of the slice resource
demands are presented in Section 7.2. The robust slice resource provisioning prob-
lem with uncertainties in the number of users as well as in the resource demands
and accounting for the best-effort background services is then formulated in Sec-
tion 7.3. This problem is transformed into a mixed integer linear programming
(MILP) problem in Section 7.4. Numerical results are presented in Section 7.5. Fi-
nally, Section 7.6 draws some conclusions and perspectives.

73



74 Chapter 7. Uncertainty-Aware Resource Provisioning

7.1 Contributions

In the related works reported in Section 3.3, the effect of the best effort background
services combined with a approach robust to uncertainties in the demands and in
the infrastructure resources has not yet been considered for the slice provisioning
problem. In this chapter, a slice resource provisioning method robust to random-
ness of resource demands is proposed. The randomness is due to a partly unknown
number of users with a random usage of the slice resources. The robustness is
achieved by providing a probabilistic guarantee that the amount of provisioned net-
work resources for a slice will meet the slice requirements. Moreover, in the related
literature, e.g., [Fendt et al., 2019, Wen et al., 2019], uncertainties in the available
network resource are usually considered. Here, we consider best-effort background
services running in parallel with the network slices on the infrastructure network.
The proposed method tries to maintain the impact of resource provisioning on
those background services at a prescribed level. Previous results on slice resource
provisioning have been presented in [Luu et al., 2020a]. Nevertheless, uncertainties
in the number of users of a slice and in the way they consume resources, as well
as concurrent best-effort services sharing the infrastructure network have not been
taken into account.

7.2 Notations and Hypotheses

In what follows, the characteristics of the SLAs1 between different entities involved
in the network slicing system are described.

In Chapters 5 and 6, the SLA between the SP and the MNO (SM-SLA) contains
a description of the characteristics of the service and of the way it is employed by
a typical user/device2. In this chapter, the SM-SLA has the following additional
characteristics

(1) a probability mass function (pmf) describing the target number of users/de-
vices to be supported by the slice;

(2) a target probability of service satisfaction.

As discussed in Section 4.2, in this chapter, a just-in-time provisioning approach is
applied, in which one focuses on a given time slot and on the requests of slices that
have to be activated in the next time slot. The provisioning processing considers
only slice requests that need to be activated in the next time slot. The set of those
slice requests is denoted as S .

To characterize the variability over time and among users of these demands, we
assume that the MNO considers a probabilistic description of the consumption of

1See Section 4.1. Throughout this thesis, one considers two SLAs: the SM-SLA between the SP and
the MNO and the MI-SLA between the MNO and the InP.

2In Chapter 6, the SM-SLA also contains some slice coverage constraints.
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slice resources by a typical user. The MNO then forwards to the InP these char-
acteristics as part of an SLA between them (MI-SLA). Each InP then provisions
infrastructure resources needed for the SFCs. Under the MI-SLA, this provisioning
has to meet the target probability of service satisfaction. This translates the fact that
enough resources of various types have been provisioned to satisfy the resource de-
mands of the users of the service. This probability is evaluated considering the
pmf describing the number of users of the service and the probabilistic description
of the slice resource consumption by a typical user. When performing the provi-
sioning, each InP has to limit the impact on other best-effort service running on its
infrastructure network.

One considers an infrastructure owned by a single InP. To perform the pro-
visioning, the InP has to identify the infrastructure nodes which will provide re-
sources for future deployment of VNFs and the links able to transmit data between
these nodes, while respecting the structure of SFCs and optimizing a given objective
(e.g., minimizing the infrastructure and software fee costs).

Table 7.1 summarizes additional notations involved in this chapter.

Table 7.1: Additional notations used in Chapter 7.

Symbol Description

rs Vector of resource demands of an SFC
Us Vector of resource demands of a typical user
Rs Vector of aggregate resource demands
B Vector of resources consumed by background

U , R, B Mean of U , R, B
Ũ , R̃, B̃ Standard deviation of U , R, B

7.2.1 Infrastructure Network

As presented in Chapter 4, the considered types of resources at node level are
Υ = {c,m,w}, denoting respectively computing, memory, and wireless resources.
The model of the infrastructure network is similar to that introduced in Chapter 5.

7.2.2 Model of the Slice Resource Demand

The vectors of resource demands for SFC-RD (rs), U-RD (Us), and S-RD (Rs) in-
troduced in Chapter 4 are used to model the slice resource demands. As pointed
out in Section 4.2.3, rs is a deterministic vector, while Us and of Rs are random
vectors.

Considering the analysis of co-allocated online services of large scale data cen-
ters reported in [Jiang et al., 2019], the utilization of CPU and memory of virtual
machines (VMs) have a positive correlation in the majority of cases. Moreover, this
correlation is particularly strong at the VMs that execute the same jobs, showing
correlation coefficients larger than 0.85. Based on this observation, for a typical user,
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the resource demands of different types for a given node v ∈ Ns are considered to
be correlated. The demands for resources of the same type among virtual nodes
are also correlated. Finally, the resulting traffic demands between nodes is usually
also correlated with the resource demands for a given virtual node. To represent
this correlation, consider the vector of joint resource demands for a typical user of
an SFC of slice s

Us =
(
Us,n (v) , Us,b (vw)

)>
n∈Υ,(v,vw)∈Gs .

Assuming that Us,c (v), Us,m (v), Us.w (v), and Us,b (vw) are normally distributed, Us

follows a multivariate normal distribution with probability density

f (x;µs,Γs) =
1√

(2π)card(Us) |Γs|
e−

1
2

(x−µs)>(Γs)−1(x−µs), (7.1)

with mean
µs =

(
U s,n (v) , U s,b (vw)

)>
n∈Υ,(v,vw)∈Gs ,

and covariance matrix Γs such that

diag (Γs) =
(
Ũ2
s,n (v) , Ũ2

s,b (vw)
)>
n∈Υ,(v,vw)∈Gs

,

the off-diagonal elements of Γs representing the correlation between different types
of resource demands. In (7.1), card (Us) is the number of elements of Us. One has
thus

Us,n(v) ∼N
(
U s,n (v) , Ũ2

s,n (v)
)
, ∀n ∈ Υ, and

Us,b (vw) ∼N
(
U s,b (vw) , Ũ2

s,b (vw)
)
.

Assume that the number of users Ns to be supported by slice s is described by
the pmf

pk = Pr (Ns = k) . (7.2)

Since the amount of resources of the VNF v and of the virtual link vw consumed by
different users is represented by independently and identically distributed copies
of Us, the joint distribution of the aggregate amount Us,k of resources consumed by
k independent users is f

(
x, kµs, k

2Γs
)
. The total amount of resources employed by

a random number Ns of independent users, Rs , Us,Ns , is distributed according to

g (x,µs,Γs) =

∞∑
k=0

pkf
(
x, kµs, k

2Γs
)
. (7.3)

The typical joint distribution of two components of Us and Rs is illustrated in
Example 7.1.

Example 7.1 (Distribution example of Us and Rs). Considering a virtual node v
of a given slice s, Figure 7.1 represents the joint distribution of Us,c (v) and
Us,m (v) and the resulting joint distribution of Rs,c (v) and Rs,m (v). Here Ns
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follows the binomial distribution Ns ∼ B (10, 0.5), µs = [2, 3]>. In Figure 7.1a,

Γs =

[
1 0

0 1

]

is diagonal. Even if the level sets of f (x;µs,Γs) are circles, the level sets of the
resulting g (x,µs,Γs) illustrate the correlation between Rs,c (v) and Rs,m (v).
In Figure 7.1b,

Γs =

[
1 0.85

0.85 1

]
is non-diagonal, i.e., Us,c (v) and Us,m (v) are correlated, the correlation between
Rs,c (v) and Rs,m (v) increases significantly.
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Figure 7.1: Joint distribution of Us,c (v) and Us,m (v) (top left and bottom left); and
of Rs,c (v) and Rs,m (v) (top right and bottom right), when Us,c (v) and Us,m (v) are
(a) uncorrelated, and (b) correlated. The number of users Ns follows the binomial
distribution Ns ∼ B (10, 0.5).

7.2.3 Resource Consumption of Best-Effort Background Services

As assumed in Section 4.2.2, in the considered time slot, a given part of the avail-
able resources is consumed by other best-effort background services for which no
resource provisioning has been performed. Since Υ = {c,m,w}, one has

B = (Bc (i) , Bm (i) , Bw (i) , Bb (ij))>(i,ij)∈G . (7.4)
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In this chapter, one assumes the elements Bc (i), Bm (i), Bw (i), ∀i ∈ N , and Bb (ij),
∀ij ∈ E of B are uncorrelated and Gaussian distributed, i.e.,

Bn (i) ∼ N
(
Bn (i) , B̃2

n (i)
)
, ∀i ∈ N , ∀n ∈ {c,m,w} , and

Bn (i) ∼ N
(
Bb (ij) , B̃2

b (ij)
)
,∀ij ∈ E .

Finally, assuming that the elements of B are uncorrelated. Hence, B is distributed
according to f (x;µB,ΓB) with

µB =
(
Bc (i) , Bm (i) , Bw (i) , Bb (ij)

)>
(i,ij)∈G , and

ΓB =diag
(
B̃2

c (i) , B̃2
m (i) , B̃2

w (i) , B̃2
b (ij)

)>
(i,ij)∈G

.

7.3 Optimal Slice Resource Provisioning

To provision infrastructure resource for a given slice s ∈ S, the InP has to determine
the amount of resources that its infrastructure nodes and links has to reserve to
satisfy the slice resource demands with a given probability. Moreover, the InP
has to preserve enough resource for background services. This will be done by
evaluating and bounding the probability that the provisioning impacts (reduces)
the resources and traffic involved in the best-effort services.

As specified in Section 4.2, the slice resource provisioning is represented by a
mapping between the infrastructure graph G and the S-RD weighted graph Gs. In
Part I of this thesis, the set of variables Φ = {Φs}, where

Φs =
{
φs,n (i, v) , φs,b (ij, vw) , φ̃s,n (i, v)

}
(i,ij)∈G,(v,vw)∈Gs,n∈Υ

(7.5)

have been used to solve the slice resource provisioning problem for the core net-
work. Nevertheless, the constraints imposed by (5.8) in Chapter 5 and by (6.15) in
Chapter 6 require introducing additional variables κs,n (i, v). To simplify the for-
mulation, in this chapter, we propose a novel formulation based on the κs,n (i, v)

and is entirely independent of Φs. The novel set of variables κ = {κs}s∈S is defined
as

κs = {κs (i, v) , κs (ij, vw) , κ̃s (i, v) , κ̃ (i)}(i,ij)∈G,(v,vw)∈Gs ,

where

κs (i, v) ∈ N represents the number of VNF instances of type v ∈ Ns that node i
will be able to host. Consequently the amount of resource of type n ∈ Υ

provisioned by node i for a VNF instance of type v is κs (i, v) rs,n(v). Similarly,
κs (ij, vw) rs,b(vw) represents the bandwidth provisioned by link ij to support
the traffic between virtual nodes of type v and w, with κs (ij, vw) ∈ N;

κ̃s (i, v) ∈ {0, 1} is a node mapping indicator, i.e., κ̃s (i, v) = 1 if κs (i, v) > 0 and
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Table 7.2: Involved variables and the corresponding size in the Φ-based and the
κ-based formulation.

Φ-based formulation κ-based formulation
(Chapters 5 and 6) (Chapters 7 and 8)

Variable Size Variable Size
φs,n (i, v) 3 |N | |Ns| κs (i, v) |N | |Ns|
φs,b (ij, vw) |E| |Es| κs(ij, vw) |N ||Ns|
φ̃s,n (i, v) |N | |Ns| κ̃s (i, v) |N | |Ns|
κs,n (i, v) 3 |N | |Ns| κ̃ (i) |N |
Total: 7 |N | |Ns|+ |E| |Es| Total: |N |+ 3 |N | |Ns|+ |E| |Es|

κ̃s (i, v) = 0 otherwise;

κ̃ (i) ∈ {0, 1} indicates whether the infrastructure node i has been used for the
slice resource provisioning.

Table 7.2 compares the Φ-based and the κ-based formulation and the resulting
number of variables required to formulate the resource provisioning problem. Com-
pared to the Φ-based formulations used in Chapters 5 and 6, the novel κ-based for-
mulation has a lower number of variables. Moreover, since the novel formulation
is based on κs (i, v), the constraints (5.8) in Chapter 5 and (6.15) in Chapter 6 are
no longer required. With these reasons, one obtains thus a simplified optimization
problems with reduced number of variables and constraints, which may make the
convergence to the optimal solution faster.

A solution of the provisioning problem for slice s is thus defined by a given
assignment of the variables κs. This assignment has to satisfy some constraints to
ensure a satisfying behavior of the SFC and the satisfaction of the MI-SLA for slice s
defined in terms of probability of satisfaction of the aggregate user demands p

s
, see

Section 7.3.1. In addition, from the perspective of the InP, this assignment has
also to have a limited impact on the operation of background best-effort services.
Section 7.3.2 presents the model of cost, income, and earning. The first attempt to
formulate the slice resource provisioning problem is introduced in Section 7.3.3.

7.3.1 Constraints

Consider slice s ∈ S and a given assignment of the variables κs. For a given node
v ∈ Ns, the probability that enough resources are provisioned in the infrastructure
network to satisfy the resource demand Rs,n (v) of type n ∈ Υ is

ps,n (v) = Pr
{∑
i∈N

κs (i, v) rs,n (v) > Rs,n (v)
}
. (7.6)
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Similarly, for a given virtual link vw ∈ Es, the probability that enough bandwidth
is provisioned in the infrastructure network to satisfy the demand Rs,b (vw) is

ps,b (vw) = Pr
{∑
ij∈E

κs (ij, vw) rs,b (vw) > Rs,b (vw)
}
. (7.7)

In both cases, the assignment has to be such that, for each infrastructure node
i ∈ N and link ij ∈ E , the total amount of provisioned resources for all slices s ∈ S
is less or equal than the amount of available resources∑

s∈S

∑
v∈Ns

κs (i, v) rs,n (v) 6 an (i) ,∀i ∈ N , n ∈ Υ, (7.8)

∑
s∈S

∑
v∈Es

κs (ij, vw) rs,b (vw) 6 ab (ij) ,∀ij ∈ E . (7.9)

The constraints (7.8)–(7.9) may leave no resources for the background best-effort
services, when

∑
s,v κs (i, v) rs,n (v) and

∑
s,vw κs (ij, vw) rs,b (vw) are close to an (i),

∀n ∈ Υ, and ab (ij). The probability that the background best-effort services are
impacted at a node i or on the link ij by the provisioning for each slice s ∈ S and
each n ∈ Υ are

pim
n (i) = Pr

{∑
s∈S

∑
v∈Ns

κs (i, v) rs,n (v) > an (i)−Bn (i)
}
, (7.10)

and

pim
b (ij) = Pr

{∑
s∈S

∑
v∈Es

κs (ij, vw) rs,b (vw) > ab (ij)−Bb (ij)
}
. (7.11)

The impact probabilities (ImPs) of the provisioning for all slice s ∈ S on the node
and link resources employed by best-effort services have to be such that

pim
n (i) 6 pim,∀i ∈ N , n ∈ Υ, (7.12)

pim
b (ij) 6 pim, ∀ij ∈ E , (7.13)

where pim is the maximum tolerated impact probability. The value of pim is chosen
by the InP to provide sufficient resources for the background services at every
infrastructure nodes and links. A small value of pim leads to a small impact of slice
resource provisioning on background services, but makes the provisioning problem
more difficult to solve compared to a situation where pim is close to one.

To ensure the data is correctly carried between VNFs, we also have the flow
conservation constraints, similar to those introduced in Chapters 5 and 6. With
the κ-based formulation, the flow conservation constraints become, for each s ∈ S ,
i ∈ N , and vw ∈ Es,∑
j∈N

[κs (ij, vw)− κs (ji, vw)] =

(
rs,b(vw)∑

vu∈Es
rs,b(vu)

)
κs (i, v)−

(
rs,b(vw)∑

uw∈Es
rs,b(uw)

)
κs (i, w) .

(7.14)
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Finally, considering an assignment κ = {κs}s∈S satisfying (7.8)–(7.14), the prob-
ability that this assignment is compliant with the constraints imposed for slice s
and by the infrastructure, i.e., the Service Satisfaction Probability (SSP) for slice s is

ps (κs) = Pr
{ ∑

i∈N
κs (i, v) rs,n (v) > Rs,n (v) , ∀v, n,∑

ij∈E
κs (ij, vw) rs,b (vw) > Rs,b (vw) ,∀vw

}
,

(7.15)

and, as stated in the MI-SLA, the InP has to ensure a minimum SSP of p
s

for each
slice s ∈ S, i.e.,

ps (κs) > p
s
, ∀s ∈ S. (7.16)

7.3.2 Costs, Incomes, and Earnings

Considering the perspective of the InP, this section presents the cost, income, and
earning model for the slice resource provisioning problem.

Consider a given slice s ∈ S and its related assignment of the variables κs. Let

xs (κs) =

1 if ps (κs) > p
s

0 else
(7.17)

indicate whether the MI-SLA for slice s is satisfied.

Define Is as the income obtained for a slice s whose MI-SLA is satisfied. The
income awarded to the InP from the MNO is then Isxs (κs).

The total provisioning cost Cs(κs) of a given slice s for the InP is

Cs (κs) =
∑
i∈N

κ̃s (i) cf (i) +
∑
i∈N

∑
v∈Ns

∑
n∈Υ

κs (i, v) rs,n (v) cn (i)

+
∑
ij∈E

∑
vw∈Es

κs (ij, vw) rs,b (vw) cb (ij) , (7.18)

where

κ̃s (i) =


1 if

∑
v∈Ns

κs (i, v) > 0,

0 otherwise.
(7.19)

The first term of Cs (κs) represents the fixed costs associated to the use of infras-
tructure nodes by slice s, whereas the second and the third terms indicate the cost of
reserved resources from infrastructure nodes and links. The variable κ̃s (i) indicates
whether the infrastructure node i is used by slice s.

Finally, the total earnings Es (κs) obtained by the InP for the successful provi-
sioning of slice s is

Es (κs) = Isxs (κs)− Cs (κs) . (7.20)
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7.3.3 Nonlinear Constrained Optimization Problem

Consider a set of slices S. The resource provisioning problem for all slices s ∈ S ,
which accounts for uncertain slice user demands and tries to limit the impact on
background services, can be formulated as

Problem 7.1: Nonlinear Constrained Optimization

maximize
κ={κs}s∈S

∑
s∈S

Es (κs) =
∑
s∈S

(Isxs (κs)− Cs (κs)) ,

subject to∑
s∈S

∑
v∈Ns

κs (i, v) rs,n (v) 6 an (i) ,∀i ∈ N , n ∈ Υ,∑
s∈S

∑
vw∈Es

κs (ij, vw) rs,b (vw) 6 ab (ij) ,∀ij ∈ E ,

pim
n (i) 6 pim, ∀i ∈ N , n ∈ Υ,

pim
b (ij) 6 pim, ∀ij ∈ E ,
ps (κs) > p

s
,∀s ∈ S,

and for each s ∈ S, i ∈ N , and vw ∈ Es:∑
j∈N

[κs (ij, vw)− κs (ji, vw)] =

(
rs,b(vw)∑
vu
rs,b(vu)

)
κs (i, v)−

(
rs,b(vw)∑

uw
rs,b(uw)

)
κs (i, w) .

Solving Problem 7.1 is complex due to the need to evaluate ps (κs) defined by
(7.15) in the verification of the constraint ps (κs) > p

s
, ∀s ∈ S in (7.16). Section 7.4

introduces a simpler method to solve Problem 7.1.

7.4 Reduced-Complexity Slice Resource Provisioning

In this section, a parameterized ILP formulation of Problem 7.1 is introduced. The
main idea is to replace the constraints (7.12), (7.13), and (7.16) involving proba-
bilities related to random variables describing the aggregate user demands and
best-effort services by linear deterministic constraints.

7.4.1 Linear Inequality Constraints for the SSP

For a given slice s ∈ S and for each v ∈ Ns, vw ∈ Es, and n ∈ Υ, let

R̂s,n (v, γs) = Rs,n (v) + γsR̃s,n (v) , (7.21)

R̂s,b (vw, γs) = Rs,b (vw) + γsR̃s,b (vw) , (7.22)

be the target aggregate user demand, depending on some parameter γs > 0. Rs,n (v)

and R̃s,n (v) are the mean and deviation of Rs,n (v), while Rs,b (vw) and R̃s,b (vw)

are the mean and deviation of Rs,b (vw). Calculation for those quantities are based
on the mean and standard deviation of Ns and Us as follows.

Assuming the number of users of slice s (Ns) and the resource demands of each
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user of this slice (Us,n (v) and Us,b (vw)) are independently distributed. Consider
first Rs,n (v). Denoting E [Ns] = N s, Var (Ns) = Ñ2

s , E [Us,n (v)] = U s,n (v) and
Var (Us,n (v)) = Ũ2

s,n (v). The mean and variance of Rs,n (v), for all n ∈ Υ and
v ∈ Ns, can be evaluated as

Rs,n (v) = E [NsUs,n (v)] = E [Ns]E [Us,n (v)] = mpU s,n (v) ,

Rs,n (v) =E (NsUs,n (v)) = N sU s,n (v) ,

R̃2
s,n (v) =N

2
sŨ

2
s,n (v) + U

2
s,n (v) Ñ2

s + Ñ2
s Ũ

2
s,n (v) ,

see [Goodman, 1960]. Similarly, for Rs,b (vw), ∀vw ∈ Es, one obtains

Rs,b (vw) = N sU s,b (vw) ,

R̃2
s,b (vw) = N

2
sŨ

2
s,b (vw) + U

2
s,b (vw) Ñ2

s + Ñ2
s Ũ

2
s,b (vw) .

Now consider

ps (γs) = Pr
{
R̂s,n (v, γs) > Rs,n (v) ,∀v, n,
R̂s,b (vw, γs) > Rs,b (vw) , ∀vw

}
,

(7.23)

one has to determine the smallest value of γs such that ps (γs) > p
s
(see (7.16)). Then

if, for a given assignment κs,∑
i

κs (i, v) rs,n (v) > R̂s,n (v, γs) ,∀n, v, (7.24)∑
ij

κs (ij, vw) rs,b (vw) > R̂s,b (vw, γs) ,∀vw, (7.25)

are satisfied, then combining (7.24)–(7.25) with the definition of ps (κs) given in
(7.15), the SSP constraint (7.16) is satisfied.

The main difficulty is now to determine the smallest value of γs such that
ps (γs) > p

s
, since the larger γs, the more difficult the satisfaction of (7.24) and

(7.25).

Using (7.3), one has

ps (γs) =

m∑
η=1

pη

∫
R̂(γs)

f
(
x, ηµ, η2Γ

)
dx, (7.26)

where R̂ (γs,k) =
{

x ∈ RnR |x 6 R̂ (γs,k)
}

and

R̂ (γs) =
[
R̂s,c (v1, γs) , R̂s,m (v1, γs) , · · · , R̂s,b (v1v2, γs) , · · ·

]
(7.27)

is a vector of size nR = 3 |Ns|+ |Es|.
Since the pmf of the number of users pη, η = 1, . . . ,m is assumed to be known,
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the value of γs such that ps (γs) = p
s

may be obtained, e.g., by the bisection meth-
ods [Burden and Douglas Faires, 2011]. The multidimensional integral in (7.26) can
be evaluated using a quasi-Monte Carlo integration algorithm presented in [Genz,
2004]. An example of the evolution of ps (γs) as function of γs for a given slice s
of Type 1 is depicted in Figure 7.2, using the simulation setting described in Sec-
tion 7.5.1.

0 1 2 3 4 5
γs

0.0

0.2

0.4

0.6

0.8

1.0
P

S
P

(p
s)

Figure 7.2: Evolution of ps as function of γs.

7.4.2 Linear Inequality Constraints for the ImP

For each i ∈ N , ij ∈ E , and n ∈ Υ, consider the following target level of background
service demands

B̂n (i, γB) = Bn (i) + γBB̃n (i) , (7.28)

B̂b (ij, γB) = Bb (ij) + γBB̃b (ij) , (7.29)

where γB > 0 is some tuning parameter. For an assignment κ = {κs}s∈S that
satisfies ∑

s,v

κs (i, v) rs,n (v) 6 an (i)− B̂n (i, γB) ,∀n ∈ Υ, i ∈ N , (7.30)∑
s,vw

κs (ij, vw) rs,b (vw) 6 ab (ij)− B̂b (ij, γB) , ∀ij ∈ E , (7.31)

and (7.8, 7.9, 7.14), the ImP defined in (7.10) can be evaluated as follows

pim
n (i) = Pr

{
Bn (i) > B̂n (i, γB)

}
=

∫ +∞

B̂n(i,γB)
f
(
x;Bn (i) , B̃2

n (i)
)

dx

= 1−
∫ B̂n(i,γB)

−∞
f
(
x;Bn (i) , B̃2

n (i)
)

dx

= 1− Φ (γB) , (7.32)

where Φ is the cumulative distribution function (CDF) of the zero-mean, unit-
variance normal distribution. Similarly, the ImP defined in (7.11) can also be evalu-
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ated as

pim
s,b (ij) = Pr

{
Bb (ij) > B̂b (ij, γB)

}
= 1− Φ (γB) . (7.33)

It is observed that, from (7.32) and (7.33), pim
n (i) and pim

s,b (ij) are independent of κs,
for all s ∈ S . To satisfy the impact constraints imposed by (7.10, 7.11), γB has to be
chosen such that

1− Φ (γB) 6 pim ⇔ γB > Φ−1
(

1− pim
)
. (7.34)

Since the larger γB, the more difficult the satisfaction of (7.30) and (7.31), the optimal
γB would be γB = Φ−1

(
1− pim).

7.4.3 ILP Formulation for Multiple Slice Provisioning

With the relaxed SSP and ImP constraints introduced in Sections 7.4.1 and 7.4.2,
we replace the nonlinear-constrained optimization in Problem 7.1, by a relaxed
parameterized optimization in Problem 7.2.

Problem 7.2: ILP for Multiple Slice Resource Provisioning

maximize
{d,κ}={ds,κs}s∈S

∑
s∈S

(Isds − Cs (κs)) ,

subject to∑
i∈N

κs (i, v) rs,n (v) > R̂s,n (v, γs) ds, ∀s ∈ S, v ∈ Ns, n ∈ Υ∑
ij∈E

κs (ij, vw) rs,b (vw) > R̂s,b (vw, γs) ds,∀s ∈ S, vw ∈ Es,∑
s∈S

∑
v∈Ns

κs (i, v) rs,n (v) 6 an (i)− B̂n (i, γB) , ∀i ∈ N , n ∈ Υ,∑
s∈S

∑
vw∈Es

κs (ij, vw) rs,b (vw) 6 ab (ij)− B̂b (ij, γB) ,∀ij ∈ E .

and for each s ∈ S, i ∈ N , and vw ∈ Es:∑
j∈N

[κs (ij, vw)− κs (ji, vw)] =

(
rs,b(vw)∑
vu
rs,b(vu)

)
κs (i, v)−

(
rs,b(vw)∑

uw
rs,b(uw)

)
κs (i, w).

Problem 7.2 is now an ILP. The binary variable ds, s ∈ S, indicates whether
resources are actually provisioned for slice s. When ds = 0, the minimization of
the provisioning cost Cs (κs) imposed by the objective function of Problem 7.2 will
enforce κs = 0 in the first two constraints of Problem 7.2. Remind that γs and γB

are evaluated by dichotomy search, as discussed in Sections 7.4.1 and 7.4.2, before
solving Problem 7.2.
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7.4.4 ILP Formulation for Slice-by-Slice Provisioning

The number of variables involved in Problem 7.2 may be relatively large when
several slices have to be considered jointly. This section introduces a reduced-
complexity formulation where provisioning is performed slice-by-slice.

Consider the set of ns slices S = {s1, . . . , sns} for which resources have to be
provisioned. Assume that the slice-by-slice resource provisioning has been per-
formed up to slice s`−1, 1 6 ` − 1 < ns. A successful provisioning is indicated by
ds = 1, whereas ds = 0 indicates that resources cannot be provisioned for slice s,
due, e.g., to the lack of infrastructure resources leading to the non-satisfaction of
the SSP or ImP constraints. The corresponding assignments are represented by κs,
s ∈ {s1, . . . , s`−1}.

Slice s` is now considered. In the provisioning for slice s`, one has simply to
account for the amount of infrastructure resources left after the provisioning of all
slices s ∈ {s1, . . . , s`−1}. Consequently, only the third and fourth constraint of Prob-
lem 7.2 have to be updated to get the following new ILP formulation (Problem 7.3)
for slice-by-slice resource provisioning.

Problem 7.3: ILP for Slice-by-Slice Resource Provisioning

maximize
ds` ,κs`

Is`ds` − Cs` (κs`) ,

subject to
(1)
∑
i∈N

κs` (i, v) rs,n (v) > R̂s`,n (v, γs`) ds` ,∀v ∈ Ns, n ∈ Υ,

(2)
∑
ij∈E

κs` (ij, vw) rs,b (vw) > R̂s`,b (vw, γs`) ds` , ∀vw ∈ Es,

and for each i ∈ N and n ∈ Υ:
(3)

∑
v∈Ns

κs` (i, v) rs,n (v) 6 an (i)− B̂n (i, γB)−
∑

s∈{s1,...,s`-1}

κs (i, v) rs,n (v) ds,

and for each ij ∈ E :
(4)

∑
vw∈Es

κs` (ij, vw) rs,b (vw) 6 ab (ij)− B̂b (ij, γB)−
∑

s∈{s1,...,s`-1}

κs (ij, vw) rs,b (vw) ds,

and for each i ∈ N , and vw ∈ Es:
(5)
∑
j∈N

[κs (ij, vw)− κs (ji, vw)] =

(
rs,b(vw)∑

vu
rs,b(vu)

)
κs (i, v)−

(
rs,b(vw)∑

uw
rs,b(uw)

)
κs (i, w) .

The order in which the provisioning is performed is important. One may choose
to provision the slices by decreasing income Is. An other possibility is to perform a
greedy search, starting with the slice s1 ∈ S for which Isds −Cs (κs) is maximized,
when deployed alone. Then, assuming that resources have been provisioned for
s1, one may search s2 ∈ S \

{
s1
}

maximizing Isds − Cs (κs) with the remaining
infrastructure resources, and so forth.
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7.4.5 Slice Resource Provisioning Algorithms

From the suboptimal methods introduced in Sections 7.4.3 and 7.4.4, we propose
four uncertainty-aware slice resource provisioning variants, JP-B and JP consider-
ing the joint provisioning approach introduced in Problem 7.2; SP-B and SP consid-
ering the sequential provisioning approach introduced in Problem 7.3.

The JP-B and SP-B approaches account for the impact of provisioning on back-
ground services, whereas the JP and SP approaches do not take those services into
account. This is obtained by setting Bn (i, γB) = 0,∀n, i and Bb (ij, γB) = 0, ∀ij in
Problems 2 and 3, see also Chapter 5, Sections 5.3.1 and 5.3.2, where slice resource
demands are considered to be deterministic. Compared to the approaches intro-
duced in Chapter 5, the SP and JP approaches in this chapter account additionally
for the uncertainties of slice resource demands. Moreover, while the main decision
variables in the original SP and JP approaches in [Luu et al., 2018] are the propor-
tion of available resources in the infrastructure, here, the main decision variables
are the number of SFC instances for which resources have to be provisioned for a
future deployment.

Algorithme 7.1 : Joint Approaches (JP-B and JP)
Input : G = (N , E),S, {Gs, s ∈ S}
Output : κ̂ = {κ̂s}s∈S

1 switch provisioning_variant do
2 case JP-B (background traffics taken into account) do
3 Solve Problem 7.2 to obtain κ̂;

4 case JP (background traffic ignored) do
5 Solve Problem 7.2 with B = ∅ to obtain κ̂;

Algorithme 7.2 : Sequential Approaches (SP-B and SP)
Input : G = (N , E),S, {Gs, s ∈ S}
Output : κ̂ = {κ̂s}s∈S

1 switch provisioning_variant do
2 case SP-B (background traffic taken into account) do
3 for ` = 1, . . . , |S| do
4 Solve Problem 7.3 to obtain κ̂s` ;

5 case SP (background traffics ignored) do
6 for ` = 1, . . . , |S| do
7 Solve Problem 7.3 with B = ∅ to obtain κ̂s` ;

These four provisioning variants are summarized in Algorithms 7.1 and 7.2.
Each variant requires the solution of one or several MILPs, whose complexity is
exponential in the number of variables in the worst case. The number of MILPs,
variables, and of constraints involved in each variant are summarized in Table 7.3.
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The JP-B and JP approaches (Algorithm 7.1) require the solution of one single MILP,
while the SP-B and SP approaches (Algorithm 7.2) split the work into |S| subprob-
lems, each of which implies |S| times less variables than the joint variants (JP-B and
JP). Due to the exponential complexity of each problem, solutions for the sequen-
tial variants may be obtained faster than with the joint variants. Section 7.5 presents
a more detailed performance comparison of these variants.

Table 7.3: Number of MILPs, variables, and of constraints involved in each variant.

Variant #probs #variables/problem #constraints/problem

JP-B and JP 1 |Ns|+ |S| (1 + |N | |Ns|) |S| (|N | |Es|+ 3 |Ns|+ |Es|)
+ |S| |E| |Es| +3 |N |+ |E|

SP-B and SP |S| |Ns|+ |N | |Ns| |S| |N | |Es|+ 3 |Ns|+ |Es|
+ |E| |Es|+ 1 +3 |N |+ |E|

7.5 Evaluation

In this section, one evaluates via simulations the performance of the four variants
(JP-B, SP-B, JP, and SP) of the provisioning algorithms described in Section 7.4. The
simulation setup is described in Section 7.5.1. All numerical results presented in
Section 7.5.2 have been performed with the CPLEX MILP solver interfaced with
MATLAB.

7.5.1 Simulation Conditions

7.5.1.1 Infrastructure Topology

The fat-tree topology introduced in Chapter 5 is reused, with K = 2. The cost of
using each resource of the infrastructure network is cn (i) = 1, ∀n ∈ Υ, cf (i) = 65,
60, 55, 50 for respectively central, regional, edge, RRH nodes, and cb (ij) = 1,
∀ij ∈ E .

7.5.1.2 Background Services

One considers a simplified model in which the resources consumed by best-effort
background services at each infrastructure node link follow the same distribution.
Precisely, at each infrastructure node i ∈ N and link ij ∈ E , the resources con-
sumed by background services follow a normal distribution with mean and stan-
dard deviation equal to respectively 20 % and 5 % of the available resource at that
node and link, i.e., µB,n (i) = 0.2an (i), σB,n (i) = 0.05an (i), ∀i ∈ N , ∀n ∈ Υ, and
µB,b (ij) = 0.2ab (ij), σB,b (ij) = 0.05ab (ij), ∀ij ∈ E .
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7.5.1.3 Slice Resource Demand (S-RD)

The three types of slices considered in Chapter 6 are reused. The characteristics of
each slice of each type within the considered time slot are as follows

• Slices of type 1 aim to provide an HD video streaming service at an average
rate of 4 Mbps for VIP users, e.g., in a stadium. The number of users follows
a binomial distribution B (300, 0.9);

• Slices of type 2 are dedicated to provide an SD video streaming service at an
average rate of 2 Mbps. The number of users follows a binomial distribution
B (1000, 0.8);

• Slices of type 3 aim to provide a video surveillance and traffic monitoring
service at an average rate of 1 Mbps for 100 cameras, e.g., installed along a
highway.

The functional architecture of each type is given in Chapter 6, Section 6.5.1.2. The
values of U-RD, SFC-RD, and S-RD are given in Table 7.4. Numerical values in
Table 7.4 have been adapted from [Savi et al., 2016].

Table 7.4: Parameters of U-RD, SFC-RD, and S-RD.

Type 1: HD video streaming at 4 Mbps. Ns ∼ B (300, 0.9), Is = 900, p
s

= 0.99

Node (Us,c, Ũs,c) (Us,m, Ũs,m) (Us,w, Ũs,w) (rc, rm, rw) Link (Us,b, Ũs,b) rs,b

vVOC (5.4, 0.54) e-3 (1.5, 0.15) e-2 — (0.29, 0.81, 0) vVOC→vGW (4, 0.4) e-3 0.22
vGW (9.0, 0.90) e-4 (5.0, 0.50) e-4 — (0.05, 0.03, 0) vGW→vBBU (4, 0.4) e-3 0.22
vBBU (8.0, 0.80) e-4 (5.0, 0.50) e-4 (4, 0.4) e-3 (0.04, 0.03, 0.2)

Type 2: SD video streaming at 2 Mbps. Ns ∼ B (1000, 0.8), Is = 1000, p
s

= 0.95

Node (Us,c, Ũs,c) (Us,m, Ũs,m) (Us,w, Ũs,w) (rc, rm, rw) Link (Us,b, Ũs,b) rs,b

vVOC (1.1, 0.11) e-3 (7.5, 0.75) e-3 — (0.17, 1.20, 0) vVOC→vGW (2, 0.2) e-3 0.32
vGW (1.8, 0.18) e-4 (2.5, 0.25) e-4 — (0.03, 0.04, 0) vGW→vBBU (2, 0.2) e-3 0.32
vBBU (0.8, 0.08) e-4 (2.5, 0.25) e-4 (2, 0.2) e-3 (0.01, 0.04, 0.3)

Type 3: Video surveillance and traffic monitoring at 1 Mbps. Ns = 50, Is = 800, p
s

= 0.9

Node (Us,c, Ũs,c) (Us,m, Ũs,m) (Us,w, Ũs,w) (rc, rm, rw) Link (Us,b, Ũs,b) rs,b

vBBU (2.0, 0.20) e-4 (1.3, 0.13) e-4 (1, 0.1) e-3 (0.4, 0.25, 2) e-2 vBBU→vGW (1, 0.1) e-3 0.02
vGW (9.0, 0.90) e-4 (1.3, 0.13) e-4 — (0.018, 0.003, 0) vGW→vTM (1, 0.1) e-3 0.02
vTM (1.1, 0.11) e-3 (1.3, 0.13) e-4 — (0.266, 0.003, 0) vTM→vVOC (1, 0.1) e-3 0.02
vVOC (5.4, 0.54) e-3 (3.8, 0.38) e-3 — (0.108, 0.080, 0) vVOC→vIDPS (1, 0.1) e-3 0.02
vIDPS (1.1, 0.11) e-2 (1.3, 0.13) e-4 — (0.214, 0.003, 0)

7.5.2 Results

This section illustrates the performance of the various resource provisioning vari-
ants, in terms of: utilization of infrastructure nodes and links, maximal probability
of impact pim on the background services at every infrastructure node and link,
provisioning cost, total earnings of the InP, and number of impacted nodes and
links, i.e., the number of nodes i ∈ N such that, for each n ∈ Υ, pim

n (i) > pim; and
links ij ∈ E such that pim

b (ij) > pim.
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We first evaluate the influence of background services on the slice resource
provisioning approaches. This is done by comparing the two variants SP-B and
SP in Section 7.5.2.1 and 7.5.2.2, considering (i) a single and (ii) a multiple slice
provisioning problem. In Section 7.5.2.3, the performance of the four proposed
resource provisioning variants (JP, SP, JP-B, and SP-B) are compared. Finally, the
benefits of the uncertainty-aware slice resource provisioning approach in terms of
improved probability of successful provisioning are illustrated in Section 7.5.2.4.

7.5.2.1 Provisioning of a Single Slice

Table 7.5 shows the performance of two variants SP-B and SP for the provisioning
of a single slice of Type 1, where p

s
= 0.99 and pim = 0.1. These two variants differ

from each other in whether the impact on background service is considered or not.
The SP variant, which does not account for the impact on background services,

has a lower link usage and provisioning cost, and yields a higher earning for the
InP than that of the SP-B variant. Nevertheless, as expected, the SP variant has
a higher impact on background services, with a maximal impact probability of
0.58 exceeding the maximum tolerated impact probability pim at one infrastructure
node, as summarized in Table 7.5.

Table 7.5: Performance of SP-B and SP on resource provisioning for a single slice.

Criteria SP-B SP

Node usage 33% 33%
Link usage 28% 25%

Maximal pim 1.26e-4 0.58
Provisioning cost 332 326

Total earnings 568 574
#impacted nodes 0 1
#impacted links 0 0

The way pim affects the performance of the SP-B approach is shown in Fig-
ures 7.3a–7.3d, where p

s
= 0.99 and pim ranges from 0.05 to 0.4. One observes that,

the higher pim, the lower the provisioning cost and the higher the earnings for the
InP. This is due to the fact that, with higher pim, it is easier to provision slices with
a reduced amount of resources. This can be observed in the decrease of the link
usage in Figure 7.3c. On the other hand, the impact probability pim is always kept
under the threshold pim imposed by the InP, as shown in Figure 7.3d.

7.5.2.2 Provisioning Several Slices of the Same Type

Now, considering 10 slices of type 1, the SP-B and SP variants are compared in terms
of acceptance rate, i.e., percentage of slices that have been successfully provisioned
(given by

∑
s∈S

ds
|S| ) and number of impacted nodes and links (for which the impact

probability is larger than pim), for different value of p
s
, see Figure 7.4a. The tolerated

impact probability pim is set to 0.1. As expected, when p
s

increases, the acceptance



7.5. Evaluation 91

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
pim

300

325

350
P

ro
vi

si
on

in
g

co
st

SP-B, cost

(a) Provisioning cost

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
pim

560

570

580

E
ar

ni
ng

s

SP-B, earnings

(b) Total earnings

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
pim

10

20

30

40

N
od

e
an

d
lin

k
us

ag
e

(%
)

SP-B, node usage

SP-B, link usage

(c) Node and link usage

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
pim

0.0

0.1

0.2

0.3

0.4

0.5

M
ax

im
al
pi

m

SP-B, maximal pim

(d) Evolution of pim as a function of pim

Figure 7.3: Performance of the SP-B approach on single slice provisioning problem
with different values of pim, in terms of (a) provisioning costs, (b) total earnings, (c)
node and link utilization, and (d) maximal impact probability pim.

rate decreases for both approaches. The SP approach, which does not account for
background services, always has a higher acceptance rate and earnings compared to
the SP-B approach, but its impact on the background services is significantly larger
(see also Figures 7.4b and 7.4c). Using the SP approach, provisioned resources are
concentrated on a fewer amount of nodes and links. Consequently, the background
services running on such nodes and links may then be affected.

7.5.2.3 Provisioning of Several Slices of Different Types

The performance of the four variants is illustrated in this section, when resources
of 2 to 8 slices of three different types have to be provisioned. The number of slices
of each type and their associated p

s
are detailed in Tables 7.4 and 7.6. The impact

probability threshold pim is set to 0.1 in all scenarios.

Table 7.6: Number of slices of each type as a function of |S|

Case #Type 1 #Type 2 #Type 3

|S| = 2 1 1 0
|S| = 4 2 1 1
|S| = 6 2 2 2
|S| = 8 3 2 3
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Figure 7.4: Performance of the SP-B and SP approaches the provisioning of multiple
slices of one type, with different required minimum SSP, in terms of (a) acceptance
rate and (b) total earnings.

The use of infrastructure nodes and links is shown in Figures 7.5a and 7.5b. The
joint provisioning approaches (JP and JP-B) require a reduced amount of nodes and
links compared to the sequential schemes (SP and SP-B). Moreover, considering the
impact on background services requires, again, provisioning resources on more
nodes and links.

Figure 7.5c shows the provisioning costs obtained with the various approaches.
One observes that the JP variant yields the smallest cost among all variants, as it
aims at finding an optimal solution for all slices, without considering the impact
probability, contrary to the JP-B variant. This leads to the highest earnings for the
InP, as shown in Figure 7.5d.

The total number of impacted nodes and links is shown in Figure 7.5e. The JP-B
and SP-B variants have no impacted nodes or links, whereas the provisioning per-
formed by the JP and SP approaches significantly impact the background services.
The SP variant has a higher impact on the background services, due to the higher
utilization of infrastructure nodes and links, as shown in Figures 7.5a and 7.5b.

From the InP perspective, the use of the JP and SP maximizes the earnings of
the InP but violates background services at a significant number of infrastructure
nodes and links. This may necessitate to reconfigure those background services.
On contrary, by using the JP-B and SP-B variants, the InP can provision slices and
preserve a tolerable impact on the background services. The price to be paid is
somewhat degraded efficiency of node and link utilization and a higher provision-
ing cost compared to the impact-aware variants, leading to lower earnings for the
InP. For instance, when provisioning for 4 slices, the JP-B variant uses around 72%
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of the total infrastructure nodes to aggregate resources needed to support the slices,
while only 66.7% of the nodes are employed by the JP method, leading to a reduc-
tion of 3.5% of total earnings, as depicted in Figures 7.5a and 7.5d.

As expected, the sequential provisioning methods (SP-B and SP) perform better
in terms of computing time than the joint approaches (JP-B and JP), as shown in
Figure 7.5f. Increasing the number of slices leads to an increase of the cardinality
of the sets of variables d and κ, and therefore increases the computing time. In
sequential provisioning, slices are considered successively. There is only a very
small difference (usually less than 5%) in computing time between the SP-B and SP

approaches and between the JP-B and JP approaches.
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Figure 7.5: Performance comparison of 4 variants in terms of (a) utilization of in-
frastructure nodes, (b) utilization of infrastructure links, (c) provisioning costs, (d)
total earnings, (e) number of impacted nodes and links, and (f) computing time.
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7.5.2.4 Benefits of the Uncertainty-Aware Slice Resource Provisioning

In this section, we show the benefits of the proposed uncertainty-aware slice re-
source provisioning method, in terms of deployment efficiency, when considering
the SFC embedding. Slice resource provisioning is performed for a single slice. JP-B
and SP-B behave thus similarly. This is also the case for JP and SP.

The JP-B approach is compared to the JP approach, which does not account
for the uncertainty of slice resource demands. Problem 7.2 is solved in the latter
case with a slice resource demand corresponding to its mean value. This is done by
choosing γs = 0 in the first and second constraint of Problem 7.2. Once provisioning
is performed, the SFC embedding step is realized and a randomly generated num-
ber of users following the same distribution as that used in the provisioning process
is considered. One gets an uncertainty-aware provisioning and embedding solution
(UPE) and a deterministic provisioning and embedding solution (DPE). These solu-
tions are compared in terms of satisfaction of the user demands.

A single slice of type 1 is considered. The U-RD, SFC-RD, and infrastructure
parameters used in the previous parts of Section 7.5.2 are used again. For the S-RD,
the number of users associated to the slice follows a binomial distribution B (m, p),
where m is fixed to 300, and p varies. One thousand independent drawings of
the number of users are performed. The number of SFCs that have to be actually
deployed can be then deduced from the resulting number of users. SFCs can only
be deployed when enough resources have been provisioned for the slice. Finally, the
SFC acceptance rate, i.e., the number of provisioned SFCs divided by the number
of required SFCs, of the UPE and DPE solution is compared.

Figure 7.6 shows the average, minimum, and maximum SFC acceptance rates,
when the probability p of the binomial distribution ranges from 0.4 to 0.9. The UPE

solution provides a successful deployment of all SFCs. The DPE solution, which does
not take into account the uncertainties of slice resource demands, cannot ensure
the deployment for all SFCs, when not enough resources have been provisioned.
In addition, as expected, when p is higher, i.e., the slice resource demands become
less uncertain, DPE yields a higher acceptance rate, with a smaller gap between the
minimum, and maximum SFC acceptance rates, as shown in Figure 7.6.
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Figure 7.6: Performance comparison of the UPE and DPE solutions in terms of SFC
acceptance rate.
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7.6 Conclusion

This chapter investigates a resource provisioning method for network slicing ro-
bust to a partly unknown number of users whose resource demands are uncertain.
Adopting the point of view of the InP, one tries to maximize its earnings, while
providing a probabilistic guarantee that the slice resource demands are fulfilled. In
addition to that, the proposed resource provisioning method is performed to keep
the impact on the background services under a threshold imposed by the InP.

The uncertainty-aware slice resource provisioning is formulated as a nonlin-
ear constrained optimization problem. A parameterized MILP formulation is then
proposed. With the MILP formulation, four variants (JP, SP, JP-B, and SP-B) are in-
troduced, for the solution of the provisioning problem for multiple slices jointly or
sequentially, without or with consideration of the impact on background services.

With the JP-B and SP-B variants, resource provisioning is performed with a con-
trolled impact on the background services. The JP and SP variants, on the other
hand, do not account for the impact of resource provisioning on those services.
Consequently, all resources of several infrastructure nodes and links may be con-
sumed when using the JP and SP variants. This may impose a reconfiguration of
background services. The price to be paid for the InP when performing the JP-B
and SP-B variants is a reduction of its earnings.

Moreover, due to the exponential worst-case complexity in the number of vari-
ables of the MILP formulation, as expected, sequential approaches are shown to
better scale to a larger number of slices. Sequential approaches have a somewhat
degraded node and link utilization, a higher provisioning cost, which results in
lower earnings, compared to the joint approaches.

In this chapter, uncertainties related to the fluctuation of user demands and
the background services have been taken into account for the slice resource provi-
sioning. A prospective extension to this work is to consider the dynamic behavior
of slice provisioning requests, that is, each slice request has an arrival, activation
(execution), and deactivation time. This approach will be considered in the next
chapter.



Chapter 8

Admission Control and Resource Provisioning

for Prioritized Slice Requests with Uncertainties

This chapter is based on Q.-T. Luu, S. Kerboeuf, and M. Kieffer, “Admission Control and Re-
source Provisioning for Prioritized Slice Requests with Uncertainties,” submitted to IEEE
Transactions on Network and Service Management, 2021. [Luu et al., 2021a].

This chapter aims to provide an answer to Challenge 4 introduced in Chapter 1.
We propose a prioritized admission control mechanism for concurrent slices based
on an infrastructure resource provisioning approach. It is an extension to the study
presented in Chapter 7, by providing a more general provisioning mechanism that
can be robust against both (i) the uncertainties due to the randomness of amount
of resources employed by each user; and (ii) the dynamic behavior of the slice
provisioning requests, each of which has an arrival, activation (execution), and
deactivation time.

The remainder of this chapter is organized as follows. We start by highlighting
the main contributions of this chapter in Section 8.1. In Section 8.2, we describe
some important notations and hypotheses. The infrastructure and the slice re-
source demands are described in detail. Following that, we introduce in Section 8.3
some approaches to address an efficient adaptive slice resource provisioning, ac-
counting for the dynamic nature of slice requests and robust to the uncertainties
related to infrastructure and slice parameters. Numerical results are then provided
in Section 8.5 to compare the performance of the dynamic provisioning approach,
in comparison with a quasi-static approach, which we use as a baseline. Finally,
Section 8.6 draws some conclusions and perspectives.

8.1 Contributions

Related works to this chapter can be found in Section 3.4 of Chapter 3. It can be ob-
served that only few of previous papers cover both (i) the uncertain characteristic of
resource demands and available infrastructure resources; and (ii) the dynamic char-
acteristic of user requests, especially in a network slicing context. One may find,

96
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for instance, in [Ghaznavi et al., 2015], a preliminary study where the VNF instance
placement is optimized in response to the uncertain and dynamic characteristic of
slice requests. Nevertheless, this paper only studied the problem of placing indi-
vidual VNFs of a single type, thus cannot be applied to an SFC or slicing context,
which usually involves a cooperation of VNFs of various types.

In this chapter, we adapt the slice resource provisioning approach studied in
previous chapters to the problem of dynamic slice resource provisioning, with tak-
ing into account both above-mentioned dynamic aspects. This is the main difference
with respect to the traditional SFC embedding/resource allocation approach con-
sidered in [Ghaznavi et al., 2015] and [Liu et al., 2017], and other related works
on the problem of slice admission control, e.g., in [Bega et al., 2017, Noroozi et al.,
2019, Bega et al., 2020, Ebrahimi et al., 2020, Han et al., 2020].

8.2 Notations and Hypotheses

In this chapter, the characteristics of the SM-SLAs are similar to those in Chapter 7.
In addition, the slice characteristics within an SM-SLA also include the priority
class of the slice. When performing slice resource provisioning, the priority level of
slices is taken into account.

Table 8.1 summarizes the main notations introduced in this chapter.

Table 8.1: Newly introduced notations in Chapter 8.

Symbol Description

k Time slot index
Pk Processing time interval in time slot k
T Duration of a time slot
εT Processing duration (of Pk)
Sk Slices requests received before (k + 1)T − εT
Rk Slices requests processed during Pk
P c
s Priority class

Ps,k Priority level at time k
Ks Slice active interval, Ks =

[
kon
s , k

off
s

]
rs Vector of resource demands of an SFC
U s,k Vector of resource demands of a typical user in time slot k
Rs,k Vector of aggregate resource demands in time slot k
Bk Vector of resources consumed by background services in time slot k

8.2.1 Network Model

As presented in Section 4.2.1, the considered types of resources at node level are
Υ = {c,m,w}, denoting respectively computing, memory, and wireless resources.
The model of the infrastructure network is similar to that introduced in Section 4.2.1.
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8.2.2 Slice Provisioning Requests and Deployment Costs

8.2.2.1 Request Arrivals

As presented in Section 4.2, in this chapter, one considers that the lifetime of each
slice s spans over several time slots denoted as

[
kon
s T,

(
koff
s + 1

)
T
[
.

Resources have to be provisioned so as to be compliant with the variations of
resource demands during the slice lifetime. The slice characteristics are assumed
stable over each time slot, and may vary from one time slot to the next.

8.2.2.2 Slice Resource Demand

Within the SM-SLA, each slice s is associated with a priority class P c
s indicating its

priority level.

We add an additional subscript k to the notations of the U-RD and S-RD in-
troduced in Section 4.2.3, i.e., Us,k and Rs,k, to indicate the resource demands cor-
responding to each time slot k within the slice lifetime. Similarly, one denotes by
Ns,k the random number of independent users of slice s during time slot k. With
the same calculation in Section 8.2.2.2 of Chapter 7, the total amount of resources
employed by a random number Ns,k of independent users, Rs,k, is distributed ac-
cording to

g
(
x,µs,k,Γs,k

)
=

∞∑
η=0

ps,k,ηf
(
x, ηµs,k, η

2Γs,k
)
, (8.1)

where ps,k,η is the probability that the number of users to be supported by slice s in
the k-th time slot (Ns,k) is equal to η, i.e., ps,k,η = Pr (Ns,k = η).

8.2.2.3 Provisioning Adaptation Costs

During the lifetime of a slice, the amount of required slice resources may evolve. An
increase of the required resources may impact the provisioning scheme by requiring
more infrastructure resources to be provisioned. Compared to a situation where
the resource provisioning is static for the whole lifespan of a slice, this induces
more operations to be performed on the network infrastructure (assignment or
re-assignment of resources, launching virtual machines on which VNFs will be
operated) and results in additional costs to the InP. A cost ca (i) for each unit increase
of the amount of VNF instances between two time slots is assumed to be charged by
the InP to the MNO. Resource release costs are assumed to be incorporated within
ca (i).

As will be seen in Section 8.3.5, this cost reduces SFC migrations within a given
slice between consecutive time slots.

8.2.3 Resource Consumption of Background Services

We also add an additional subscript k to the notations of the background service,
i.e., Bk. Performing the same calculations as in Section 7.2.3, during each time slot
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k, Bk is distributed according to f
(
x;µB,k,ΓB,k

)
, with

µB,k =
[
Bn,k (i) , Bb,k (ij)

]>
(i,ij)∈G,n∈Υ

, (8.2)

ΓB,k = diag
[
B̃2

c,k (i) , B̃2
b,k (vw)

]
(i,ij)∈G,n∈Υ

. (8.3)

The evolution of resources consumed by background services over time slots may
be predicted from past observations [Tan et al., 2011]. The smaller variations within
each time slot is taken into account in the probability distribution.

8.3 Slice Resource Provisioning Approaches

Resource provisioning for slice s, which is represented by the mapping between G
and Gs, may evolve between successive time intervals due to the evolution of the
characteristics of the MI-SLA for slice s, to the arrival of new slice provisioning
requests, and to resources released by terminated slices.

8.3.1 Prioritized Processing Provisioning Requests

Several provisioning strategies may be considered to account for the dynamicity of
requests. A first approach consists in processing provisioning requests as soon as
they arrive. The advantage is to be able to immediately indicate whether enough
infrastructure resources are available to satisfy the request. A second approach is
to wait some time and process several requests simultaneously. This second ap-
proach, considered in this chapter, helps in organizing the resource provisioning,
since the InP has a better view of concurrent requests. Nevertheless, the slice re-
quest processing delay has to be adjusted depending on the priority class of the
slice.

When processing a new request, the already provisioned resources for slices in
service or to be activated in the future may be adjusted. This update possibility
gives more degrees of freedom to the InP to satisfy new requests, but comes at
the price of a higher computational complexity. Moreover, updates should be done
so as to still satisfy previous requests which have been indicated to the MNOs as
granted. In this chapter, we have chosen not to change any assignment of previously
successfully processed slice requests.

Independently of the chosen provisioning strategy, the InP has to account for
the time required for infrastructure resource provisioning as well as slice deploy-
ment and activation (lasting few minutes, as indicated in [Boubendir et al., 2018]).
Consequently, provisioning requests for slices to be activated at (k + 1)T should
reach the InP before (k + 1)T − εT , where εT < T accounts for the provisioning
operations as well as the slice activation and update delays.

Let Sk be the set of slices whose provisioning requests have been received before
(k + 1)T − εT . A flag fs ∈ {0, 1} is associated to each slice s ∈ Sk, indicating
whether the request has been processed (fs = 1) (granted or denied) or is still to be
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processed (fs = 0).

In what follows, the proposed prioritized slice provisioning approach, considers
two classes of slices, namely Premium and Standard. Each slice request, when
received for the first time in the interval Tk = [kT − εT, (k + 1)T − εT [, gets fs = 0,
and is assigned a priority level Ps,k ∈ R depending on its class

Ps,k =


Pmax, for Premium slices,

0 for Standard slice, if kon
s > k + 1,

Pmax − 1 for Standard slice, if kon
s = k + 1.

(8.4)

Standard slices requests, which have to be activated in the next time slot, get thus
a higher priority level.

Then, only slices whose priority level is above a certain threshold

Pthres = α (Pmax − 1) , with α ∈ [0, 1] , (8.5)

are processed in the time interval Pk = [(k + 1)T − εT, (k + 1)T [ of duration εT .
The set of slices to be processed during the time interval Pk is then

Rk , {s ∈ Sk : fs = 0, Ps,k > Pthres} . (8.6)

Once the request of a slice in Rk is processed, its flag is set to fs = 1. All stan-
dard slice requests with Ps,k < Pthres (pending requests) are delayed and may be
processed in the next time interval Pk+1. Their priority is updated as

Ps,k+1 =

min {Ps,k + ∆P, Pmax − 1} if kon
s > k + 2,

Pmax − 1 if kon
s = k + 2,

(8.7)

where ∆P > 0 is some priority increment. When several slices of equal priority
have to be processed in a given time slot, those who have to be activated first
are processed first, then those who have been submitted first. Premium slices are
always processed first. The processing delay of Standard slice requests depends
thus on α and ∆P . Deferring more the processing of Standard slice requests gives
more chance to satisfy Premium slice requests.

When α = 0, whatever the value of ∆P , all slices received in the time interval
Tk are processed, starting from the Premium slices, with the risk of having no
resources available for Premium slice requests received in the few next time slots;

When α = 1 and ∆P = 0, the processing of Standard slice requests is delayed
until the time slot preceding their activation, leaving a maximum amount of re-
sources available for Premium slice requests.

Figure 8.1 illustrates a scenario taking place during the processing time interval
Pk when the processing of Standard slice requests is maximally delayed (α = 1

and ∆P = 0). The three slice requests s1, s2, and s3 in Sk are assumed still to
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Figure 8.1: Time slots, arrival times of the slice provisioning requests, and time
intervals during which the slice provisioning decisions are made.

be processed. The slice request s4 arrives within Pk and will thus be considered
in Pk+1. Among the slices s1, s2, and s3, only s3 is Premium (request time instant
indicated by a solid arrow), and is therefore processed in Pk. The slice requests s1

and s2 are Standard (request time instants indicated by dashed arrows). They have
to be active in the time slots Ks1 =

[
kon
s1 , k

off
s1

]
and Ks2 =

[
kon
s2 , k

off
s2

]
. Since kon

s1 = k+1

and kon
s2 = k + 2, only s1 is processed in Pk. Finally, the set of slice requests to be

processed in Pk is Rk = {s1, s3} (highlighted by red arrows).

8.3.2 Decision Variables

Provisioning resources for some slice s ∈ Rk amounts to defining a mapping κs,`
between the graphs G = (N , E) and Gs = (Ns, Es) for each time slot ` ∈ Ks ,[
kon
s , k

off
s

]
during which slice s is active. This mapping describes

(1) the number κs,` (i, v) ∈ N of VNF instances of type v ∈ Ns for which node i ∈
N will provision resources;

(2) the number κs,` (ij, vw) ∈ N of links vw ∈ Es between VNF instances for which
the InP will provision resources on the infrastructure link ij ∈ E , both in time
slot `.

The amount of resource of type n ∈ Υ provisioned by node i for a VNF instance
of type v is κs,` (i, v) rs,n(v) and κs,` (ij, vw) rs,b(vw) represents the bandwidth pro-
visioned on link ij to support the traffic between two virtual nodes of type v and
w.

The mapping κs,` is thus defined as

κs,` = {κs,` (i, v) , κs,` (ij, vw)}(i,ij)∈G,(v,vw)∈Gs

for each ` ∈ Ks. By convention, κs,` = 0 when ` /∈ Ks. Moreover, one introduces

κs = {κs,` : ` ∈ Ks}

to indicate the assignment that has to be performed for a given slice.
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In some situations, not enough infrastructure resources may be available for a
given slice s ∈ Rk. The binary decision variable ds indicates whether all conditions
are met to satisfy the provisioning request for slice s and consequently whether re-
sources are actually provisioned for slice s (ds = 1) or not (ds = 0). These conditions
are detailed in the following sections.

Consequently, the set of variables which have to be assigned by the InP in the
processing time interval Pk are

dRk
= {ds : s ∈ Rk} , and

κRk
= {κs,` : s ∈ Rk, ` ∈ Ks} .

The vector dRk
indicates which slice requests in Rk have been granted, and κk

describes the associated provisioning schemes proposed by the InP.

8.3.3 Provisioning Constraints

During the processing time interval Pk of time slot k, the InP has to account for all
provisioning requests of slices s ∈ Sk-1 which have previously been processed, i.e.,
with fs = 1. The set of these slices is denoted as

Sp
k-1 = {s ∈ Sk-1 : fs = 1} .

Moreover, the mappings κs,` for all slices s ∈ Rk have to satisfy some constraints to
ensure that (i) enough resources are provisioned to properly deploy the SFCs; and
(ii) the probability of satisfying provisioning psp

s
is reached. These constraints have

to be satisfied for all time slots during which the slice is active. The InP has also to
keep the impact probability on background services below pim. These constraints
are described in what follows.

The total amount of resources provisioned by each infrastructure node i ∈ N
and each infrastructure link ij ∈ E for all slices s ∈ Rk has to be less than their
available resources, see Section 8.2.1. Consequently, the following constraints have
to be satisfied, for each ` = mins∈Rk

{kon
s } > k, . . . ,maxs∈Rk

{
koff
s

}
,∑

s∈Rk

∑
v∈Ns

κs,` (i, v) rs,n (v) 6 an (i)−
∑
s∈Sp

k-1

∑
v∈Ns

κs,` (i, v) rs,n (v) ,∀i, n, (8.8)

∑
s∈Rk

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) 6 ab (ij)−
∑
s∈Sp

k-1

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) ,∀ij. (8.9)

In (8.8) and (8.9), the right-hand sides of the inequalities represent the remaining
part of the resources once previous provisioning requests have been processed.
When updates of the provisioning scheme of granted slice requests are allowed,
κs,`, s ∈ Sp

k-1 are considered as variables, but not ds, s ∈ Sp
k-1, since the status of

successfully processed slice requests should not be changed. In what follows, one
considers that such updates are not allowed.
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The inequalities (8.8) and (8.9) may be more compactly written for ` > k as
follows ∑

s∈Rk∪S
p
k-1

∑
v∈Ns

κs,` (i, v) rs,n (v) 6 an (i) , (8.10)

∑
s∈Rk∪S

p
k-1

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) 6 ab (ij) . (8.11)

The conditions (8.8) and (8.10) are equivalent, as κs,` = 0 when ` /∈ Ks. The same is
also true for conditions (8.9) and (8.11).

Finally, the flow conservation constraint similar to that introduced in Chapter 7

has also to be satisfied, for each ` ∈ Ks, s ∈ Rk, i ∈ N , and vw ∈ Es,∑
j∈N

[κs,` (ij, vw)− κs,` (ji, vw)] =(
rs,b(vw)∑

vu∈Es
rs,b(vu)

)
κs,` (i, v)−

(
rs,b(vw)∑

uw∈Es
rs,b(uw)

)
κs,` (i, w) . (8.12)

8.3.4 Demand Satisfaction and Impact Probabilities

For each time slot ` ∈ Ks during the lifetime of slice s, one considers the constraints
on SSP and ImP similar to those presented in Section 7.4 as follows

ps,` (κs,`, ds) > psp
s
, ` ∈ Ks, s ∈ Rk, (8.13)

pim
n,` (κRk

, i) 6 pim,∀n ∈ Υ,∀i ∈ N , (8.14)

pim
b,` (κRk

, ij) 6 pim,∀ij ∈ E , (8.15)

where
ps,` (κs,`, ds) = Pr

{∑
i∈N

κs,` (i, v) rs,n (v) > dsRs,n,` (v) , ∀v, n,
∑
ij∈E

κs,` (ij, vw) rs,b (vw) > dsRs,b,` (vw) , ∀vw
}
, (8.16)

and

pim
n,` (κRk

, i) = Pr
{ ∑
s∈Rk∪S

p
k-1

∑
v∈Ns

κs,` (i, v) rs,n (v) > an (i)−Bn,` (i)
}
, (8.17)

pim
b,` (κRk

, ij) = Pr
{ ∑
s∈Rk∪S

p
k-1

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) > ab (ij)−Bb,` (ij)
}
.

(8.18)

The evaluations of (8.17) and (8.18) for all ` > k involve the assignments κSp
k-1

which have already been evaluated in previous processing time intervals and are
considered as constants in the current processing time interval, i.e., Pk. The depen-
dency in κSp

k-1
of pim

n,` and pim
b,` is omitted to lighten notations.
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8.3.5 Costs and Incomes

Consider the processing time interval Pk during which a provisioning scheme for
all slices s ∈ Rk has to be evaluated. This amounts at evaluating dRk

and the
assignments κRk

.

The costs charged by the InP to an MNO for a provisioning scheme for slice
s ∈ Rk described by κs,` in time slot ` are spread between node and bandwidth
resource provisioning costs

Cr (κs,`) =
∑
i∈N

∑
v∈Ns

∑
n∈Υ

κs,` (i, v) rn (v) cn (i)

+
∑
ij∈E

∑
vw∈Es

κs,` (ij, vw) rb (vw) cb (ij) (8.19)

as well as fixed node disposal costs

Cf (κs,`) =
∑
i∈N

κ̃s,` (i) cf (i) (8.20)

for the infrastructure nodes used, where

κ̃s,` (i) =

1 if
∑

v∈Ns
κs,` (i, v) > 0,

0 otherwise
(8.21)

indicates whether node i is used by slice s in time slot `.

Additionally, when the amount of provisioned resources for slice s increases
during two consecutive time slots, provisioning adaptation costs are also charged
by the InP to the MNO

Ca (κs,`,κs,`−1) =
∑
i∈N

∑
v∈Ns

max {κs,` (i, v)− κs,`-1 (i, v) , 0} ca (i) , (8.22)

see Section 8.2.2.3.

Once a provisioning request for a slice s ∈ Rk has been granted by the InP, the
MNO will be able to deploy the slice (see the commissioning and operation blocks of
Figure 2.7) and receives from the SP some income Is depending on the complexity
and of the load of the slice.

8.3.6 Optimization Problem

For a given assignment κRk
, the earnings of the InP are the costs charged to the

MNOs

EInP
k (κRk

) =
∑
s∈Rk

∑
`∈Ks

(Cr (κs,`) + Cf (κs,`) .

+ Ca (κs,`,κs,`−1) . (8.23)
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The InP may thus be interested in an assignment κRk
that maximizes EInP

k (κRk
).

Nevertheless, such assignment will not lead to the maximum of the earnings of the
MNOs expressed as

EMNO
k (κRk

) =
∑
s∈Rk

dsIs − EInP
k (κRk

) . (8.24)

MNOs may not be interested by InPs applying an optimization strategy maximizing
EInP
k (κRk

).

Alternatively, the InP may try to find an assignment which maximizesEMNO
k (κRk

).
This approach reduces the per-slice income for the InP, but allows more slice pro-
visioning requests to be granted. Nevertheless, InPs are usually unaware of the
income Is obtained by the MNOs from the SP, therefore EMNO

k (κRk
) cannot be

evaluated by the InP. Consequently, we will consider a scenario where the InP tries
to find the provisioning scheme which maximizes the amount of slices for which the
provisioning is successful, while minimizing the provisioning costs charged to the
MNOs. This leads to a max-min optimization problem, which provides the maxi-
mum earnings to MNOs whose slice requests have been granted, while potentially
saving infrastructure resources to satisfy future provisioning requests.

Consequently, the problem of provisioning resources jointly for all slices s ∈ Rk
during the processing time interval Pk can be formulated as in Problem 8.1.

Problem 8.1: Max-Min Joint Slice Resource Provisioning

max
dRk

min
κRk

EInP
k (κRk

)

subject to, ∀` > k,∑
s∈Rk∪S

p
k-1

∑
v∈Ns

κs,` (i, v) rs,n (v) 6 an (i) , ∀n ∈ Υ, ∀i ∈ N ,

∑
s∈Rk∪S

p
k-1

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) 6 ab (ij) ,∀ij ∈ E ,

(8.12),∀s ∈ Rk, i ∈ N , vw ∈ Es,
ps,` (κs,`, ds) > psp

s
,∀s ∈ Rk,

pim
n,` (κRk

, i) 6 pim, ∀i ∈ N , ∀n ∈ Υ,

pim
b,` (κRk

, ij) 6 pim, ∀ij ∈ E .

Solving Problem 8.1 is a complex max-min optimization problem involving
probabilistic constraints. Section 8.4 presents some heuristics allowing one to obtain
suboptimal solutions to Problem 8.1.

8.4 Slice Resource Provisioning Algorithms

In this section, the probabilistic constraints (8.13), (8.14), and (8.15) are relaxed
and the objective function of Problem 8.1 is linearized. Finally, two heuristics are
introduced to provide approximate solutions to Problem 8.1, performing either se-
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quential or joint slice resource provisioning.

8.4.1 Relaxation of Probabilistic Constraints

Using the same approach in Section 7.4, the probabilistic SSP can be replaced by
the following linear deterministic constraint, for all s ∈ Rk and ` ∈ Ks,∑

i∈N
κs,` (i, v) rs,n (v) > dsR̂s,n,` (v, γs,`) ,∀v, n, (8.25)∑

ij∈E
κs,` (ij, vw) rs,b (vw) > dsR̂s,b,` (vw, γs,`) ,∀vw, (8.26)

where

R̂s,n,` (v, γs,`) = Rs,n,` (v) + γs,`R̃s,n,` (v) , (8.27)

R̂s,b,` (vw, γs,`) = Rs,b,` (vw) + γs,`R̃s,b,` (vw) , (8.28)

are the target aggregate user demands, depending on some parameter γs,` > 0.
Rs,n,` (v) and R̃s,n,` (v) are the mean and standard deviation of Rs,n,` (v), while
Rs,b,` (vw) and R̃s,b,` (vw) are the mean and standard deviation of Rs,b,` (vw).

Similarly, the ImP constraints (8.14, 8.15) can be replaced, for all (i, ij) ∈ G and
n ∈ Υ, by ∑

s∈Rk∪S
p
k-1

∑
v∈Ns

κs,` (i, v) rs,n (v) 6 an (i)− B̂n,` (i, γB,`) , (8.29)

∑
s∈Rk∪S

p
k-1

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) 6 ab (ij)− B̂b,` (ij, γB,`) (8.30)

for ` > k, where

B̂n,` (i, γB,`) = Bn,` (i) + γB,`B̃n,` (i) , (8.31)

B̂b,` (ij, γB,`) = Bb,` (ij) + γB,`B̃b,` (ij) (8.32)

are the considered target level of background service demands.

In (8.25, 8.26, 8.29, 8.30), the selection of values for γs,` and γB,` is similar to that
introduced in Chapter 7.

8.4.2 Linearization of the Cost Function

In Problem 8.1, the term Ca (κs,`,κs,`−1) introduced in (8.22) makes the objective
function nonlinear. To address this issue, one may introduce the set of variables

ys = {ys,` (i, v) : ` ∈ Ks, i ∈ N , v ∈ Ns}

for each s ∈ Rk and
yRk

= {ys : s ∈ Rk}
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and reformulate the objective function (8.23) as

EInP
k (κRk

,yRk
) =

∑
s∈Rk

∑
`∈Ks

(
Cr (κs,`) + Cf (κs,`) +

∑
i∈N

∑
v∈Ns

ys,` (i, v) ca (i)
)
, (8.33)

with the additional constraints, to be satisfied for all s ∈ Rk, ` ∈ Ks, i ∈ N , and
v ∈ Ns

ys,` (i, v) > κs,` (i, v)− κs,`-1 (i, v) , (8.34)

ys,` (i, v) > 0. (8.35)

For a given value of dRk
, the objective function has now to be minimized with

respect to κs,`, s ∈ Rk, ` ∈ Ks, and yRk
.

Moreover, the evaluation of Cf (κs,`) involves κ̃s,` (i) defined in (8.21). The vari-
able κ̃s,` (i) can be related to

∑
v
κs,` (i, v) using the following linear inequality con-

straints ∑
v

κs,` (i, v) > 0,

κ̃s,` (i)N >
∑
v

κs,` (i, v) ,

κ̃s,` (i) ∈ {0, 1} ,

where N is an upper bound on the number of VNF instances of all types for which
resources may be provisioned by a given infrastructure node.

8.4.3 Relaxed Joint Max-Min Optimization Problem

Even with the results of Sections 8.4.1 and 8.4.2, the solution of a relaxed version of
Problem 8.1 requires the solution of a constrained max-min optimization problem,
which is still quite complex. To address this issue, for a fixed value of dRk

, we
introduce the following optimization problem.

Problem 8.2: Joint Slice Resource Provisioning Given dRk

min
κRk

,yRk

EInP
k (κRk

,yRk
)

s.t. ∀s ∈ Rk, ` > k :

(8.12), ∀i ∈ N , ∀vw ∈ Es,∑
i∈N

κs,` (i, v) rs,n (v) > dsR̂s,n,` (v, γs,`) , ∀v ∈ Ns,∀n ∈ Υ,∑
ij∈E

κs,` (ij, vw) rs,b (vw) > dsR̂s,b,` (vw, γs,`) ,∀vw ∈ Es,

ys,` (i, v) > κs,` (i, v)− κs,`-1 (i, v) , ∀i ∈ N , ∀v ∈ Ns,
ys,` (i, v) > 0, ∀i ∈ N , ∀v ∈ Ns,
and s.t. ∀` > k, i ∈ N , n ∈ Υ :
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∑
s∈Rk∪S

p
k-1

∑
v∈Ns

κs,` (i, v) rs,n (v) 6 an (i)− B̂n,` (i, γB,`) ,

and s.t. ∀` > k, ij ∈ E :∑
s∈Rk∪S

p
k-1

∑
vw∈Es

κs,` (ij, vw) rs,b (vw) 6 ab (ij)− B̂b,` (ij, γB,`) .

In Problem 8.2 a greedy solution approach to Problem 8.1 is considered, where
the slices to be processed in Rk = {s1, . . . , sRk

} are assumed to be ordered, with
Rk = |Rk|, see Section 8.3.1. When several MNOs have submitted slices in the same
time slot, the InP may also prioritize MNOs.

8.4.4 Relaxed Single Slice Max-Min Optimization Problem

The number of variables involved in Problem 8.2 introduced in Section 8.4.3 may
become relatively large when provisioning has to be performed for several slices.
For this reason, we introduce a reduced-complexity version of Problem 8.2, where
the resource provisioning is performed slice by slice.

One focuses on a slice s ∈ Rk which provisioning request has to be processed.
Some provisioning requests for slices s′ ∈ Rk, s′ 6= s may have been previously
processed, in which case, when the request is granted, ds′ = 1 and κs′ 6= 0 and
when it is not granted, ds′ = 0 and κs′ = 0. For not yet processed requests of slices
s′ ∈ Rk, s′ 6= s, one considers that ds′ = 0 and κs′ = 0. With these assumptions,
provisioning resources for slice s ∈ Rk requires the solution of Problem 8.3.

Problem 8.3: Single Slice Resource Provisioning

min
κs,ys

EInP
k (κs,ys)

s.t. ∀` > k :

(8.12), ∀i ∈ N , ∀vw ∈ Es,∑
i∈N

κs,` (i, v) rs,n (v) > dsR̂s,n,` (v, γs,`) , ∀v ∈ Ns,∀n ∈ Υ,∑
ij∈E

κs,` (ij, vw) rs,b (vw) > dsR̂s,b,` (vw, γs,`) ,∀vw ∈ Es,

ys,` (i, v) > κs,` (i, v)− κs,`-1 (i, v) ,∀i ∈ N ,∀v ∈ Ns,
ys,` (i, v) > 0, ∀i ∈ N , ∀v ∈ Ns,
and s.t. ∀` > k, i ∈ N , n ∈ Υ :∑
s′∈Rk∪S

p
k-1

∑
v∈Ns

κs′,` (i, v) rs′,n (v) 6 an (i)− B̂n,` (i, γB,`) ,

and s.t. ∀` > k, ij ∈ E :∑
s′∈Rk∪S

p
k-1

∑
vw∈Es

κs′,` (ij, vw) rs′,b (vw) 6 ab (ij)− B̂b,` (ij, γB,`) .

Here ds is initially set to 1 in the second and third constraint of Problem 8.3.
Once Problem 8.3 is solved, if a feasible solution cannot be found, ds will be reset
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to 0, i.e., the resource provisioning request of slice s is refused.

Assuming again that the slice provisioning requests are ordered, see Section 8.3.1,
one may get a second greedy provisioning algorithm where slice provisioning re-
quests are processed slice by slice solving Problem 8.3 for each slice. The highest
priority slice is processed first. The lower priority slices are then processed, what-
ever the provisioning result of a higher priority slice. Even if high-priority slices
may have their provisioning request rejected, lower-priority slice requests may be
granted for slices with smaller resource requirements.

8.4.5 Slice Resource Provisioning Approaches

For the suboptimal algorithms introduced in Sections 8.4.3 and 8.4.4, two Prioritized
slice resource Provisioning (PP) variants are then considered, depending on whether
slices provisioning requests are processed jointly (J-PP) or sequentially (S-PP).

8.4.5.1 Joint Approach

In the J-PP approach, all slices in Rk are processed jointly. This is done by solving
Problem 8.2, considering dRk

= (1, . . . , 1). If the provisioning is successful, the
algorithm stops. If no solution is returned, the provisioning request of the slice with
lowest priority is not granted, i.e., dRk

= 0. Problem 8.2 is solved again considering
dRk

= (1, . . . , 1, 0). If there is still no solution, the provisioning request for the slice
with second lowest priority is not granted, and so forth. If more than two slice
requests have the same lowest priority, the last arrived one is not granted.

The first part of Algorithm 8.1 (Lines 4–16) summarizes the J-PP approach,
which tries to jointly provision resources for a decreasing number of slices within
each processing time interval.

8.4.5.2 Sequential Approach

In the S-PP approach, slices in Rk are sequentially provisioned. This is done by
solving Problem 8.3. The second part of Algorithm 8.1 (Lines 17–19) summarizes
the S-PP approach. Note that, S-PP when α = 0 is implements a first-arrived first-
served processing policy.

8.4.5.3 Complexity Analysis

Each variant in Algorithm 8.1 requires the solution of one or several ILPs, whose
complexity increases exponentially with the number of variables in the worst case.
The number of ILPs, variables, and of constraints involved in each variant are sum-
marized in Table 8.2.

The J-PP variant considers a single ILP, while the S-PP variant splits the task
into |Rk| subproblems, each of which implies |Rk| times less variables than the
joint variant. Consequently, due to the exponential complexity of the NP-hard ILP,
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the sequential approach may provide a solution faster than the joint variant. In
Section 8.5, the two proposed variants are compared via numerical simulations.

Algorithme 8.1 : Prioritized Slice Resource Provisioning
Input : G = (N , E), n_target (target nb. of processing requests)
Output : d̂Rk

,κ̂Rk

1 # Initialization
2 k = 1;
3 n_proc = 0; . number of processed slice requests
4 while n_proc < n_target do
5 foreach processing time interval Pk do
6 Determine Rk = {s ∈ Sk : fs = 0, Ps,k > Pthres};
7 Assign priority Ps,k to each s ∈ Rk w.r.t (8.4);
8 Determine the prioritized slice set Pk;
9 switch provisioning_variant do
10 case J-PP (joint prioritized provisioning) do
11 Initialize dRk

= (1, . . . , 1);
12 i = |Rk|;
13 while i > 0 do
14 Solve Problem 8.2;
15 if κ̂Rk

= ∅ then
16 di ← 0;
17 i = i− 1;

18 else
19 break;

20 case S-PP (sequential prioritized provisioning) do
21 foreach s ∈ Rk do
22 Solve Problem 8.3 for slice s to get d̂s and κ̂s;

23 # Update slice priority
24 foreach s ∈ Sk with fs = 0 do
25 Ps,k+1 = min {Ps,k + ∆P, Pmax − 1};
26 # Update flag and number of processed slice requests
27 Set fs = 1, ∀s ∈ Rk;
28 n_proc = n_proc + |Rk|;

8.5 Evaluation

This section presents simulations to evaluate the performance of the two provi-
sioning algorithms, J-PP and S-PP, described in Section 8.4. The simulation setup
is described in Section 8.5.1. All simulation results described in Section 8.5.2 are
performed with the CPLEX MILP solver interfaced with MATLAB.
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Table 8.2: Number of problems, variables, and constraints involved in each variant.

Variant #pbs #variables/problem #constraints/problem

J-PP 1

∑
s,`

(|N |+ 2 |N | |Ns|)
∑
s,`

(|N | |Es|+ |Ns| |Υ|+ |Es|)

+
∑
s,`

|E| |Es| +
∑
s,`

2 |N | |Ns|+
∑̀

(|N |+ |E|)

S-PP |Rk|
∑̀

(|N |+ 2 |N | |Ns|)
∑̀

(|N | |Es|+ |Ns| |Υ|+ |Es|)
+
∑̀ |E| |Es| +

∑̀
(2 |N | |Ns|+ |N |+ |E|)

8.5.1 Simulation Conditions

8.5.1.1 Infrastructure Topology

The fat-tree topology introduced in Chapter 5 is used again here, with K = 2. The
cost of using each resource of the infrastructure network (cn (i) and cb (ij), ∀n ∈ Υ,
∀ (i, ij) ∈ G) is set to 1. The fixed cost cf (i) and the adaptation cost ca (i) are
respectively set to 10 and 20, ∀i ∈ N

8.5.1.2 Slice Resource Demand (S-RD)

The number of users of a slice s is assumed to follow a binomial distribution of
parameter ps,k. One considers two patterns to represent the evolution with time of
ps,k, which impact the evolution of the slice resource demands. The first, illustrated
in Figure 8.2a corresponds to a constant demand ps,k = 1 during the whole lifetime
of the slice. The second, shown in Figure 8.2b, describes a slice whose demand
evolves from one time slot to the next.

Time slot
0.0

0.6

0.8

1.0

p

kon
s koff

s

(a)

Time slot
0.0

0.6

0.8

1.0

p

kon
s koff

s

(b)

Figure 8.2: Probability pattern of service usage: (a) constant over a time interval
and (b) piece-wise constant.

We reuse the three types of slices introduced in Section 7.5.1.3

• Slices of type 1 aim to provide an HD video streaming service at an average
rate of 6 Mbps for VIP users, e.g., in a stadium. The number of users of a slice
s of type 1 follows a binomial distribution B (500, ps,k). The required SSP for
type 1-slices is psp

s
= 0.99;
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• Slices of type 2 are dedicated to provide an SD video streaming service at an
average rate of 4 Mbps. The number of users of a slice s of type 2 follows
a binomial distribution B (2000, ps,k). The required SSP for type 2-slices is
psp
s

= 0.95;

• Slices of type 3 aim to provide a video surveillance and traffic monitoring
service at an average rate of 2 Mbps for 200 cameras. The required SSP for
type 3-slices is psp

s
= 0.9.

The functional architecture of each type is given in Chapter 6, Section 6.5.1.2. The
values of U-RD and SFC-RD are given in Table 7.4.

The slice type is chosen uniformly at random. For slices of type 1 and 2, the
demand pattern is also chosen uniformly at random.

A normalized unit duration time slot is considered, i.e., T = 1. The processing
duration has value of εT = 0.1T . The number of provisioning request arrivals in
each time slot obeys a Poisson distribution Pois (µ) of parameter µ = 2. The arrival
time of each slice request is uniformly distributed within each time interval Tk.
The activation delay (i.e., kon

s − ks) follows the uniform distribution U (1, 6) and the
lifetime follows the uniform distribution U (1, 3).

8.5.1.3 Background Services

At each infrastructure node i ∈ N and link ij ∈ E and for all time slots k, we
assume that the resources consumed by best-effort background services follow a
normal distribution with mean and standard deviation equal to respectively 20%

and 5% of the available resources at a node and at a link, i.e.,{
Bn,k (i) , B̃n,k (i)

}
= {0.2an (i) , 0.05an (i)} ∀i ∈ N , ∀n ∈ Υ,{

Bb,k (ij) , B̃b,k (ij)
}

= {0.2ab (ij) , 0.05ab (ij)} , ∀ij ∈ E .

The provisioning impact probability threshold pim is set to 0.1.

8.5.2 Results

The performance of the provisioning variants (J-PP and S-PP) is evaluated consid-
ering the following metrics: slice request acceptance rate, per-slice provisioning
cost, average response delay (i.e., time between the time instant the request arrives
and the time instant at which it is processed), average number of adjusted VNF
instances per slice, and average computing time for each slice request.

8.5.2.1 Resource Provisioning for a Single Slice

A first simulation aims at illustrating the impact of the adaptation costs described
in Section 8.2.2.3, on the adjustments of the provisioned resources between consec-
utive time slots. A single slice of type 1 with the demand pattern of Figure 8.2b is
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considered. Consequently, the J-PP and S-PP provisioning variants yield the same
provisioning assignment κs,`.

Figure 8.3b illustrates the evolution with the time index ` of κs,` for a slice s of
type 2, characterized by an activation duration of three time slots and a demand pat-
tern of type 2 (increasing for the second time slot and decreasing for the third one).
In Figure 8.3b, the entries for which ys,` (i, v) = max {κs,` (i, v)− κs,`-1 (i, v) , 0} > 0

are highlighted in red, indicating an increase of the provisioned resources for slice s
during consecutive time slots. Comparing Figure 8.3a, where ca = 0 and Fig-
ure 8.3b, where ca > 0, one observes that the number of adjustments of node as-
signment κs,` (i, v) is reduced when ca > 0, as expected.

on off

(a) κs,` (i, v) when ca = 0.

offon

(b) κs,` (i, v) when ca > 0.

Figure 8.3: Evolution of the provisioning assignment κs,` (i, v) for a single slice (for
each matrix, rows correspond to i, columns to v) when (a) ca = 0 and (b) ca > 0;
the matrix entries with κs,` (i, v) − κs,`-1 (i, v) > 0 are highlighted in red, whereas
entries with κs,` (i, v)− κs,`-1 (i, v) 6 0 and κs,` (i, v) > 0 are in green.

8.5.2.2 Resource Provisioning for Multiple Slices

In this simulation, 1000 slice requests are generated among which 250 are tagged
as Premium uniformly at random. Four choices are considered for the parameters
α and ∆P , all with Pmax = 3, see Section 8.3.1. These choices impact the processing
strategy of Premium and Standard slice requests. When (α,∆P ) = (0.5, 0), Pre-
mium requests are processed immediately and Standard requests are processed in
the time slot preceding their activation time slot. When α = 0, whatever the value of
∆P , Premium and Standard requests are processed immediately, starting with the
Premium requests. With (α,∆P ) = (0.5, 0.5) and (α,∆P ) = (0.5, 1), intermediate
processing delays are obtained for Standard slices.

Figure 8.4 compares the performance of the J-PP and S-PP provisioning variants
considering the four slice requests processing strategies induced by the choices of
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Figure 8.4: Performance comparison of the different processing strategies (α,∆P )
with the J-PP and S-PP variants, in terms of (a) average response delay, (b) accep-
tance rate of slice requests, (b) average adjusted instances, (d) average cost per slice,
and (e) computing time.

The average response delay for each slice request is shown in Figure 8.4a. The
J-PP and S-PP variants share the same prioritized processing policy, therefore, both
variants provide the same result in terms of response delay. When α = 0, all
requests are processed immediately, independently of their priority. The observed
delay is only due to the processing which takes place at the end of each time slot
during the processing time interval of duration εT . When α = 0.5, the processing
delay remains constant for Premium slices and increases when ∆P decreases for
Standard slices.

Figure 8.4b illustrates the acceptance rate for the various processing strategies.
Processing the slices jointly yields a slightly higher acceptance rate compared to
a sequential approach. The acceptance rate of Premium slice requests is higher
than that of Standard ones. The difference decreases when the average processing
delay of Standard slice requests decreases. The difference is minimum when Stan-
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dard slices are processed just after Premium slices in the same processing slot, i.e.,
when (α,∆P ) = (0, ·). Selecting the processing strategy allows one to adjust the
acceptance rate difference between Premium slices and Standard slices.

Figure 8.4c illustrates the average number of adjustments of node assignments
ys,` (i, v) per slice and per time slot. A joint approach is again more efficient than
a sequential approach. Moreover, when the processing delay of Standard slices
decreases, the number of adjustments for Standard slices decreases too, while the
average number of adjustments of node assignments increases for Premium slices.
This is explained by the fact that delaying more the processing of Standard slices
facilitates finding assignments with fewer adjustments during the lifetime of Pre-
mium slices. The price to be paid is more adjustments for Standard slices.

Figure 8.4d shows the average per-slice provisioning cost charged by the InP
to the MNO. Provisioning resources jointly leads to lower costs compared to a
sequential provisioning. The provisioning costs increase for Premium slices when
the processing of Standard slices is less delayed. For Standard and Premium slices,
the provisioning costs are consistent with the evolution of the average number of
adjustments of node assignments observed in Figure 8.4c.

Figure 8.4e shows that the computing times are independent of the processing
strategy of Premium and Standard slice requests. As expected the S-PP variant is
less time-consuming than the J-PP variant, due to the reduced number of variables
involved.

8.6 Conclusions

This chapter considers a network slicing scenario with slice requests characterized
by variable delays between their submission and activation and by different prior-
ity levels (e.g., Premium and Standard). Considering these hypotheses, we intro-
duce a prioritized slice admission control and resource provisioning mechanism.
Admission decisions are provided and resources required for admitted slices are
provisioned with a response delay depending on the slice priority and on the time
left before its activation.

Adopting the perspective of the InPs, slice admission control and resource pro-
visioning is formulated as a max-min optimization problem. The aim for the InP is
to maximize the amount of admitted slices, i.e., slices for which enough resources
can be provisioned, while minimizing the cost charged to the MNOs. Uncertainties
in the slice resource demands, as well as the presence of background service shar-
ing the infrastructure are taken into account. Two reduced-complexity provisioning
variants, namely J-PP and S-PP, are proposed to get solutions to the max-min prob-
lem.

Numerical results show that the proportion of admitted slices can be efficiently
adjusted depending on the difference in the processing delay between Premium
and Standard slices. When the delay difference increases, Premium slice requests
are granted significantly more frequently, with less adjustments with time in the
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provisioning scheme. This directly impacts the provisioning costs, which are re-
duced for Premium slices compared to Standard slices when the delay difference is
large.



Chapter 9

Conclusions and Perspectives

In this chapter, we summarize the main contributions of this work and discuss
possible future research directions.

9.1 Contributions

In what follows, we return to the research challenges posed in Chapter 1 and briefly
review the answers provided in this thesis.

Challenge 1. Enough infrastructure resources should be provisioned to ac-
commodate slice resource demands, so that the desired service requirements
are satisfied. The amount of resources provisioned to a slice depends on the
characteristics of the service it provides, its QoS requirements expressed, e.g.,
in terms of bandwidth, computing, and storage requirements.

This thesis proposes solutions that provision resources for slices to accommo-
date slice resource demands. The proposed approach goes beyond previous best-
effort approaches, where the SFCs of a slice are deployed sequentially in the in-
frastructure network. With the approach proposed in this thesis, once resources
are provisioned for a given slice, the SFCs of that slice are ensured to get enough
resources to operate properly. This facilitates the satisfaction of the contracted ser-
vice requirements with desired quality. In addition, numerical results show that the
proposed provisioning solutions yield a reduction of the computational resources
needed to deploy the SFCs.

In our provisioning approach, resource demands of a given slice are the aggre-
gate resource demands of users associated to that slice. The aggregate resource
demands of a slice are stated in the SLA between the MNO and the InP (MI-SLA).
The MI-SLA may also include other required constraints, e.g., the successful pro-
visioning probability when accounting the uncertainties of slice resource demands.
When performing the slice resource provisioning, the MI-SLA has to be satisfied,
thus guaranteeing enough infrastructure resources are provisioned for the targeted
slices.

117
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Challenge 2. In a wireless slicing context, e.g., RAN slicing, some constraints
related to the coverage area of the slice as well as the user location also have
to be taken into account.

This challenge has been addressed in Chapter 6. This chapter considers the
problem of provisioning for joint core and radio access network resources, account-
ing some coverage constraints. To address the problem of user location (unknown
during the resource provisioning phase), we have adopted a subarea partitioning
approach. The coverage areas of slices are partitioned in subareas and, instead
of provisioning radio blocks to users, one tries to provision radio blocks to each
subarea. Several additional constraints have been presented to satisfy the coverage
requirements. The main coverage constraints include: a constraint to ensure the
provisioned radio resources (RBs) do not exceed the capacity of RRHs; a constraint
to satisfy the minimum average user demand and the total slice radio resource
demand for both uplink and downlink traffic; and finally a constraint to ensure
the proportionality between provisioned radio resources for uplink and downlink.
These additional constraints lead to a complicated optimization problem when con-
sidering the problem of joint radio and network resource provisioning. The joint
provisioning problem (called one-step provisioning) becomes intractable when the
number of slices increases. To cope with this issue, we have introduced an alterna-
tive approach (called two-step provisioning), in which the radio resource provision-
ing and network resource provisioning are performed sequentially. This approach
is shown to have a lower time complexity than that of the joint approach, while still
yielding good performance in terms of provisioning cost and efficiency of infras-
tructure resource utilization.

Challenge 3. An efficient slice resource provisioning mechanism should be
robust against the uncertainties related to slice resource demands. Moreover,
the proposed provisioning approach has to be performed so as to limit its
impact on low-priority background services, which may co-exist with slices in
the infrastructure network.

As pointed out in Chapter 7, the dynamics of traffics in individual slices (flow
arrivals/departures), as well as of resource availability on the network infrastruc-
ture, may lead to slice QoS below the level expected by the Service Provider man-
aging the slice. The traditional approach, in which allocated/provisioned resources
are tailored to peak demands, may lead to over-provisioning of resources, thus
decreases the efficiency of infrastructure resource utilization.

In Chapter 7, a slice resource provisioning method robust to randomness of re-
source demands has been proposed. The randomness is due to a partly unknown
number of users with a random usage of the slice resources. The robustness is
achieved by providing a probabilistic guarantee that the amount of provisioned net-
work resources for a slice will meet the slice requirements. The proposed method
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also tries to maintain the impact of resource provisioning on those background
services (which are also time-varying) at a prescribed level.

Challenge 4. Slice provisioning requests should be processed in an anticipated
way, largely before their activation time, to guarantee the availability of infras-
tructure resources at the deployment time and during the life-time of the slices.
The resulting slice admission control mechanism should take into account the
dynamic nature of slice provisioning requests.

This challenge has been addressed in Chapter 8. Slice requests are characterized
by variable delays between their submission and activation time; and by different
priority levels (e.g., Premium and Standard). We designed a prioritized slice admis-
sion control and resource provisioning mechanism. Admission decisions are pro-
vided and resources required for admitted slices are provisioned with a response
delay depending on the slice priority and on the time left before its activation. In
addition, different processing strategies have been proposed, each of which has a
different impact on the processing of slice requests of different priority levels.

Numerical results show that the proportion of admitted slices can be efficiently
adjusted depending on the difference in the processing delay between Premium
and Standard slices. When the delay difference increases, Premium slice requests
are granted significantly more frequently, with less adjustments with time in the
provisioning scheme. This directly impacts the provisioning costs, which are re-
duced for Premium slices compared to Standard slices when the delay difference is
large.

9.2 Perspectives

9.2.1 Accounting Additional Constraints

As discussed in Chapter 2, 5G aims to guarantee services with higher capacity,
higher speed, and lower latency. To support diversified services with different
requirements, some additional constraints, e.g., latency or end-to-end error rate
probability, should be added to the optimization formulation. For instance, for
URLLC services, which require stringent constraints in terms of latency (order of
milliseconds), some latency constraints should be taken into account. In general,
latency comes from several sources such as transmission delay, propagation delay,
queuing, processing delays, etc. The combination of those delay sources produces
a complex and variable network latency profile. Some latency constraints have
been considered in the literature for the SFC embedding problem, e.g., [Alleg et al.,
2017, Qu et al., 2019]. In an SFC embedding problem, only one infrastructure path
is used to map to one SFC. It is thus easier to formulate the latency constraints
than when considering a slice resource provisioning problem, where a slice may
stretch across multiple paths in the infrastructure. A way to address this issue is to
perform a worst-case analysis.
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9.2.2 Development of Heuristics

To cope with a large number of variables and constraints involved in large opti-
mization instances (ILPs or MILPs), various heuristics should be developed. In
what follows, we present two prospective candidates for the design of heuristics,
the column generation (CG) approach and the eigendecompostion approach, and see
how these techniques could be used in the context of slice resource provisioning.

Column Generation CG is an efficient method for solving large linear programs
[Nemhauser, 2012]. The principal idea of CG is that it is not necessary to consider
all variables of a problem explicitly since, most of the variables are practically non-
basic, i.e., take a null value in the optimal solution of the linear program (LP). In
that case, when solving an LP instance, theoretically only a subset of variables of
the LP need to be considered. Considering an LP having minimization form, CG
leverages this idea to identify, or generate, only the variables which potentially reduce
the objective function1, i.e., to find variables with negative reduced cost.

CG decomposes the original LP (called master problem) into two problems: the
restricted master problem (RMP) and the pricing problem (PP). The RMP takes exactly
the form of the original LP with only a small subset of considered variables (called
generated columns). The other unconsidered variables fall in the second group of
variables (called non-generated columns). In the pricing problem, one checks whether
any non-generated column that has been left out has negative reduced cost—if so,
that column is added to the RMP and the RMP is solved again. This iterative CG
algorithm is repeated until no negative reduced cost variables are identified. When
the sub-problem return a solution with non-negative reduced cost, one can conclude
that the current solution to the master problem is optimal. This decomposition
of problems into master and sub-problems has enabled great reduction of time
complexity compared to the original LP. The principles of the column generation
method is summarized in Example 9.1.

Example 9.1 (Principles of column generation method). Consider the following
master problem (MP) and its dual problem (MP-Dual)

(MP) min
x

∑
j∈J

cjxj →

s.t.
∑
j∈J

aijxj 6 bi,∀i ∈ I,

xj ≥ 0,∀j ∈ J .

(MP-Dual) max
y

∑
i∈I

cjyj

s.t.
∑
i∈I

aijyi ≥ cj ,∀j ∈ J ,

yi ≥ 0,∀i ∈ I.

Here y is the dual variables of x. In general, given yi > 0, ∀i ∈ I, we want
to find the index j of variable xj yielding the minimum reduced cost c∗j , that
is,

1When the LP is a maximization problem, CG will generate only the variables that potentially
increase the objective function.
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j? = arg min
j∈J

cj ,

where cj = cj −
∑

i∈I aijyi. In the simplex method, this is accomplished by
calculating all possible reduced costs cj , j ∈ J and then selecting the most
negative one. However, such explicit search of j? in J is very time consum-
ing, especially when dealing with J of large size. In the column generation
method, we instead consider the MP with a reasonably small subset J ⊆ J .
This transforms the original MP to a RMP as follows

(RMP) min
x

∑
j∈J

cjxj

s.t.
∑
j∈J

aijxj 6 bi,∀i ∈ I,

xj ≥ 0,∀j ∈ J .

After solving the restricted master problem, we get the dual variables yi ,
∀i ∈ I. In order to check the optimality of the current solution, we solve the
following pricing problem

(PP) c∗j = min
j

(
cj −

∑
i∈I

aijyi

)

If the objective value c∗j of the PP is negative, the corresponding variable
with index j (i.e., xj) is added to the RMP, and we repeat the optimization by
solving again the RMP. Otherwise, c∗j > 0 indicates that no reduced cost cj is
negative, the solution cannot be more improved and the CG algorithm stops.

Some prior researches, e.g., [Hu et al., 2013, Jarray and Karmouch, 2015, Liu
et al., 2017], have used CG to solve the SFC embedding problem. For instance, [Liu
et al., 2017] applies CG to the problem of dynamic SFC embedding. The master
problem, which addresses the embedding of newly arrived SFCs and readjustment
of in-service SFCs, is formulated as an ILP. In the proposed CG formulation, the
pricing problem, in each iteration, tries to minimize the reduced cost and returns
a feasible embedding solution for a single SFC. The RMP inherits the ILP formula-
tion from the master problem but only considers the set of generated embedding
solutions (columns) obtained from solving the PP.

When applying CG to the slice resource provisioning problem studied through-
out this thesis, the most difficult step is to model the pricing problem. In [Liu et al.,
2017], each column (embedding solution) contains the node and link mapping re-
sults for a single SFC. Each mapping solution uses only one infrastructure path.
When considering the provisioning solution for a given slice, several nodes and
paths may be used to provision resources for the slice. Modeling a column and the
corresponding pricing problem thus becomes more challenging.
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Eigendecomposition This method was first introduced in [Umeyama, 1988] to
solve weighted graph matching problems (WGMPs). As discussed in Section 3.1,
the work in [Mechtri et al., 2016] is one attempt to formulate the SFC embedding
as a WGMP and then solve it using the eigendecompostion approach. In [Mechtri
et al., 2016], the SFC graph and the infrastructure graph are modeled as weighted
graphs, on which each node and each link have their own weight corresponding to
their required resource (for the SFC graph), or their available resource (for the in-
frastructure graph). The eigendecompostion then tries to find the optimum match-
ing between the SFC graph and the infrastructure graph.

Example 9.2 shows the weighted graphs of SFC and infrastructure network and
how the matrix M is constructed to find the potential matching between these
graphs.

Example 9.2 (SFC embedding using eigendecomposition). The figures below
illustrate the (a) SFC graph, (b) Network Connectivity Topology (NCT) graph,
and (c) the infrastructure graph (example taken from [Mechtri et al., 2016]).
The weights in the infrastructure graph represent the available resources whereas
those in the SFC and the NCT graphs refer to the resource demands.

(a) SFC graph

(b) Network Connectivity 
Topology (NCT) graph 

(c) Infrastructure graph

The NCT graph takes exactly the same topology of the SFC graph, with the
same weights on nodes. The weights in links of the NCT graph represent the
aggregate bandwidth demand of the SFC links.

The eigendecomposition algorithm proposed in [Mechtri et al., 2016] first
computes the adjacency matrices AI and ANCT as follows

AI =



3 7 0 3 1 0

7 8 9 2 0 0

0 9 15 4 10 0

3 2 4 5 3 0

1 0 10 3 11 5

0 0 0 0 5 2


⇒



3 7 7 3 1 5

7 8 9 2 9 5

7 9 15 4 10 5

3 2 4 5 3 4

1 9 10 3 11 5

5 5 5 4 5 2


, (9.1)
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ANCT =


3 7 0 0

7 2 2 5

0 2 5 2

0 5 2 3

 add padding (0)⇒



3 7 0 0 0 0

7 2 2 5 0 0

0 2 5 2 0 0

0 5 2 3 0 0

0 0 0 0 0 0

0 0 0 0 0 0


. (9.2)

AI and ANCT represent respectively the infrastructure and the NCT graphs.
In each matrix, the diagonal elements (i.e., AI (i, i) and ANCT (i, i)) refer to the
node weights and the off-diagonal elements (i.e., AI (i, j) and ANCT (i, j), i 6= j)
refer to the link weights between nodes i and j.

In AI, some elements corresponding to indirect links in the infrastructure
graph are firstly set to zero (e.g., AI (1, 3) = AI (1, 3) = 0, highlighted in red in
AI). Those elements are then recalculated based on the maximal bandwidth
between the corresponding nodes. For instance, the nodes 1 and 3 have no
direct connection and have a maximal bandwidth of 7 (via the path 1→ 2→ 3),
hence AI (1, 3) and AI (3, 1) are reset to 7, and so forth, as shown in (9.1).

In ANCT, since the NCT graph is usually smaller than the infrastructure
graph, ANCT is transformed into a matrix of the same size as AI by adding
zero paddings, as shown in (9.2).

Denote UI and UNCT as the eigenvector matrices of AI and ANCT. The eigen-
decomposition algorithm finally computes a matrix M based on UI and UNCT

as
M = UNCT × U>I , (9.3)

where each element of U I and UNCT takes the absolute value of respectively UI

and UNCT. One obtains

(1) (2) (3) (4) (5) (6)

(a)

(b)

(c)

(d)

Infrastructure nodes

S
F

C
 nodes

The columns of M correspond to the infrastructure nodes, whereas the
first four rows of M correspond to the SFC nodes. For each row i of M , the
algorithm selects the element M (i, j) with the highest value as a potential can-
didate for the mapping of the corresponding SFC node i to the infrastructure
node j. The mapping is double-checked by verifying whether the resource
demands are satisfied. If the node candidate with the highest value does not
satisfy the required constraints, the node with the second highest value in the
same column is selected, an so forth, until every constraints are satisfied. In
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this example, the SFC nodes a and c are mapped to the infrastructure nodes 1

and 3, which have the highest values in M (highlighted in green), whereas the
SFC nodes b and d are mapped to infrastructure nodes 2 and 5, which have
the second highest values in the corresponding rows in M (the highest values
in these rows are highlighted in orange).

Applying the eigendecompostion method to the problem of slice resource pro-
visioning is more difficult, since each slice node may require several infrastructure
nodes on which resources are provisioned. In other words, the slice resource pro-
visioning cannot be represented by a one-to-one mapping. One possible approach
is, in each time, to provision resources for each SFC of the slice, until the aggregate
resource demands of the slice is reached. With this approach, the construction of
the matrix M is still useful to have an initial guess for the provisioning solution for
each SFC.

9.2.3 Multi-Domain Network Slicing

One of the challenging problems in network slicing is to deploy end-to-end network
slices, which refer to slices that span across multiple domains, not just a single
domain. For example, network slices may stretch across a huge geographic area at
worldwide level, or encompass areas where slice coverage can only be guaranteed
by using resources from different MNOs or InPs.

Similarly, some specific services may need computing and storage resources
offered by a particular cloud providers [Taleb et al., 2019]. In such situation, the de-
ployment of network slices require an efficient combination of resources provided
by different InPs. The problem of slice resource provisioning in a multi-domain
context thus becomes very challenging. Each InP may find its own resource pro-
visioning solution for a part of the slice resource demands, and afterwards, there
requires an efficient coordination between the InPs to eventually have a feasible
provisioning solution that allows the slices to operate across the networks provided
by those InPs.

To address this problem, one may introduce two algorithms, one is used by the
InPs to solve the provisioning problem for the part of slice resource demands that
each InP receives, and one another is used by a central entity that coordinates the
InPs. This algorithm should return several possible solutions. And then, the InP
coordinator runs the second algorithm with the results given by the InPs to find a
feasible final solution that accounts for the total resource demands. Such approach
has been considered in the literature, e.g., in [Boutigny et al., 2018, Fossati et al.,
2020], but for the problem of SFC embedding. Further investigations are needed
when considering this approach for the problem of slice resource provisioning.

9.2.4 Slot-by-Slot Provisioning

In Chapter 8, resources are provisioned for the whole life time of each slice. Con-
sidering all active time slots of a given slice simultaneously helps reducing the
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required adjustments of node resources, but leads to large optimization problems,
especially when the life time of slices spans over many time slots. An alternative
approach to address this problem is to perform the slice resource provisioning in a
slot-by-slot manner, i.e., instead of considering all active time slots simultaneously,
one may try to provision resources for the slice sequentially for each time slot in
which it is active.

We now consider the resource provisioning for a single slice s and for a single
time slot ` ∈ Ks in which it is active. The objective of Problem 8.3 presented in
Chapter 8 can be adapted to the slot-by-slot provisioning approach as follows

max
ds,`

min
κs,`

Csbs (κs,`) = Cr (κs,`) + Cf (κs,`) . (9.4)

Compared to the objective function of Problem 8.3, in the objective function Csbs,
the adaptation cost Ca =

∑
i∈N

∑
v∈Ns

ys,` (i, v) ca (i) is omitted since only one time
slot is considered. Similarly, the constraints in Problem 8.3 can be adapted for one
single time slot `. The final provisioning decision for the considered slice is the
aggregate of all provisioning results for each time slot. This approach is expected
to yield a reduction in time complexity when solving the slice resource provisioning
problem.

Nevertheless, when considering a slot-by-slot provisioning approach using the
objective function Csbs, the provisioning result of a given time slot ` does not take
into account the prior provisioning result obtained in the previous time slot ` − 1,
i.e., κs,`-1. This possibly yields several changes in κs,`, thus leading to many rede-
ployment (e.g., migration) of VNF instances. To address this issue, for each time
slot ` ∈ Ks, one may take the results κs,`-1 of time slot ` − 1 as input for the opti-
mization problem run in time slot `. For this approach, called myopic provisioning,
the objective function Csbs in (9.4) can be updated as

C
my
sbs (κs,`|κs,`-1) = Cr (κs,`) + Cf (κs,`) +

∑
i,v

(1− κ̃s,`-1 (i, v)) κ̃s,` (i, v) ca (i) , (9.5)

where the additional variable κ̃s,` (i, v) ∈ {0, 1} is the node mapping indicator, i.e.,κ̃s,` (i, v) = 1 if κs,` (i, v) > 0,

κ̃s,` (i, v) = 0 otherwise.

The last term of (9.5),
∑

i,v (1− κ̃s,`-1 (i, v)) κ̃s,` (i, v) ca (i) accounts for the cost of
using a new infrastructure node i to provision resources for any virtual node v, i.e.,
this cost is not counted if a VNF instance reuses the infrastructure node that was
previously used.

We can go even further by taking into account both prior information (provision-
ing solution for the previous time slot, κk-1) and posterior information (predicted
variations of slice resource demands in the next consecutive time slots, i.e., Rs,`+1,
Rs,`+2, ...). This approach is called foresighted provisioning.
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Figure 9.1: Performance comparison of three variants in saturated scenario, in terms
of (a) acceptance rate, (b) number of redeployed VNF instances, (c) normalized
provisioning cost, and (d) normalized earning.

Considering first the one-step ahead foresighted provisioning, i.e., the posterior
information only contains Rs,`+1. The objective function for this approach can be
formulated as a sum of two weighted myopic costs Cmy

sbs , one accounting for the
provisioning of slices for the first active time slot `, and an other accounts for the
consecutive time slot `+ 1, associated with a discount factor λ. The objective func-
tion of the one-step ahead foresighted provisioning approach, denoted as Cfo,1

sbs , can
be defined as

Cfo,1
sbs (κs,`,κs,`+1|κs,`-1) = C

my
sbs (κs,`|κs,`-1) + λC

my
sbs (κs,`+1|κs,`) . (9.6)

Similarly, the foresighted cost function for N -step ahead, Cfo,N
sbs , is given by

Cfo,1
sbs (κs,`,κs,`+1|κs,`-1) = C

my
sbs (κs,`|κs,`-1) +

N∑
i=1

λiC
my
sbs

(
κs,`+i|κs,`+(i-1)

)
, (9.7)

where λi is the discount factor associated with Cmy
sbs

(
κs,`+i|κs,`+(i-1)

)
.

Figure 9.1 shows some preliminary results of different slot-by-slot provisioning
variants: static, myopic, and foresight, when considering respectively Csbs, C

my
sbs ,

and Cfo,1
sbs as objective functions. It can be seen that all variants yield a similar

acceptance rate of slice requests. Nevertheless, static variant requires a much
higher number of VNF instances to be redeployed, see Figure 9.1b), thus yielding
a higher provisioning cost compared to the myopic and foresight schemes (see
Figure 9.1c), leading to lower earnings for the InP, as shown in Figure 9.1d. In
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general, the foresight scheme performs the best among the three variants.
In future work, the slot-by-slot slice resource provisioning approach considering

the objective functions Csbs, C
my
sbs , and Cfo,N

sbs will be carefully studied and compared
with the methods introduced in Chapter 8.
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Appendix A

Synthèse

A.1 Contexte

La cinquième génération de réseau mobile (5G) offre aux opérateurs des opportu-
nités uniques d’aborder de nouveaux modèles économiques pour les entreprises
et le grand public. Les réseaux 5G ciblent différents secteurs industriels avec pour
objectifs de faciliter la gestion, l’automatisation, la surveillance de processus, etc.
Les services dédiés aux marchés verticaux, par exemple, l’énergie, l’e-santé, la ville
intelligente, les voitures connectées, etc., seront plus facilement déployés [Li et al.,
2017]. L’architecture 5G apporte la flexibilité requise pour prendre en charge de
nombreux services avec différentes niveaux d’exigences en termes de latence, de
débit et de disponibilité [Kaloxylos, 2018].

Pour augmenter cette flexibilité, les réseaux mobiles évoluent vers des systèmes
constitués de ressources virtuelles qui peuvent être instanciées et libérées à la de-
mande pour répondre aux demandes des clients. Des technologies telles que les
réseaux définis par logiciels (RDL) et la virtualisation des fonctions réseau (VFR)
jouent un rôle d’une importance croissante pour fournir une telle flexibilité aux
réseaux mobiles [Basta et al., 2014].

Tirant parti de technologies de RDL et de VFR, le découpage en tranches de
réseau (network slicing en anglais) est apparu comme une technologie clé [5G Ame-
ricas, 2016, IETF, 2017, Barakabitze et al., 2020]. Le découpage du réseau réduit les
coûts globaux d’équipement et de gestion du réseau [Liang and Yu, 2014] tout en
augmentant sa flexibilité d’exploitation [Rost et al., 2017]. Plusieurs réseaux virtuels
ou tranches dédiés peuvent être gérés en parallèle sur une même infrastructure ré-
seau. Avec le découpage en tranches du réseau, des marchés verticaux peuvent
être abordés : les clients peuvent gérer leurs propres applications en exploitant des
tranches adaptées à leurs besoins [GSM Alliance, 2017]. Comme l’indique [Weldon,
2015], l’industrie des réseaux a entamé une transformation massive vers la virtuali-
sation des réseaux, comme en témoigne le nombre croissant de résultats publiés, de
brevets déposés, les démonstrations, les preuves de concept, les essais sur le terrain
et les accords commerciaux.
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A.2 Réservation de Ressources pour des Tranches de Ré-
seau

Dans les approches classiques de déploiement de tranches de réseau, les diverses
chaînes de fonctions de service (CFS) d’une tranche de réseau sont déployées sé-
quentiellement dans le réseau d’infrastructure. Dans cette thèse, nous proposons
des solutions de réservation de ressources pour les tranches de réseau afin de sa-
tisfaire les demandes. Dans l’approche proposée, les ressources sont réservées à
l’avance dans l’infrastructure pour le déploiement futur des CFS.

Une fois la réservation effectuée pour une tranche de réseau donnée, les CFS de
cette tranche ont l’assurance de disposer des ressources réservées. Cela facilite la
satisfaction des exigences en termes de qualité de service de la tranche de réseau.
Les chapitres 5–8 de cette thèse montrent que les solutions de réservation proposées
permettent de réduire les besoins de calcul nécessaires au déploiement des CFS.

La figure A.1 illustre l’approche d’intégration de CFS considérée dans l’état de
l’art (figure A.1a), par rapport à l’approche proposée où les ressources nécessaires
pour les tranches de réseau sont préalablement réservées (figure A.1b). La fig-
ure A.1b montre que le processus d’intégration (ou de déploiement) de CFS est
divisé en deux phases : premièrement, la réservation des ressources est effectuée
pour une tranche de réseau donnée et deuxièmement, les CFS de cette tranche sont
déployées en exploitant les ressources réservées dans la première phase.

CFS 1

CFS 2
...

allocation de ressources du slice
(déploiement direct des CFS de la tranche)

(a) Le déploiement direct des CFS.

CFS 1

CFS 2
...

réservation de resources pour la tranche1

allocations de ressources de la tranche
(déploiement des CFS de la tranche)

2

(b) Déploiement des CFS après réserva-
tion de ressources.

Figure A.1: Illustration de (a) le déploiement direct des CFS, et (b) l’approche en
deux phases proposée, où la réservation des ressources de tranches de réseau est
effectué avant le déploiement des CFS.

Le point de vue d’un fournisseur d’infrastructure réseau (FIR) est adopté dans
cette thèse. Plusieurs méthodes de réservation sont étudiées pour tenir compte
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de divers cas d’usage. Nous proposons d’abord une méthode de réservation de
ressources de tranches de réseau, répondant aux demandes de plusieurs tranches
en termes de capacité de calcul, de mémoire et de ressouces radio. Nous éten-
dons ensuite la méthode de réservation en considérant la situation où les tranches
doivent être déployées sur différentes zones géographiques. Dans une telle situ-
ation, les contraintes associées à la couverture radio telles que des contraintes de
débit minimum par utilisateur doivent être prises en compte. Enfin, la réservation
de ressources de tranches et le contrôle d’admission sont combinés pour faire face
(i) aux incertitudes liées aux demandes de ressources de tranches (par exemple, la
fluctuation des demandes de ressources des utilisateurs, la variation temporelle du
nombre d’utilisateurs d’une tranche, etc.) ; et (ii) la nature dynamique des deman-
des de tranches de réseau, c’est-à-dire les demandes d’activation et de desactivation
des tranches.

L’approche proposée s’intègre dans la vision 3GPP dela gestion des tranches de
réseau [3GPP, 2020]. Les méthodes de réservation des ressources de tranches pro-
posées peuvent être réalisées dans la tâche de préparation de l’environnement réseau
de la phase de préparation, voir la figure A.2. Au cours de cette phase, la con-
ception et la planification de la capacité d’une tranche, l’intégration et l’évaluation
des fonctions réseau requises et la réservation des ressources de l’infrastructure
doivent être effectuées avant la création et l’activation des instances de nécessaires
pour cette tranche. Les aspects de gestion du découpage du réseau sont considérés
au chapitre 2.

Cycle de vie de l´instance d´une tranche de ŕeseau

Création

Mise en service Mise hors service

TerminaisonActivation

Opération

Désactivation

Modification

Suivi RapportEmbar-
quement

Préparation

Préparation de 
l'environnement réseau

Design

Figure A.2: La vision du 3GPP de la gestion des tranches de réseau [3GPP, 2020].

A.3 Défis de Recherche

L’un des principaux problèmes à résoudre dans ce contexte est de fournir à chaque
tranche de réseau la bonne quantité de ressources physiques (calcul, mémoire et ra-
dio) afin de répondre aux demandes de ressources formulées afin de satisfaire aux
exigences de service définies par l’opérateur de réseaux virtuels. La quantité de
ressources réservées pour une tranche dépend des services qui y sont attachés, de
leur niveau d’exigence de qualité de service (QdS) exprimé en termes de latence,
de bande passante, de calcul et de stockage. Ces exigences dépendent de la de-
mande de consommation de services dans la tranche. Différents types de tranches
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de réseau peuvent coexister (par exemple, vidéo ultra-HD, e-santé, réseau de cap-
teurs, systèmes de transport intelligents, jeux vidéos, internet tactile, etc.). Une
meilleure identification des besoins des tranches de réseau facilite la réservation
des ressources. Ceci correspond au défi 1 suivant.

Défi 1. Une quantité suffisante de ressources doit réservée sur l’infrastructure
réseau pour répondre aux besoins des tranches, afin de répondre aux exi-
gences de service souhaitées. La quantité de ressources allouées à une tranche
dépend des caractéristiques du service qu’il fournit, de ses exigences de QdS
exprimées, par exemple, en termes de bande passante, de capacité de calcul,
et de mémoire.

De nombreux défis restent à relever lorsque le découpage du réseau intègre la
partie sans fil des réseaux 5G [Li et al., 2017, Kaloxylos, 2018], où l’accès radio doit
être pris en compte. Par exemple, dans [Chatterjee et al., 2018], les caractéristiques
de service requises par un fournisseur service (FS) sont : le débit minimum, la
probabilité de couverture avec un débit minimum, la densité des équipements util-
isateurs (EU) et la zone géographique à couvrir par la tranche. Dans cette thèse,
nous abordons également le problème de réservation de ressources avec des con-
traintes de couverture. Le défi 2 résume ces problèmes.

Défi 2. Lors du découpage en tranche du réseau d’accès radio, les contraintes
liées à la couverture radio ainsi qu’à la localisation des utilisateurs doivent
également être prises en compte.

Dans l’article [Barakabitze et al., 2020] sur le découpage en tranches du réseau
5G, les auteurs fournissent une taxonomie du découpage du réseau, des archi-
tectures et des défis futurs. L’une des questions ouvertes est de savoir comment
répondre aux exigences de tranches de réseau des différents secteurs verticaux, où
plusieurs segments de réseau, y compris l’accès radio, le transport et les réseaux
cœurs, doivent être pris en compte. Le réseau d’infrastructure sur lequel les tranches
sont exploitées doit supporter des services de haute qualité avec une consommation
de ressources croissante (diffusion vidéo, téléprésence, réalité augmentée, exploita-
tion de véhicules à distance, jeux, etc.). De plus, le nombre d’utilisateurs de chaque
tranche, leur emplacement (généralement difficile à prévoir [Richart et al., 2016]) et
les demandes de ressources peuvent fluctuer avec le temps. Ces incertitudes peu-
vent avoir un impact significatif sur les ressources consommées par chaque tranche
de réseau et rendre le problème de réservation de ressources plus difficile. Les
ressources d’infrastructure suffisantes doivent être dédiées à une tranche donnée
pour garantir une qualité de service appropriée malgré les incertitudes concernant
le nombre d’utilisateurs de la tranche et la demande de chauqe utilisateur. La
surréservation doit également être évitée, afin de limiter les coûts de location des
infrastructures et de laisser des ressources à des tranches concurrentes. Cette prob-
lématique est résumée dans le défi 3.
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Défi 3. Un mécanisme efficace de réservation de ressources de tranches doit
être robuste aux incertitudes liées aux demandes de utilisateurs du service
fourni par cette tranche. De plus, la technique de réservation proposée doit
être mise en œuvre de manière à limiter son impact sur les services d’arrière-
plan de faible priorité, qui peuvent coexister avec les tranches de réseau sur le
réseau d’infrastructure.

En plus du problème d’incertitude, il est également nécessaire de prendre en
compte la nature dynamique des requêtes de tranche de réseau. Ces requêtes pour
la création de tranches arrivent à des instants différents, avec des délais d’activation,
des durées de vie et des demandes de ressources variables dans le temps. Ces
paramètres ont un impact significatif sur les demandes de ressources globales des
tranches de réseau. La variété des services proposés par les tranches de réseau
induit des exigences de QdS très différentes [Li et al., 2018]. Dans les approches
traditionnelles d’allocation de ressources de tranches [Huin et al., 2017, Wang et al.,
2017, Su et al., 2019, Barakabitze et al., 2020], les ressources sont allouées juste
avant leur activation. Avec une telle gestion juste-à-temps, il est difficile de garan-
tir la disponibilité de ressources d’infrastructure au moment du déploiement et
pendant la durée de vie d’une tranche. Dans ce cas, les demandes de tranches
peuvent être rejetées. Par conséquent, une nouvelle approche de réservation des
ressources de tranche doit être introduite, fournissant un contrôle d’admission an-
ticipé. Les tranches sont admises, parfois largement avant leur d’activation, lorsque
suffisamment de ressources d’infrastructure sont disponibles pour répondre à leurs
exigences de qualité de service. Cette problématique est décrite dans le défi 4.

Défi 4. Les requêtes de réservation de resources pour les tranches de réseau
doivent être traitées de manière anticipée, largement avant leur activation. Ceci
permet de garantir la disponibilité des ressources de l’infrastructure au mo-
ment du déploiement et pendant la durée de vie des tranches de réseau. Le
mécanisme de contrôle d’admission de tranche qui en résulte doit prendre en
compte la nature dynamique des requêtes et le niveau de priorité des tranches
de réseau.

A.4 Description de la Thèse

Cette thèse propose des techniques de réservation de ressources pour des tranches
de réseau pour les systèmes de communication de 5ème génération et au-delà.

A.4.1 Plan de Thèse

La partie I présente des généralités sur le découpage d’un réseau en tranches et
donne un aperçu des techniques de l’état de l’art. Les hypothèses considérées tout
au long de la thèse sont également décrites. Les principales contributions de cette
thèse sont présentées dans les parties II et III.
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Partie I (Background and Assumptions) présente des généralités sur le découpage
d’un réseau en tranches et met en présente les directions de recherche liées
au découpage de réseau tout en donnant des éléments de l’état de l’art.

Chapitre 1 (Introduction) introduit le contexte général de cette thèse ainsi que
ses contributions sur l’approche proposée de la réservation de ressources
pour des tranches de réseau. Ce chapitre présent aussi les défis de
recherche liés à l’approche proposée ;

Chapitre 2 (Network Slicing in 5G) présente un bref historique du découpage
de réseau en tranches, met en évidence les principales technologies per-
mettant une mise en oeuvre de cette technique comme les réseaux définis
par logiciels et la virtualisation des fonctions réseau. Ce chapitre décrit
également une architecture conceptuelle d’un système de découpage en
tranche de réseau et aborde différents aspects tels que la gestion du cycle
de vie des tranches de réseaux.

Chapitre 3 (Related Works) résume certaines études liées à divers aspects de la
virtualisation et du découpage en tranches de réseau. Ce chapitre présent
des éléments de l’état de l’art sur (i) l’intégration de CFS et l’allocation
des ressources (ii) l’allocation des ressources avec des contraintes de cou-
verture, (iii) l’allocation des ressources tenant compte d’incertitudes et
(iv) l’allocation dynamique de ressources.

Chapitre 4 (Hypotheses and Assumptions) présente les notations et les hypo-
thèses qui sont utilisées tout au long de la thèse. Un système typique
de découpage de réseau en tranches est décrit, avec toutes les entités
impliquées. La relation et les interactions entre ces entités, par exemple
l’échange des caractéristiques de la demande de l’utilisateur, la demande
de tranche de réseau et le service dédié, sont également détaillées.

Partie II (Resource Provisioning for Deterministic Demands) propose de nouvelles méth-
odes de réservation de ressources pour des tranches de réseau lorsque les
demandes sont déterministes.

Chapitre 5 (Resource Provisioning for the Core Network) aborde le défi 1, dans
lequel le problème de réservation de ressources de tranches dans le
réseau cœur est pris en compte. Dans ce chapitre, les ressources dispo-
nibles dans l’infrastructure et les demandes de ressources pour des tranches
de réseau sont considérées comme déterministes. La formation d’une de-
mande de ressources et de la manière dont le problème de réservation
de ces ressources sont ensuite décrites.

Chapitre 6 (Coverage-Constrained Resource Provisioning) aborde le défi 2. Il
prolonge l’étude du chapitre 5 en considérant le problème de réservation
conjoint des ressources du réseau cœur et RAN. Pour cela, la réservation
de ressources consiste à trouver (i) un ensemble de Stations de Base (SB)
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qui fournit des ressources radio suffisantes aux utilisateurs mobiles pour
satisfaire les contraintes de couverture ; (ii) le placement des FRV sur
les nœuds du centre de données ; et (iii) le routage des flux de données
entre les FRV, tout en respectant la structure des CFS et en optimisant un
objectif donné (par exemple, minimiser les coûts de l’infrastructure et de
logiciel).

Partie III (Resource Provisioning for Slice Requests with Uncertainties) présente quelques
méthodes de réservation de ressources pour des tranches de réseau avec des
incertitudes et des demandes dynamiques.

Chapitre 7 (Uncertainty-Aware Resource Provisioning) étudie une méthode de
réservation des ressources sur l’infrastructure pour les tranches de réseau,
tout en étant robuste à un nombre partiellement inconnu d’utilisateurs
de ces tranches, ce qui entraîne une incertitude sur l’utilisation des res-
sources de ces tranches. De plus, étant donné que certaines parties du
réseau d’infrastructure sur lesquelles des tranches doivent être déployées
sont souvent déjà utilisées par des services en arrière-plan, l’approche
de réservation sera effectuée de manière à limiter son impact sur ces ser-
vices. L’approche proposée dans ce chapitre est une réponse au défi 3 ;

Chapitre 8 (Admission Control and Resource Provisioning for Prioritized Slice Re-
quests with Uncertainties) aborde le défi 4. Il prolonge l’étude présentée
au chapitre 7 en considérant la réservation des ressources des tranches
concurrentes. Il rend compte de la dynamique des requêtes de tranches,
qui fait référence au fait que (i) la demande de ressources de ces tranches
peut évoluer au cours de leur durée de vie, (ii) les demandes sont sou-
mises à l’avance, et (iii) différentes requêtes de tranches de réseau peu-
vent être associées à différents niveau de priorité. Plusieurs stratégies de
réservation à complexité réduite sont envisagées pour résoudre le prob-
lème de réservation de ressources pour des tranches de réseau, en tenant
compte du cycle de vie des requêtes de tranches (c’est-à-dire le temps
d’arrivée, d’activation et de départ), tout en étant robustes vis-à-vis des
incertitudes sur les demandes de ressources. De plus, les méthodes pro-
posées tiennent compte du niveau de priorité des tranches et fournissent
un taux d’acceptation dépendant de la priorité des requêtes.

Chapitre 9 (Conclusion and Perspective) présente quelques conclusions et per-
spectives. Ce chapitre aborde certains aspects qui méritent plus de dével-
oppements et quelques pistes de recherche potentielles.

A.4.2 Résumé des Contributions

Dans ce qui suit, nous passons brièvement en revue les réponses apportées dans
cette thèse aux défis de recherche posés au paragraphe A.3.
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Défi 1 Pour répondre au défi 1, cette thèse propose des solutions qui fournissent
des ressources pour les tranches de réseau afin de répondre à leurs demandes.
L’approche proposée va au-delà des approches précédentes de type best-effort, où
les CFS d’une tranche sont déployés séquentiellement dans le réseau d’infrastruc-
ture. Avec l’approche proposée dans cette thèse, une fois que les ressources sont
réservées pour une tranche donnée, les CFS de cette tranche sont assurées d’ob-
tenir suffisamment de ressources pour fonctionner correctement. Cela facilite la
satisfaction des exigences de service contractées avec la qualité souhaitée. De plus,
les résultats numériques montrent que les solutions de réservation proposées per-
mettent de réduire les besoins de calcul nécessaires pour déployer les CFS.

Dans notre approche de réservation, les demandes de ressources d’une tranche
donnée agrègent les demandes de ressources des utilisateurs du service proposé par
cette tranche. Les demandes de ressources globales d’une tranche sont indiquées
dans le contrat (C) entre l’opérateur de réseau virtuel (ORV) et le FIR (C-ORV-FIR).
Le C-ORV-FIR peut également inclure d’autres contraintes requises, par exemple,
la probabilité réussite de la réservation lors de la prise en compte des incertitudes
des demandes de ressources. Lors de l’exécution de la réservation des ressources
pour la tranche de réseau, le C-ORV-FIR doit être satisfait, garantissant ainsi que
suffisamment de ressources d’infrastructure sont réservées.

Défi 2 Ce défi est abordé au chapitre 6. Ce chapitre examine le problème conjoint
de réservation des ressources du réseau cœur et du réseau d’accès radio, en tenant
compte de contraintes de couverture. Pour résoudre le problème de la localisa-
tion de l’utilisateur (inconnu lors de la phase de réservation des ressources), nous
avons adopté une approche de partitionnement en sous-zones de la zone à cou-
vrir. Au lieu de fournir des blocs radio (BR) aux utilisateurs, on essaie de fournir
des BR à chaque sous-zone. Plusieurs contraintes supplémentaires ont été présen-
tées pour satisfaire les exigences de couverture : une contrainte pour s’assurer que
les BR réservés ne dépassent pas la capacité des têtes radio ; une contrainte pour
satisfaire la demande moyenne minimale des utilisateurs et la demande totale de
ressources radio par tranche pour le trafic de liaison montante (uplink) et de liaison
descendante (downlink) ; et enfin une contrainte pour assurer la proportionnalité
entre les ressources radio réservées pour la liaison montante et la liaison descen-
dante. Ces contraintes supplémentaires conduisent à un problème d’optimisation
complexe lorsque l’on considère le problème de réservation conjoint des ressources
radio et cœur. Le problème de réservation conjoint (appelé réservation en une étape)
devient insoluble lorsque le nombre de tranches augmente. Pour faire face à ce pro-
blème, nous avons introduit une approche alternative (appelée réservation en deux
étapes), dans laquelle la réservation des ressources radio et des ressources du réseau
cœur sont effectués séquentiellement. Nous avons montré que cette approche a une
complexité inférieure à celle de l’approche conjointe, tout en offrant de bonnes
performances en termes de coût de la réservation et d’efficacité d’utilisation des
ressources de l’infrastructure.
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Défi 3 Comme indiqué à chapitre 7, la dynamique des trafics dans les tranches
(arrivées/départs des flux), ainsi que la disponibilité des ressources de l’infrastruc-
ture, peuvent conduire à une QdS offerte par la tranche inférieure au niveau attendu
par le fournisseur de services gérant la tranche. L’approche traditionnelle, dans la-
quelle les ressources allouées/réservées sont adaptées aux demandes crêtes, peut
conduire à une surallocation des ressources, diminuant ainsi l’efficacité de l’utilisa-
tion des ressources de l’infrastructure.

Dans le chapitre 7, une méthode de réservation des ressources de tranches ro-
buste au caractère aléatoire des demandes de ressources a été proposée. Le caractère
aléatoire est dû à un nombre en partie inconnu d’utilisateurs avec une utilisation
aléatoire des ressources de tranche. La robustesse est obtenue en fournissant une
garantie probabiliste que la quantité de ressources réseau réservée pour une tranche
satisfera aux exigences de cette tranche. La méthode proposée essaie également de
maintenir l’impact de la réservation de ressources sur les services en arrière-plan
(qui varient également dans le temps) à un niveau prescrit.

Défi 4 Ce défi est abordé au chapitre 8. Les demandes d’une tranche sont carac-
térisées par des délais variables entre leur soumission et le temps d’activation et
par différents niveaux de priorité (par exemple, Premium et Standard). Nous avons
conçu un mécanisme de contrôle d’admission des tranches et de réservation des
ressources priorisé. Les décisions d’admission sont fournies et les ressources néces-
saires aux tranches admises sont réservées avec un délai de réponse dépendant de la
priorité des tranches et du temps restant avant leur activation. De plus, différentes
stratégies de traitement ont été proposées, dont chacune a un impact différent sur
le traitement des requêtes de tranches selon différents niveaux de priorité.

Les résultats numériques montrent que la proportion de tranches admises peut
être ajustée efficacement en fonction de la différence de délai de traitement entre
les tranches Premium et Standard. Lorsque la différence de délai augmente, les
demandes de tranches Premium sont accordées beaucoup plus fréquemment, avec
moins d’ajustements au fil du temps dans le schéma de réservation. Cela impacte
directement les coûts de réservation, qui sont réduits pour les tranches Premium
par rapport aux tranches Standard lorsque la différence de délai est importante.
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Résumé: Le découpage du réseau est une
technologie clé des réseaux 5G, grâce à laquelle
les opérateurs de réseaux mobiles peuvent créer
des tranches de réseau indépendantes. Chaque
tranche permet à des fournisseurs d’offrir des
services personnalisés. Comme les tranches sont
opérées sur une infrastructure de réseau com-
mune gérée par un fournisseur d’infrastructure,
il est essentiel de développer des méthodes de
partage efficace des ressources.

Cette thèse adopte le point de vue du
fournisseur d’infrastructure et propose plusieurs
méthodes de réservation de ressources pour les
tranches de réseau. Actuellement, les chaines
de fonctions appartenant à une tranche sont

déployées séquentiellement sur l’infrastructure,
sans avoir de garantie quant à la disponibilité
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approches de réservation des ressources pour les
tranches en considérant les besoins agrégés des
chaines de fonctions avant le déploiement effectif
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a abouti, les chaines de fonctions ont l’assurance
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we propose several methods for provisioning re-
sources for network slices. Previous best-effort

approaches deploy the various Service Function
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provision aggregate resources to accommodate
slice demands. Once provisioning is successful,
the SFCs of the slice are ensured to get enough
resources to be properly operated. This facili-
tates the satisfaction of the slice quality of ser-
vice requirements. The proposed provisioning
solutions also yield a reduction of the computa-
tional resources needed to deploy the SFCs.
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