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Spatial Data Focusing Using Direct Sequence Spread Spectrum Modulation

by Michael Derrick ODHIAMBO

This work proposes the implementation of Spatial Data Focusing (SDF) using spread
spectrum techniques. SDF was recently proposed as a candidate alternative to clas-
sical power focusing schemes in wireless geocasting applications. Unlike power fo-
cusing approaches where radiated power is directed to a defined direction, in SDF,
it is the data to be transmitted that is processed in such a manner that it can only
be decoded at a predefined location. This work exploits the dual orthogonality due
to classical quadrature components and orthogonal Gold spreading sequences to de-
sign the IQ and spread spectrum based spatial data focusing (DSSS-SDF-IQ) scheme.
It is demonstrated that SDF attains better spatial selectivity than classical power fo-
cusing for a given antenna array size. The robustness of the proposed scheme is
subsequently demonstrated by implementing it over a classical Urban Canyon 6-ray
multipath channel model, where it is shown that the scheme can exhibit beamwidth
as narrow as 1◦ with only a 4-antenna array. In SDF, the beamwidth is defined
as the area within which data can be decoded as opposed to classical half power
beamwidth.
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Executive Summary

The ability to carry out wireless broadcast of data to predefined spatial locations,
geocasting, is an active research subject in the advent of 5G and Internet of Things
(IoT) technologies [1]. Geocasting can significantly enhance performance of loca-
tion dependent technologies and applications in the fields of intelligent transport
systems (ITS), tourist guide systems, and day to day navigation activities of physi-
cally challenged persons in smart city environments, e.g., by provision of accurate
location-specific guiding information for the visually impaired. The main goal of
wireless geocasting schemes is to enable base stations to broadcast data to prede-
fined locations such that receivers can only decode the transmitted data if they locate
themselves within the predefined locations. Classically, this can be implemented via
spatial filtering using phased array antennas. However, this approach has certain
limitations, key being the required infrastructure, i.e., to be able to illuminate with
narrow beams. Indeed, spatial filtering requires the size of the antenna aperture to
proportionally increase as the required beamwidth decreases [2]. In view of this lim-
itation, Spatial Data Focusing (SDF) was proposed as a candidate alternative scheme
to classical beamforming for wireless geocasting applications [3]. SDF seeks to attain
enhanced wireless geocasting spatial selectivity at reduced infrastructural cost.

Classical spatial filtering employs complex weighting to electronically steer a
beam to a targeted direction or suppress reception from unwanted directions. Its
implementation may take an analogue, digital, or hybrid system approach. Whereas
the digital approach may exploit Software Defined Radio (SDR) capabilities, they be-
come prohibitive as the number of antennas increases too much because of multiple
power hungry ADCs [4]. In SDF, narrow beamwidth can be achieved with a limited
number of antennas as shown in this work, which enable lowering the implementa-
tion cost and power consumption of wireless geocasting.

Chapter 1 introduces the concept of geocasting, a technique that enables broad-
cast of data to predefined physical (geographical) locations. It abords the concepts
of geographic addressing and geographic routing protocols. It then looks at existing
(or proposed) implementation of geocasting in wireless applications. Three research
works are particularly discussed which well represent the specificity of geocasting
in wireless networks, i.e., the car-to-car and the FleetNet projects, which focus on de-
veloping last mile wireless access for Vehicular Ad-hocNetworks (VANET), and the
AT & T Labs Geocast System (ALGS) Mobile Ad-hoc Networks (MANET) applica-
tion. All the three do employ geocasting techniques to broadcast data to predefined
location.

Chapter 2 reviews the different techniques that can give directional capabilities
to base stations. Since many of them use antenna arrays, we first introduce the neces-
sary background on antenna array theory to illustrate the fundamental limitation of
power focusing. Then a state-of-the-art of two main approaches to exploit multiple
antenna system to achieve directional properties is drawn. In particular beamform-
ing and Directional Modulation (DM) techniques are detailed. The single-antenna-
compatible technique, namely Time Reversal (TR), is also discussed. Finally, the
main limitations of such approaches are summarized.
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Chapter 3 introduced the concept of direct sequence spread spectrum based spa-
tial data focusing. Its general framework is outlined, and analysis done in the real
domain to both understand the mechanism behind the spatial selectivity ability of
the proposed scheme, and for purposes of proof of concept. A general review of or-
thogonal signaling is also discussed, this being at the core of the SDF approach. Sub-
sequently the Direct Sequence Spread Spectrum - Spatial Data Focusing (DSSS-SDF)
approach that incorporated the IQ domain as an added degree of freedom is in-
troduced. It is demonstrated that adding this degree of freedom enables efficient
channel estimation and equalization at the receiver. The main feature is that SDF
achieves much narrower beams than BF and that a number of antennas as low as 4
is sufficient to achieve beamwidths of about 1◦. In both the real case and IQ-based
scenario, simulations are carried out to demonstrate the robustness of the proposed
scheme. In all the simulations in this section, a pure LOS scenario has been consid-
ered.

Chapter 4 investigates the influence of multipath channel environments on SDF
and to an extension the robustness of the SDF scheme in such an environment.
Firstly the general multipath resolution ability of typical DSSS communication sys-
tem is discussed and the a numerical review of the proposed DSSS-SDF-IQ scheme
as implemented over a general multipath environment. After this the characteri-
zation of wireless communication channels using ray tracing techniques is carried
out. This leads to the introduction of the aspects of DSSS-SDF-IQ over urban canyon
channel model. Here, three channel models are investigated, they include, the 2-ray
ground reflected model, 4-ray, and 6-ray urban canyon models. This chapter ends
with the investigation of the influence of space-time geometrical channel models
on SDF, focusing on the GBSBM. Here we analyze the performance of SDF under
macrocell environments.

Indeed for all the cases studied above, relevant simulations are implemented to
validate the discussions. The results obtained generally demonstrated that the Direct
Sequence Spread Spectrum - Spatial Data Focusing with IQ (DSSS-SDF-IQ) scheme
is robust, both in ideal LOS environments and multipath propagation scenarios.

Chapter 5 finally ends the work with a conclusion and some perspective on pos-
sible future research directions.
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Chapter 1

Geocasting

Associating wireless information to certain physical locations is an interesting fea-
ture that many applications benefit from. People can receive information related to
the place where they are. Whether to enrich navigation applications by indicating
where to find the nearest cafe or to broadcast alerts related to severe weather condi-
tions, location-based services have considerably grown in the last decade.

Typical applications that make use of the relationship between content and lo-
cation include: provision of location-based announcements, e.g., planned local in-
formation dissemination and alerts, including in emergency response scenarios to
enhance search and rescue and public safety; location-specific resource discovery
e.g., delivery of information to tourists/visitors at places of interest like museums;
provision of maps for navigation; and local traffic information.

The technology that enables addressing users according to their location is known
as geocasting and can be implemented with a number of different techniques de-
pending on the type of network that is considered and the performance that are
required.

1.1 Context

1.1.1 Geocasting concept

Geocasting is a technique that enables broadcast of data to predefined physical (ge-
ographical) locations. It can be deployed over existing Transmission Control Proto-
col/Internet Protocol (TCP/IP) networks, ad-hoc networks, or a tiered combination
of the two. This technique has attracted active research in the recent past, specifically
in the location-dependent applications sector[1]. These work focus on the potential
of geocasting in the last mile wireless network, which is a very attractive prospect
in the advent of 5G and IoT developments. Geocasting techniques have been exten-
sively studied in literature, introducing various implementation approaches [5, 6, 7,
8, 9, 10, 11]. Currently, implementation of geocasting systems depend on stable ge-
ographic routing protocols to ensure reliable and timely packet delivery to predefined
geographical locations. To do so, two main approaches exist, namely, Geographic
Addressing (GA) and geographic routing.

Geographical Addressing

GA refers to communication protocols that allow a sender to specify the intended re-
cipients of a message by its location in physical space, specified either as a geometric
space, a function of longitudes and latitudes, or a combination of the two. This is
to be contrasted with traditional addressing schemes, such as IP addressing where
device addresses are specified by an integer that locates them within the Internet’s
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hierarchical system of subnetworks [12]. Note that, GA does not refer to a particular
device or set of devices that is fixed for all time; typically, the sending device does
not know in advance which, if any, devices lie in the specified area. The address in
this case, thus refers exactly to the set of devices that are in the area at the time the
message is transferred, a set characterized by constant change with time [13].

Geographic Routing

Geographic routing protocols are modalities defined to facilitate the selection of ef-
ficient ways/paths to transmit packets from a sender to a predefined Zone of Rele-
vance (ZOR) [8, 9], the sender may not have prior knowledge of the presence or none
of receiving nodes in the ZOR. It is assumed that nodes in the network know their
own location, that of their neighbours, and the destination’s location. This informa-
tion is included in the sent packet header such that individual nodes participating
in geocasting makes forwarding decisions based on local distance information. Two
key protocol design approaches have been proposed in geographic routing; topol-
ogy free and topology based protocols.

Topology-free protocols largely employ global-flooding-based forwarding where all
nodes in the network receive the transmitted packet, if it is addressed to them they
accept it, otherwise they forward to all neighbours and then discard it [14]. Nodes
are identified based on their geographic location information [15, 16]. To do so,
geographic location information such as latitude, longitude, radius, and direction
are included in the packet header’s address field. The limitation with this approach
is that nodes may constantly change position making it inefficient in time.

Topology-based protocols consider devices to send overhead messaging to establish
the route in form of a set of realized network graphs. In order to achieve max-
imum efficiency, a restricted routing strategy referred to as greedy forwarding was
proposed with the goal of minimizing flooding by restricting forwarding to a fixed
region, adapt the forwarding region based on progress to reduce overhead and ap-
ply modalities to deal with gaps so as to guarantee delivery [17, 14]. Sent packets
are only forwarded towards the ZOR. Thus, in addition to ZOR, a Zone of Forward-
ing (ZOF) is also specified. When a node in the ZOF receives a geocast packet for the
first time, it only forwards the packet (as opposed to the nodes in the ZOR that also
accept the packet).

Fig. 1.1 depicts some the of flooding techniques used in routing. A sender, in
green, needs to send a message to the nodes in red, which are located within the
ZOR indicated by the green rectangle. Fig. 1.1a adopts a simple global flooding ap-
proach that guarantees routing delivery at the expense of bandwidth and energy, a
classical protocol free routing approach. Fig. 1.1b shows the Fixed Rectangular For-
warding Zone (FRFZ) approach where only nodes inside the dotted border rectangle
do forward the packets. Fig. 1.1c shows the case using Adaptive Rectangular For-
warding Zone (ARFZ) approach. Here, the dotted rectangle is adapted to include
only the intermediate node and geocast region. Note that in the two previous cases,
the forwarding zone must include at least the target area and a path between the
sender and the target area. Fig. 1.1d shows the Progressively Closer Nodes (PCN)
approach, where only nodes closer to the geocast region forward the packets. The
ZOF on the other hand is demarcated with shaded border lines, all nodes within the
ZOF will contribute to forwarding the packet towards the ZOR. Clearly, Figs. 1.1b
to 1.1d, use some form of directional forwarding strategy and can be classified as
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Figure 1.1: Routing techniques

topology-based routing as opposed to Fig. 1.1a, where all nodes in the scheme re-
ceive the packets. The latter approaches do contribute to reduction of network traffic
congestion during packet transmission [18, 19].

1.1.2 Geocasting in Wireless Communications

This section looks at existing (or proposed) implementation of geocasting in wireless
applications. Three research works are particularly discussed which well represent
the specificity of geocasting in wireless networks, i.e., the car-to-car and the FleetNet
projects, which focus on developing last mile wireless access for Vehicular Ad-hoc
Networks (VANET), and the AT & T Labs Geocast System (ALGS) Mobile Ad-hoc
Networks (MANET) application. All the three do employ geocasting techniques to
broadcast data to predefined locations.

Car-to-X Communications

The CAR-2-CAR Communication Consortium (C2C-CC) project was initiated to de-
velop harmonized VANET standards for the design and implementation of Intelligent
Transport Systems (ITS). The harmonized specifications would facilitate interop-
erability of ITS equipment developed by the various vehicle manufacturers and
other roadside units developers. Specifically, it sought to standardise automated
data transmission between vehicles, and between vehicles and road side units in an
ad-hoc wireless network environment using short range wireless Local Area Net-
work (LAN) technology [20]. Geocasting technology was central in the design of
the message distribution algorithms used in this project. It motivated the devel-
opment of the three-way communication schemes used: Vehicle to Vehicle (V2V),
surrounding Infrastructure to Vehicle (I2V) and Vehicle to Infrastructure (V2I) com-
munication, collectively referred to as Car-to-X (C2X) communication. The message
distribution algorithms formed part of the Geo-Network protocol defined in [21, 22,
23, 24], itself based on Greedy Perimeter Stateless Routing (GPSR) [17]. The Geo-
Network protocol defines the operations over wireless multi-hop communication
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Figure 1.2: Diagram showing typical use cases envisaged in the car-
2-car project [20]

and short-range wireless radio (see figure 1.2), including the use of both geographi-
cal addressing and geographical routing techniques [25] . The dissemination of data
in the network is determined by the exact location of nodes. A node seeking to trans-
mit a packet uses the geo-address in the data packet and its own view of the network
topology and position to make an autonomous forwarding decision. Thus, packets
are forwarded ’on the fly’ and nodes do not need to set up and maintain routing
graphs.

Schemes applying geo-network protocol assume that every network node knows
its geographical position by Global Positioning System (GPS) or any other position-
ing systems, and maintains a location table of geographical positions of its imme-
diate neighbouring nodes as soft states [25]. In an ad-hoc network environment, its
operation depends on three core services: location service, beaconing service, and
forwarding service. Location service identifies the nodes current geographical posi-
tion, beaconing is responsible for regular broadcasting of the node’s geographical lo-
cation, its direction and speed of travel, and its ID through regular packet broadcasts,
and forwarding relays the packet to the next relevant node towards the predefined
destination. The forwarding approaches in geo-networking include: geo-unicast,
geo-broadcast, geo-anycast, and topologically-scoped broadcast.

Another example of geocasting in car-to-X communications is the FleetNet project,
carried out by a consortium of German companies and research institutes with an
objective of developing inter-vehicular communication protocols for cooperative driver-
assistance systems, local floating car data applications, and Internet communication
services [26]. It resulted in the design and development of a software prototype
that was installed and test run over a VANET implemented using over-the-shelf
802.11a/b hardware.
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The basic operating principle is that every node (car) has a router that is connected
to the application machine via Ethernet IEEE 802.11b protocols and all routing in-
formation is stored in the FleetNet routing header. It also employs the beacon-based
position-based routing protocol GPSR, with two options for acquiring the destina-
tion node address, either extracted from the Reactive Location Service (RLS) [27],
or from the incoming header packet. The physical wireless connectivity is imple-
mented by connecting both radio systems to passive external omni-directional an-
tennae mounted on the roof of the car with different antennae for 802.11 a and b [26].
Detailed operations of the scheme, like the position encoding and forwarding, the
distance calculation algorithms, and physical position definition and encoding are
detailed in [28]. The outcome of the FleetNet project was the Location-Based Pin-
Board Application (LBPA), whose architecture is illustrated in Fig. 1.3 [29]. A pass-
ing vehicle receives periodic broadcasts of messages, and depending on its location
in relation to the validity position of the message, it is either displayed or stored and
forwarded to neighbouring nodes. [29] further outlines the four core components
making up LBPA, i.e., the PinboardClient, the PinboardServer, the PinboardProxy, and
the PinboardDatabase. Each pinboard client must know its current position using GPS
and must avail this information to the application for use to compare with the cur-
rent position and destination position. The destination or target area can be specified
in the messages either as a rectangle (GeoRectangle), a circle (GeoCircle) or a point
(GeoPoint).

MANET Communications

The ALGS is a multi-tier GA system, i.e., it provides seamless geographic addressing
over multi-tier inter-network allowing both long-range and short range low-latency
communications among nodes in mutual proximity as illustrated in Fig. 1.4. Pack-
ets are permitted to flow across either tier individually, or concurrently, depending
on availability of the tiers [30]. The ad-hoc wireless tier uses WiFi devices in ad-
hoc mode (802.11 IBSS Mode), the long-range tier uses a cellular data link, i.e., Long
Term Evolution (LTE) to connect the nodes to a georouter located in the Internet [31].
To do so, the scheme employs the Centre Distance Priority (CD-P) heuristics for net-
work discovery and learning, and geographical addressing [32, 33]. Recall that in
geographic addressing packets are addressed to all devices within a given physical
space. In ALGS, this physical space is specified as a circle, defined by the latitude
and longitude of its center point, and its radius in meters. The scheme enables an
inherent relay capability, i.e., a node that has access to both tiers will automatically
provide a link between nodes that may have reach to it but not to either of the other
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tiers. The ALGS is provided as a shared platform, as such various geocasting based
applications can be run on it. Some of the applications already running on it in-
clude: an Internet of Drones application, a map assisted navigation application, and
gaming applications as outlined in [31, 34, 35, 36] respectively.

802.11 ad hic Wi-Fi
SAGP geocast
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(3G/4G)

Long-range extension servers

Georouter
serverVirtual Botswana

server
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(3G/4G)

Bot

Internet

Figure 1.4: ALGS Architecture

1.2 Objectives of the PhD

Geocasting data relies mostly on dedicated routing protocols that operate ensuring a
trade-off between network flooding, latency, overhead, packet delivery, location ac-
curacy... Some of the routing approaches lead to privacy issues as the nodes located
within the ZOR may require to share their position either with their neighbors or
with the infrastructure. By employing global-flooding, topology-free geographical
routing protocols may respect end-user privacy at the expense of performance but
requires nodes to be able to locate themselves. However, nodes with limited com-
puting capabilities or limited energy, such as encountered in Internet-of-Things (IoT)
for instance, may not be able to do so. Furthermore, Global Navigation Satellite Sys-
tem (GNSS)-based positioning suffers anyway from poor accuracy in indoor envi-
ronments. In this case, other positioning techniques needs to be specifically imple-
mented using an infrastructure with fixed (or at known locations) access points and
positioning estimations based on metrics such as Angle-of-Arrival [37, 38, 39, 40,
41] or Time-Difference-of-Arrival [42, 39, 43, 44]. While these approaches may offer
solutions for accurate indoor positioning, they are also resource-consuming and are
therefore not to be considered with all types of nodes.

To address these identified issues, we investigate in this PhD an alternative geo-
casting solution at the physical layer. By introducing spatial selectivity in the data
broadcasting at the last mile wireless access, we propose a solution for privacy issues
while being not too demanding on the node’s capabilities and relaxing constraints
on routing protocol.

The approach is to add directional capabilities to enable base stations to wire-
lessly broadcast data to specific locations, thereby performing geocasting. The con-
cept is illustrated in Fig. 1.5a where a directional transmission is achieved by means
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of power focusing thanks to an antenna array. The base station can therefore trans-
mits appropriate data to related locations by creating an appropriate number of
beams. This scheme suffers however from a fundamental limitation related to clas-
sical antenna array theory: the aperture size (i.e., the antenna array size) has to be
large in order to create narrow beams, that is, to focus the radiated power within
a limited-size area. To overcome this limitation, we introduce the concept of SDF.
The idea, illustrated in Fig. 1.5b, is to process the data in order to be decodable only
at predetermined locations. We will show in this thesis that this scheme is spatially
more selective than focusing the power and therefore overcomes to some extent the
limitation due to the inversely proportional relationship between beam and aperture
size.

(a) (b)

Figure 1.5: (a) power focusing VS (b) data focusing antenna array
schemes

1.3 Thesis outline

This thesis is organised as follows.
Chapter 2 reviews the different techniques that enable directional capabilities

in base stations. The focus is on techniques that employ antenna arrays since they
offer a flexible mean to generate beams in any directions. As such, this chapter
first introduces the necessary background on antenna array theory to illustrate the
fundamental limitation of power focusing. It then reviews the state of art of two
main spatial focusing techniques that exploit multiple antenna systems to achieve
directional properties, i.e., beamforming and DM. The single antenna compatible
technique, TR is also discussed. Finally the main limitations of the power focusing
approaches is summarized in the conclusion.

Chapter 3 introduces the proposed direct sequence spread spectrum-based SDF
technique outlining the general framework of the SDF system. It then reviews the
concepts of orthogonal signalling which is the technique at the core of SDF. Specif-
ically the different approaches to orthogonal signalling are reviewed, and with the
aid of analytical expressions, the benefits accrued when orthogonal signals are priv-
ileged over non-coded ones are described. The chapter then delves into concept of
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spread spectrum modulation, covering aspects of pseudo-random codes classifica-
tion and generation, with a focus on orthogonal codes and the underlying correla-
tion properties. This leads to the discussion on the principles of DSSS-SDF. The
DSSS-SDF transceiver architecture, choice of spreading codes, and operation over
LOS channel models are discussed. Analytical derivations are implemented to give
physical insights regarding the operation principle as well as to validate numerical
simulations used for the performance analysis. Finally, a concept that introduces
quadrature components to DSSS-SDF is discussed. IQ resources provide an addi-
tional degree of freedom to the DSSS-SDF scheme, further enhancing the perfor-
mance by enabling SDF-dedicated channel estimation and equalization. For all the
cases covered above multiple simulations are carried out, first, in order to identify
the mechanisms behind the angular directional properties and second, to study the
robustness of the scheme, compared to classical power focusing techniques.

Chapter 4 looks at the robustness of the scheme in multipath environments. To
do so, first the general multipath resolution and mitigation abilities of typical di-
rect sequence spread spectrum communication systems are discussed. Subsequently
a numerical analysis of the proposed DSSS-SDF-IQ scheme is implemented over a
general multipath environment to give insights into how the scheme behaves in such
an environment. We then discuss the general characterization of wireless channels
using ray tracing techniques, here the focus is on the radio channel parameters that
describe the channel response, the idea is to have insights into how the channel may
impact the SDF signal propagating through it. The channel models of interest in this
work are the 2-ray ground-reflected channel, 4-ray urban canyon, and 6-ray urban
canyon. We also investigate the influence of space-time geometrical channel models
on SDF, with a specific focus on the GBSBM. For all the cases mentioned above,
the respective channels are modelled, simulations are carried out and conclusions
drawn based on the acquired results.

Finally, a general conclusion is drawn at the end of this manuscript and perspec-
tives to this PhD are given as research directions for future works.
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Chapter 2

Spatial Focusing approaches: State
of the art

To add directional capabilities to base stations in order to perform geocasting at the
physical layer, different techniques can be considered. Most of them considers the
ability for the transmitter to focus its radiated power toward the region of interest
(i.e., the ZOR). This is typically done by leveraging the spatial degrees of freedom
offered by multiple antenna systems using an appropriate precoding. Other precod-
ing techniques such as Time Reversal (TR) can also achieve power focusing to some
extent using a single antenna as a transmitter.

This chapter reviews the different techniques that can give directional capabili-
ties to base stations. Since many of them use antenna arrays, we first introduce the
necessary background on antenna array theory to illustrate the fundamental limita-
tion of power focusing. Then a state-of-the-art of two main approaches to exploit
multiple antenna system to achieve directional properties is drawn. In particular
beamforming and Directional Modulation (DM) techniques are detailed. The single-
antenna-compatible technique, namely TR, is also discussed. Finally, the main limi-
tations of such approaches are summarized.

2.1 Antenna Array Theory

In multiple antenna systems, a fixed number of antenna elements are arranged along
a given lattice (usually 1D-linear or 2D-rectangular) thereby forming an array. The
signals radiated from the individual elements add up together in the channel and
if they are identical and coherent, create an interference pattern known as the array
radiation pattern. An example of such array is presented in Fig. 2.1.

b

Broadside

Figure 2.1: linear array
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b is the inter-element spacing, which is typically equal to λ
2 , where λ is the free-

space wavelength at the carrier frequency. Under paraxial approximation, the phase
difference between two waves radiated by adjacent elements toward a given direc-
tion angle θ is ψ = kb sin(θ) + α where k = 2π

λ is the free-space wavenumber and
α is is the phase difference between signals at the antenna input ports. Assuming
all array elements are fed by the same narrowband signal, the waves radiated by
each element experience constructive and destructive interference that lead to the
well-known Array Factor (AF) given by [45]:

AF (θ) =
sin
(N

2
ψ (θ)

)
sin
(ψ (θ)

2

) (2.1)

where N is the number of antennas in the array and is also the maximum value of
the AF function.

Furthermore, assuming antenna elements to exhibit the same radiation pattern,
the array gain is determined by the multiplication of the gain due to individual ele-
ments with the AF:

Garray (θ) = Gelement (θ)× AF (θ) (2.2)

Operating with an antenna array enables achieving a gain of NGelement (θ0) in
the direction of interest θ0, e.g., the ZOR. The AF maximum gain is obtained when
ψ (θ0) = 0. The direction for which this condition is true can be adjusted by acting
on the variable α, that is by phase shifting the input signals at each antenna element
in a narrowband scenario. The normalized AF as a function of θ for different array
sizes is illustrated in Fig. 2.2 for b = λ

2 and α = 0.
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Figure 2.2: Normalized array factor for different number of antenna
elements N

The potential of angular selectivity for goecasting appears clearly: the radiated
power depends on the angle θ and the antenna array can therefore radiates power
toward the ZOR direction only. Consequently, only an angular region is addressed
by such array, which is the goal we are seeking in geocasting. Increasing the num-
ber of antenna elements in the array enables to target smaller angular size ZOR.
Furthermore, by controlling the phase shift α, the ZOR direction can be chosen and
modified. Finally, as seen in the next section, if one use digital or hybrid digital-
analog beamformers (i.e., array feeding structure), a single base station can address
multiple ZOR, each of them receiving its own unique content.

The size of the beam radiated by the array is typically characterized by the Half
Power Beamwidth (HPBW) metric. The half-power angles can be calculated by the
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following approximation [45]:

θ±3dB ≈ cos−1
[

λ

2πb

(
−α± 2.782

N

)]
(2.3)

and the HPBW of the array can therefore be obtained by:

∆θ = θ+3dB − θ−3dB (2.4)

Using (2.3) and (2.4), the influence of the number of antennas N on the HPBW can
be observed as shown in Fig. 2.3. Naturally, the larger N, the narrower the beam. It
is also observed that for tilting angles away from broadside, the HPBW, thereby the
angular accuracy, decreases.
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Figure 2.3: 3dB-beamwidth of the array factor for different number of
antenna elements N and different tilt angles

The inversely proportional dependence between N and the HPBW highlights the
fundamental limitation of power focusing with antenna arrays to perform geocast-
ing. To target an accurate area in a geocasting process, i.e., a small-size ZOR, the
radiated beam needs to be narrow, which in turn implies a large number of antenna
elements. With a typical distance between elements of a half-wavelength, the array
size may become very large. As an example, for a base station to illuminate a 10-
meter area located 200 meters away, a beam of 2.9° is required. To achieve this order
of magnitude, a classical antenna array would need an aperture of 18λ, which rep-
resents about 6 meters at 900 MHz. Overcoming this limitation where the radiating
system needs to be very large to preform geocasting in a small angular region is one
of this thesis objective.

2.2 Beamforming

Beamforming is a signal processing technique used in sensor arrays for directional
signal transmission or reception. Directivity is achieved by combining array ele-
ments such that signals at given angles experience constructive interference while
others experience destructive interference. Due to the principle of reciprocity, beam-
forming can be employed at both the transmitting and receiving ends in order to
achieve spatial selectivity. Compared to omni-directional antennas, the reception or
transmission directivity attained is also referred to as receive/transmit gain (or loss).
A key take away in the definition given above is the role of interference in enabling
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the direction/reception of energy to/from a desired direction. Given the fact that
wireless communication systems are characterized by limited transmit power, it is
evident that beamforming, i.e., pointing the transmit energy toward an actual re-
ceiver, or listening carefully in the direction of a transmitter as to reject noise coming
from other directions, is a useful system property.

2.2.1 Linear array

Let us consider a base station using an antenna array communicating with a single
antenna user such as show in Fig. 2.4, where h = (h11, h12, ...h1N)

T is the propaga-
tion channel. Beamforming processing consists in finding the precoding (at TX) or
decoding (at RX) vector w than maximizes a certain metric, such as the SNR. For
instance, in matched beamforming algorithm at TX or, conversely, Maximum Ra-
tio Combining (MRC) at RX, the weighting vector w is simply the conjugate of the
channel, i.e., w = h∗.

Figure 2.4: Beamforming

To illustrate how such processing operates, a LOS scenario is firstly assumed,
where a single plane wave impinges on a uniformly spaced linear array (ULA) as
shown in Fig. 2.5. The wave-front experiences slightly different path lengths cor-
responding to the positions of the various elements, and consequently different
phase shifts. Under paraxial approximation (i.e., far-field), the path length differ-
ence between two successive elements is given by l = b sin(θ), where b and θ are
respectively the inter-element spacing and angle of arrival (AoA) relative to the
broadside. The corresponding phase shifts across consecutive elements is given by
φ = 2πl/λ = 2πb sin(θ)/λ, where λ represents the wavelength. This result can also
be presented in terms of the delay differences of the consecutive elements as τ = l/c,
where c is the speed of propagation of light. From Fig. 2.5, and making narrowband
assumptions (W � fc, where W is the bandwidth of the signal and fc is the carrier
frequency), the impinging signals can be expressed as uk

p(t) = Re(u(t+ τ)ejkφej2π fct)
where u(t) is the complex envelope of the incoming signal, assumed to be of band-
width W and k = 0, 1, ..., N − 1, is the antenna index. The time shift τ has two
effects on the complex envelope: a time shift of the baseband waveform u, and a
phase rotation φ due to the carrier. In narrowband scenarios, the time shift of the
baseband waveform envelope is negligible [46][47].
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Figure 2.5: Beamformer under paraxial approximation

Consequently, we can define the array response vector a for a particular Angle
of Arrival (AoA) as:

a = (1, ejφ, ej2φ, ..., ej(N−1)φ)T (2.5)

The array response vector a(θ) can be made explicitly dependent on the AoA θ in the
case of ULA thanks to the φ(θ) = 2πb sin θ/λ relationship. The linear spatial phase
increase (across elements) corresponds to the linear phase increase across time for a
sine signal. φ(θ) is therefore referred to as the spatial frequency corresponding to
AoA θ and the set of array responses a(θ), θ ∈ [−π, π] with varying AoA is termed
the array manifold.

The knowledge of the array response for a given AoA, enables us to maximize the
received power or the transmitted power for respective receive or transmit antenna
array in that direction using a spatial matched filter or spatial correlator. If the first
antenna element receives a complex baseband waveform (after down conversion
and sampling) s[n] from AoA θ, then in vector notation we can write

y[n] = a(θ)s[n] + w[n] (2.6)

where y[n] = (y1[n], ..., yN [n])T , w[n] = (w1[n], ..., wN [n])T , and a(θ) is the array
response corresponding θ. Ideally we want to maximize SNR, to do so, the spatial
processing will correlate against the noiseless template a(θ). In essence, we wish to
compute the decision statistics

Z[n] = 〈y[n], a(θ)〉 = aH(θ)y[n] (2.7)

The above correlation between the spatial signal and the array response represents
the actual beamforming process. The desired signals contribution Z[n] is ||a(θ)||2s[n] =
Ns[n]. In this case the signal amplitude and signal power are respectively scaled by
factors N and N2 and the variance of the noise contribution to the decision statistic
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is amplified by a factor of N. As such, the SNR is also amplified by a factor of N
considering receive beamforming resulting in a beamforming gain [48].

Receive beamforming gathers energy coming from a given direction. Transmit
beamforming on the other hand directs energy in a given direction. To do so, given a
linear transmit antenna array, sending the time domain samples s[n] involves send-
ing spatial vector s[n]aH(θ). Given that the spatial channel to the receiver is a(θ),
the signal received is given by s[n]aH(θ)a(θ) = Ns[n]. Evidently, the received am-
plitude scales as N, and the received power as N2. The noise at the receiver is not
impacted by transmit beamforming gain, as such, a N antenna transmit beamform-
ing results in a N2 SNR gain compared to a single antenna system. However, for fair
comparison, if the total power radiated by the array is fixed, that is if the power of
the signal to be transmitted is split over the N antennas of the array, the actual array
gain leads to an SNR improvement by an N factor .

In a LOS scenario and under far-field consideration, beamforming performance
can be well predicted by the antenna array theory as detailed in the previous sec-
tion, and is therefore facing the same limitation regarding the inversely proportional
relationship between the aperture size and the beamwidth.

2.2.2 Beamforming System Architectures

Beamforming architectures are classified into three categories: analog beamforming,
digital beamforming, and hybrid beamforming architectures.

Analog beamforming

This architecture is also known as phased arrays in the field of radar and antennas.
It uses attenuators and phase shifters as part of the analog RF circuit where a single
data stream is divided into separate paths. The advantage of this method is that it
only requires a single digital and RF chain. The disadvantage is that a single data
stream can be transmitted at a time with a given weighting vector. Fig. 2.6 illustrates
a basic architecture of an analog beamforming transmitter, it is made up of a single
RF chain and several phase shifters feeding an antenna array.

Digital
baseband
processing

RF processing
Data
stream

DAC LPF

LO

Phase shifter + PA

SRF

Figure 2.6: Analog beamforming architecture [49]

Analog beamforming can be carried out at either the RF or intermediate frequency
level [50]. The weighting vector w is achieved by varying the amplitude and phase
of the signals being fed into the antenna array elements.

Digital Beamforming

Digital beamforming usually use as many RF chains as the number of antenna ele-
ments present. Beamforming is performed in the baseband where the amplitude and
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Figure 2.7: Digital beam-forming architecture [51]

Digital
baseband
processing

+
MIMO

precoding

RF chainData
stream 1

DAC LPF

LO

SRF1

Data
stream 2

RF chainData
stream K

DAC LPF

Phase shifter + PA

SRFK

Figure 2.8: Hybrid beamforming architecture [51]

phase weighting are applied. This is typically the preferred approach at sub 6 GHz
frequencies as the the RF chain components are comparatively inexpensive and it
offers greater flexibility for the signal processing. Fig. 2.7 illustrates the high-level
digital beamforming transmitter architecture with multiple RF chains [49]. Using
this architecture, a large number of data streams can be sent with unique weighting
vectors, depending on the number of antennas and the propagation channel. This
enables addressing multiple users or location with different data sharing the same
resources, i.e., Spatial Division Multiplexing (SDM) and/or increasing the data rate
of a communication by multiplexing the data to be transmitted over several orthog-
onal channels, i.e., Spatial Multiplexing (SM), if the user is also equipped with mul-
tiple antennas. Digital beamforming can also benefit from the array gain if the N RF
chains are coherent.

Hybrid Beamforming

Hybrid beamforming is a trade-off between digital and analog beamforming archi-
tectures. Similar to digital approaches, this allows for flexibility in the processing
(with the possibility to address multiple users and/or do SM) while reducing the
overall cost and power consumption of the array thanks to the use of analog beam-
formers [52]. The idea is to have less digital and RF chains than the number of
antenna elements. It is characterized by separate analog beamforming unit con-
nected to a sub-set of antennas for each data stream. This approach is preferred
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in the millimeter-wave domain where the number of antenna elements in the array
is very large and the hardware power consumption too. Analog beamforming unit
losses due to phase shifters can be mitigated by replacing the adaptive phase shifters
with a selective beamformer such as a Butler matrix. Fig. 2.8 shows a typical hybrid
beamforming transmitter architecture. The pre-coding is divided between the ana-
log and digital domains. In this example, K << N data streams can benefit from a
unique weighting vector w. Signals at the output of each RF chain are sent over a
sub-array and can experience an array gain of N/K. The number K of data streams is
equal or less than the number of RF chains, depending on the considered precoding
algorithm.

2.2.3 Beamforming in Geocasting

In the literature, beamforming has been considered in geocasting applications in the
area of vehicular communication, a typical case is in the car-to-X project mentioned
in chapter 1. The introduction of beamforming enhanced the application of geo-
casting both in the cases of multi-hop implementation, i.e., when vehicles need to
forward messages to other vehicles, and in the Infrastructure to vehicle communi-
cation (I2V), i.e., when road side units (RSU) need to communicate to vehicles. For
simplicity and in line with our work, the following discussion will only consider the
typical I2V implementation where the RSU sends information to the vehicle nodes.

It was observed in the car-to-X project that using quasi-omnidirectional antennas
made the geocasting scheme vulnerable to interference and lead to loss of power
with respect to the position of the targeted receiver. To mitigate against the above,
multiple schemes [53, 54, 55], were initially proposed to attain directivity. In [56],
C2X beamforming is proposed to secure the communication, enable user privacy,
and congestion control, all carried out at the physical layer. To do so, the scheme
employed radiation pattern control mechanisms that allowed nodes to focus trans-
mitted power in a desired direction through adaptive beamforming, this enabled
the base stations to improve both signal reception and rejection of unwanted sig-
nals [57]. The approach ensures that the data being exchanged is guarded and the
medium on which an attacker can operate is restricted [58]. To do so, a unique X-Y
(two crossed) antenna structure capable of carrying out both broadside and endfire
transmission was designed to comply with the minimum antenna requirements for
the C2X communication defined in [59].

At minimum, the requirements set that transmitted packets at any instant had
a geographical validity as a function of receiver position with respect to the base
station. The assumption here being that directing the radiation pattern based on its
geographical validity limits the reach of an attacker by excluding its position from
the transmission path. It was also a requirement that in cases of Denial-of-Service
attack, where it is an attacker that is transmitting, the antenna system had to imple-
ment null steering in the direction of the attacker/jammer, again the assumption was
that in most cases the attacking system will be located on the road side. The design
flow and algorithms used to implement phasing, element biasing, or transmission
power was determined based on given scenarios, like attacker position and message
type, at any given instant as described in [58].

Antenna Model Specification

The linear secure C2X beamforming two-crossed antenna array with variable an-
tenna number, distance, and adjustable phasing is shown in Fig. 2.9, [57, 60, 61].
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Figure 2.9: Two crossed antenna arrays [58]

It consists of two orthogonal antenna arrays which are steered independently from
each other so as to attain a wide variety of distinct transmission patterns. This model
ensured the C2X communication requirement of high flexibility in the direction of
the main beam towards the targeted nodes, at the same time keeping the undesired
side lobes to a bare minimum.

This model allowed for the unique manipulation on each array (X-Y) of: array
type, number of elements of each array (Nx, Ny), element separation in each array
(dx, dy), phase shift in each array (αx, αy), and transmission power (Px, py). The an-
tenna parameters identified above are set based on the scenario properties given the
outlined communication situation, the actual state of the traffic including geographi-
cal positions of all the nodes within the specified communication range 600− 1000m,
and the actual road characteristic such as bends and road widths. Details about the
manipulation of these properties and element configurations to achieve secure trans-
mission and reception in this system are fleshed in [58]. To satisfy all the proposed
use cases, the antenna architecture as depicted in Fig. 2.9 was equipped with a total
12 and 20 antennas in the X and Y arrays respectively. The 20 antennas in the Y-array
are never all used at the same time under any given use case, the number 20 was set
to cater for the different inter-element distances required for different use cases. For
the RSU case under our study, only antenna elements X2 to X10 are active. This is
sufficient for set functionalities that include: Green Light Optimal Speed Advisory;
Remote Diagnostics; Drive-through Payment; and Vehicle Computer Program Up-
dates. In all the use cases, the beam depends on the receiver position.

Fig. 2.10 illustrates a typical RSU based use case. Probe Vehicle Data is sent every
time the vehicle passes a RSU. Three scenarios are observed: To the left, vehicle
approaching, (α = 0→ α = 140); Middle case, vehicle facing RSU, (α = 140); and to
the right, vehicle moving away from RSU, (α = 140→ α = 0), in this case α denoted
the phase shift [62]. Steering the beam based on the effective driving behavior of
the vehicle is achieved by calculating the relative angle between both nodes, this
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Figure 2.10: Mutual position-based beamforming for RSU communi-
cation [62]

value is then transferred to an electrical phase shift of the feeding signal. Attained
beamforming enhances directivity and also impedes potential eavesdropping.

Beamforming Algorithm: Secure Transmission

In C2X beamforming, selection and steering of the beams is carried out at the lower
system abstraction layers of the architecture. This section briefly describes a typical
beamforming algorithm whenever a Decentralized Environment Notification Mes-
sage (DENM) is to be transmitted. The DENM is initially passed from the appli-
cation layer for subsequent transmission. This messages header is analyzed by a
beamforming component of the MAC layer, so as to determine the communication
scenario linked to it. Assuming the originator field determines that the message
is for broadcasting, antenna elements x6 and x7 will be biased for a near omnidi-
rectional pattern, here suggesting that the message is to be received by all nodes
around the transmitting node. In a scenario where it is only required to forward the
given message, then an endfire pattern is created. To do so, specific elements of the
Y-antenna array are biased with the appropriate electronic phase shift (here 207◦).
Simultaneously, the power level of the feeding signal can be varied based on the
required communication range. There is no rule of thumb as to the relationship of
power in dB with possible range, say in meters, as this scheme is expected to operate
in diverse environments which always experience different channels.

Specific to C2X beamforming, probe Vehicle Data is sent every time the vehicle
passes a RSU. In that case, the position-dependent pattern to produce quite narrow
beams towards the receiver node. Assuming non stationary vehicles, the process
of steering the beam relative to the dynamic positions of the vehicle and related
geometric positioning between the two nodes is calculated and transferred to an
electrical phase shift of the feeding signal. Indeed Mutual beamforming between
nodes results in significantly improved directivity, at the same time isolating poten-
tial eavesdropping of the exchanged messages.

2.2.4 Conclusion on beamforming

Using beamforming to illuminate a ZOR appears to be an efficient way to perform
geocasting at the physical layer even though the angular accuracy might be limited
if the array size is not large enough. However, ensuring geocasting only by means
of power focusing, such as achieved by beamforming, might suffers from limited
reliability. Indeed, a user within a ZOR is able to retrieve the data only if the SNR
is sufficiently large, with respect to a given communication scheme. However, the
SNR does not depend only on the radiated power density imposed by the array pat-
tern and the channel, but also on the user hardware. For instance, the SNR depends
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on the gain of the Low Noise Amplifier (LNA) that the user benefits from. Conse-
quently, depending on the performance of the user hardware, the area within which
the SNR is sufficiently large to retrieve the data may change. Intuitively, the larger
the LNA gain, the larger the ZOR. Having a ZOR whose area has a stringent de-
pendency on the received SNR, thereby on the user receiver, is not very convenient.
An alternative approach to performing only power focusing is to precode the data at
a symbol level and to introduce intended interference to the data outside the ZOR.
This will prevent any possibilities to retrieve the data outside the ZOR, even if the
SNR is still large. This goal is shared by physical layer security techniques and can
be achieved thanks to directional modulations as detailed in the next section.

2.3 Directional Modulation

A critical consideration in the design of modern communication techniques is se-
curity, more so for wireless communication that by nature do broadcast/transmit
information through space, as such, the transmitted data lack physical boundary
compared to that provided by wired communication. This makes wirelessly trans-
mitted data susceptible to interception. As security is key in all communication, be
it wired or wireless, the traditional approach to enforcing it is by employing cryp-
tography [63]. However, cryptography is not a cure all in security, this is evident
from the fact that with increased computational resources encryption algorithms get
compromised.

One way to mitigate against such possible compromises is to implement security
at the very basic point level of communication, i.e., at the physical layer [64]. To do
so encryption has to be implemented at the physical layer, this can be achieved by
generation of keys at the physical layer by exploiting the randomness at the phys-
ical layer, e.g., electromagnetic propagation in a reciprocal multipath environment,
instead of using mathematical means [65]. Indeed, to do this, one must probe for
the channel state information, and based on this information, perform signal pre-
processing. This approach is dependent on the properties of the given wireless
channel like multipath and temporal variations, making it unsuitable for channel
invariant communication environment.

An alternative and less complex, i.e., keyless, approach that can be used in any
wireless channel scenarios is directional modulation [66, 67]. DM is a key-less se-
curity technique for securing wireless communications at the physical layer. To do
so, the DM transmitter employs beamforming for directing digitally modulated data
signals towards a secure pre-defined spatial direction, preserving the constellation
pattern in this direction while simultaneously distorting the constellation patterns
of the same signals along all the unsecured communication paths. This is typically
done by projecting artificial noise (AN) in these unwanted directions [68]. Fig. 2.11
illustrates typical constellation patterns for a DM system using quadrature phase-
shift keying (QPSK). It is observed that the constellation format is preserved in the
direction θo, i.e., towards the legitimate receiver, and scrambled in all other direc-
tions, i.e., towards eavesdroppers. To better understand the DM scheme, we con-
sider the operation in a LOS environment of a conventional transmit array assuming
that all the antenna elements are actively excited. In this case, information data is
normally digitally modulated at baseband, precoded, up-converted, and finally ra-
diated by the antenna elements. Given a linear beamformer that is made adaptive at
the channel fading rate, its complex gain Gn for each antenna n can be regarded as a
constant with respect to the modulation rate which in most cases is much faster than
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Figure 2.11: Illustration of the properties of a QPSK DM system. [69]

the channel fading rate. In such a case, the far-field electric field Em is just a scaled
version of Dm, the mth symbol of the modulated data, in all directions (2.8) and thus
the modulation format (constellation patterns) in IQ space is preserved in all spatial
directions [70]. Such radiated field, under narrowband scenario can be expressed as:

Em(θ) =
N

∑
n=1

Dm ·G∗n · ejπ(n− N+1
2 ) cos θ = Dm

N

∑
n=1
·G∗n · ejπ(n− N+1

2 ) cos θ (2.8)

where (·)* denotes complex conjugation, and the inter-element spacing is λ/2. Evi-
dently, the output Em(θ) is dependent on the transmitted symbol Dm.

For DM systems, the direction-dependent signal format transmission is enabled
by varying Gm in (2.8) at the modulation rate during data transmission, i.e., symbol-
level precoding. This introduces an additional degree of freedom as shown in (2.9).
The updated Gm is denoted as Gmn which together with Dm are updated at the sym-
bol rate in a DM scheme. An optimization can be then conducted to find the appro-
priate weights Gmn to transmit the symbols toward a desired direction θ0 without
distortion and benefiting from some array gain while scrambling the constellation
in other directions.

Em(θ) =
N

∑
n=1

(Dm ·G∗mn) · ejπ(n− N+1
2 ) cos θ (2.9)

(Dm ·G∗mn)
∗ can be considered as the complex gain G′mn of a baseband information

data controlled beamforming network. This approach to DM can be visualized as
the RF carrier fc being fed into beamforming network as shown in Fig. 2.12. It is the
analog DM scheme that forms the basis of multiple DM structures including [71, 72,
73, 74, 75, 76, 66, 67, 77, 78, 79].

As indicated above most analog DM techniques employ the generic phase shifter
architecture discussed, however in [80], a different approach is taken. It proposes a
dual-beam directional modulation (DM) technique for physical-layer secure com-
munication. This approach exploits the in-phase and quadrature (IQ) baseband sig-
nals to excite two different antennas in contrast to classical transmitter where they
are used to excite the same antenna.

As such the constellation points of the transmit signal preserve their positions as
in classical digital modulation signal in the pre-defined directions, however, towards
the unwanted directions their phases are scrambled given that the transmit signal is
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Figure 2.12: Generic analog active DM transmitter architecture [69].

modulated in a dual manner at the baseband and the antenna level. Fig. 2.13 illus-
trates this approach. It shows the principle of dual-beam DM technique, where the

Figure 2.13: Block diagram of the dual-beam DM signal transmitter.
[80]

signals S1(t) = bm sin ωt and S2(t) = cm cos ωt feed two distinct antenna elements,
thus driving two unique beams, F1(ϕ) and F2(ϕ) respectively. bm ∈ {−1 1} and
cm ∈ {−1 1} represent the I and Q data information, ω is the angular frequency and
ϕ denotes the receiver angle [80]. Unlike other DM approaches that employ phase
shifters, this approach manipulates the radiation pattern for physical-layer secure
communication, to do so, only needs to design two transmit beams, which utilizes
the orthogonal property of IQ baseband modulation signal, as such it avoids the de-
sign of complex transmitters to effect scattering properties of classical DM schemes.
The orthogonality between I and Q components is preserved only toward the di-
rection of the legitimate user, preventing any eavesdropper outside that direction to
retrieve the data. This DM technique, unlike most others, does not benefit from the
array gain as the signals transmitted by the two antenna are not correlated.

DM can also be implemented in the digital domain as proposed in [68, 81, 82].
It was shown in Fig. 2.11 that DM transmitter sends its information to the desired
user such that eavesdroppers cannot correctly decode it. This indeed is achieved by
exploiting the directivity characteristic of antenna arrays together with beamform-
ing, and finally a projection of artificial noise (AN). In essence, the DM transmitter
transmits the confidential message to the desired direction and interferes with the
eavesdroppers by projecting artificial noise in the unwanted directions to secure in-
formation in the wanted region. To increase the efficiency of the scheme described
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above, a smart transceiver is proposed in [82], it is shown in Fig. 2.14. The novelty
of this approach lies in the introduction of machine learning to DM techniques, this
enables to implement precise estimation of the Direction of Arrival (DOA) that is
subsequently used to design the pre-coding vector and the injected artificial noise
(i.e., random signal) that lies in the null-space of the intended user. So this artificial
noise does not distort the data at the intended location but everywhere else.
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Figure 2.14: Schematic of a smart DM transmitter [82]

The machine learning algorithm employed in this case is the Bayesian learning
(BL) based approach that enables the enhancement of the DOA measurement preci-
sion at the DM transmitter using a completely digital structure. The way it works is
that the structure initially operates as a receiver, collecting a number of snapshots of
the channel state information which are then applied to the Root-MUSIC method to
obtain the training data set.

High-resolution DOA measurement and the attendant high-precise DOA error
density estimation are critical for DM directivity implementation in this case. In [83,
84], it is outlined that efficient DOA measurement leads to performance improve-
ment given that expected information and AN can be accurately transmitted to the
desired direction and eavesdropping direction, respectively.

One critical aspect of DM is power allocation as discussed in [85] where it is pro-
posed a power allocation strategy for maximizing secrecy rate of DM based on the
given beamforming vector of the information to be transmitted, AN projection ma-
trix, and total power constraint. To do so, they used the Lagrange multiplier method
to derive the analytic expression of the proposed power allocation (PA) strategy. The
gains due to the proposed scheme are compared with the classical null-space pro-
jection (NSP) beamforming scheme based on its closed form expression of optimal
PA strategy. It is stated in [85] that the proposed power allocation scheme exhibits
a percentage gain of over 60% in secrecy rate, compared to typical power allocation
parameters. As regards SNR, it was observed that an increase in PA factor from 0 to
1 also increases attainable secrecy rate in low SNR regions. It was equally observed
that the optimal PA factor enlarges, tending towards 1, with an increase in number
of antennas, in the medium and high SNR regions.

Fig. 2.15 depicts the actual schematic of the proposed power allocation based
DM scheme. It represents a scenario where Alice is equipped with three antennas
whereas Bob and Eve only possess one each. The scheme assumed presence of LOS
path in all scenarios thus the transmitted baseband signal is represented as [85]:

s =
√

βPsvbx +
√
(1− β)PsPANz (2.10)
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Figure 2.15: Schematic diagram of the proposed power allocation
based directional modulation system [85]

where Ps is the total transmission power, β and (1 − β) represent the power allo-
cation parameters of the information to be transmitted and the artificial noise re-
spectively. vb ∈ CNx1 represents the tranmit beamfroming vector for controlling the
data to be transmitted to the pre-defined direction, PAN ∈ CNxN is the projection
matrix that directs artificial noise to the unwanted direction, where vH

b vb = 1 and
Tr[PANPH

AN ] = 1. In (2.10), x is the message to be transmitted that has to attain
E{xHx} = 1 and z ∈ CNx1 denotes the artificial noise vector with complex Gaussian
distribution. The details of the implemented are out of scope for this work but are
well outlined in [85].

2.3.1 Metrics for analysing DM Systems perfomance

Multiple proposition have been made for the acceptable metric upon which to ana-
lyze DM performance. One such metric is the normalized error rate adopted in [73,
77]. However this approach did not account for magnitude and phase reference of
detected constellation patterns were defined. Also having not considered channel
noise and coding approach, this metric is not able to account for differences in per-
formance given scenarios where: A constellation symbol is constrained within its
optimal compartment decoding, say different locations with a QPSK quadrant; A
constellation falls into a different compartment all together. With this omission, a
DM systems ’error rate’ is thus challenging to use for systematic analysis.

In [86] an error-vector-magnitude-like figure of merit, that defines the capability
of constellation patter distortion in DM systems is defined. This scheme faces the
same challenges of lack of channel noise and coding strategy consideration. In ad-
dition, it was noted that its computation does generate distinct values for static and
dynamic systems because they employ different constellation patterns.
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In [80], i.e., the dual beam beam directional modulation earlier mentioned, it is
the bit error rate (BER) that is employed to analyse the performance of the QPSK
DM system proposed. The closed-form QPSK BER lower bound equation for static
DM scheme evaluation was proposed as the metric of choice for [67, 66].

In [87] it was demonstrated that BER computed from closed from equations or
transmitted data streams together with secrecy rate was adequate metrics for evalu-
ating static DM systems. Secrecy rate being a metric already in wide use in the infor-
mation theory and specifically the cryptography field. It was equally demonstrated
that for dynamic DM systems that experience zero-mean Gaussian distributed or-
thogonal interference, EVM-like metrics, BER, and secrecy rate exhibited similar re-
sults that could as well be inter-converted.

2.3.2 Conclusions on Directional Modulation

While DM can address the issue faced by beamforming of having a ZOR size that
depends upon the received SNR, and hence upon the user hardware and conditions,
it however does not overcome the limitation introduced by the inversely propor-
tional relationship between array aperture size and beamwidth. Indeed, its focusing
performance, i.e., its angular selectivity, highly depends of the environment, and for
most DM techniques in a LOS case, are not better than beamforming.

2.4 Time reversal

Time reversal is a two-stage technique employed to spatially focus signal via a rich
scattering environment [88]. The stages involved are: channel estimation and pre-
coded data transmission. In the channel estimation stage, the transmitter sends a
short pilot signal through the rich scattering channel, thus, enabling the transmitter
to obtain knowledge of the channel impulse response to the intended RX. Various
approaches to channel estimation can be implemented. In all cases, the channel state
information (CSI) is determined by the implementation specifics, e.g., the quantiza-
tion noise, the additive noise during the process, the repetition rate, and the rate of
change of the channel. In the second stage, the actual data transmission, the trans-
mitter sends the signal filtered via a time reversal filter whose response is similar
to the estimated channel albeit reversed in time, i.e., the last part recorded is trans-
mitted first. These transmitted signals are characterized by a sharp spatial focus
and tight temporal compression at the source location. The characteristics men-
tioned above were demonstrated via laboratory experiments as shown in [89]. This
technique can be used with single-antenna as well as multiple-antenna transmitters.
Achieving focusing capabilities with a single-antenna system is attractive as it dras-
tically decreases the complexity of the transmitter.

Initially much of experimentation with TR was focused on applying it for un-
derwater communication systems as outlined in [90, 91, 92, 93]. In recent times
however, the TR principle has been applied to electromagnetic waves at radio fre-
quencies with an initial proof of viability demonstrated in [94]. The spatial focusing
properties of TR for narrow-band system in the electromagnetic waves domain was
also illustrated in [95]. In [96] and [97], it was demonstrated that it is possible to
minimize channel delay spread from the post-processing of wide band fixed wire-
less access channel measurements using either time reversal or classical weighting
schemes, a result which was reproduced in [98]. In addition to spatial focusing on
the targeted location, which is a desirable property in view of the low probability of
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intercept (LPI) in the communication by receivers located at the unwanted location,
TR also exhibits statistical robustness indicating that the spatial focusing properties
are observed consistently over the fading statistics of the channel [99].

More recently, the injection of artificial noise to a time-reversal precoder has been
investigated in order to further enhance the secrecy of communications [100, 101,
102, 103, 104]. The artificial noise, lying in the null-space of the intended receiver,
does not distort the received symbols at the intended position but everywhere else.
This approach can help improving geocasting in a similar way than DM can improve
beamforming to geocast data toward ZOR whose size does not depend too much on
the SNR, and therefore on the receiver capabilities (LNA gain ,noise floor...).

2.4.1 Conclusions on Time Reversal

Using TR to perform geocasting exhibits some major drawbacks. When using a
single-antenna transmitter, the focusing gain depends on the multipath richness
of the propagation channel environment. In a pure LOS environment, no gain is
achieved. Furthermore, in rich multipath environments, the size of the area where
a focusing gain can be achieved depends on the environment and cannot be con-
trolled. Finally, whether single- or multiple-antenna transmitters, the focusing gain
obtained with time-reversal precoder is achieved only when the transmitter knows
the exact CSI, which is contradictory with the idea of geocasting data while respect-
ing user privacy.

2.5 Conclusion

This chapter reviewed physical solutions that enable the wireless geocasting of in-
formation to specific spatial locations, namely, beamforming, Directional Modula-
tion (DM), and Time Reversal (TR). Regardless the technique, the problem is to find
a way for a base station to perform wireless transmission of data that can only be
decoded within desired areas. To do so at the physical layer, base stations have to
exhibit spatial focusing capabilities.

Beamforming is a signal processing technique used together with phased array
antennas to focus signal energy towards a pre-determined direction or location, in
our case this could be the direction of the predefined geographical address, i.e., the
ZOR. Research on beamforming and phased arrays has been ongoing over decades
now [105, 2, 106, 107, 108]. As we have seen in previous sections, beamforming
suffers certain inherent limitations. The main one being that to attain narrower
beamwidth of the radiation pattern, it is required to increase the aperture size of
the used antenna array. DM and TR do not improve this relationship in LOS envi-
ronments and in a controlable way.

Consequently, to overcome these limitations, we introduce Spatial Data Focus-
ing (SDF). In SDF, it is the transmitted data that is focused rather than the trans-
mitted power. The idea is to process the data in order to be decodable only at a
pre-determined area. This thesis seeks to demonstrate that focusing only the data is
spatially more selective than classical power focusing, at the expense of loosing the
antenna array gain. The required transceiver systems will therefore require minimal
infrastructure as only a limited number of transmitting antennas will be necessary
in order to achieve enhanced angular selectivity. Chapter 3 introduces the concept
of SDF using a spread spectrum technique in LOS environments while Chapter 4
assesses the robustness of the proposed approach in the presence of multipaths.
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Chapter 3

Spatial Data Focusing (SDF)

Introduction

We have recently proposed Spatial Data Focusing (SDF) as an alternative candidate
to classical beamforming in geocasting schemes [3]. In SDF, it is the data to be trans-
mitted that is focused, i.e., tagged to a specific spatial location. To do so, data to be
transmitted are processed in such a manner that they can only be decoded at a prede-
fined location. SDF can be contrasted to classical power focusing approaches where
focusing is carried out by directing energy (radiation patterns) towards a given di-
rection. Therefore, in SDF, beamwidth refers to the region within which the trans-
mitted data can be correctly decoded, i.e., the angular region where the BER is low
enough, as opposed to the classical definition of half-power beamwidth in power fo-
cusing techniques. In terms of implementation, SDF is similar to the DM techniques
covered in Section 2.3. However, DM typically involves an optimization to scramble
constellations outside the main beam while simultaneously ensuring a given array
factor exploiting coherent addition of radiated waves to achieve power focusing.
SDF does completely release the power focusing constraint which enables achieving
narrower geocast areas at the expense of the array gain, as we show in this chapter
and in our preliminary investigations [3, 109, 110, 111, 112, 113]. Furthermore, the
SDF precoding does not involve any optimization but a multidimensional mapping,
and is therefore less demanding in terms of computing resources. We investigate
in this chapter a new dedicated SDF precoding based on spread-spectrum multi-
dimensional mapping in order to achieve a more robust SDF scheme in multipath
environments [114, 115].

This chapter is organised as follows: Section 3.1 outlines a general overview of
the SDF system; Section 3.2 reviews the different approaches to orthogonal signal-
ing and describes with the aid of analytical expressions the benefits accrued when
orthogonal signals are privileged over non-coded ones. Section 3.3 discusses the
concept of spread spectrum modulation, covering aspects of pseudo-random codes
classification and generation, with a focus on orthogonal codes and the underly-
ing correlation properties. Section 3.4 introduces the principles of Direct Sequence
Spread Spectrum - Spatial Data Focusing (DSSS-SDF). It discusses the DSSS-SDF
transceiver architecture, choice of spreading codes, and its operation over LOS chan-
nel models. Analytical derivations are implemented to give physical insights regard-
ing the operation principle as well as to validate numerical simulations used for the
performance analysis. Section 3.5 introduces quadrature components to DSSS-SDF.
IQ resources provide an additional degree of freedom to the DSSS-SDF scheme, fur-
ther enhancing the performance by enabling SDF-dedicated channel estimation and
equalization.
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3.1 Spatial Data Focusing framework

Fig. 3.1 illustrates the framework of the SDF system. It depicts SDF as a Multiple-

A1[n] A2[n] A3[n] AN[n]

θ 

N-dimension mapping

A[n]

RX

x1(t) x2(t) x3(t) xN(t)

Front -End Front -End Front -End Front -End

x x x x

Figure 3.1: Spatial Data Focusing (SDF) scheme using N dimensions
and N antennas antennas

Input Single-Output (MISO) scheme consisting of a multiple-antenna Base Station
(BS) and a single-antenna user. The BS includes an N-dimensional mapper and N
chains, each one including, an orthogonal signaling block, a pulse shaping filter, a
front-end, and finally an antenna. The symbols to be transmitted, A[n], with n the
symbol index, are mapped onto an N-dimension symbol space leading to a vector
representation of the symbols to be transmitted: A[n] = (A1[n], A2[n], ..., AN [n]).
The orthogonality of the symbol space is physically ensured by the use of a set of
N orthogonal functions Φ1(t), Φ2(t), ..., ΦN(t) used in a spreading process prior to
pulse shaping. The output signals of the pulse shaping filter, x1(t), x2(t), ..., xN(t),
are subsequently fed into unique front-ends and radiated by unique elements of the
antenna array for transmission. The user receives the composite signal made up of
the sum of the transmitted signal from the different array elements and performs
a dedicated symbol estimation. The received signal can be therefore expressed in
baseband as:

r = hx + n (3.1)

with h = (h1, h2, ..., hN), the MISO channel and n, the noise at the receiver. In this
architecture, the transmitted signals x1(t), x2(t), ..., xN(t) are not correlated between
each others and therefore the average interference pattern, i.e., the array factor, does
not exhibit any preferential angular direction of propagation. As such, no power
focusing gain is achieved. The radiation pattern of the array is consequently similar
to the single element one.
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While SDF looses the benefit of the array gain, it takes advantage of the orthog-
onality of the signal’s dimensions to perform a dedicated channel estimation and
equalization. Indeed, as explained in following sections, by using a single dimen-
sion, i.e., a single channel, as a reference for estimation, equalization, and synchro-
nization, high angular selectivity can be achieved on the received estimated signal.
So the performance of the SDF system relies on the orthogonal signaling scheme at
the transmitter. In [3] and [109], SDF is implemented with time domain orthogonal
pulses. This work on the other hand, proposes SDF implementation using spread
spectrum modulation to generate the orthogonal signal basis using spreading codes.
The goal being that in addition to the robust orthogonal signaling, the system will
equally benefit from the inherent spread spectrum advantages like cross-talk elim-
ination, reduced effect of multipath fading, low probability of detection, and low
probability of interference/jamming. Successful deployment of the Direct Sequence
Spread Spectrum - Spatial Data Focusing (DSSS-SDF) scheme is pegged on appro-
priate choice of orthogonal spreading sequences and efficient transceiver design.

3.2 Orthogonal Signaling

3.2.1 Review

Orthogonal signaling is at the core of the SDF system. The concept of orthogonal
signals describes a set of signals whose inner product is zero, and is given as:

Lc−1

∑
q=0

x[q]y[q] = 0 (3.2)

where Lc is the sequence length. Equation (3.2) is quite similar to classical correlation
equation save for the absence of the normalizing factor 1/Lc. In essence signals
that are orthogonal are uncorrelated, as such, standard correlation equations could
be used to test for orthogonality. The key characteristics of orthogonal signals is
that, on combining multiple orthogonal signals, they do not interact with each other
within the composite signal. It is still possible to manipulate each signal with no
specific regard to the remaining signals in the summation. Two or more signals can
be orthogonal to all other members in the family. Such families of orthogonal signals
are referred to as orthogonal sets, and their formation is reviewed in Section 3.2.2.
Orthogonal signaling is largely a coding technique, therefore, to evaluate its benefits,
its performance may be compared with that of ’non-coded’ schemes, i.e., direct from
source binary bit streams. These two cases are illustrated as binary transmission
modes in Fig. 3.2.

Fig. 3.2a represents a typical signal pair in a direct source binary bit stream signal
transmission. Assuming the bits are transmitted as optimal antipodal bit pairs, each
bit with applied energy Eb, given a block of m consecutive bits, it is observed that any
bit patterns is possible, including those that differ by just a single bit. The minimum
squared distance between different m-bit block signals is thus equal to the squared
distance between the single-bit antipodal signals (i.e., the case where 2 symbols dif-
fer by just a single bit), and is given as, d2

min,u = 4Eb, where u stands for ’uncoded’.
Fig. 3.2b on the other hand depicts a typical orthogonal coding case with the m-bit
blocks transmitted as orthogonal signals of energy mEb, with each bit still having
energy Eb. Orthogonal coding is characterized by equidistant signals regardless the
considered symbols, thus, the squared distance between them can be expressed as
d2

min,ort = 2mEb. Comparing the coded with the non-coded case, it is evident that
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Figure 3.2: Signal pairs in binary transmission modes. (a). Direct
source bit streaming. (b) Orthogonal coding

to get identical minimum distances, the non-coded bit stream transmission requires
an energy gain Ga = m/2 times higher than that of orthogonal signaling. Ga, the
asymptotic orthogonal coding gain, is thus sufficient measure of the advantages of
orthogonal coding as SNR tends to infinity. Under high SNR regime, the error prob-
ability can be approximated by the union bound as [116]:

Pe ∼
nmin

M
Q

(√
d2

min
2No

)
for

d2
min

2No
� 1 (3.3)

where nmin = M(M− 1), i.e., the number of signals with minimum Euclidean dis-
tances from a transmitted one, M is the constellation size, and N0 is the noise spectral
density. In (3.3), it is clear that the minimum Euclidean distance determines the er-
ror probability irrespective of the M-ary transmission environment. By replacing the
minimum squared distances given earlier for the un-coded and coded cases, namely,
d2

min,u = 4Eb and d2
min,ort = 2mEb respectively, we obtain the probability of error per-

formance as a function of SNR in Fig. 3.3. The black curve shows the probability of
wrong reception of a non-coded block and the blue curve for the coded block. m = 6
bits are used per block with M = 2m orthogonal signals. It is thus observed that the
coded case naturally outperforms the un-coded case as the error probability is lower
for a given SNR. In the range of Pe from 10−2 to 10−6 actual gain G of orthogonal
signaling increases from 3.5 to 4.2 dB. As (3.3) is valid for high SNR only, an exact for
error probability of coherent reception of M orthogonal signals is also considered as
given by [117]:

Pe,ort = 1−
∫ ∞

−∞
exp

[
− (x− qb

√
m)2

2

]
ΦM−1(x)dx (3.4)

where qb =
√

2Eb/No is the SNR per bit and Φ(x) = 1− Q(x) is the error function.
Results obtained with (3.4) are plotted in red in Fig. 3.3 and converge well to the
union bound expression at high SNR regime.
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Figure 3.3: Binary transmission modes

3.2.2 Orthogonal signaling design approaches

This section looks at the various approaches employed in exploiting signal resources
to realise orthogonal signal sets. The three methods reviewed are time-shift coding,
frequency shift coding, and spread spectrum orthogonal coding.

Time-shift coding

(a) (b)

Figure 3.4: Orthogonal signals (a). Time-shift coded (b).Frequency-
shift coded [116]

Fig. 3.4a represents orthogonal signals set occupying a time period Tt. Each sig-
nal has a duration T = Tt/M and is time shifted by time T. M = Tt/T, is the max-
imum number of signals that can be contained within a given time resource. Or-
thogonality in this case is realized due to the fact that the inner product of the time-
shifted signals is zero. Each signal occupies a bandwidth W = 1/T, they can thus all
occupy the same bandwidth without violation of orthogonality: W = Wt. This ap-
proach to signal orthogonality is quite simple to implement, however, it suffers the
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limitation that any potential fluctuations of the signal time positions is detrimental
for orthogonality, this may lead to quite complex synchronization requirements. Al-
though secure safety margins between signals can be introduced to minimize this
limitation, this has to be traded off with spectral efficiency.

Frequency-shift coding

Frequency-shift coding is an alternative approach for achieving signal orthogonal-
ity. It is directly related to time-shift coding by time–frequency duality, i.e., the dot
products of signals u(t), v(t) and that of their spectra ũ( f ), ṽ( f ) coincide as:

(u, v) =
∫ ∞

−∞
u(t)v(t)dt =

∫ ∞

−∞
ũ( f )ṽ∗( f )d f = (ũ, ṽ) (3.5)

This allows the use of similar concepts discussed in time-shifting coding to be used
in frequency-shift coding. As shown in Fig. 3.4b, the signals do overlap in time
(T = Tt) each with a bandwidth W = 1/Tt. The total number of orthogonal signals
attainable with this approach is given as M = Wt/W = WtTt, which is basically the
total available signal space.

Spread spectrum orthogonal coding

Resource fragmentation as discussed in the time and frequency shift orthogonal cod-
ing is limited by an increasing M, i.e., as M increases the resource fragmentation
quickly becomes unsustainable, in such cases spread spectrum orthogonal signaling
maybe preferred as it allows all signals to share the entirety of the time-frequency
resource with no distributions or slicing required. To realise M signals of Lc consec-
utive chips, each having the same rectangular shape and duration Tc, let the chip
polarities of the kth signal (assume BPSK transmission) be manipulated by a code
sequence of binary symbols Ck,q = ±1, where k = 1, 2, ..., M and the chip index
number q = 0, 1, ..., Lc − 1. This signal can be represented in baseband as:

sk(t) =
Lc−1

∑
q=0

Ck,q p(t− qTc) (3.6)

where p(t) represents rectangular chips of duration Tc. The inner product of the kth
and lth signals can be given as:

(sk, sl) =
Lc−1

∑
q=0

Lc−1

∑
j=0

Ck,qCl,j

∫ T

0
p(t− qTc)p(t− jTc)dt (3.7)

The integral in (3.7) is the cross correlation of two chips time-shifted to each other
by (q− j)Tc. When q 6= j, this cross-correlation outputs zero because the chips in the
integral do not overlap in time. Thus:∫ T

0
p(t− qTc)p(t− jTc)dt = E0δqj (3.8)

where E0 is the chip energy. Substituting (3.8) in (3.6) we get:

(sk, sl) = E0

Lc−1

∑
q=0

Ck,qCl,q = E0(Ck, Cl) (3.9)
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Equation (3.9) relates the inner product of the signals (3.6) with that of Lc-dimensional
vectors of the corresponding spreading sequences Ck = (Ck,0, Ck,1, ...., Ck,Lc−1). Evi-
dently, M orthogonal code sequences do generate a set of M orthogonal signals via
(3.6). Fig.3.5 illustrates the resource allocation in orthogonal spread-spectrum sig-
naling. It depicts the absence of classical resource distribution, instead the signals
overlap both in time and frequency domains.

Figure 3.5: Resource allocation in orthogonal spread-spectrum sig-
naling [116]

Each signal has a bandwidth W = 1/Tc, and the symbol duration is T = LcTc thus
producing WT = Lc = WtTt. Clearly, orthogonality is now due to an appropriate
signal modulation, as opposed to either time interval or spectral fragmentation.

3.3 Spread Spectrum Modulation

Spread spectrum is an RF communication system in which the baseband signal
bandwidth is intentionally spread over a larger bandwidth by injecting a higher
frequency signal. As a direct consequence, energy used in transmitting the signal is
spread over a wider bandwidth, and may appear as noise [118] [63], as it was initially
proposed for military applications due its inherent low probability of detection and
interception properties. It also benefits from multipath rejection capabilities, mak-
ing this technology equally interesting in classical civilian wireless systems, specif-
ically in schemes that require multiple access capabilities, like in the second and
third generation of mobile phone standards (e.g., IS-95 in 2G, CDMA2000 in 3G).
The two common approaches to spread spectrum modulation are: direct sequence
and frequency hopping. The work in this thesis is based on DSSS modulation, where
the data signal d(t), with symbols of duration T, is multiplied by a pseudo-random
sequence (code) c(t) composed of Lc coefficient cq ∈ ±1 and thus Lc symbols re-
ferred to as chips. This process leads to expanding the bandwidth since Tc = T/Lc,
where Tc is the chip duration. The 3 dB bandwidth Wc of c(t) is approximately Lc
times that of d(t), i.e., Wc = LcW, and d(t) × c(t) = d( f ) ∗ c( f ), this process is il-
lustrated in Fig. 3.6 where the first plot represents the data signal d(t), the second
one represents the spreading sequence c(t), and the last one represents the spread
sequence d(t)c(t). The ratio of the signal bandwidth after spreading to that of the
original signal bandwidth, i.e., the spreading factor, is given as SF = Wc/W ≈ Lc,
SF determines the extent of both interference and multipath rejection at the receiver
[116].
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Figure 3.6: From top to bottom: Data, code, and spread signal

3.3.1 Classification of spreading codes

Spreading codes can be generally classified as: real or complex codes, orthogonal or
non-orthogonal codes, and analog or digital codes.

Orthogonal vs. non-orthogonal codes

Orthogonal codes are characterized by pairwise cross-correlation function that re-
turn zero. They find application in schemes where it is required to transmit multiple
data streams simultaneously over the same frequency band. This characteristic is
enabled by the availability of synchronization mechanisms able to align the codes
in time. The number of possible simultaneous transmissions is determined by the
cross-correlation properties of the given orthogonal codes [63, 118].

Non-orthogonal codes, also referred to as quasi-orthogonal codes, are primarily
optimised for bandwidth expansion, and their pair-wise cross-correlation function is
low but does not rigorously return zero. They may also be employed for simultane-
ous data transmission, however separate modalities must be put in place to distin-
guish the different channels [119]. A typical case would be to use quasi-orthogonal
codes (e.g., PN sequences) for bandwidth expansion and orthogonal codes (e.g.,
Walsh sequences) for channel separation in the same system.

Real vs. complex codes

As the name suggests, real codes are solely composed of real components viz; C(t) =
[c1(t), c2(t), ..., cLc(t)]. Complex codes on the other hand can be defined as, C(t) =

[cI
1(t) + jcQ

2 (t), ..., cI
Lc
(t) + jcQ

Lc
(t)], where cI

i (t) and cQ
i (t) are the real and imaginary

component sequences respectively. Complex codes can either be derived from a fam-
ily of constant-envelope root-of-unity filtered complex spreading sequences [120], or
be selected as two distinct but equal length code sequences. Conventionally complex
codes are transmitted over quadrature carriers to separate the real and imaginary
components. C(t) can be used to spread one or two real data streams. They may
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also be used to implement a multi-dimensional modulation architecture, however,
this is determined by the correlation properties of cI

i (t) and jcQ
i (t) [121].

Analog vs. digital codes

Analog spreading codes are finite-length code sequences whose chips are extracted
from a continuous stream of values, examples would be the Huffman and analog
chaotic sequences [122] [123]. Digital spreading codes on the other hand are codes
that are parts of a well defined finite-size alphabet.

3.3.2 Pseudo-Noise (PN)

Pseudo-random sequences are noise-like deterministic bit sequences consisting of +1
and −1, they are also referred to as Pseudo-Noise (PN) signal and can viewed as
signature codes that need to be known by both the transmitter and receiver as to fa-
cilitate efficient decoding of transmitted information. They do exhibit the following
noise-like properties [124]: (1) Balance, PN sequence of length Lc = 2n − 1 contains
2n−1 ones and 2n−1 − 1 zeros; (2) Runs, for any PN sequence, 1/2 of the runs have
length 1, 1/4 have length 2, 1/8 have length 3, 1/16 have length 4, e.t.c, and for all
the cases, the number of runs of 0’s is equal to the number of runs of 1’s. In this
case a run is defined as a string of continuous values; (3) Good auto-correlation and
cross-correlation properties.

The choice of spreading codes in this work is critical in regard to capacity to
mitigate against both multipath and inter-channel interference, as such, it is re-
quired that: The generated code sequences must be periodic with a constant length;
they must be easy to differentiate from their time-shifted versions; and finally they
must be easy to distinguish form other code sequences. The first and the second
requirements are important with respect to potential multipath effects due to the
considered propagation environment, whereas the third one takes care of instances
of multi-access capability in communication systems. For the first and the second re-
quirement, the measurement of the level of distinction of the codes is carried out by
an autocorrelation and cross-correlation functions respectively. The autocorrelation
function measures the level of distinction, and it is expressed as:

Rxx(t) =
1
T

∫ T

0
X(t)X(t + τ)dτ (3.10)

The cross-correlation function on the other hand, determines the extent of correlation
between different codes sequences, say, X(t) and Y(t). It is expressed as:

Rxy(t) =
1
T

∫ T

0
X(t)Y(t + τ)dτ (3.11)

The two functions summarized above are used to evaluate the spreading codes.
The next section discusses the techniques use for generating spreading sequences

used in this work. It also briefly describes some other codes families that have not
been necessarily used in this work.

Code Generation by Linear Feedback Shift Registers

Multiple approaches to code sequence generation do exist. In this work, we focus
on the generation using Linear Feedback Shift Registers (LFSR). A shift register is



38 Chapter 3. Spatial Data Focusing (SDF)

a type of digital circuit made of multiple cells, each doubling as a storage unit that,
under the control of a clock pulse, shifts its contents to its output while reading new
content from its input. In typical LFSR configurations, the input of a given cell m,
is a function of the output of cell m − 1, and the output of the last cell determines
the desired code sequence. Fig. 3.7 depicts a linear binary shift register, that can
generate codes from the polynomial g(x) = x5 + x2 + 1. The configuration of a
m-section LFSR can be described by a binary generator polynomial of degree m as:

g(X) = g1xm + gm−1xm−1 + gm−2xm−2 + · · ·+ g1x1 + 1 (gi ∈ 0, 1) (3.12)

A typical case is depicted in Fig. 3.7, whose polynomial is given as, g(x) = x5 + x2 +
1, with initialization g0 = g2 = 1, and gm = 0, such shift registers are sufficient for
generating spreading sequences.

� ��

�

Figure 3.7: Linear feedback shift register

M-Sequence generation

M-sequences can be generated using single linear shift register. The ’M’ in M-sequence
stands for ’maximal’ as they are sequences with a maximum possible period, (Lc =
2m − 1) that can be generated by a m-stage binary LFSR. They are generated us-
ing primitive degree m generator polynomials, and are characterized by inherent
shift-and-add, balance, and run-length properties [125] [126] [127]. The periodic au-
tocorrelation function of M-sequences is given by,

Rxx(t) =

 1 for n = Mod Lc

− 1
Lc

otherwise

Depending on the desired use case, the number of registers, the initial value, and
taps can be implemented on the chosen polynomial. A good example is shown in
Fig. 3.8 where 3 registers, with initial values as 111, and feedback tap positions in
the first and third taps, represented by polynomial g(x) = x3 + x + 1 is shown.

� ��

�

Figure 3.8: 3-stage linear feedback shift register

Based on M-sequences, other spreading codes can be generated.
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Gold sequences

These are codes generated by the modulo-2 operation of preferred pair equal length
m-sequences [128]. Specifically, from a pair of preferred sequences, Gold sequences
are generated by the modulo-2 sum of the first with shifted versions of the second.
Given a period of Lc = 2m − 1, there are Lc possible circular shifts. It is thus possible
to generate Lc Gold sequences given a pair of m-sequences of length Lc [124, 129].
This approach is depicted in Fig. 3.9. Gold codes exhibit inferior auto-correlation
properties compared to m-sequences. Indeed, in the generated Gold code family,
only the initial preferred pair are m-sequences, the derivatives are not. Unlike m-
sequences that have two level autocorrelation values, Gold codes have three level
valued autocorrelation spectrum. They are preferable when the priority of the com-
munication system is security, given that their family size is significantly larger than
that of PN codes.

� ��

�

� ��

�

�
Output

EX-OR

Figure 3.9: A 3- stage Gold sequence generator

Other PN sequences: There exists multiple other PN sequences in the literature, how-
ever they are out of scope for this work. They include: Gold-like PN sequences
[130]; Barker sequences and Barker-like sequences [131, 132, 133, 134]; and Kasami
sequences [130, 135].

3.3.3 Orthogonal codes

As earlier described in Section 3.3.1, two sequences are said to be orthogonal if the
inner products between them is zero. In other words, if ci(τ) and cj(τ) are the ith

and jth orthogonal members of a given code family, each of code length Lc, and τs as
the chip duration, then the orthogonal property is expressed as:

Rc(τs) =
Lc−1

∑
k=0

ci(kτs)cj(kτs) = 0 ∀ i 6= j (3.13)

Orthogonal codes used in this work include Walsh-Hadamard codes and orthogonal
Gold codes, whose details are therefore given hereafter.

Walsh Hadarmard (WH) Codes

Walsh codes are generated by applying the Hadamard transform to an 1× 1 dimen-
sional zero matrix repeatedly [125, 136, 137]. The process can be summarised as:
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starting with a seed of 0, then replicating it horizontally and vertically, and then
complementing the 1 diagonally, in this way an orthogonal code (Matrix) is ob-
tained. This process is to be continued with the newly generated block until the
desired codes with the proper length are generated. Sequences generated in such a
manner are referred as ’Walsh’ codes [138].

H1 =
[
0
]

; H2n =

[
Hn Hn
Hn Hn

]
(3.14)

The left matrix in 3.14 represents a Hadamard matrix, Hn, where n = 2i and i is an
integer. It is a symmetric square-shaped matrix whose columns or rows correspond
to a Walsh code of length n. Each row being orthogonal to all the other rows.

Orthogonal Gold Codes

The Gold sequences discussed in section 3.3.3 have multiple distinct codes compared
to the M-sequences. However, they experience certain shortcomings: the proportion
of 0s to 1s is not always balanced; the cross-correlation value of Gold sequences is
not always zero in a synchronized environment; and they have odd number codes
lengths, thus a special clock is required for their generation. The limitations de-
scribed above are mitigated by simply adding one chip to the Gold codes to balance
the proportion of 0 to 1. Attaching a ’0’ to the original (quasi-orthogonal) Gold codes,
generates a set of codes whose cross-correlation values are ’0’ at synchronous point,
this new type of codes are referred to as orthogonal Gold codes.

A simple zero-padding of the output of Fig. 3.9 can be used to realise 2m orthogo-
nal codes. These codes do not exhibit any significant difference from Walsh codes in
terms of their cross-correlation characteristics, however, their auto-correlation char-
acteristics (ACC) are different. In essence, orthogonal Gold codes exhibit more op-
timal ACC than Walsh codes. This makes them desirable in applications where it
is preferable to keep the auto-correlation values low as to prevent potential false
registration of autocorrelation peaks [139]. In [140], a comparison of the two orthog-
onal approaches was carried out and it was observed that individual code-words of
Orthogonal Gold codes perform more uniformly compared to corresponding code-
words from Walsh code sets. It means that orthogonal Gold codes will indeed be
preferable in practical cases where perfect orthogonality cannot be retained, e.g.
over a transmission channel, this drops the requirement for a very tight synchro-
nization scheme at the receiver. This characteristic equally comes in handy in con-
sideration of immunity to multipath effects.

3.3.4 Correlation characteristics of spreading codes

The correlation characteristics of spreading codes are central to the spread spectrum
communication signaling and in finality to the proposed SDF scheme. Spreading
codes can be seen as the signatures shared by both transmitter and receiver, thus
enabling the receiver to decode the transmitted spread signal. It is therefore evi-
dent that the properties of the transmitted spread signal is significantly influenced
by the nature of the spreading codes used [117, 141]. Ideally the correlation function
of identical codes from a given code family should output high correlation peaks
whenever the code sequences in the incoming signal aligns with the one gener-
ated at the receiver. In addition, in low SNR scenario, the said peaks should be
clearly higher than the peaks due to sidelobes correlation and noise, sidelobes cor-
relation peaks being those generated due to code misalignment [63]. In the same



3.3. Spread Spectrum Modulation 41

vein, cross-correlation values should be very low, ideally zero. Similarly, correla-
tion between codes within a given codes family and their offsets in time must also
be kept very low. This is important as spread spectrum signals need to share the
same frequency band [63]. Correlation functions are classically classified as either
periodic or aperiodic correlation. Given a spreading sequence with code length Lc ,
Cq = [c1, c2, ..., cLc ], its aperiodic auto-correlation function (AAF) can be represented
as [116]:

Rac(k) =
Lc−1

∑
q=0

cqc(q+k) (3.15)

where the shift parameter k ∈ −Lc + 1 : Lc − 1, and Rac is zero out of these ranges,
also, the shifted index (q+ k) ∈ (0 : Lc], given that c(q+k) is zero out this range. (3.15)
represents a spreading code that is shifted to the right over itself as the dot product is
calculated for each shift. The AAF function considers cases where the correlation is
carried out over a single spreading sequence. In cases where auto-correlation is to be
carried over a repeating code sequence, then the periodic auto-correlation function
(PAF) is preferred, PAF is represented as:

Rcc(k) =
Lc−1

∑
q=0

cqc(q+k) mod Lc c0 = cLc (3.16)

The modulus operator removes the restriction on k such that when (q + k) mod Lc =
0, i.e., when chip c0 is needed, it is substituted with cLc . This set up permanently
keeps index value within [1 : Lc] with respect to the spreading code definition
C = [c1, c2, ..., cLc ]. (3.16) can thus be simplified as a case of performing autocorrela-
tion between a given spreading code and a long incoming stream of similar codes.
This is exactly what happens in typical burst communication schemes where the
transmitted signal has embedded within it multiple spreading codes.

3.3.5 Direct Sequence Spread Spectrum (DSSS)
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Figure 3.10: End-to-end DSSS system

Fig. 3.10 illustrates a typical end-to-end DSSS system. An is the symbol trans-
mitted over the nth symbol duration. The data symbols An are first upsampled
at the chip rate and then multiplied by the spreading codes c[q]. The obtained
spread sequences are then filtered (i.e., pulse shaping) to form the base band sig-
nal x(t) = ∑n Akg(t − nT), where g(t) the shaping pulse, T is the symbol dura-
tion. The output of this process is then up-converted by multiplication by the carrier
cos(2π fct) and transmitted via a channel h(t). Depending on the nature of h(t),
it may introduce to the signal various form of interference I(t), finally the system
may also introduce additive noise n(t) at the receiver. In transmission, a spreading
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code delay is introduced. The received signal r(t) is used to synchronize the codes
generated at the receiver [142, 143].

At the receiver, r(t) is down-converted, passed through a matched filter, sam-
pled, and then despread by multiplying it with a synchronized version, cs[q], of the
original spreading code c[q]. The output of the synchronizer depends on the propa-
gation delay τ introduced by the channel. If the channel does not introduce multi-
path, then τ = τLOS. However, in the presence of multipath then the synchronizer
will ideally synchronize either to the multipath component with the largest ampli-
tude (usually the LOS path if present) or the first multipath component above a set
threshold. Specifically, if h(t) = ∑i αiδ(t− τi), where αi is the complex gain of the ith
multipath component, then the synchronizer will lock to the strongest path i, setting
τ = τi [144]. The ith multipath component at delay τi is despread by multiplying it
with the despread code c(t− τi). The multipath components falling in another chan-
nel tap (i.e., τi − τj,i 6=j > Tc) are not despread, and most of their energy is removed.
This property is the basis of the multipath mitigation offered by spread spectrum
communications. Upon despreading, the baseband signal goes to a decision device
for further processing. For received signal estimation, classical DSSS receivers take
a three pronged approach : down-conversion, despreading, and baseband demodu-
lation.

3.4 Principle of DSSS based Spatial Data Focusing

In Spatial Data Focusing, the transmitter broadcasts information to a given location,
irrespective of whether a receiver is located at that position at that instant. Con-
sequently, the precoding cannot make use of any CSI knowledge, except naturally
the angular direction of the ZOR. A receiver getting into that ZOR will decode the
data whereas out of this zone, data cannot be decoded correctly. The data coding
takes a two-pronged approach that includes mapping symbols onto an N-dimension
symbol space and spreading them via appropriate spreading codes. This section in-
troduces the basics of DSSS-SDF, looking at its general architectural overview with
some focus on the question of choice of appropriate orthogonal spreading codes and
symbol space mapping.

3.4.1 Transmission

Fig. 3.11 represents the architectural overview of the transmit section of the pro-
posed scheme. It is largely divided into five blocks: N-dimensional symbol mapper,
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Figure 3.11: Principles of Spread Spectrum Spatial Data Focusing
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spreading mechanism, pulse shaping, the antenna array, and the channel. Its op-
erating principles is as follows. The incoming symbol stream A[n] is mapped onto
an N-dimensional symbol space. Each symbol projection on each dimension, i.e.,
each symbol coefficient, is then used to spread spectrum modulate a unique mem-
ber of an N-dimensional orthogonal codes set, {C1, C2, ..., CN}. The outputs of the
spreading process Aup

i Ci are passed through pulse shaping filters g(t), which are
root raised cosine filters. The filters outputs, si(t), are subsequently fed into unique
elements of an N element antenna array. The N uncorrelated transmitted signals can
be expressed as:

si(t) =
∞

∑
n=0

Ai[n]
Lc−1

∑
q=0

Ci[q]g(t− nT − qTc) (3.17)

where n, is the symbol index, q, is the code’s chip index, and i = 1, 2, ..., N, is the
code/antenna index, T, Lc, and Tc are symbol duration, code length, and chip du-
ration respectively. Ai[n] ∈ Z are the multi-dimensional symbol coefficients, and
Ci[q] ∈ [1,−1] with 〈Ci[q], Cj[q]〉 → 0 for i 6= j.

3.4.2 Choice of spreading codes

Orthogonal signaling is a critical aspect of the SDF system. For the DSSS-SDF ap-
proach, orthogonal codes are actually the foundation of the multi-dimensional or-
thogonal signal basis used. Thus, to help in selecting orthogonal codes well-suited
for SDF, the properties of various orthogonal code family sets are first investigated.
To do so, this work focused on two orthogonal codes sets that exhibit different prop-
erties, namely, Walsh-Hadamard and Orthogonal Gold codes. In ideal cases, good
autocorrelation function for orthogonal spreading sequences should be a delta func-
tion, and 0 for cross-correlation functions, in other words, autocorrelation function,
ρ(τ) = δ(τ), and cross-correlation functions, ρi,j(τ) = 0, ∀ i 6= j, ∀τ.

Walsh-Hadamard codes

Computer simulations are performed to characterize the correlation properties of
Walsh codes. The solid red and dashed red plots in Fig. 3.12a illustrates the evalu-
ation of their auto-correlation properties for codes made up of Lc = 8 and LC = 32
chips (code length). It shows that Walsh codes do exhibit non-ideal auto-correlation
properties for various code lengths, specifically in this case they have large auto-
correlation for τ 6= 0. ACF values for most of the side lobes are fairly significant
compared to the peak ACF value. This kind of result is realised for over 50% of
Walsh codes pairs examined, code length not withstanding. They are thus not good
candidates for asynchronous transmission schemes for the reasons detailed below.

• The codes do not have a single, narrow auto-correlation peak. As a conse-
quence code-synchronization becomes difficult, see Fig. 3.12a.

• The spreading is not very efficient as the energy is only spread over a small
number of discrete frequency-components as shown in Fig. 3.14.

• Orthogonality is also significantly impacted by channel properties like multi-
path. In practical applications then, it will be required to implement more
complicated equalization schemes to recover the transmitted information.
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(a) (b)

Figure 3.12: (a) Auto-correlation functions, (b) Cross-correlation func-
tions (Lc = 32), for both Walsh-Hadamard and Orthogonal Spreading

sequences

(a) (b)

Figure 3.13: Auto-Correlation functions between different codes
within a given set of (a) Orthogonal Gold codes (b) Walsh with

Lc = 32 chips

Figure 3.14: Frequency distribution of signal spread via Orth. Gold
codes vs. Walsh codes with Lc = 32 chips over the 200 MHz signal

bandwidth
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Fig. 3.12b illustrates the cross-correlation results for Walsh codes (solid red plot)
and orthogonal Gold codes (dashed blue plot) for code length Lc = 32. It is ob-
served that both sequences do exhibit ideal cross-correlation properties with zero
value at zero time shifts thus making them a good candidates for mitigating against
inter-channel interference. However, all members of a given code set in Walsh codes
do not exhibit uniform auto-correlation function (ACF) values for all shifts. This is
observed in Fig. 3.13b where auto-correlation of the different members yield quite
varying characteristics. These results mean that for orthogonality to be preserved at
the receiver, Walsh codes have to be perfectly synchronized with each other.

Orthogonal Gold codes

Computer simulations are similarly used to evaluate the characteristics of orthogo-
nal Gold codes. Fig. 3.13a illustrates the results obtained in evaluation of the auto-
correlation properties. It is observed that the sidelobe levels, i.e., ACF values at
non-zero time offsets, are much lower than the peak ACF values, i.e., at zero time
shift. A difference of about 6dB. This kind of uniform characteristic was observed
across all pairs of orthogonal Gold codes generated and evaluated, code length not
withstanding. This characteristics makes orthogonal Gold codes a good candidate
for asynchronous transmission applications. Indeed compared to Walsh codes, the
orthogonal Gold codes exhibit superior auto-correlation properties. An evaluation
of their CCF characteristics was also carried out and typical results illustrated in Fig.
3.12b. As was earlier stated, they do exhibit some characteristics similar to Walsh
codes, specifically returning zero value at zero time shift. Again the above makes
it a viable candidate for asynchronous transmission schemes. Finally, as shown in
Fig. 3.12b, the spread in frequency is efficient even with only Lc = 32 chips: the
power is uniformly distributed over the whole signal bandwidth.

Discussions

It was shown that orthogonal Gold codes exhibit superior properties than Walsh-
Hadamard codes for asynchronous communications, code lengths Lc not withstand-
ing. SDF can also benefit from these superior properties to achieve more robust
geocasting, especially in multipath environments. However, the goal of SDF is to
preserve the orthogonality of the multi-dimensional symbol space at the receiver,
only in the ZOR direction. Anywhere else, the orthogonality of the received sym-
bol space should be as degraded as possible. Consequently, operating with codes
exhibiting near ideal properties could be beneficial. These hypothesises will be as-
sessed while evaluating SDF performance in following sections.

3.4.3 Channel model

As an initial proof of concept and to assess SDF fundamental performance, the chan-
nel is firstly characterized by a free space LOS transmission model as illustrated in
Fig. 3.15.
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Tx
Array

Figure 3.15: Line-of-sight (LOS) MISO channel architecture

b is the inter-element distance given as a factor of wavelength λ. Assuming far-field
paraxial approximation, the channel impulse response hi(t) between the transmit
and receive antennas is given as:

hi(t) = αiδ(t− τi)e−jωτi (3.18)

where αi and τi = (r + di)/c are the respective wave attenuation constant and prop-
agation delays between TXi and RX, with r, the distance covered by the wave-front
between the first antenna array element and the receiver, di = (i − 1)b sin θ with
i = 1, 2, ..., N, is the antenna element index, and ω is the angular carrier frequency.
Assuming r � b leads to αi = α. Without loss of generality, α is taken as equal to 1
in the following analysis. Consequently, the LOS channel model is re-written as:

hi(t) = δ(t− τi)e−jωτi (3.19)

3.4.4 Reception

The received signal, r(t), can be expressed as the output of the MISO LOS channel
such as:

r(t) =
N

∑
i=1

(si ∗ hi) (t) + n(t) (3.20)

where n(t) is random Gaussian noise at the receiver. Substituting equations (3.17)
and (3.19) into (3.20) leads to:

r(t) =
N

∑
i=1

e−jωτi
∞

∑
n=0

Ai[n]
∫ ∞

−∞

Lc−1

∑
q=0

Ci[q]g(t− nT − qTc − t′)δ(t′ − τi)dt′ + n(t)

=
N

∑
i=1

e−jωτi
∞

∑
n=0

Ai[n]
Lc−1

∑
q=0

Ci[q]g(t− nT − qTc − τi) + n(t) (3.21)

The received signal r(t) passes through a matched filter-based receiver as illustrated
in Fig. 3.16.
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Figure 3.16: DSSS-SDF-IQ receiver architecture

The matched filter at the receiver is also a root raised cosine filter, yielding an
output expressed as:

y(t) = r(t) ∗ g∗(−t) =
∫ ∞

−∞
r(t′)g(t− t′)dt′

Being symmetrical pulses, g∗(−t) = g(t). Substituting for r(t) from (3.21), y(t) is
further represented as:

y(t) =
N

∑
i=1

e−jωτi
∞

∑
n=0

Ai[n]
∫ ∞

−∞

Lc−1

∑
q=0

Ci[q]g(t− nT − qTc − τi + t′)g(t′)dt′ + z(t)

(3.22)

where z(t) is the noise after filtering. Since g(t) is a root raised cosine filter, f (t) is
defined as the raised cosine filter, thus:∫ ∞

−∞
g(t− t′)g(t′)dt′ = f (t) (3.23)

and (3.22) can then be written as:

y(t) =
N

∑
i=1

e−jωτi
∞

∑
n=0

Ai[n]
Lc−1

∑
q=0

Ci[q] f (t− nT − qTc − τi) + z(t) (3.24)

y(t) is then periodically sampled every lTc:

y[lTc] =
N

∑
i=1

cos(ωτi)
∞

∑
n=0

Ai[n]
Lc−1

∑
q=0

Ci[q] f ([l − q]Tc − nT − τi) + z(lTc) (3.25)

where only the real part of y(t) has been conserved as a first approach (amplitude
modulation only with Ai assumed to be real) and z(lTc) is the corresponding sam-
pled noise.

The periodically sampled matched filter output y[lTc] is then correlated with the
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synchronised versions of the spreading codes generated at the receiver for despread-
ing via an N-branch correlator. The known code sequences embedded in the in-
coming signal and those generated at the receiver are used as the reference signals
in order to acquire the correct phase of the codes used to encode the signal at the
transmitter [144]. Notably, in SDF all the synchronization is carried out relative to a
pre-defined reference dimension. A set of candidate phase value hypothesis, ∆̃, of
the receiver generated de-spread codes are evaluated as, P(∆̃|y(lTc)), and the case
when ∆̂ = ∆̃, where P(∆̃|y(lTc)) is maximum is chosen as the correct phase estimate.
This is expressed as:

P(∆̃|y(lTc)) =

∣∣∣∣FT
{

Corr
(
Cre f [q− ∆̃], y(lTc)

) }∣∣∣∣ (3.26)

P is the power spectral density (PSD), FT stands for Fourier transform, and Cre f [q]
is the despread sequence generated at the receiver and corresponding to the ref-
erence dimension. This process can be visualized as an energy detector at the de-
spreader output that measures the signal energy in a narrow bandwidth at a known
frequency. In case the hypothesized phase matches the sequence in the received
signal, the wide-band spread spectrum signal will be despread correctly to give a
narrow band data signal. In this case, the receiver determines that phase synchro-
nization has been attained. Conversely, if the hypothesized phase does not match
the received signal, the de-spreader will give a wide band output and the Band Pass
Filter will only be able to collect a small portion of the power of the de-spread sig-
nal. Based on this, the receiver decides this hypothesized phase is incorrect and
other phases will be attempted. The temporal position in which code sequences are
in-phase can then be expressed as

∆̂ = argmax P(∆̃|y(lTc)) (3.27)

The remaining out-of-phase positions between codes correspond to non-synchronized
state. This approach capitalizes on the fact that the Fourier transform of an auto-
correlation function outputs a power spectral density (PSD) function. The phase
shift corresponding to the synchronization state is subsequently equally applied to
all the family members of the receiver generated de-spread codes.

Assuming the clock recovery is also performed using the first branch, and re-
membering that r/c is the propagation delay between the first antenna and the
receiver, and τi ≈ r/c + ∆τi, where ∆τi = (i − 1)∆τ (and ∆τ = b/c sin θ) is the
differential propagation delays with respect the the reference synchronization path,
the despreading process outputs the estimates of the mth symbol space coefficients,
Ŝj[m], given as:

Ŝj[m] =
1
Lc

N

∑
i=1

cos (ω (i− 1)∆τ)
∞

∑
n=0

{
Ai[n]

(m+1)Lc−1

∑
l=mLc

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}
+ zj[m] (3.28)

where ψ = (l − q)Tc − nT − (i − 1)∆τ, zj[n] is the noise after despreading by the
code Cj, and bxc is the floor function that outputs the greatest integer less than or
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equal to x. ∆̂ is the code’s delay estimated by the synchronizer and should ide-
ally be equal to ∆re f

init, where re f = 1 is the reference dimension, here the first one.
∆i

init is the delay between the codes Ci generated at the receiver and each code
Ci embedded in the composite signal that has undergone a propagation delay of
τi. For the first dimension, and for a perfect synchronizer operation, SDF leads to
b∆1

init(θ)− ∆̂(θ)c = 0 ∀ θ, since this first dimension is taken as reference. However,
∀i 6= 1, the quantity b∆i

init(θ)− ∆̂(θ)c may be greater than 0 if ∆τi ≥ Tc, which may
occur for some values of θ if Tc is sufficiently small (wideband scenario), or b or N
sufficiently large.

Equation (3.28) can be decomposed as follows:

Ŝj[m] =
1
Lc

cos (ω (j− 1)∆τ)
∞

∑
n=0

{
Aj[n]

(m+1)Lc−1

∑
l=mLc

Lc−1

∑
q=0

Cj[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}

+
1
Lc

N

∑
i=1
i 6=j

cos (ω (i− 1)∆τ)
∞

∑
n=0

{
Ai[n]

(m+1)Lc−1

∑
l=mLc

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}
+ zj[m] (3.29)

The two first lines in (3.29) represent the projection of the jth dimension of the
received symbol stream onto the jth dimension of the receiver’s symbol space. The
two last lines represent the projection of all other dimensions of the received symbol
stream onto the jth dimension of the receiver’s symbol space. In order to correctly
estimate Aj[n], these two last lines should vanish.

Rearranging the two first lines in (3.29) and recognizing that T = LcTc, one ob-
tain:

Ŝj[m] =
1
Lc

cos (ω (j− 1)∆τ)
∞

∑
n=0

Aj[n]
{

Lc−1

∑
q=0

l=q+mLc

Cj[q]Cj[q + b∆i
init(θ)− ∆̂(θ)c] f ([m− n]LcTc −ω (j− 1)∆τ)

+
(m+1)Lc−1

∑
l=mLc

l 6=q+mLc

Lc−1

∑
q=0

Cj[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}

+
1
Lc

N

∑
i=1
i 6=j

cos (ω (i− 1)∆τ)
∞

∑
n=0

{
Ai[n]

(m+1)Lc−1

∑
l=mLc

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}
+ zj[m] (3.30)
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Finally, remembering that the function f (t) is even, one can extract the mth term
from the first summation in (3.30) to obtain:

Ŝj[m] =
1
Lc

cos (ω (j− 1)∆τ) Aj[m]

{
Lc−1

∑
q=0

l=q+mLc

Cj[q]Cj[q + b∆i
init(θ)− ∆̂(θ)c] f (ω (j− 1)∆τ)

+
(m+1)Lc−1

∑
l=mLc

l 6=q+mLc

Lc−1

∑
q=0

Cj[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}

+
1
Lc

cos (ω (j− 1)∆τ)
∞

∑
n=0
n 6=m

Aj[n]
{

Lc−1

∑
q=0

l=q+mLc

Cj[q]Cj[q + b∆i
init(θ)− ∆̂(θ)c] f ([m− n]LcTc −ω (j− 1)∆τ)

+
(m+1)Lc−1

∑
l=mLc

l 6=q+mLc

Lc−1

∑
q=0

Cj[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}

+
1
Lc

N

∑
i=1
i 6=j

cos (ω (i− 1)∆τ)
∞

∑
n=0

{
Ai[n]

(m+1)Lc−1

∑
l=mLc

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}
+ zj[m] (3.31)

where the third and sixth lines in (3.31) when l 6= q + mLc can be neglected since
the function f (t) decays rapidly. The fifth and the sixth lines in (3.31) represents the
intersymbol interference within the dimension j. This fifth line can also be neglected
when considering f (t) fast decay.

Applying the same simplifications on the two last terms of (3.31) leads to:

Ŝj[m] =
1
Lc

cos (ω (j− 1)∆τ) Aj[m]

Lc−1

∑
q=0

l=q+mLc

Cj[q]Cj[q + b∆i
init(θ)− ∆̂(θ)c] f (ω (j− 1)∆τ)

+
1
Lc

N

∑
i=1
i 6=j

cos (ω (i− 1)∆τ) Ai[m]

Lc−1

∑
q=0

l=q+mLc

Ci[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ω (j− 1)∆τ)

+ zj[m] (3.32)
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The two first lines involving an auto-correlation do represent the actual dimen-
sion j being projected on the jth dimension of the receiver’s symbol space. The two
next lines involving a cross-correlation term, represent the other dimensions of the
incoming stream that possibly leak onto the jth dimension of the receiver’s symbol
space.

The result of these auto- and cross-correlation terms naturally depends on the
delay b∆i

init(θ)− ∆̂(θ)c and the nature of the code used (i.e., whether it is sensitive
or not to a delay as explained in section 3.4.2). However, in order to obtain more
physical insights regarding SDF operation, let us assume Tc � (N − 1)∆τ. This
is a reasonable assumption and corresponds to a narrowband scenario with a not-
extremely large antenna array. In this case, and assuming the synchronizer performs
perfectly, that is ∆̂ = ∆re f

init, the quantity b∆i
init(θ)− ∆initre f (θ)c is equal to 0 for all

dimensions. Remembering auto-correlation and cross-correlation properties of the
codes as explained in section 3.4.2, equation (3.32) simplifies to:

Ŝj[m] = Aj[m] cos (ω (j− 1)∆τ) f (ω (j− 1)∆τ) + zj[m] (3.33)

Apart form the noise, the correct estimation of the coefficient Aj[m] is modified
by two factors. The first one, i.e., cos (ω (j− 1)∆τ), is due to the carrier pahse ro-
tation and the second one, i.e., f (ω (j− 1)∆τ) is due to the pulse shape. In the
broadside direction, ∆τ = 0, and therefore:

Ŝj[m] = Aj[m] ∀j (3.34)

and the transmitted symbol is therefore well recovered at the receiver.
For other θ directions, τ 6= 0, and therefore, only the symbol projection on the

reference dimension, i.e., j = 1, will be correctly retrieved: Ŝ1[m] = A1[m] dimen-
sions. The other coefficients are modified by a factor that depends on τ, hence on
θ, and the correct symbol estimation may fail. This is the basis of the data focusing
effect that is targeted in this thesis. It is to be noted that if the system is not narrow-
band, auto- and cross-correlation terms may be not negligible and can contribute to
the SDF effect to some extent.

3.4.5 Simulations

In order to validate both the analytical and symbolic realizations of DSSS-SDF dis-
cussed in the previous sections, simulations are implemented on Matlab™ software.
The goal here is to: Validate the analytical and symbolic realizations (proof of con-
cept); Find out the mechanism(s) that are responsible for the directional behaviour of
the data transmission, i.e., the BER is angle-dependent; Compare the DSSS-SDF ap-
proach with classical (true time delay) beamforming techniques; Finally draw con-
clusions based on results attained.

Simulations Specifications

Unless otherwise stated, the default specification for all the simulations in this part
shall be as follows: A 4x1 MISO transceiver scheme operates over a free space LOS
channel environment; The broadside of the antenna array is set as the predefined
position; SNR = 13 dB; The acceptable uncoded BER threshold is set at 10−3; Band-
width = 200 MHz; Inter-element distance, b = 0.8λ; For all cases orthogonal Gold
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codes are used; The pulse shaping is carried out using root raised cosine filter with
a roll-off factor set to 0.22.

(a) (b)

(c) (d)

Figure 3.17: TX waveforms before spreading and RX waveforms after
despreading when RX is at broadside (θ = 0◦)

(a) 1st dimension, (b) 2nd dimension, (c) 3rd dimension, (d) 4th dimen-
sion

Rx-Tx signal phase difference measurements

The ideal scheme covered in this section assumes perfectly synchronized scenario.
As was earlier described, the SDF effect is due to a mismatch in propagation delay
(phase mismatch at the receiver) of the signals corresponding to the various dimen-
sions in the given SDF scheme. The time domain waveforms are first observed.
TX waveforms before spreading and RX waveforms after despreading are shown in
Figs. 3.17 and 3.18 when the receiver is located at the broadside (pre-defined loca-
tion) and when it is displaced in an angular orientation 5◦ away from the predefined
location respectively. In Fig. 3.17, the receiver is at broadside and it is observed that
the received signals corresponding to all the dimensions, TX and RX waveforms are
almost identical. For Fig. 3.18 on the other hand, it is evident that whereas the plot
representing the first dimension, used as a reference, did not experienced any signif-
icant phase change, the subsequent ones did indeed exhibit considerable phase shift
relative to the transmitted signal. The actual phase difference values are given in
Table 3.1, from this we see that at broadside the corresponding phase differences are
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approximately zero. On the the other hand, when the receiver shifts to the unwanted
location, it is noted that the phase differences vary for all the dimensions.

(a) (b)

(c) (d)

Figure 3.18: TX waveforms before spreading and RX waveforms after
despreading when RX is at θ = 5◦

(a) 1st dimension, (b) 2nd dimension, (c) 3rd dimension, (d) 4th dimen-
sion

RX. angular displacement Dimension Phase Diff. (Rx − > Tx)[Deg]

0◦
1 0◦

2 0.00395◦

3 0.00636◦

4 0◦

5◦
1 0◦

2 1.492◦

3 4.820◦

4 6.247◦

Table 3.1: Table showing phase Rx and corresponding Tx signal
phase differences for various Rx positions.

Mechanism responsible for the directional behaviour of the data transmission

In the analytical derivation resulting in equation (3.33), it is noted that two compo-
nents cos(ω∆τi) and f (∆τi) are responsible for the realized spatial selectivity. The
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(a) (b)

(c) (d)

Figure 3.19: Plots showing the extent of contribution of the cos(ω∆τi)
and f (∆τi) to the SDF effect

simulation in this section seeks to answer the question of, to what extent does each
of the above identified components impact on selectivity. To do so the evolution of
these terms with respect to changing receiver positions (θ◦) are plotted in Fig. 3.19,
in a scheme where synchronization is implemented with reference to the first di-
mension and ∆τi is calculated for all dimensions from the equation earlier given,
i.e., ∆τi = τi − τre f . It is thus evident that for the first dimension where ∆τi = τre f ,
∆τi = 0, and the two functions will always return a peak of 1 as shown in Fig. 3.19a,
in this case they will have no effect on the resultant estimates and (3.33) will return
the exact estimates of the transmitted symbols. Observing the two terms in the other
dimensions where ∆τi 6= τre f , it is seen that both the functions start to return dimin-
ishing magnitudes, evidently steeper for the cos(ω∆τi) and less so for f (∆τi) as is
respectively shown by the blue and red curves of Figs. 3.19b to 3.19d. It is important
to emphasize here that in SDF, all the estimated values corresponding to the differ-
ent dimensions must be correctly estimated so as to be able to recover the original
transmitted data. It is also evident from these plots that the larger the number of
elements in the array the better the selectivity as shown by the increasing steepness
of the slope further away from the reference dimension.
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(a) (b)

(c) (d)

Figure 3.20: Scatter plots demonstrating the convergence of the sym-
bolic and analytical SS-SDF realizations

Validation of the symbolic and analytical DSSS-SDF realizations

In this section, the proof of concept is validated by comparing constellation results
obtained analytically with (3.33) and with numerical simulations. This is demon-
strated in the scatter plots in Fig. 3.20. Specifically, Fig. 3.20a visualizes the con-
stellation when the receiver is at broadside, in this case for S1 against all the other
dimensions, i.e., S2, S3, and S4. Figs. 3.20b to 3.20d on the other hand show the con-
stellation when the receiver is displaced by 5◦. For both the analytic and numerical
results, we see an increasing reduction in magnitude of the non-reference dimen-
sion with an increase in inter-element distance in the antenna array relative to the
reference element. This jeopardizes correctly estimating the symbols at RX for this
direction.

Validation of Spatial Selectivity: A comparison of SDF with classical beamform-
ing

SDF has been proposed as a candidate alternative to classical beamforming schemes
in wireless geocasting applications. The simulations in this section compare the per-
formance of the two approaches in terms of attainable spatial selectivity. For fair
comparison, spread spectrum modulation is applied to both schemes, and compar-
isons implemented for various code lengths and SNR. Fig. 3.21 illustrates the TX
beamforming scheme used for comparison, the receiver architecture being the same
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for both schemes. The simulations assume an ideal scenario, as such, channel esti-
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Figure 3.21: Schematic of the beamforming scheme used

mation and equalization have not been implemented here. Recall that in SDF, the
beamwidth is defined as the region within which data can be decoded and not the
classical half power beamwidth used in power focusing techniques. An arbitrary
threshold of BER= 10−3 is considered to evaluate beamwidths. For fair comparison,
the constellation powers are normalized to ensure that signal power does not change
with the modulation scheme.

(a) (b)

Figure 3.22: Evolution of BER with changing angular position of the
receiver

Fig. 3.22 illustrates a plot of BER vs. angular orientation of the receiver for the
SDF (solid) and BF (dashed) for two different implementations. In both cases, SNR
is set to 11. In the case of Fig. 3.22a, the number of antenna elements is set to 2 and
code length set to 8 chips. It is observed that SDF attains better spatial selectivity
at 13◦ than BF at 21◦. In Fig. 3.22b on the other hand, the code length is set to 32
chips and number of antennas set to 4. In this case also, it is observed that SDF
attains better spatial selectivity at a beamwidth of 10◦ against 18.8◦ for the equivalent
beamfoming scheme. In other words, for both cases, SDF exhibits s slightly below
50% better spatial selectivity in this this ideal scenarios. This is thus evidence of the
spatial selectivity ability of the proposed SDF scheme.

Influence of spreading sequences on the robustness of the scheme

In theory it is expected that the longer the length of the spreading sequencing the
greater the impact it has on effective SNR at the receiver. In other words, with longer
despreading codes, the despreading process does significantly reduce the noise at
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the receiver thus improving the overall performance of this scheme. This is shown
in the plots of Fig. 3.23, where it is observed that with a SNR of 7 dB, the SDF scheme
does not attain the set BER threshold of 10−3, however with an increase in code
length for the same SNR the threshold is attained.

Figure 3.23: Effect of code on improving SS-SDF robustness

3.4.6 Remarks

This section discussed an ideal case of the proposed spread spectrum-based spatial
data focusing technique. Simulations that demonstrate the proof of concept have
been implemented in Matlab. A comparison between the proposed DSSS-SDF and
classical beamforming i.e., delay and sum beamforming, is carried out. The result
shows that SDF attains better spatial selectivity than classical beamfoming schemes.
It is also shown that, for a pure LOS based scheme, spreading sequences signifi-
cantly improve the overall performance of the by increasing the effective SNR at the
receiver.

3.5 DSSS-based SDF with IQ resources in LOS

The previous section reviewed DSSS-SDF assuming perfect synchronized imple-
mentation, an ideal scenario that may not apply in practical cases. To investigate
more practical cases, this section proposes the implementation of DSSS-SDF with
an added degree of freedom, the IQ domain, DSSS-SDF-IQ. The introduction of
quadrature components in the scheme enables efficient channel estimation and equal-
ization at the receiver, resulting in more practical outcomes, which have also a strong
influence on the SDF spatial selectivity.

3.5.1 Principal of IQSS-SDF

It was earlier outlined that in SDF, the symbols to be transmitted are mapped onto
an N-dimension orthogonal symbol space prior to being separately transmitted as
uncorrelated data streams over unique channels. In DSSS-SDF-IQ, the underlying
orthogonal basis is realized by simultaneously exploiting orthogonal Gold codes
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and quadrature components. Fig. 3.24 illustrates the architecture of the proposed
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Figure 3.24: DSSS-SDF-IQ architecture

scheme. The incoming discrete symbols stream A[n] is mapped onto a 2N-dimension
complex symbol space as Ai[n] = Ai,I [n] + jAi,Q[n]. The complex coefficients Ai[n]
are then spread by unique members of the N-dimensional orthogonal Gold codes
set, C1[q], C2[q], ..., CN [q]. The outputs of the spreading process, Ai[n]Ci, are sub-
sequently shaped using root raised cosine filters g(t). The filter outputs Si(t) then
feed into unique elements of an N-element antenna array, in essence, the antenna
array elements transmit N uncorrelated/orthogonal complex signals which can be
expressed as:

Si(t) =
∞

∑
n=0

Ai[n]
Lc−1

∑
q=0

Ci[q]g(t− nT − qTc) (3.35)

where T, Lc, and Tc are symbol duration, code length and chip duration respectively.

3.5.2 Matched filter based receiver

For the initial proof of concept, a Multiple Input Single Output (MISO) LOS channel
model as illustrated in Fig. 3.24 is considered. The same assumptions than in sec-
tion 3.4.3 are considered. The channel output, i.e., the received signal r(t) is thus the
summation of the convolution of the signals transmitted over the ith channel and
their respective impulse responses:

r(t) =
N

∑
i=1

Si(t− τi)e−jωτi + n(t) (3.36)

where n(t) is AWGN at the receiver.
The scheme implements a matched filter based receiver whose architecture is

depicted in Fig 3.16, it features, the matched filter, sampling, synchronization and
equalization, a code generator, parallel correlators, IQ demodulator, and the detec-
tion/decision blocks. r(t) feeds into the matched filter whose output is thus ex-
pressed as y(t) = r(t) ∗ g∗(−t), g(t) is a symmetrical function thus g(t) = g∗(−t).
Also, g(t) is a root raised cosine filter, thus g(t) ∗ g∗(−t) = f (t), which is a raised
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cosine filter. Considering this, the matched filter output can thus be expressed as:

y(t) =
∞

∑
n=0

N

∑
i=1

{
Ai[n]e−jωτi

Lc−1

∑
q=0

Ci[q] f (t− τi − qTc − nT) + z(t)
}

(3.37)

where z(t) is the AWGN after filtering. (3.37) is sampled periodically every lTc as:

y[lTc] =
∞

∑
n=0

N

∑
i=1

{
Ai[n]e−jωτi

Lc−1

∑
q=0

Ci[q] f ((l − q)Tc − τi − nT) + z[lTc]

}
(3.38)

where z[lTc] are noise samples.
Similarly to section 3.4.4, the despreading onto the jth code of the mth complex

symbol can be expressed as:

Ŝj[m] =
1
Lc

N

∑
i=1

e−jωτi
∞

∑
n=0

{
Ai[n] (3.39)

(m+1)Lc

∑
l=mLc+1

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆i
init(θ)− ∆̂(θ)c] f (ψ)

}
+ zj[m] (3.40)

with ψ = (l − q)Tc − nT − τi, τi = r/c + (i− 1)∆τ, and ∆τ = b/c sin θ. Assuming a
narrowband scenario where b∆i

init(θ)− ∆̂(θ)c = 0, (3.40) can be simplified into:

Ŝj[m] = Aj[m]e−jωτj f (ω (j− 1)∆τ) + zj[m] (3.41)

Channel estimation and equalization

A pilot-assisted channel estimation and equalization is considered. In SDF, channel
estimation is carried out in reference to a pre-defined reference dimension. Assum-
ing that the incoming signal includes a known complex pilot sequence Are f [n] with
n = 1, ..., npilot where npilot is the number of symbols used in the pilot sequence. The
reference channel can then be estimated using the least-square estimate averaged
over the npilot pilot symbols as:

ĥre f =
1

npilot

npilot

∑
n=1

Ŝre f [n]
Are f [n]

(3.42)

In a LOS scenario and using the first antenna as the reference, as the noise is av-
eraged out (when SNR and/or npilot get larger), the estimate tend to ĥre f → e−jωr/c.

The equalization of the received symbols is then performed using this unique
estimate for all dimensions leading to:

ŜEQ
j [m] =

Ŝj[m]

ĥre f
≈ Aj[m]e−jω(j−1)∆τ) f (ω (j− 1)∆τ) + z′j[m] (3.43)

where z′j[m] is the mth noise sample after channel equalization.
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Like in the previous section, when j = 1, i.e., the reference antenna, the EQ
symbol coefficient ŜEQ

1 [m] is a correct estimate of A1[m] if the noise is sufficiently
low. When j 6= 1, the EQ estimate will be affected for θ directions leading to ∆τ 6= 0.

Unlike in the previous case where only an amplitude modulation was used, here,
the coefficients Aj[m] are complex and affected by a term e−jω(j−1)∆τ of unitary mag-
nitude which introduces a rotation in the complex plane of the coefficient Aj[m].
The second term f (ω (j− 1)∆τ) affects only the magnitude of the complex coef-
ficient. The effect of (3.43) is illustrated in Figs. 3.25 and 3.26 where the received
constellations are plotted for Lc = 8 and 32 respectively. The simulation specifica-
tions are: SNR set to 13 dB, N = 2 antenna arrays, thus a four dimension scheme
with an inter-element spacing b = 0.8λ. It is observed that in both cases, at broad-
side, constellation patterns of the received symbol coefficients resemble that of the
transmitted symbols as illustrated in Figs. 3.25a, 3.25c, 3.26a and 3.26c.

(a) (b)

(c) (d)

Figure 3.25: Scatter plots representing the received SDF symbol coef-
ficients with Lc = 8 chips

Similarly, as the receiver displaces itself in an angular rotation away from the
broadside, in this case at position 3◦, the SDF effect is seen as complete distortion
of symbols due to the rotated second dimension as shown in Figs. 3.25b and 3.26d .
Recall that the SDF effect as earlier discussed is due to the scheme inducing increased
BER in unwanted locations.

Another phenomenon that is validated by Figs. 3.25 and 3.26, is the effect of us-
ing spreading sequences with larger code lengths compared to those with shorter
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(a) (b)

(c) (d)

Figure 3.26: Scatter plots representing the received SDF symbol coef-
ficients with Lc = 32 chips

lengths. We see actually that longer code lengths increase the effective SNR, signifi-
cantly minimizing the effect of noise.

3.5.3 Simulations

Simulations are carried out to validate the discussion in the preceding section. For all
the simulations orthogonal Gold spreading sequences are used. A rectangular map-
ping codes symbols with kper_dim = 2 bits per dimensions, which is similar in terms
of performance with respect to noise to a classical 16-QAM scheme. For this simula-
tions, unless otherwise stated, we shall retain orthogonal Gold code as the preferred
spreading sequence, inter-element spacing b = 0.8λ, LOS transmission, roll-off fac-
tor of 0.22, carrier frequency of 1GHz, and acceptable BER threshold of 10−3. For
the simulations, when Lc changes, unless stated otherwise, the overall bandwidth
remain constant (i.e., no spread in frequency, Tc remains therefore constant), so the
symbol rate decreases (i.e., spread in time). This approach enables studying perfor-
mance with a constant chip duration Tc for different Lc. Indeed, as seen in the pre-
vious analytical derivations, when Tc gets smaller, additional terms can contribute
in the estimation of the coefficients Ai[n] due to non-zero cross-correlation products
for instance. Having a control over Tc allows us to analyse the effect of those terms
separately, and to remain in a narrow-band scenario whatever the value of Lc.
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Role of Spreading sequences

We have already seen in Section 3.4.5 that the spreading codes significantly influ-
ence the effective SNR at the receiver, a similar scenario is assessed in Fig. 3.27. It
shows the evolution of BER with changing receiver angular position for a 4x1 MISO
scheme, SNR set to 6dB, and two code lengths Lc = 8 and 32, simulated for both SDF
and BF. At this low SNR, it is observed that both SDF and BF do not attain the set
BER threshold of 10−3, however, on applying a longer length spreading sequence,
they both attain the threshold. Evidently, this phenomenon is not unique to SDF,
rather, it applies to all spread spectrum based communication schemes. Consider-
ing that in this plot a perfectly synchronized scenario is assumed, the result tells us
that in this case, the longer code lengths actually increase the effective SNR at the
receiver thanks to the despreading effect, which spreads out the noise significantly,
thereby reducing its energy. With Lc = 32, the BER = 10−3 beamwidth is about 12.3◦

in BF and 1.3◦ in SDF, which shows that the proposed scheme does indeed exhibit
superior angular selectivity.

Figure 3.27: The effect of code length on SDF (in blue) and BF (in red)

Influence of the channel estimation on angular selectivity

To highlight the effect of the channel estimation and to see whether its accuracy has
an influence on the performance, we compare the results with those obtained assum-
ing a perfect channel estimation, i.e., hre f = e−jωr/c. The plot in Fig. 3.28a illustrates
the evolution of BER vs. changing angular position of the receiver comparing the
effect of channel estimation on the resultant beamwidth. The light blue solid plot
represents the evolution when the number of pilots is npilots = 16, the navy blue
dotted lines depict the case where a larger sized pilot is applied (npilots = 512), and
finally the red dotted plot represents a case that assumes perfect channel estimation.
It is observed that when npilots = 16, in some spurious positions within the illumi-
nated beamwidth, the BER fluctuates a lot, especially at the edges of the beam. On
the other hand, it is observed that when a large number of pilot symbols are applied,
this spurious blind positions are eliminated. The plots in Fig. 3.28b show a zoomed-
in version of Fig. 3.28a to better see this effect. Overall, the results based on the
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(a) (b)

Figure 3.28: BER vs θ with and without phase estimation: (a) With
pilots npilots = 16 and 512, and the ideal channel estimation case; (b)
Zoomed in version. When b = 0.8λ, Lc = 8, and SNR = 11 dB, N = 2

ideally-estimated and the 512-pilot-based-estimated channel exhibit beamwidths of
4.4◦ and 3.8◦ respectively.

(a) (b)

Figure 3.29: Comparing BER vs θ with and without phase estimation
for npilots = 16 and npilots = 512 and perfect channel estimation case;
(a) Original plot; (b) Zoomed in plot; When b = 0.8λ, Lc = 8, and

SNR = 11 dB, N = 4

Similar curves are plotted in Fig. 3.29 for the case of N = 4 antenna elements at
the receiver. It is observed that, as expected of any MIMO scheme, an increment in
number of elements in the transmit array results enhanced spatial selectivity as seen
here where the scheme attains beamwidths of about 1.2◦. Regarding the effect of
phase estimation, we see that in Fig. 3.29a, where the estimation employs npilots = 16
pilots, it is evident that the plot experience some fuzzy effects, observed as spurious
blind spots within the illuminated area, whereas with with npilots = 512 pilots the
BER beam is much more robust. The ideal channel estimation achieve a beamwidth
of approximately 1.24◦ whereas the case with a large number of pilots attained 1.04◦.

To better understand how the channel estimation influences the robustness of the
SDF beam, Fig. 3.30 illustrates the influence of pilot symbols and length of spreading
sequences on the estimated phase at the receiver. In both cases SNR is set to 11 dB,
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and the number of antennas to N = 2. Fig. 3.30a illustrates the estimated phases
at the receiver with changing user angular position. Specifically for this simulation
the code length was set to a constant of 32 chips and investigation carried out for
cases with number of pilots set to 16 and 512 bits respectively. The solid red plots
represent the case of nPilots = 512 and the blue solid plots represent nPilots = 16. It is
observed that with a larger number of pilot symbols, the variance of the estimated
phase reduces and converge to the ideal, i.e., 0◦, in this case. However, as it is evi-
dent, despite this superior performance, the phase estimate variance is already very
low and so may not significantly impact the overall spatial selectivity of the SDF
scheme.

Fig. 3.30b on the other hand illustrates the estimated phase with changing angu-
lar user for different code lengths, viz, 256 and 8 chips long respectively. The longer
codes phase estimates are depicted by the solid blue plots whereas the shorter codes
estimates are depicted by the dashed red plots. Just like the case for larger pilot
symbols, it is observed that schemes employing longer code lengths, in this case 256
exhibit near ideal phase estimations when compared to those running shorter code
lengths. Indeed, the pilots are also spread like the data and therefore also benefit
from a higher effective SNR as the code length increases. The above case exposes the
benefit of using longer code lengths. This phenomenon may be of greater impact in
the case for multipath implementation which is investigated in the next chapter.

(a) (b)

Figure 3.30: Estimated channel phase as a function of θ. (a) Influ-
ence of number of pilot symbols, N = 4 (b) Influence of spreading

sequence length, N = 2. SNR = 11 dB

Beamwidth as a function of N

Fig. 3.31 illustrates the variation of the BER= 10−3-beamwidth with respect to num-
ber of antennas used (N), for both SDF and BF. It is observed that, and as is expected
of any spatial focusing techniques, increasing the number of antenna elements in
the array increases the spatial selectivity (thus narrower beams) of the correspond-
ing scheme. As an example, with 2 antennas and Lc = 8, BF exhibits a beamwidth of
44◦ whereas SDF exhibits a beamwidth of 3.7◦, clearly showing the superior behav-
ior of SDF in terms of angular selectivity. Also, between Lc = 8 and Lc = 32, we can
observe that the beamwidth widens a bit. When N = 2, a beamwidth widening of
43% is observed in BF and of 35% in SDF. When N = 6, this increase is of 37% and
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25% in BF and SDF respectively. It is thus evident that, the SDF system is a bit more
consistent than BF in terms of beamwidth with respect to Lc .

Figure 3.31: Evolution of the BER= 10−3-beamwidth as a function of
the number of antenna elements N when b = 0.8λ and SNR = 11 dB

Table 3.2 shows the exact values corresponding the plots of Fig. 3.31. It clearly
appears that SDF achieves beamwidths that are narrower by a factor 10 to 20 with
respect to beamforming.

N Lc BF Beamwidth [◦] SDF Beamwidth [◦]

2
8 44◦ 4◦

32 63.1◦ 5.4◦

4
8 16.6◦ 0.9◦

32 23.9◦ 1.7◦

6
8 14◦ 0.8◦

32 19.2◦ 1◦

Table 3.2: Table showing a comparison of beamwidths for different
N with respect to Lc

Effect of b (inter-element spacing)

Fig. 3.32 illustrates the effect of inter-element spacing in the tranmit antenna array.
Two cases are plotted, b = 1.5λ and b = 0.8λ depicted by the red dashed and
solid blue curves respectively. As expected wider spacing leads to improved spa-
tial selectivity, as such, in this case the beamwidths attained are, 3.2◦ and 5.4◦ for
1.5λ and 0.8λ respectively. It is also observed that when b = 1.5λ, due to the peri-
odicity of the exponential term in (3.40), we may experience spurious directions, i.e.,
unwanted directions experiencing low BER. However, the BER is not significantly
low in those directions thanks to the f (t) and the cross-correlation terms.

SDF operation robustness to noise

The robustness of the SDF scheme is demonstrated by the simulations illustrated in
Fig. 3.33 where N = 2 and Lc = 8 (Fig. 3.33a) and Lc = 64 (Fig. 3.33b). It depicts
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Figure 3.32: Effects of the inter-element spacing b on SDF spatial se-
lectivity. N = 2, Lc = 32, and SNR = 11 dB

two plots each of SDF and beamforming with applied SNR of 10 and 20 dB. It is
observed in such cases, that SDF exhibits greater consistency with change in SNR
than beamforming schemes. Specifically, when Lc = 8 (Fig. 3.33a), at 10 dB, SDF and
beamforming attained beamwidths of 3.2◦ and 36.8◦ respectively, whereas at 20 dB
applied SNR, the two (SDF and BF) respectively attained beamwidths of 4.9◦ and
60.8◦. Furthermore, for such SNR, the BF scheme exhibits spurious lobes and there-
fore, the BER is low not only in the broadside direction. Depending on the SNR,
those spurious angular regions may or not attain a BER less than a certain thresh-
old (here 10−3). When Lc increases up to 64 , thereby increasing the effective SNR
(Fig. 3.33b), BF achieves a beamwidth of 61.1◦ and 71.64◦, while SDF achieves 5.5◦

and 6.4◦, for SNR = 10 and 20 dB respectively. SDF exhibits here too more consis-
tency in the beamwidth with respect to SNR. Furthermore, beamwidths exhibited
by SDF appear to be more consistent with a change of code length.

(a) Lc = 8 (b) Lc = 64

Figure 3.33: Robustness of SDF over BF with changing SNR and Lc,
where N = 2
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SDF Beamsteering

In previous simulations, the focus was on the main lobe array sensitivity which was
fixed to the broadside. However, similarly to beamforming, it is possible to electron-
ically steer the beam without physically moving the array. This ability in its basic
form can be achieved by simply adding a delay stage to each of the array elements
as shown in Fig. 3.34.

�

SDF signal processing

planewave

Figure 3.34: Array architecture for SDF beamstreeing

Fig. 3.35 illustrates the plots resulting from the simulation of beamsteering in the
SDF implementation for selected angles 0◦,−20◦,−60◦ and − 80◦. The idea borrows
directly from the concept of delay-and-sum beamforming, simply adding a delay to
each antenna element such that the signals from a particular direction are aligned
before they are summed. Controlling these variable delay lines allows us to steer the
direction of the main lobe.

Figure 3.35: Beam steering capability of the proposed SDF scheme
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3.6 Conclusion

This chapter introduced the concept of direct sequence spread spectrum based spa-
tial data focusing. Its general framework is outlined, and analysis done in the real
domain to both understand the mechanism behind the spatial selectivity ability of
the proposed scheme, and for purposes of proof of concept. A general review of
orthogonal signaling is also discussed, this being at the core of the SDF approach.
Subsequently the DSSS-SDF approach that incorporated the IQ domain as an added
degree of freedom was introduced. It is demonstrated that adding this degree of
freedom enables efficient channel estimation and equalization at the receiver. The
main feature is that SDF achieves much narrower beams than BF and that a num-
ber of antennas as low as 4 is sufficient to achieve beamwidths of about 1◦. In both
the real case and IQ-based scenario, simulations are carried out to demonstrate the
robustness of the proposed scheme. In all the simulations in this section, a pure
LOS scenario has been considered. Chapter 4 investigates the robustness and the
performance of SDF in more realistic environments.
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Chapter 4

Influence of multipath channels on
DSSS-SDF-IQ

4.1 Introduction

In the previous section, the Direct Sequence Spread Spectrum - Spatial Data Focus-
ing with IQ (DSSS-SDF-IQ) investigation assumed a free-space Line of Sight (LOS)
propagation channel, an ideal scheme sufficient for purposes of proof of concept,
however, it is not representative of practical propagation environments. To inves-
tigate the robustness of Spatial Data Focusing (SDF) under practical scenarios, the
influence of multipath channels is considered in this section. Multipath can degrade
radio frequency (RF) transmission by adding unwanted reflected and subsequently
delayed signals to the direct path signal. Delayed signals have different phases than
the LOS signal, thus, the overall multipath effect would either add constructively or
destructively with the LOS signal producing a stronger, weaker or even diminishing
total received signal. Multiple techniques exist that mitigate the distortion due to
multipath, including equalization, multi-carrier modulation, and spread spectrum
modulation. In this work, DSSS modulation is used. For a communication system
to be able to combat the effects of multipath, it should have the ability to resolve the
various multipath components (MPC).

This chapter investigates the influence of multipath channel environments on
SDF and to an extension the robustness of the SDF scheme in such an environment.
It is organized as follows: Section 4.2 discusses the general multipath resolution
ability of typicall DSSS communication system. Section 4.3 carries out a numerical
review of the proposed DSSS-SDF-IQ scheme as implemented over a general multi-
path environment. Section 4.4 discusses the characterization of wireless communica-
tion channels using ray tracing techniques with a specific focus on the radio-channel
parameters that are used in this work to describe the channel response, e.g., K-factor,
RMS delay spread, and power delay profiles. Section 4.5 introduces the aspects of
DSSS-SDF-IQ over urban canyon channel model. Here, three channel models are
investigated, they include, the 2-ray ground reflected model, 4-ray, and 6-ray urban
canyon models. Finally Section 4.6 investigates the influence of space-time geomet-
rical channel models on SDF, focusing on the GBSBM. Here we analyze the per-
formance of SDF under small cell environments. This section will be concluded by
remarks on the above stated studies.

4.2 Multipath resolution capacity of classical DSSS

The analysis in this section is limited to multipath channels due to specular reflec-
tions off a number of objects in the path of the propagating signal. The output of
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specular multipath channels consists of the sum of multiple attenuated and time-
delayed versions of the transmitted signal each arriving at the receiver without dis-
tortion. Classical DSSS modulation schemes mitigate against multipath by elim-
inating the unwanted multipath components (MPC) that would otherwise cause
interference [145]. To illustrate the benefits of DSSS in multipath mitigation, a de-
terministic time-invariant linear-system model for a specular multipath channel is
considered.

Given a transmitted signal S(t), a spread-spectrum pulse consisting of Lc chips,
a baseband equivalent model for the RF channel h(t), and a matched filter g(t)
matched to the incoming spread signal at the receiver, it follows that g(t) = S(Ta −
t) for−∞ < t < ∞, with Ta as an arbitrary time chosen for sampling the matched
filter output. The channel output of such a scheme is given as r(t) = S(t) ∗ h(t), and
r(t) feeds into the matched filter at the receiver. The matched filter output is thus
given as y(t) = S(Ta − t) ∗ g(t) ∗ h(t) = R ∗ h(t), where R = S(Ta − t) ∗ g(t), for
simplicity, letting Ta = 0 gives g(t) = S(−t). R is thus an auto-correlation function,
as we had already seen in (3.8), it can also be expressed as R(t) =

∫
S(τ)S(τ − t)dτ,

where R(0) =
∫

S2(τ) is the energy in the spreading signal. R is determined by
the chip waveform and the aperiodic auto-correlation function Rac for the sequence
Cq, i.e., Rac(q) = C0Cq + C1Cq+1 + · · ·+ CLc−1−qCLc+1 for 0 ≤ q ≤ Lc − 1, Lc is the
spreading code length. Rac(q) = Rac(−q) for 1− Lc ≤ q ≤ −1 and Rac(q) = 0 for
q outside the auto-correlation range. The scheme attains its peak at Rac(0), on the
other hand, when q 6= 0, it starts to experience side lobes. Assuming rectangular
chip wave-forms of duration Tc, then R(qTc) ≈ Rac(q)Tc ∀ q, if the side lobes are ne-
glected, then R is just a triangular function centered at the origin with a base equal
to 2Tc, as such, R(t) is zero out of the range−Tc to Tc and R(t) = R(0)[(Tc− |t|)/Tc]
within the same interval, a classical auto-correlation function for a signal that con-
sists of a sequence of rectangular pulses of duration Tc.

In a SISO baseband channel characterized by specular multipath consisting of K
multipath components, the impulse response between is [145, 143]:

h(t) =
K−1

∑
k=0

αkδ(t− τk)e−jωτk (4.1)

where K is the number of multipaths, αk is the gain associated with each multipath,
τk is the time of arrival of each MPC. The complex exponential e−jωτk accounts for
the carrier phase rotation along the respective propagation path. Let us assume
a K−path specular multipath channel, with corresponding differential time delays
given as, τre f , τre f +∆, τre f + 2∆, ..., τre f + (K)∆, where τre f is the time of arrival of the
first MPC. Then the matched filter output y(t) = (R ∗ h)(t) can further be expressed
as:

y(t) =
K−1

∑
k=0

αkR(t− τre f − k∆)e−jω(τre f +k∆) (4.2)

Typical y(t) outputs are depicted in Fig. 4.1, with a focus on two scenarios, i.e.,
Tc ≤ ∆/2 and Tc > ∆/2. Where Tc ≤ ∆/2, Fig. 4.1a, sampling y(t) at τre f , τre f +

∆, to τre f + (KMP)∆, will result in K multipath components (MPC), further process-
ing will be carried out by just selecting the strongest MPC, usually the LOS path if
existing. If the system locks onto one multipath components (MPC), then all the rest
will fall out of the correlation range and thus will be canceled out in the despread-
ing process (depending on the auto-correlation properties of the code that is being
used). In cases where Tc > ∆/2, Fig. 4.1b, the MPCs will superimpose on each other,
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(a) (b)

Figure 4.1: Matched filter output with chip durations: (a) larger than
than half differential delays (b)less than half differential delays [145].

making it difficult to resolve the various multipath components (MPC) despite them
being present in the composite signal. This effect occurs when a DSSS system em-
ploys low chip rates. Therefore, to attain multipath resolution, a DSSS system has
to employ as high a chip rate as the system can permit, in other words, multipath
systems set a lower bound on chip rate. In summary, in schemes where the signal
correlation spread Tc is less than the minimum mutual delay of the successive mul-
tipath signals, i.e. ∆τk,min = min

k
{∆τk − ∆τk−1} : Tc ≤ ∆τk,min, multipath signals

after the matched filter will not overlap, since they can be fully resolved in time
and do not interfere with each other, otherwise they will overlap and thus become
non-resolvable.

4.3 DSSS-SDF-IQ over multipath channels: A general case

In this section, we present the numerical analysis of the proposed Direct Sequence
Spread Spectrum - Spatial Data Focusing with IQ (DSSS-SDF-IQ) scheme over a K-
path multipath channel, the goal is to be able to visualize how the scheme is influ-
enced by MPC. The Direct Sequence Spread Spectrum - Spatial Data Focusing with
IQ (DSSS-SDF-IQ) signals used to feed the antenna array at the transmitter were
given in (3.35) as:

Si(t) =
∞

∑
n=0

Ai[n]
Lc−1

∑
q=0

Ci[q]g(t− nT − qTc) (4.3)

Extending the impulse response of a K-MPC channel given in (4.1) to MISO channel,
the received signal in a Direct Sequence Spread Spectrum - Spatial Data Focusing
with IQ (DSSS-SDF-IQ) scheme is given by:

rMP(t) =
N

∑
i=1

K−1

∑
0

(Si ∗ hik) (t) =
N

∑
i=1

K−1

∑
k=0

αikSi(t− τik)e−jωτik + n(t) (4.4)

where z(t) is the additive white Gaussian noise. The channel output is fed into
the matched filter at the receiver, the matched filter output is therefore given as,
yMP(t) = rMP(t) ∗ g∗(−t), which when further worked out can be expressed as:

yMP(t) =
N

∑
i=1

∞

∑
n=0

Ai[n]
K−1

∑
k=0

{
e−jωτik

Lc−1

∑
q=0

Ci[q] f (t− τik − nT − qTc)

}
+ z(t) (4.5)
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Recall that g(t)g∗(−t) = f (t), which is a raised cosine function. This matched-
filter output is a sufficient statistic for synchronization and decoding, i.e., from it, we
can estimate the signal synchronization parameters and investigate the presence or
absence multipath components. We assume in the following that there exists a Line
of Sight (LOS) path between the TX array and the receiver. Assuming the ith Line
of Sight (LOS) path arrives the first one at the receiver with respect to all ikth other
MPC, the index k = 0 therefore indicates a Line of Sight (LOS) path. Defining τre f
as the time of arrival of the Line of Sight (LOS) component of the reference antenna
within the TX array, here the first antenna (i.e., i = 1), then we can define τik =
τre f − ∆τik where ∆τik is the differential delay of the kth path between the ith TX
antenna and the single-antenna receiver with respect to τre f . Thus, after sampling,
(4.5) can now be expressed as:

ŷMP[lTc] =
N

∑
i=1

∞

∑
n=0

Ai[n]
K−1

∑
k=0

{
e−jω(τre f +∆τik)

Lc−1

∑
q=0

Ci[q] f (lTc − τre f − ∆τik − nT − qTc)

}
+z[lTc] (4.6)

The despreading of ŷMP[lTc] onto the jth code at the receiver leads to:

Ŝj[m] =
1
Lc

N

∑
i=1

∞

∑
n=0

Ai[n]
K−1

∑
k=0

{
e−jω(τre f−∆τik)

(m+1)Lc

∑
l=mLc+1

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆ik
init(θ)− ∆̂(θ)c] f (ψ)

}
+ zj[m] (4.7)

with ψ = (l − q)Tc − nT − τre f − ∆τik, τre f = r/c, ∆τi0 = (i− 1)∆τ, and ∆τ =

b/c sin θ. ∆ik
init is the delay between the codes Ci generated at the receiver and each

code Ci embedded in the composite signal that has undergone a propagation delay
of τik over the kth MPC.

Assuming the synchronizer is able to lock on the Line of Sight (LOS) path (k = 0)
from the reference antenna (i = 1), it leads to ∆̂ = ∆10

init(θ). If we further as-
sume a narrowband scenario with a not-extremely large antenna array, i.e., Tc �
(N − 1)∆τ, we have b∆i0

init(θ) − ∆̂(θ)c = 0 and the second line in (4.7) vanishes
when i 6= j for k = 0, i.e., for the Line of Sight (LOS) components. This leads to:

Ŝj[m] =Aj[m]e−jω(τre f−∆τj0) f (ω (j− 1)∆τ)

+
1
Lc

N

∑
i=1

∞

∑
n=0

Ai[n]
K−1

∑
k=1

{
e−jω(τre f−∆τik)

(m+1)Lc

∑
l=mLc+1

Lc−1

∑
q=0

Ci[q]Cj[l −mLc + b∆ik
init(θ)− ∆̂(θ)c] f ((l − q)Tc − nT − ∆τik)

}
+zj[m] (4.8)

The first line in (4.8) represents the SDF operation in a Line of Sight (LOS) en-
vironment while the two other lines represent the interference caused by MPC. As-
suming the codes used exhibit good cross-correlation properties such as Gold codes
with sufficiently long code length Lc (see section 3.4.2), the cross-correlation between
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two codes is 0 even if they are time shifted between each other, i.e., 〈Ci[q], Cj[q ±
∆]〉 = 0 ∀ ∆. (4.8) can be therefore simplified into:

Ŝj[m] =Aj[m]e−jω(τre f−∆τj0) f (ω (j− 1)∆τ)

+
1
Lc

∞

∑
n=0

Aj[n]
K−1

∑
k=1

{
e−jω(τre f−∆τjk)

(m+1)Lc

∑
l=mLc+1

Lc−1

∑
q=0

Cj[q]Cj[l −mLc + b∆jk
init(θ)− ∆̂(θ)c] f ((l − q)Tc − nT − ∆τjk)

}
+zj[m] (4.9)

remembering that T = LcTc.
Observing that b∆jk

init(θ)− ∆̂(θ)c ≥ 0 and assuming the maximum channel delay
(the time of arrival of the last non-negligible path) is less than LcTc, (4.9) can be
further simplified into:

Ŝj[m] =Aj[m]e−jω(τre f−∆τj0) f (ω (j− 1)∆τ)

+
1
Lc

∞

∑
n=0

Aj[n]
K−1

∑
k=1

{
e−jω(τre f−∆τjk)

Lc−1

∑
q=0

Cj[q]Cj[q + b∆
jk
init(θ)− ∆̂(θ)c] f ([m− n]LcTc − ∆τjk)

}
+zj[m] (4.10)

Finally, taking into account the fast decay of the raised cosine pulse f (t), the
inter-symbol interference can be neglected:

Ŝj[m] =Aj[m]e−jω(τre f−∆τj0) f (ω (j− 1)∆τ)

+
1
Lc

Aj[m]
K−1

∑
k=1

{
e−jω(τre f−∆τjk) f (∆τjk)

Lc−1

∑
q=0

Cj[q]Cj[q + b∆
jk
init(θ)− ∆̂(θ)c]

}
+zj[m] (4.11)

The last summation term in the second line of (4.11) is the auto-correlation func-
tion denoted by Rac(τ). (4.11) can therefore be written in a more compact form:

Ŝj[m] =Aj[m]e−jω(τre f−∆τj0) f (ω (j− 1)∆τ)

+
1
Lc

Aj[m]
K−1

∑
k=1

{
e−jω(τre f−∆τjk) f (∆τjk)Rac[b∆jk

init(θ)− ∆̂(θ)c]
}

+zj[m] (4.12)

which is yet to be channel equalized.
The interference caused by MPC is determined by whether the auto-correlation

in the second line of (4.12) vanishes or not. If the auto-correlation of the codes used
is sharp enough, as soon as b∆jk

init(θ)− ∆̂(θ)c 6= 0, the corresponding MPC vanishes.
More specifically, we typically have for orthogonal Gold codes:
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Rac[∆] =

{
Lc for ∆ = 0
1 elsewhere

(4.13)

So for all MPC that leads to b∆jk
init(θ)− ∆̂(θ)c 6= 0, the MPC term in (4.12) is atten-

uated by a factor Lc with respect to the Line of Sight (LOS) term and will therefore
be negligible for long enough Lc. In essence longer length spreading sequences (or
spreading factor) enable greater multipath mitigation. For an SDF operation similar
to the LOS case occurs, it is required that Tc should be less than ∆τjk for k > 0 (i.e.,
MPC).

Assuming the same channel estimation than in the previous chapter, that is:

ĥre f =
1

npilot

npilot

∑
n=1

Ŝre f [n]
Are f [n]

(4.14)

If b∆jk
init(θ)− ∆̂(θ)c = 0 for k > 0 in (4.12), as the SNR and/or npilot get larger, the

estimate tend to ĥre f → e−jωτre f similarly to the Line of Sight (LOS) case. So:

ŜEQ
j [m] =

Ŝj[m]

ĥre f
≈ Aj[m]e−jω(j−1)∆τ) f (ω (j− 1)∆τ) + z′j[m] (4.15)

However, if all MPC cannot be discriminated, i.e., b∆jk
init(θ)− ∆̂(θ)c 6= 0 for some

k, the channel estimate will face some errors and this will in turn jeopardise the cor-
rect decoding of the symbol coefficients Aj[m] while performing the channel equal-
ization ŜEQ

j [m] = Ŝj[m]/ĥre f . In addition to the non-accurate channel equalization,
the symbol estimation itself will also suffer from MPC interference introduced by
the second term in (4.12).

From the above discussion it is evident that the use of spreading codes has
very specific contributions towards increasing the robustness of the scheme: (1) The
de-spreading process at the receiver does the exact opposite to noise signals, i.e.,
spreads it out, this has the ultimate effect of increasing the effective SNR at the re-
ceiver, boosting data recover ability; (2). Considering the correlation properties of
a typical direct sequence spread spectrum scheme in a multipath environment with
resolvable components, multipath mitigation is as simple as performing correlation
with the correlator locked to a selected path, whereas power from this path will be
fully collected, the MPC will simply be neglected as they fall out the auto-correlation
spread. The ability of spreading codes to mitigate MPC depends on the chip dura-
tion Tc and the code parameters (e.g., Lc, auto-/cross-correlation properties) as well
as on the channel behavior, and especially its delay spread. Therefore, a trade-off
between bandwidth (≈ 1/Tc) and robustness to MPC should be observed to en-
sure sufficiently robust operation of the SDF scheme in a given propagation chan-
nel. Next sections assess the performance of the scheme under different propagation
environments and introduce the channel models used for this assessment.

4.4 Characterizing wireless channel via Ray Tracing

The performance of wireless communication system is significantly influenced by
the underlying radio channel properties. As such, to investigate the robustness of
a given system, designers are called upon to use mathematical models to describe
the channels. Modeling approaches can either be stochastic or site-specific. In the
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case of stochastic modeling, the critical properties of wave propagation like multi-
path fading, are represented by probability distributions. This approach to model-
ing, being largely generic, is preferred when characterizing unknown propagation
environments.

Site-specific modeling on the other hand is preferred when the interest is on a
specific environment, e.g., a known urban street, or a block of buildings, in such
cases the channel investigations are ’site-specific’, as such, site-specific channel re-
sponse information will be required. To realize channel response information for site
specific scenarios, the designers may carry out extensive measurements campaigns
of channel responses for a massive population of transmit-receive paths and have
this information stored in an accessible database for system simulations. This ap-
proach though, is limited by the number of transmitter - receiver paths that can be
sampled, i.e., to acquire accurate data, quite a large number of such paths has to be
sampled, a process that is labor intensive and costly.

An alternatively approach is to use environment simulators, basically computer
programs that: (1) emulate the physical environment; and (2) use wave propagation
physics to predict the radio signal produced at any receive point from any transmit
point. Computer simulations are less precise in terms of channel description, how-
ever, this is traded off with the fact that they are less costly and can be employed on a
very large scale and with minimal effort given well defined physical environments.
Indeed, depending on the number and variability of artifacts in a communication
channel, perfect emulation may not be possible, as such, for site-specific modeling,
the goal is to predict the channel responses throughout areas that are statistically
similar to actual ones.

Radio channel responses can be described via multiple channel parameters, in
this work, focus will be placed on three: (1) Power delay profile; (2) Root mean
square angle spread; (3) the Ricean K-factor, which together with power loss dictates
the narrow band fading distribution; and (4) the RMS delay spread, σrms, which is a
measure of the pulse dispersion of the channel.

4.4.1 Power delay profile (PDP)

The Power delay profile (PDP) illustrates the variation of the power of individual
path as a function of the respective delay. For the simulations in this work, it is
presented as power and delay variation along the receiver positions. Given that the
employed ray tracing techniques in the simulations in this work are deterministic,
power, and delays are some of the direct outputs from the channel models under
investigation.

4.4.2 RMS angle spread

The angle spread realizations depict the dispersion of the received signal in the an-
gular domain. Ideally, channels that exhibit wide angular spreads indicate large
capacity whereas those that exhibit narrow angular spread indicate enhanced spa-
tial selectivity [146]. There exists two approaches for realization of angle spreads:
use of the Line of Sight (LOS) path as the reference to calculate the spreads and the
circular wrapping technique [147]. In this work the former is used. Angular spread
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is thus given as:

σψ =

√√√√∑K−1
i=1 Piψ

2
i

∑K−1
i=1 Pi

−
(

∑K
i=1 Piψi

∑K−1
i=1 Pi

)2

(4.16)

where Pi is the power and ψ is the AOA of the ith multipath component.

4.4.3 K-Factor

The K-factor can be defined as the ratio of the power in the strongest MPC, assumed
to be here the line-of-sight (LOS) component, to the total power of the other MPC,
assumed to be here the non-LOS (NLOS) components. It is a measure of the ex-
tent of fading on the link, where lower K means deeper fading. Various algorithms
has been proposed to estimate the K factor, they include, the moment method, es-
timation from impulse responses, estimation from frequency responses (coherence
method). In this work K-factor is estimated from the impulse responses. Indeed the
channel impulse response represents the rays received at different delays. As such,
the ray having the largest magnitude is considered the Line of Sight (LOS) compo-
nent. The sum of the powers of the remaining rays thus make up the scatter power.
In such a case, K-factor is thus defined as the ratio of the Line of Sight (LOS) power
to the scatter power. In a communication channel, the LOS component is normally
identified as being the one that exhibits the shortest delay.

4.4.4 RMS Delay Spread

The RMS delay spread measures the pulse dispersion of a communication channel.
The pulse dispersions are a result of the different propagation paths (delays) taken
by a signal through a channel. RMS delay spread is defined as the second central
moment of the power delay profile given as:

∆τ =

√
τ2 − τ2 (4.17)

where

τ =
∑K

i=1 Piti

∑K
i=1 Pi

τ2 =
∑K

i=1 Pit2
i

∑K
i=1 Pi

(4.18)

K is the number of received rays; and Pi and ti are the power and arrival time of ith
ray respectively. Substituting for (4.18) into (4.17) it is seen that;

∆τ =
1

∑K
i=1 Pi

√√√√ K

∑
i=1

K

∑
j=1

PiPj(ti − tj)2 (4.19)

where K is the number of received rays; and Pi and ti are, respectively, the power
and arrival time of ith ray. (4.19) can also be written as,

∆τ =
1

∑K
i=1 ρi

√√√√ K

∑
i=1

K

∑
j=1

ρ(ti − tj)2 (4.20)
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where ρx is the normalized power of xth ray

ρx =
Px

∑N
i=1 Pi

(4.21)

where 0 ≤ ρx ≤ 1. From (4.20) it is evident that RMS delay spread does not rely on
the ray origin, i.e., τ = 0, neither does it rely transmit power, it only depends on the
power ratios of the rays, in essence it only depends on delay differences. This makes
it valid metric for validating the proposed SDF scheme.

4.5 DSSS-SDF-IQ over urban canyon channel model

In Section 4.3, a general review of the influence multipath transmission on the DSSS-SDF-IQ
communication scheme was discused, we saw that use of DSSS can significantly in-
crease the effective SNR at the receiver and mitigate against multipath interference.
In this section, DSSS-SDF-IQ is modeled over a more practical channel model, the
street canyon 6-ray model, which is characterized by both direct Line of Sight (LOS)
rays and reflected rays bouncing off the ground and building walls of a typical ur-
ban street. The urban canyon (UC) model is the classical model used to investigate
typical urban micro (UMi) with outdoor to outdoor (O2O) propagation deployment
scenarios [148].

To characterize this channel model, ray-tracing (RT), a deterministic channel
modeling approach, is employed. The RT approach offers accurate and detailed
angular information making it a suitable candidate for predicting time-varying and
multiple-input multiple-output (MIMO) channels for various frequency bands. Ray
tracing algorithms can be implemented by using either the imaging or the ray-
launching methods. In this work, the imaging method is adopted. It exploits geome-
tries from a combination of transmission position, receiving position, and reflecting
surfaces to derive a propagation path. The three critical parameters needed to es-
timate propagation characteristics using ray tracing are: the propagation distance,
incident angle to the reflecting surface, and complex permitivity of the reflecting
surface. The propagation distance and the incident angle to the reflecting surface
are derived from ray-tracing estimation results whereas the complex permittivity of
the reflecting surface is a predetermined static parameter.

Two types of Urban Canyon channels are modeled with the proposed Direct Se-
quence Spread Spectrum - Spatial Data Focusing with IQ (DSSS-SDF-IQ) : the four
ray, and the 6-ray urban canyon channel model. Actually the 6-ray is a build up on
4-ray model, and the 4-ray model itself consists of a 2-ray (ground reflected model),
and two other rays that exhibit single reflections on sidewalls. For clarity, the ap-
proach in this section will do a build up down from the classical 2-ray model through
the 6-ray case.

4.5.1 Specular Multipath Modelling

From the study of propagating electric fields, given a channel model featuring Line
of Sight (LOS) and reflected rays like the one depicted by the two-ray ground re-
flected model shown in Fig. 4.2a, the total received E-field, ETOT = EMPC + ELOS,
where EMPC and ELOS are the E-field due to the multipath components (MPC) and
direct LOS paths respectively. The two are given as [118]:

E(rLOS, t)LOS =
E0r0

rLOS cos(ωc(t− τLOS)) (4.22)
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E(rMPC, t)MPC = Γ
E0r0

rMPC cos(ωc(t− τMPC)) (4.23)

where |E(r, t)| = (E0r0)/r represents the envelope (amplitude) of the E-field r me-
ters away from the base station. E0 and r0 are free-space E-field, and a reference dis-
tance respectively, and Γ is the reflection coefficient of the E-field which can either
be horizontally (Γ⊥) or vertically (Γ||) polarized, and is given as:

Γ⊥ =
sin(θi)−

√
εr − cos2(θi)

sin(θi) +
√

εr − cos2(θi)
(4.24)

and

Γ|| =
−εr sin(θi) +

√
εr − cos2(θi)

εr sin(θi) +
√

εr − cos2(θi)
(4.25)

where ε = εrε0 is the complex permitivity of the material, and θi the angle of inci-
dence [118]. The channel impulse response defines the rays received at different

(a)

Figure 4.2: Two-ray ground reflection model

delays, as such, the ray having the largest magnitude is considered as the Line
of Sight (LOS) component and the sum of the remaining rays make up the "scat-
ter" power. Attenuation of the non-LOS ray is expressed relative to the Line of
Sight (LOS) ray from (4.22) and (4.23), so that for horizontally polarized E-fields
it can be presented as:

|EMPC(rMPC, t)|
|ELOS(rLOS, t)| =

|αMPC|
|αLOS|

= Γ⊥
rLOS

rMPC (4.26)

where α is the channel attenuation coefficient.
From (4.26) and the definition of K-factor, we can deduce that:

1√
K

= Γ⊥
rLOS

rMPC (4.27)

4.5.2 Two-rays Ground-Reflection channel model

The two-rays ground-reflection model is a multipath radio propagation model that
predicts the path losses between a transmitting antenna and a receiving antenna
when they are in line of sight (LOS). Generally, the two antenna each have differ-
ent height. The received signal having two components, the Line of Sight (LOS)
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x

yz

(a)

Figure 4.3: Two-ray ground reflection model geometry

component and the reflection component formed predominantly by a single ground
reflected wave. In most cases this model is adequate for predicting the characteris-
tics of line-of-sight micro-cell channels in urban environments. Fig. 4.3 illustrates its
exact architecture with respect to the MISO scheme under investigation. The model
consists of a N-element array (4 in this case) base station, with the transmit (TX)
elements lying along the y-axis at the origin and the receive antennas located at its
broadside. Rays emitted by each element propagate to the receiver via two paths,
the direct line of sight and over a ground reflected path. The transmit and receive
antennas are respectively positioned hTx and hRx above the ground.

Figure 4.4: Geometry of the direct line of sight setup

Fig. 4.4 illustrates the setup geometry of the Line of Sight (LOS) paths. An N-
element antenna array with an inter-element spacing of b meters lies on the y-axis of
a Cartesian coordinate system whose origin is at the center of the antenna array. The
transmitter elements coordinates are given as:{

xTxi = 0
yTxi = ib

with i =
{
− N − 1

2
,...,

N − 1
2

}
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The receiver (Rx) can locate itself anywhere within the xy-plane and can be repre-
sented by the polar coordinates of its current position or via Cartesian coordinates.{

xRx = d cos θ

yRx = d sin θ

where d is the distance from the receiver to the center of the array and θ is the angular
position of the receiver relative to the antenna array broadside. The LOS paths rLOS

i
corresponding to the various channels of Fig. 4.4 are given as:

rLOS
i =

√
(xRx − xTxi)

2 + (yRx − yTxi)
2 (4.28)

=
√

d2 + ((ib)2 − 2ibd sin θ (4.29)

The path length difference ∆rLOS
i relative to a pre-defined reference path rLOS

re f is
given as

∆rLOS
i = rLOS

i − rLOS
re f (4.30)

The SDF effect is dependent on the corresponding delay differences ∆τLOS
i due to

(4.30), which can be found by dividing it by the speed of light c as

∆τLOS
i =

∆rLOS
i
c

(4.31)

In all the ray tracing simulations in this section, we shall mostly use the Line of
Sight (LOS) path as reference path. For the 2-ray ground reflection model, in addi-
tion to the Line of Sight (LOS) channels we also have the ground reflected path. The
exact geometric architecture combining the two is depicted in Fig. 4.5. It is made up
of a 4x1 MISO system, each antenna having a Line of Sight (LOS) path and a single
ground reflected multipath component. The model represents a stationery transmit
base station (BS), whereas the receiver can locate itself anywhere in the xyz-plane.
On consideration of the ground reflection, then a third (antenna height) coordinates
are added to the geometry, as such, the transmitter and receiver coordinates are re-
spectively given as, 

xTxi = 0
yTxi = ib
zRxi = hTxi

and


xRx = d cos θ

yRx = d sin θ

zRx = hRx

(4.32)

where hRx and hTx, are the receiver and transmitter heights respectively, b is the
inter-element spacing, i is the antenna index number, and the distance d is measured
along the ground plane and given as di = (i − 1)b sin θ, i = 1, 2, ..., N. Using the
method of images the path lengths corresponding to the two multipath components
(Line of Sight (LOS) and ground reflected) in Fig. 4.5 are given as,

rLOS
i =

√
(xRx − xTxi)

2 + (yRx − yTxi)
2 + (zRx − zTxi)

2

rGR
i =

√
(xRx − xTxi)

2 + (yRx − yTxi)
2 + (z′Rx − zTxi)

2 (4.33)
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where z
′
Rx = −zRx. The channel impulse response for this ground reflected 2-ray

model is thus given as:

hi(t) = αLOS
i δ(t− τL

i )e
−jωτLOS

i + αGR
i δ(t− τG

i )e−jωτGR
i (4.34)

where αi and τi represent the wave attenuation constant between TXi and RX and
the propagation delay respectively. e−jωτMPC

i represents the phase shift due to wave
propagation through the channel, and L and G represent the Line of Sight (LOS) and
ground reflected paths respectively. τLOS

i = rLOS
i /c; similarly τGR

i = rGR
i /c, where c

is the speed of light and rLOS
i and rGR

i are the respective path lengths of the different
MPC. The channel output, r(t), is the sum of the convolution of the transmitted

Figure 4.5: Ground reflected two r-ray channel model

signals and the corresponding channel impulse responses and is given as:

r(t) =
N

∑
i=1

(Si ∗ hi)(t) (4.35)

Simulations

Simulations are carried out on Matlab™ software to validate the proposed SS-SDF
scheme and compared with classical (true time delay) beam-forming scheme. The
specifications used for the simulations are: 4X1 MISO scheme, over a ground re-
flected (2-ray) multipath channel model; SNR = 11dB; chip rate of 200 MHz; Inter-
element spacing of 0.8λ; Orthogonal Gold codes of code length Lc = 32; roll-off fac-
tor of 0.22; and BER threshold set at 10−3. The implementation assumes horizontal
polarization and the relative permittivity of the ground is set to concrete (εr = 4.5).

Channel Characterization

In this section the 2-ray ground reflection channel model is characterized to give
us insights into how it may influence transmitted signals propagating through it.
Figs. 4.6a, 4.6b and 4.7a represent plots for characterization of RMS delay spread,
K-factor, and power delay profiles respectively. It is observed, that both the delay
spread and K-factor diminish with increasing distance, this is actually expected in
classical fading channels. Indeed, as seen in the power delay profile in Fig. 4.7a,
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the closer to the transmitter the receiver, the more dominant the Line of Sight (LOS)
path. The spread in time is also much less when the receiver is far away from the
transmitter.

(a) (b)

Figure 4.6: Channel characterization (a) RMS delay spread (b) K-
factor

(a) (b)

Figure 4.7: (a) Channel Power Delay Profiles (b) Comparison between
BER vs Theta in Line of Sight (LOS) and with 2-ray channel model

SNR = 11dB, Lc = 32

BER vs. Receiver angular orientation

Fig. 4.7b depicts plots for BER vs. user angular position for various TX-RX distances
and compared with Line of Sight (LOS) case for a case where the number of antennas
is set to N = 2 and BER = 13 dB. As seen, with the 2-ray channel model, the SDF
still operates well where a main beam is maintained at broadside, similarly to the
LOS case. In this situation, the delay spread, take an example of the 1000m case, is
equal to 0.05 ns, which is much less than the chip duration Tc = 1/200MHz= 5ns.
In such a case, it is not possible for the system to resolve for the individual MPC,
and yet, results appear to be not disturbed by the presence of the reflection on the
ground, as the BER vs θ for over the ground case largely resembles that of the LOS
case.
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This can be explained by the fact that the height of the antennas is small com-
pared to the distance between the transmitter and the receiver. In such a case, the
reflection coefficient on the ground for the horizontal polarization is Γ⊥ ≈ −1 and
the channel response can be simplified as:

hi(t) = α

(
e−jω

rLOS
i

c − e−jω
rGR
i
c

)
(4.36)

assuming a narrowband scenario (i.e., the envelope delay has been neglected) and
far-field conditions. Let us write rGR

i = rLOS
i + ∆r, the channel is now written as:

hi(t) = αe−jω
rLOS
i

c

(
1− e−jω ∆r

c

)
(4.37)

where

∆r =
√

rLOS
i

2
+ (zTX + zRX)2 − rLOS

i = rLOS
i

(√
1 +

(zTX + zRX)2

rLOS
i

2 − 1

)
(4.38)

Observing (zTX + zRX)� rLOS
i , we can write:

∆r ≈ rLOS
i

(
1 +

1
2
(zTX + zRX)

2

rLOS
i

2 − 1

)
=

1
2
(zTX + zRX)

2

rLOS
i

(4.39)

Assuming paraxial approximation:

∆r ≈ 1
2

(zTX + zRX)
2

d + (i− 1)b sin θ
(4.40)

Neglecting (i− 1)b sin θ with respect to d leads to:

∆r ≈ 1
2
(zTX + zRX)

2

d
(4.41)

The term in (4.41) becomes small when d � (zTX + zRX)
2 but in any case, does not

depends on θ. Injecting (4.41) into (4.37) leads to:

hi(t) = αe−jω
rLOS
i

c e−j ω
2

∆r
c 2j sin

ω

2
∆r
c

(4.42)

So except for a sine term on the channel’s magnitude that describes the possible
constructive and destructive interference, the channel phase in (4.42) is similar to the
LOS channel albeit a constant phase term ω

2
∆r
c + π

2 that does not depend neither on θ
nor on the antenna index. This term is therefore estimated and compensated thanks
to the channel estimation. Consequently, reflections on the ground do not disturb
much the SDF operation as shown by the results in Fig. 4.7b.

Fig. 4.8 compares also the performance of SDF with beamforming in the case of
the 2-ray ground reflection model but with receiver located at d = 100 m from the
transmit array, SNR set to 13 dB and code length Lc = 8. The blue solid and dashed
curves respectively represent SDF at N = 4 and N = 2 attaining beamwidths as
shown in Table 4.1. Evidently SDF exhibits better spatial selectivity than classical
beamforming in this case.

In our earlier discussion, we outlined that one advantage of spread spectrum is



84 Chapter 4. Influence of multipath channels on DSSS-SDF-IQ

Figure 4.8: BER vs. receiver angular orientation when SNR =
13, Lc = 8, d = 100 [m]

Scheme No. of Antennas (N) Beamwidth (◦)
SDF 4 1.2
BF 4 21

SDF 2 4.2
BF 2 44.2

Table 4.1: Table comparing the beamwidths of the two GND schemes
when SNR = 13, Lc = 8, d = 100 [m]

to increase the effective SNR at the receiver. It was demonstrated that that whereas
SDF exhibited consistency with change in SNR, beamforming did not. The same be-
havior is naturally experienced with the 2-ray model as depicted in Fig. 4.9b where
beamforming experiences a beamwidth difference of approximately 16◦ when the
code length increases from Lc = 8 to Lc = 32. The spatial selectivity achieved with
respect to the the number of antennas N is shown in Fig. 4.9a, the corresponding ta-
ble representing the exact results is given in Table 4.2. This plot validates the results
found in the LOS case showing that the SDF scheme is more consistent to change in
code length, and to an extension the effective SNR at the receiver. The performance
obtained are also very similar to those obtained in the LOS channel model.

N Lc BF Beamwidth [◦] SDF Beamwidth [◦]

2
8 54.5◦ 4.3◦

32 64◦ 5.1◦

4
8 20.6◦ 0.9◦

32 26.1◦ 1.2◦

6
8 15.2◦ 0.72◦

32 23◦ 0.75◦

Table 4.2: Table showing a comparison of beamwidths for different
N with respect to Lc for the 2-ray scenario

The actual behaviour of the SDF scheme is visualized using scatter plots in Fig. 4.10.
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(a) (b)

Figure 4.9: (a) Number of antennas vs beamwidth (b) BER vs θ when
SNR = 13, N = 2, d = 100 [m]

They represent a N = 2 scheme with code length set to Lc = 32. The red solid dots
represent the transmit constellation pattern, while the blue dashed ones represent
the received constellations. It is observed in Figs. 4.10a and 4.10c, that at broadside,
the two dimensions have preserved the transmit constellation patterns as the ones
applied at the receiver. Fig. 4.10b also retained the transmit constellation patterns,
this is possible in SDF as the corresponding dimension S1 also happens to be se-
lected as the reference dimension for channel estimation and equalization, as such
it will in most case be returning correctly decoded information despite being in the
unwanted position. The same cannot be said of the other dimensions, in this case S2.
In Fig. 4.10d the rotation effect of the exponential term of equation (4.15) is observed
here. In this case, when the user is located in the unwanted position the constellation
is distorted and the data cannot be decoded correctly in that dimension. Indeed this
effect is even further severe in the case of even more dimensions.

Remarks

The investigation of the SDF performance in 2-ray over the ground reflection chan-
nel model has been studied. Simulations carried out that demonstrated its robust-
ness over such a scheme. Its performance has been compared with that of classical
beamforming and it has been shown that SDF still exhibits better performance than
classical beamforming scheme. It has also been shown that in the typical DSSS based
SDF scheme the performance of the 2-ray ground reflection similar to that of the Line
of Sight (LOS) case.

4.5.3 4-ray channel model: urban canyon

In the 4-ray model, in addition to the LOS and the ground reflection rays, two more
rays representing single reflections from the side walls are considered. Fig. 4.11
shows the aerial view of the described scenario. The coordinates of transmitter are
xTx, yTx, zTx, and those of the receiver are xRx, yRx, zRx. (4.43) represent the path
lengths taken by the various multipath components (MPC), where superscript GR
stands for distances for the ray reflected from the ground, LR the traveled distance
for the ray reflected from left side wall, and RR the traveled distance for the ray
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(a) (b)

(c) (d)

Figure 4.10: Scatter plots for symbol evolution of dimension
S1 and S2. When Lc = 32, N = 2, SNR = 13 dB

reflected from right side wall.

rLOS
i =

√
(xRx − xTxi)

2 + (xRx − xTxi)
2 + (zRx − zTxi)

2 (4.43a)

rGR
i =

√
(xRx − xTxi)

2 + (yRx − yTxi)
2 + (z′Rx − zTxi)

2 (4.43b)

rLR
i =

√
(xRx − xTxi)

2 + (y′Rx − yTxi)
2 + (zRx − zTxi)

2 (4.43c)

rRR
i =

√
(xRx − xTxi)

2 + (y′′Rx − yTxi)
2 + (zRx − zTxi)

2 (4.43d)

The virtual positions of the Rx are given by,

z
′
Rx = −zRx (4.44)

y
′
Rx = −yRx (4.45)

y
′′
Rx = 2 · D− yRx (4.46)

where D is the width of the street. From (4.26), the respective attenuation ai are given
as:

apath
i =

α
path
i

αLOS
i

= Γpath
⊥

rpath
i

rLOS
i
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where path represents respectively GR, LR, and RR.

X

D
Y

Figure 4.11: Geometry of urban canyon 4-ray model

Characterizing the 4-ray urban canyon channel model

Fig. 4.12 shows plots for the simulation characterizing the 4-ray scheme with a street
of D = 23m. Fig. 4.12a depicts the plots for the power delay profile for a set of user
distances from the transmitter viz, 40, 100, and 100m. As expected, the power is at-
tenuated with increasing excess delay. Fig. 4.12b depicts the evolution of the RMS
delay spread with increasing distance between the receiver and transmitter. It is ob-
served that it is slighlty over 11ns closer to the transmitter (40m) and it reduces to
just under 2ns at about 380m. In Fig. 4.12c, we observe the evolution of the K-factor
which decreases as the distance between Tx and Rx increases. Fig. 4.12d depicts the
effect of code length on the phase estimates at broadside when d = 100m. In the
simulation and without loss of generality, a normalization is applied such that the
phase of the LOS path of the reference channel (i.e., first antenna) is 0◦. Here the
ideal case is represented by blue dotted plot representing a noiseless LOS propaga-
tion condition, the solid yellow line on the other hand depicts a LOS propagation
scenario with applied noise of SNR = 11dB. The solid blue and red plots represent
respectively the case of urban canyon channel with and without applied noise. It
can be noticed that the longer the code length, the better the reference channel phase
estimation (i.e., estimate close to 0◦) since the pilots are also spread and benefit from
increases effective SNR. The last curve, the solid black plot represent a case where
the calculated RMS delay spread is larger than the applied chip duration. It is ob-
served that in this case is far off from the expected ideal. These results show that
when the scheme achieve MPC mitigation (i.e., Tc small enough with respect to the
channel delay spread), the channel phase estimation performs well, which is essen-
tial for proper SDF operation. This is verified with BER plots in the next section
using the 6-ray model as explained.
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(a) (b)

(c) (d)

Figure 4.12: Plots showing channel characterization for 4-ray model
(a) Power Delay Profile (b) RMS Delay Spread evolution with distance
(c) K-factor evolution with distance (d) Phase estimates as a function

of code length when d = 100m and Tc = 5ns

X

Y
D

Figure 4.13: Geometry of urban canyon 6-ray model
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4.5.4 6-ray channel model: urban canyon

This section investigates the influence of the street canyon 6-ray multipath channel
model on DSSS-SDF-IQ. The street canyon 6-ray channel model is characterized
by both direct LOS rays and reflected rays bouncing off the ground and building
walls of a typical urban street set up. The difference with the 4-ray model is that
double bouncing on the walls are also taken into account. Fig. 4.13 illustrates the
geometry of the model. It is characterized by the following types of paths: line-
of-sight (LOS), ground reflected (GR), left wall reflected (LR), right-wall reflected
(RR), double reflection right-wall-left-wall (RLD), double reflection left-wall-right-
wall (LRD), all towards the receiver. From imaging principles, the corresponding
path distances are calculated as shown in (4.47) [149]:

rLOS
i =

√
(xRx − xTxi)

2 + (xRx − xTxi)
2 + (zRx − zTxi)

2 (4.47a)

rGR
i =

√
(xRx − xTxi)

2 + (yRx − yTxi)
2 + (z′Rx − zTxi)

2 (4.47b)

rLR
i =

√
(xRx − xTxi)

2 + (y′Rx − yTxi)
2 + (zRx − zTxi)

2 (4.47c)

rRR
i =

√
(xRx − xTxi)

2 + (y′′Rx − yTxi)
2 + (zRx − zTxi)

2 (4.47d)

rRLD
i =

√
(xRx − xTxi)

2 + (y′Rx − y′′Txi)
2 + (zRx − zTxi)

2 (4.47e)

rLRD
i =

√
(xRx − xTxi)2 + (y′′Rx − y′Txi)

2 + (zRx − zTxi)
2 (4.47f)

where the virtual position of the Rx is given by : z
′
Rx = −zRx; y

′
Rx = −yRx; y

′′
Rx =

2 · D − yRx, and the Tx image coordinates are given by: y
′
Tx = −yTx; y

′′
Tx = 2 ·

D − yTx; D is the width of the street. rpath
i are the distances between Txi and Rx

with respect to their respective x, y, z coordinates. Considering the geometry of the
street canyon 6-ray model outlined above, it is evident that the receiver is bounded to
movements limited by the width of the street in the xy-plane. For a street of width D,
the receiver coordinates are confined within the intervals yRx ∈ [−0.5D, 0.5D] and
θ ∈ [− sin−1 0.5D/d, sin−1(0.5D/d)]. The angular range over which the receiver
is able to move, decreases when the distance d between transmitter and receiver
increases. Thus at some given distance dmax, the receiver’s angular movement range
is the same as the max focusing range, beyond such a point receivers does no longer
benefit from base station spatial focusing as the full width of the of the street will be
illuminated by the beam.

Simulation and Results

Simulations are carried out in Matlab to investigate the robustness of the DSSS-SDF-IQ
scheme over a urban canyon multipath environment. The parameters selected for
this simulation are: street width D = 23m, the Rx stationed at various points points
away from the Tx. Both Tx and Rx are below the rooftops. The relative permittivity
for the side walls is set to glass wall (εr = 4.7) while the ground is set to concrete
at (εr = 4.5). give the conductivity of both glass and concrete if taken into account.
Orthogonal Gold codes of code length Lc = 256 are used. The SNR is set to 11 dB
and the chip rate to 200 MHz (i.e., Tc = 5ns). The number of elements in the array is
N = 4. The inter-elements distance is set to 0.8λ.



90 Chapter 4. Influence of multipath channels on DSSS-SDF-IQ

Urban canyon 6-ray channel model characterization

(a) (b)

(c) (d)

Figure 4.14: Plots showing channel characterization (a) Power De-
lay Profile (b) RMS Delay Spread evolution with distance (c) K-factor
evolution with distance (d) Phase estimates as a function of code

length when d = 100m

The plots in Figure 4.14 represent the characterization of the street canyon 6-ray
channel model under investigation. Figure 4.14a depicts the variation of the power
of each path with respect to the excess delay. In this simulation, power and delay
variation along three possible receiver positions viz, 40, 100, and 200 m is observed.
Given that ray tracing used here is deterministic, power and delays are one of the
direct outputs from the channel model under investigation. It is observed that the
channel exhibits classical fading properties where we observe the dominance of the
LOS ray when the receiver is located near the transmitter and less so as it moves
further away. The RMS delay spread takes a similar trajectory as shown in Fig. 4.14b.
Recall that from (4.20), it was concluded that RMS delay spread does not necessarily
rely on the ray origin, i.e., τ = 0, neither does it rely transmit power, it only depends
on the power ratios of the rays, in essence it only depends on path delay differences.

The plot in Figure 4.14c depict the evolution of the K-factor which is a measure of
ratio of the power between the LOS ray and the NLOS ray. K-factor does influence
the fading statistics of BER and average fading duration. In this case it is observed
to decrease with distance signifying increased fading as the receiver moves further
away from the transmitter.
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In the literature it is clear that the process of spreading and the attendant de-
spreading in DSSS influences the effective SNR at the receiver, also it is said that
spread spectrum helps mitigate against multipath. The plots in Fig. 4.14d seek to get
an insight into the aspects mentioned above when d = 100m. To do so the phases
of the received signal are estimated at broadside when various length spreading se-
quences are applied for spreading. The blue dashed line represents an ideal case, i.e.,
noise free LOS propagation, it is observed that for all the code lengths the estimated
phase is approximately 0◦. The solid yellow with the diamond marker represents a
LOS case with an SNR = 11dB applied to it. On it, we observe at shorter code lengths
a phase deviation from the expected ideal. However it converges towards the ideal
on application of longer spreading sequences.

The two following plots, the solid blue and solid red with dotted marker repre-
sent the cases of transmission over the urban canyon channel, and to an extension
exhibit the effect of multipath. The solid red and solid blue plots represent the case
for noise free propagation and propagation with applied noise at SNR = 11dB respec-
tively. Together they clearly inform us that the presence of multipath does impact
the phase estimation in this scheme. In addition they also tell us that actually use
longer code plays a role towards reducing the effects caused by multipath, this is
is observed from the fact that with increases code length the phase estimation con-
verges towards the ideal case.

In the last plot, the solid black curve represents a case where the chip duration
is greater than the RMS delay spread, i.e., Tc = 5ns and στ = 4.2ns. It shows that
in this case, the phase estimate differs significantly from the expected ideal, so the
spreading does not mitigate efficiently MPC. Therefore, the SDF operation may fail
in such cases.

Direct Sequence Spread Spectrum - Spatial Data Focusing with IQ (DSSS-SDF-IQ)
simulation results

(a) (b)

Figure 4.15: BER vs. changing user angular position. SNR = 11dB. (a)
Effect of varying code lengths user at d = 100m (b) Effect of varying

the chip rate user at d = 200m (στ = 7.4ns).

The plots in Fig. 4.15 represent the BER vs θ curves for the proposed urban
canyon scheme (zoom in between θ = −35◦ and 35◦). The first plot, i.e., Fig. 4.15a
gives an insight into the effect of spreading sequence length to the scheme. As such
with the user set at distance at d = 100m (delay spread = 11.49ns) from the transmit
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array. Indeed from previous investigations, we know that an increase in code length
increases the effective SNR, and also improves the phase estimation. It is thus ob-
served in the plots that when we use a code length of Lc = 256 the scheme is able to
attain the set acceptable BER threshold of 10−3, attaining a beamwidth of ≈ 1◦.

Fig. 4.15b on the other hand depicts the effect of varying the chip rate when Lc =
256 chips. From the literature, and specifically from our discussion in Section 4.2
it was clearly stated that an increase in chip rate results in better MPC mitigation.
That view is validated here where it is observed that the performance of the scheme
in terms of attaining the acceptable and achieving spatial selectivity is enhanced by
larger chip rates.

Figures 4.16 and 4.17 depict the constellation plots of transmitted (in red sin-
gle dots) and received (in blue, scattered dots) symbols respectively. Specifically,
Figs. 4.16a to 4.16d represents the cases when the receiver is at broadside of the trans-
mit array. They show that the received symbols preserve the transmit constellation
pattern, as such, corresponding data points fall within decision zones that enable
correct estimation, thus enhancing the probability of correct decoding. Figs. 4.17a
to 4.17d, on the other hand, represents scenarios where the receiver is displaced at
an angular orientation of 3◦ away from the pre-defined location. The transmit con-
stellation patterns are no longer preserved in this case, as such, the probability of
correctly decoding the transmitted data is significantly diminished.

(a) (b)

(c) (d)

Figure 4.16: Constellation plots comparing 4 dimensions street
canyon 6-ray channel model at broadside, when SNR = 11dB
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(a) (b)

(c) (d)

Figure 4.17: Constellation plots comparing 4 dimensions street
canyon 6-ray at 3◦ away. when SNR = 11dB

A practical demonstration of the robustness of Direct Sequence Spread Spectrum
- Spatial Data Focusing with IQ (DSSS-SDF-IQ) scheme

Figure 4.18: Transmitted Lenna, an SDF perspective when Lc = 128
chips, N = 4, SNR = 11dB

A more practical demonstration of this scheme is implemented by use of an
actual image data set processed via DSSS-SDF-IQ and transmitted over the street
canyon 6-ray channel model earlier characterized when the inter-element spacing of
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the antenna array b = 0.8λ,SNR= 11dB, d = 100m, bandwidth is set at 200Mhz,
number of antennas N = 4, and the code lenngth Lc = 128. The results are depicted
in Figure 4.18. It consists of three images, the first one (to the left) is the transmit-
ted image, the middle one is the image received when the receiver is located at the
pre-defined location 0◦ (antenna array broadside at the acceptable BER threshold
of 10−3), and the third one (to the right) represents received image when the re-
ceiver is located 3◦ away from the pre-defined position (at a BER of approximately
10−1). Evidently the SDF effect of increased BER in the unwanted location is explic-
itly demonstrated by the difference in quality between the two received images.

4.5.5 Remarks

Spatial data focusing was earlier proposed as a candidate alternative to classical
power focusing schemes in wireless geocasting applications. This work proposed
the spread spectrum based approach to SDF. It is demonstrated that it attains better
spatial selectivity than power focusing schemes. The robustness of the scheme is
subsequently investigated by implementing it over a street canyon 6-ray multipath
channel model, where it is demonstrated that the scheme is actually robust in such
environment, attaining a beamwidth of up to 1◦ at an acceptable BER threshold of
10−3.

4.6 The influence of space-time geometrical channel models
on SDF

Space-time channel models can be constructed from the statistics of the space-time
system field function for an arbitrary channel. This statistical characterization of the
channel can be expressed in terms of the space-time power spectral density of the
given space-time system field function. The geometrical channel models developed
depend on the choice of the coordinate systems, e.g. rectangular, cylindrical, and
spherical. Using the notions of correlation distance, i.e., delay spread, various geo-
metrical delay based channel models can be derived. Space-time geometrical chan-
nel models provide propagation information (e.g., DOA, Time-of-Arrival (TOA)) by
which the performance of wireless communication systems and space-time systems,
i.e., smart antennas, beamformers, SDF, can be analyzed. This section presents an
investigation of one such model, the Geometrically Based Single Bounce Macro-
cell (GBSBM), and how it influences the SDF perfomance. GBSBM models macrocell
environments characterized by relatively large antenna heights with respect to the
receiver and assumes that the scatterers lie within circular ring about the receiver
[118], it thus derives, for the circular model, AOA, TOA, joint TOA and AOA, and
signal amplitude information, as outlined in the next section.

4.6.1 Geometrically Based Single Bounce Macrocell Channel Model

Macrocell Environment

Fig. (4.19) depicts the channel on the forward link for a macrocell environment. In
this environment, it is usually assumed that the scatterers surrounding the receiver
have either equal or slightly higher heights than the receiver. As such, the received
signals arrive at the receiver from all directions after bouncing off the surrounding
scatterers. The AOA at the receiver are uniformly distributed over [0, 2π], given the
position of the scatterers, only the azimuth plane is considered.
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Figure 4.19: Macrocell environment — the receiver perspective (S
stands for scatterer)

Geometry of the GBSBM model

Fig. 4.20 shows the geometry used to derive the GBSBM model [150]. The modelling
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S

Figure 4.20: Macrocell environment — the mobile station perspective

of Geometrically Based Single Bounce Macrocell (GBSBM) model, from a geocasting
perspective, makes the following assumptions [150]:

• The scatterers lie within a circular ring with radius R around the receiver

• The scatterers are assigned equal scattering coefficients with uniform random
phases.
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• Scatterers are omnidirectional re-radiating elements whereby the plane wave,
on arrival, is reflected directly to the receiver antenna under no influence from
other scatterers, i.e., single bounce behavior.

Considering a uniform distribution in a circle with radius R around the receiver
as made in the assumptions above, the probability density functions (PDF) of the
scatterer position parameters rs and ψs, are given by [150]

frs(rs) =
2rs

R2 0 < rs ≤ R; 0 elsewhere (4.48a)

fψs(ψs) =
1

2π
0 < ψs ≤ 2π; 0 elsewhere (4.48b)

and the joint probability distribution function describing the possibility of having
the scatterer at position (rs, ψs) is given as:

frs,ψs(rs, ψs) = frs(rs) fψs(ψs) (4.49)

=
rs

πR2 0 < rs ≤ R and 0 < ψs ≤ 2π; 0 elsewhere (4.50)

In simulation scenarios, the scatterer positions are determined by drawing indepen-
dently from the distributions (4.48a) and (4.48b). Whereas the random drawing is
evident for the uniform angular distribution in (4.48b), it is not straightforward for
the distance in (4.48a), thus, the inversion method is applied. To do so, a uniform
random number generator which can generate random variables, u, uniformly dis-
tributed on [0, 1] can be used to sample from the distribution in (4.48b). The samples
of rs generated from samples for u are thus given as [151]:

rs = F−1
rs

(u) =
√

R2u (4.51)

where Frs(rs) is the cumulative distribution function (CDF) of rs. A new scatterer
position is drawn for every θ of the receiver. Applying the law of cosines on trian-
gle TxiRxS, yields the following expression for the path length rTxi between the i-th
transmit antenna and the scatterer:

rTxi =
√

rs + (rLOS
i )2 + 2rLOS

i rs cos(ψs,i) (4.52)

where rLOS
i is given by, rLOS

i = (x2
Rx + (yRx− yTxi)

2)0.5. The non-LOS (NL) multipath
components (MPC) path lengths between the i-th transmitter and the receiver is then
given by,

rMPC
i = rs + rTxi (4.53)

Assuming K- scatterers, the impulse response for such a channel model can be rep-
resented as

hi(t) =
K

∑
k=0

αikδ(t− τik)e−jωτik (4.54)

where τik and αik are the path propagation delay and attenuation factor respectively
seen by the ith antenna due to the LOS path (k = 0) and to the K scatterers (k>0).
Also, τi0 = rLOS

i /c and τik = rMPC
i /c.
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Simulations

Simulations are carried out on Matlab™ software to investigate the influence of
GBSBM on DSSS-SDF-IQ. The specifications used for the simulations are: 4x1 MISO
scheme, SNR = 13dB; chip rate of 200 MHz; Inter-element spacing of 0.8λ; Orthog-
onal Gold codes of code length Lc = 128; roll-off factor of 0.22; and BER threshold
set at 10−3; 105 bits are transmitted, for all the simulations the distance between the
transmitter and receiver is set at d = 100m.

Geometrically Based Single Bounce Macrocell (GBSBM) channel model charac-
teristics

Two important channel characteristics, i.e., delay spread and angular spread are
characterised here with respect to the GBSBM model. Delay spread is obtained in
the simulation as a function of R/d, where d is the distance between the TX array
center and the mobile user. This is shown in Fig. 4.21 where the blue plots corre-
sponding to the left y-axis depict the evolution of the ratio R/d vs. delay spread,
specifically the solid and dashed blue plots represent the evaluations for 20 and 10
scatterrers respectively. d is kept constant at 100m and R is varied. The figure shows
that as R/d increases, delay spread also increases linearly. The delay spreads used
are obtained from an average of 100 channel realisations for 10 and 20 scatterers. On
the other hand, the red plots in Fig. 4.21 depicts a comparison of the angle spread
for a case of 10 and 20 scatterers (equally averaged over 100 channel realizations),
as a function of the ratio R/d. d is kept at 100m while R is varied. It is observed
that as the ratio R/d increases, the angle spread also increases linearly, similarly,
increasing the number of scatterers increases the angle spread. Due to scattering,

Figure 4.21: GBSBM channel characterization: Plot of delay spread
and angle spread vs R/d

multipath components arrive at angles different from the direct component, angle
spread is actually a measure used to determine the angular dispersion of the chan-
nel [150, 152]. From the knowledge of angle spread characteristics, a measure can be
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determined which multipaths can be reduced using directional antennas, in fact in
classical power focusing schemes, elimination of interfering multipaths requires the
directional antennas that implement beamwidths smaller than the range of the AOA
of the multipaths. In essence, narrower beams are critical for multipath rejection.

Fig. 4.22 depicts the evolution of BER vs θ comparing the cases with different
numbers of applied scatterers when R = 0.01dm. It is observed that SDF attains
spatial selectivity at the set BER threshold of 10−3 in all the chosen cases. In the
zoomed in version in Fig. 4.22b, it is seen that actually the plots are not perfectly
uniform, i.e., they experience small variability that can be attributed to the random
nature of the channel realization.

(a) (b)

Figure 4.22: (a) BER vs θ comparison for various number of scatterers.
(b) Zoomed out version when SNR = 13, Lc = 128, d = 100m, R =

1m

The selected radius R, within which the scatterers are positioned does directly
impact the propable path lengths that the rays may take, this in essence also affects
the associated delays, thereby impacting the SDF scheme. The choice of R is thus
critical determinant of the performance of SDF. We already saw in Fig. 4.22, that at
R = 0.01d the SDF scheme did attain the expected BER. Fig. 4.23 show the results
of simulations where R > 0.01d. To do so, a constant scatter value was set in the
simulation, in this case nscatter = 10 and R varied. It is observed that with an increase
in R the system does exhibit higher BER. While we could expect that with a larger
delay spread, the spreading process could better mitigate MPC, it appears that large
angular spread decreases SDF robustness.

Irrespective of the increasing delay spread with an increment in the R/d ratio, it
is observed in the simulation that scheme exhibits higher BER. This can be attributed
to the probability that there are scatterers which are located very close to the receiver
and therefore the first MPC fall into the same chip as the LOS component leading to
the failure of the scheme.

4.6.2 Perspective and Conclusion

This work investigated the influence of GBSBM channel model on spread spectrum
based spatial data focusing. Specifically, GBSBM channel modelled, and the param-
eters angle spread and delay spread characterized over varied number of scatterers
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Figure 4.23: BER vs θ showing influence of R

and ratio R/d. It is observed that the performance of SDF deteriorates with increas-
ing R, i.e., the radius within which the scatterers can be found. R on the other is de-
pendent on d, as such deployment of SDF in GBSBM environment is solely pegged
on the targeted range and the nature of scatterers in the environment.
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Chapter 5

Conclusions and perspective

This research investigated the concept of Spatial Data Focusing (SDF), a technique
that has been proposed as a candidate alternative to classical beamforming tech-
niques in wireless geocasting applications. Specifically, we sought to complement
our preceding research work that did exploit time and IQ resources to implement
SDF, however, experienced challenges in the face of multipath propagation envi-
ronments. In this PhD, it is proposed to implement spatial data focusing by simul-
taneously exploiting quadrature components and direct sequence spread spectrum
techniques to design an SDF system that is more robust to the effect of multipath.
The results obtained thus far give credence to our approach, it has been shown that
the spread spectrum based spatial data focusing with IQ is sufficiently robust, even
when implemented over modeled multipath environments, this conclusion has been
reached based on simulations carried out over various types of multipath environ-
ments.

Geocasting, i.e., broadcasting data to pre-defined geographical locations, is pegged
largely on dedicated routing protocols designed with the goal of managing trade-
offs between network flooding, latency, overhead, packet delivery and location ac-
curacy. In most of the routing protocols, for every payload, a header is included that
solely defines packet address information, both source and destination, and in some
cases the complete route graph, as such may lead to privacy issues, given that in
most cases participating nodes are required to share their position either with their
neighbors or with the infrastructure. Some protocols work around this potential pri-
vacy threat by employing global flooding techniques, which are basically topology-
free routing protocols that listen to and accept all communication in the network,
however on reading the incoming information, it makes decision based on whether
the data is addressed to it or not, if the information is addressed to it, it will accept
it, otherwise it will automatically forward and then discard.

Whereas this approach looks practical, it is actually resource intensive. As such
typical IoT nodes for example may not have adequate resources in terms of comput-
ing ability and power to sustain such an activity over long duration. With this lim-
itation they may thus resort to other positioning techniques that depend on infras-
tructure with fixed positions for supplementary services, such techniques include
Angle-of-Arrival and Time-Difference-of-Arrival computations, this takes us back
full cycle on the question of resource intensity.

Considering the challenges described above, this PhD research set to mitigate
them by proposing and investigating an alternative wireless geocasting technique
at the physical layer. To do so, we introduce the concept of spatial selectivity in
the broadcast of data at the last mile wireless access. The approach we take is less
demanding in terms of both required infrastructure, and routing computations. In
essence, we seek to add directional capabilities to base stations allowing them to
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wirelessly broadcast data that can only be decoded at pre-defined geographical lo-
cations, and so geocasting. Classically geocasting is implemented via power focus-
ing techniques that employ antenna arrays for focusing. The key limitation with
this approach is that, to be able to illuminate narrower directions, it is required to
proportionally increase the aperture size of the transmitting antenna array, taking us
straight back to the question of increasing infrastructure for improved performance
and the attendant limitations earlier described.

To overcome this limitation, we proposed the concept of SDF, where data is pro-
cessed in such a manner that it can only be decoded at predefined locations. In
this thesis we did discuss the general concept of geocasting as is implemented in
the present, outlining it strengths and limitations. We also highlighted multiple re-
search activities focused in geocasting, most of them found in the Vehicular Ad-hoc
Networks area of research. We subsequently reviewed the state of the art of dif-
ferent techniques that enable directional capability in base stations. This includes,
beamforming, Directional Modulation and Time Reversal techniques. We then in-
troduced the framework of the proposed spatial data focusing technique. Both nu-
merical and symbolic approach to the scheme have been reviewed in this, work and
convergence between the two demonstrated for purposes of proof of concept. For
purposes of improving the performance of the scheme, specifically, the question of
efficient channel estimation and equalization, the IQ degree of freedom was intro-
duced the scheme, that enabled significant improvement in performance. We finally
modeled the scheme over various types of multipath environments to investigate its
robustness over such environments. The results show that indeed as was envisaged,
the scheme is robust over multipath environments.

We have shown in this thesis that this scheme is spatially more selective than
focusing the power and therefore overcomes to a large extent the limitation due to
the inversely proportional relationship between beam and aperture size. Future re-
search may be interesting to assess the robustness of the scheme and its capability
to perform multipath mitigation with experiments on real streets. Also, the robust-
ness to large angular spread channel should be given full consideration as it has
been shown it can jeopardize achieving acceptable BER. Equally the actual design of
physical SDF-based system would be a very interesting direction of research.
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