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Abstract 
  

 Investigating the fundamental cortical dynamics underlying vocal and speech 

production requires access to multiple cortical areas simultaneously. Such access is partly 

possible in humans when patients are implanted for clinical purpose with intracortical 

electrodes, but such cases are rare, with usually only partial coverage of involved brain areas. 

For this reason, animal models are useful to detail the dynamics of cortical networks underlying 

vocal production. To date, non-human primates, birds and recently rodents have been used, 

with increasing data showing that non-human primate network model of vocal production 

shares strong similarities with that of human speech production. The extent to which such 

model generalizes to other species remains however unclear. In this context, the main purpose 

of this thesis was to develop a novel experimental paradigm to investigate the cortical bases 

of vocal production using cortical electrode arrays in minipigs, a large non-primate species 

very keen in producing vocalizations and easy to handle by humans. This work was conducted 

in part within the frame of the Graphene Flagship aiming at developing low-noise cortical 

probes. Such implants were firstly tested in rats’ auditory cortex in response to pure sounds. 

 To explore minipigs’ cortical bases of vocalizations, we firstly characterized the 

vocalizations produced by these animals in a housing pen, in a context similar to their daily life 

during the experiment. The results showed 6 categories of calls, with different occurrence 

situations and acoustic characteristics, allowing us to explore the vocal repertoire of minipigs. 

Secondly, we developed an experimental setup to record cortical activity along with 

vocalizations in freely behaving minipigs. We used three minipigs implanted in different cortical 

areas of the left hemisphere of the animals. We identified key regions activated during vocal 

production in minipigs, including motor and premotor cortices and inferior frontal gyrus. 

Minipigs are hence a promising model to study vocal production cortical networks. 

Résumé 
 

L’étude des dynamiques corticales fondamentales sous-tendant la production vocale 

et le langage nécessite l’accès à plusieurs zones corticales simultanément. Un tel accès est 

en partie possible chez l’Homme lorsque des patients sont implantés à des fins cliniques avec 

des électrodes intracrâniennes, mais ces cas sont rares, avec en général une couverture 

partielle des zones du cerveau impliquées. Pour cette raison, les modèles animaux sont 

utilisés pour détailler la dynamique des réseaux corticaux sous-jacents à la production 

vocale. À ce jour, les primates non humains, les oiseaux et plus récemment des rongeurs ont 

été étudiés, et de plus en plus de données montrent que les réseaux corticaux de production 

vocale des modèles de primates non humains ont de fortes similitudes avec ceux de la 

production de la parole humaine. La mesure avec laquelle ce modèle se généralise à d’autres 

espèces demeure toutefois incertaine. Dans ce contexte, le but principal de cette thèse était 

de développer un nouveau paradigme expérimental pour étudier les bases corticales de la 

production vocale à l’aide d’électrodes corticales chez les mini-porcs, une espèce domestique 

non-primate très encline à produire des vocalisations et facile à manipuler par les humains. 
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Ce travail a été réalisé en partie dans le cadre du Graphene Flagship visant à développer des 

électrodes corticales permettant des enregistrements bas bruit. Ces implants ont d’abord été 

testés dans le cortex auditif du rat en réponse à des sons purs.  

Pour explorer les bases corticales de la vocalisation chez le mini-porc, nous avons 

d’abord caractérisé les vocalisations produites par ces animaux dans un enclos de stabulation, 

en situation de vie quotidienne. Les résultats ont montré 6 catégories de vocalisations, avec 

différentes situations d’occurrence et caractéristiques acoustiques, nous permettant d’explorer 

le répertoire vocal des mini-porcs. Deuxièmement, nous avons développé un paradigme 

expérimental permettant d’enregistrer chez ces animaux, leur activité corticale en lien avec les 

vocalisations qu’ils produisent en comportement. Notre étude porte sur trois mini-porcs 

implantés dans différentes zones corticales de l’hémisphère gauche. Nous avons identifié les 

régions clés activées lors de la production vocale chez les mini-porcs, incluant les cortex 

moteur et pré-moteur et le gyrus frontal inférieur. Ces résultats suggèrent que les mini-porcs 

sont un modèle prometteur pour étudier les réseaux corticaux de la production vocale. 
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1.      Goal of the thesis and organization of 

the manuscript 

 

  

1.1. Motivation of the thesis 
 

 Animal models are necessary to highlight the cortical dynamics involved in vocal 

production when not accessible in humans. The investigation of these cortical networks is 

limited in humans since it requires access to large cortical areas, which is only partly and rarely 

possible in human patients. To date, animal models used to this aim are non-human primates 

and birds, and more recently rodents. The organization of vocal production network of non-

human primates show strong analogies with that of speech production networks in humans. 

However, the extent to which this model generalizes to another species remains unclear. My 

thesis thus aimed to develop a novel experimental paradigm to investigate the cortical bases 

of vocalizations using cortical electrode arrays in a large behaving mammal species: the 

minipig. This animal shares physical and physiological similarities with humans, is very 

talkative and easy to handle by humans. Since my PhD thesis was partly funded by the 

Graphene Flagship, we also had to assess the performances of graphene-based surface 

implants in rats and eventually minipigs before translation to humans. The minipig graphene-

based electrode array is still in fabrication so all minipigs studies were carried with other 

implants. Thus, the specific aims of my thesis were the following: 

 

 Assess the recording capabilities of graphene-based electrode arrays in rats (we chose 

the rat auditory cortex as a model) 

 

 Record and classify minipigs vocalizations during housing, allowing to obtain a first 

assessment of the vocal repertoire of these animals 

 

 Contribute to the development of an experimental set up to investigate cortical activity 

in freely vocalizing minipigs 

 

 Identify key cortical regions activated during vocal production in minipigs 
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1.2. Organization of the manuscript 
 

 There were several difficulties to overcome in order to reach this aim. First, minipigs’ 

cortical anatomy was not precisely defined or mapped in the literature, even less when it came 

to vocal production. Facing this issue, we had to use an exploratory method for the 

implantations. Secondly, very little was known about minipigs’ vocalizations and behavior in 

general, so we had to investigate by recording the animals’ vocal productions during long 

recording periods. Third, the frontal sinus cavities of minipigs develop fast over the early age 

of the animal, engendering a risk of infection if brain surgery is performed after this growth. We 

thus created a new methodology to implant minipigs in the prefrontal cortex before the 

development of these sinuses. In parallel, we developed an experimental setup that allowed 

the simultaneous recordings of vocalizations and cortical activity in freely moving minipigs. The 

global organization of the manuscript is the following: 

 

 Chapter 2 summarizes the context of the thesis, describing the bases of animal 

communication along with methods for brain recordings and the known literature on the 

cortical networks of vocalizations in animals 

 

 Chapter 3 presents the assessment of low-noise graphene-based cortical probes 

obtained within the frame of the Graphene Flagship project (implants for minipigs are 

still in fabrication so all minipigs studies were carried out with other implants) 

 

 Chapter 4 presents a first characterization of the minipig vocal repertoire obtained 

by the manual labeling of over 14h of audio recordings from behaving animals in their 

housing facility  

 

 Chapter 5 outlines the development of a novel experimental paradigm and setup 

that allowed the simultaneous recordings of vocalizations and cortical activity in 

behaving minipigs, and presents several cortical regions that were found to be 

activated 
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2. State of the art  
 

2.1. Animal Communication 

 

Animal communication has been extensively studied over the years, with an increasing 

interest from ethologists and bioacousticians since the 50s. In 1872, Charles Darwin initiated 

the current of thought placing animal communication at the center of emotions’ expression. In 

The Expression of the Emotions in Man and Animals (Darwin, 1877), the famous naturalist 

highlighted the parallels between human and animal emotional expressions. Despite the major 

interest for this book, the subject of animal communication has been neglected for about 50 

years after its publication. In 1932, Konrad Lorenz used the word ‘sign stimulus’ to describe 

(generally quite simple) a species-specific signal that triggers in congeners some mechanisms 

of responses adapted to that stimulus. Lorenz laid the bases for an ethological view of animal 

communication. These sign stimuli are often considered as social triggers, as for example in 

the case of parent-offspring relationships and feeding behavior. One of the most known 

examples of such instinctive behaviors is the study of Niko Tinbergen in 1951 on herring gulls 

chicks (Larus argentatus).  

In general, animal communication can be defined by the ability to produce, transmit and receive 

relevant signals that convey information by stimulating sensorial systems in the receiver. For 

any animal, it is essential to be capable of such communication in order to survive. Individual 

or specific information can be transmitted through various transmission channels (see Table 

1). The environment is the interface between animals and their signals: it can facilitate or hinder 

their spread.  

 

                Characteristics of the Signal 

Type of signal Range Speed of change 
Obstacles 

passage 
Localization 

Energetical 

cost 

Chemical Long/Short Slow Good Variable Low 

Visual Long Fast Bad Good Low 

Tactile Short Fast Bad Good Low 

Acoustical Long Fast Good Medium High 

Table 1. Characteristics of different communication channels (adapted from Higham & Hebets, 

2013) 
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In a more specific way, signals have to be differentiated from cues. Technically, both signals 

and cues fit the previous definition, but only the signal is voluntarily produced and has evolved 

because of its effect on the perceiver (see Table 2). The cue is inadvertently transmitted, like 

for example the emission of CO2 by mammals. This cue, detected by mosquitos, is 

involuntarily produced by the bitten animal (Laidre & Johnstone, 2013). Another major 

difference between signals and cues is that only signals benefit on average both the informer 

and the perceiver. An example of signal is foot drumming by kangaroo rats (Dipodomys 

spectabilis). These small rodents strike their feet on the ground to create mechanical vibrations 

to alert congeners when predators are nearby (Randall, 1997). We will hence distinguish cue-

communication from real communication, with the definition of Ruxton & Schaefer: “Animal 

communication can best be seen as an attempt to influence or manipulate others from the 

viewpoint of the informers and as providing information from the viewpoint of the perceivers. 

We see communication (signalling) as a subset of sensory interactions where (on average) 

both informer and perceiver benefit from the outcome of the interaction between an informer 

and a perceiver.” (Ruxton & Schaefer, 2011) 

 

                          Types of communication 

Characteristics Cues Signals 

Production Inadvertent  Voluntary 

Benefits 
Only the perceiver benefits on 

average from cues 

Both perceiver and informer 

benefit on average from 

signals 

Evolution 
Do not evolve to elicit a 

response in a perceiver 

Evolve because of their 

effects on the perceiver 

behavior 

Effect on perceiver 
Changes the behavior of the perceiver 

 

Table 2. Properties of signals and cues in animal communication (adapted from Ruxton & 

Schaefer, 2011) 

 

As seen in Table 1, There are many different communication channels, and animals use them 

for various activities like foraging, mating, etc… When used together, these channels allow a 

multimodal communication. For example, birds-of-paradise display an ornamental plumage 

and perform display songs when involved in courtship (Irestedt et al., 2009). 
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2.1.1. Producing signals 

 

Chemical 

 Chemical communication is the principal way of communication in all living organisms. 

From the cell level to living organisms, chemical communication is essential and efficient. This 

type of animal communication uses molecules such as pheromones secreted or excreted by 

glands. Pheromones are volatile or soluble and are released directly in the environment and 

impact the behavior or physiology of the receiving individuals. Depending on the animal 

species, pheromones are produced by skin, sebaceous, exocrine and sweat glands, saliva, 

urine or feces. These molecules are perceived by smell or by direct contact. There are many 

different types of pheromones like territorial ones, like in mice to mark the perimeter of the 

territory (Jones & Nowell, 1973), or sexual pheromones to indicate the female availability for 

breeding (Gower, 1972).  

 

Visual 

 Communication can also be exerted by light production realized by cells called 

photocytes that are responsible for the bioluminescence effect. This phenomenon is 

widespread in many species, especially in marine organisms. Light production can have 

various functions like camouflage, predation or mate attraction. Counter-illumination 

camouflage is used by several squids to match their nearby environment and hide from 

predators. Bioluminescence is also used by these animals for hunting strategies implying  

startling preys (Harvey, 1952). 

 Visual communication can be performed by color too. Skin and eye color in animals 

including fish, reptiles, amphibians, are produced by chromatophores. In mammals and birds, 

these cells are called melanocytes. Chromatophores and melanocytes contain pigment that 

are responsible for skin patterns. Some species like octopus can rapidly change color by 

translocating pigments within their chromatophores to camouflage (Lane, 1960). The pattern 

of pigment distribution in chromatophores can vary under hormonal or neuronal control. These 

color changes allow the animal to be more or less visible depending on its need.  

 

Acoustical 

 There are many different types of sound communication such as stridulation, wing 

hums, percussion or vocalization. Producing a sound implies a vibration that propagates as an 

acoustic wave through the environment. This vibration can be emitted by the movement of a 

body part pressed against another solid either external or belonging to the animal’s body. It is 

for instance the case for grasshoppers that stridulate by rubbing their leg scrapers against the 

adjacent forewing (Perdeck, 1958) or with some birds that clap their beaks (Tinbergen, 1959). 

The sound can also be produced by deforming body membranes like in cicadidae. Moreover, 

a vibration can be obtained by the passage of a fluid inside a body part. In vertebrates, the air 
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from the lungs makes vocal folds vibrate before resonating when passing through the vocal 

tract. 

 

2.1.2. Transmitting signals 

 

 Animal signals are influenced by the physical environment in which they are produced 

and perceived. The nature of this environment is of major importance because it will intrinsically 

modify the signal itself. As a consequence, the perceiver might not receive the signal exactly 

as it was emitted by the informer. Two of the main problems in the propagation of signals are 

distortion and attenuation. For sounds, distortion is due to the dispersion of the wave 

reverberating over solid bodies like trees, rocks, etc… Attenuation of the sound will be highly 

dependent on atmospheric conditions and vegetation density (Catchpole & Slater, 2003) but 

also strongly impacted by a very noisy habitat. In marine mammals for example, underwater 

noise partly produced by human activity is responsible for strong interferences in 

communication, a phenomenon called auditory masking. Distortion is also problematic for light 

waves that can be filtered and scattered, reducing their contrast with the backgroung.  

 

 

2.1.3. Perceiving signals 

 

A signal is only efficient if it is adapted to the sensory apparatus of the receiver. A stimulus is 

perceived by specific receptors that transforms it into a nervous input for the brain to analyze. 

  

Chemoreceptors 

Chemical receptors are of two types: distance and direct. The distance chemoreceptor 

detects odors and pheromones in the nasal cavity in vertebrates: Air is drawn inside the cavity 

and chemicals in the gaseous state are detected. In invertebrates, olfactory organs differ, such 

as in insects with antennae (Chapman, 1998). Direct receptors include taste and contact 

chemoreceptors. Insect have conical projections or hairs that allow chemicals to pass through. 

They use them to perceive certain nutrients and potential toxic materials. 

 

Mechanoreceptors 

Perception of various vibrations is made through mechanoreceptors, sensory cells that 

respond to mechanical pressure. There are many different types of mechanoreceptors. In 

invertebrates, campaniform sensilla are a class of cells that detect mechanical resistance to 

muscle contraction. In mammals, there are mechanoreceptors in both hairy and glabrous skin. 

These cells are part of the mechanisms of somatosensation and audition. The external 

vibration (sound signal, liquid vibration, etc…) is transducted into a neural signal. In the ear, 

sound waves impact the eardrum, causing its vibration. The vibration is then conducted into 
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the inner ear that contains an epithelium tissue studded with hair cells that are 

mechanoreceptors (Gaudin, 1968; Rosowski, 2003) within the organ of Corti, a receptor organ 

that is responsible of the transduction of the auditory signal into a neural signal made of action 

potentials activating in turn subcortical and cortical areas to eventually elicit the conscious 

perception of the auditory signal. 

 

Photoreceptors 

In some arthropods, the organ of vision is a compound eye, which is composed of many 

simple facets that are very sensitive to motion. Every facet has its own lens and 

photoreceptors. The Mantis shrimp (Odontodactylus scyllarus) is known to have the world’s 

most complex coulor vision system, with compound eyes made up of tens of thousands of 

clusters of photoreceptor cells (Dingle & Caldwell, 1969). 

Another type of eye is the ocelli, or eye spots, that possess a single lens and without an 

elaborate retina. This kind of eyes can be found in many snails, worms and sea stars for 

example. 

In most mammals, light enters the eye through the cornea and the lens projects an image onto 

the retina at the back of the eye. The photoreceptors in the retina are cones and rods Cones 

are used for day-time vision when rods primarly contribute to night-time vision. They transmit 

information to several neural layers of the retina, at the output of which are the ganglion cells 

projecting to the thalamus. Some retinal ganglion cells are also intrinsically photosensitive and 

play a role in the circadian rhythm and pupillary reflex. 

Eyes in animals adapt to their requirements, and their differences are examples of parallel 

evolution.  

 

2.2.  Vocal communication 
 

Vocal communication in animals and especially in mammals is one of the most widespread 

socio-behavioral system. This complex pattern requires integration and treatment of many 

different systems, from the central nervous system to muscular effectors. Vocalizations are an 

efficient way of sending reliable information, independently from one animal’s environment and 

obstacles to their diffusion (see Table 1). They can be expressed without being related to sight 

or olfactory senses. Vocal communication can have many functions, and it is found ubiquitously 

in mammals.  

In this manuscript, we will adopt the position presented by M.D. Hauser, N. Chomsky and W. 

T. Fitch in 2002 concerning the faculty of language. A distinction is made between the faculty 

of language in a broad sense (FLB) and in a narrow sense (FLN). “FLB includes a sensory-

motor system, a conceptual-intentional system, and the computational mechanisms for 

recursion, providing the capacity to generate an infinite range of expressions from a finite set 

of elements. […] FLN only includes recursion and is the only uniquely human component of 

the faculty of language.” (Hauser et al., 2002) . This human specificity for FLN could explain 

the fact that when teached to apes, fluent speech could not be acquired beyond a few words, 
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even when integrated to the daily life of a family for years as a human child would be (Hayes 

& Hayes, 1951). Sign language could be taught at the price of intense efforts to bonobos 

(Savage-rumbaugh & Lewin, 1996) or chimpanzees (R. A. Gardner & Gardner, 1969a) but not 

spoken language. 

 

2.2.1. The roles of vocalizations 

 

One of the most important roles of vocalization is to carry essential information about the 

environment, including foraging or signaling dangers. In vervet monkeys, alarm calls were 

identified as designating a specific type of predator (leopard, eagle and snake), and the 

behavioral responses following these calls were adapted to the type of predator (leopard alarm 

made the vervet monkeys run into trees, eagle alarm made them look up and snake alarms 

look down) (Seyfarth et al., 1980). Many non-human mammals are limited by small vocal 

repertoires, but a way to overcome this problematic is by combining calls (Arnold & 

Zuberbuhler, 2006). Hence, two or more call types can be combined to form a new one. In 

animals, this combination is syntactic and not semantic, as the meaning of the sentence that 

is formulated cannot be assessed by individual meanings of each world. Thus, in putty-nosed 

monkeys, some males combine two types of vocalizations in small sequences. Regardless of 

context, these combinations triggered a behavior in the entire group of monkeys (Arnold & 

Zuberbuhler, 2017). In dingos as well, combinations of bark and howl vocalizations were 

related to human presence and increased the pack’s vigilance (Déaux et al., 2016). 

Another role of vocalization is to inform congeners of one animal’s internal state (hunger, 

distress, rut, etc), identity (male, female, pup), or territorial occupation. This role takes also 

place in the parent-pup relationship and is particularly well documented in pinnipeds with the 

mother-pup highly efficient recognition (Aubin et al., 2015).  

Vocalizations and their spectral or rythmic features are also involved in recognition of the 

environment in parrots (Bradbury & Vehrencamp, 2011) or dolphins (King & Janik, 2013) as in 

mating an rivalry behaviors like in northern elephant seals (Mathevon et al., 2017). Some 

species like whales (T. F. Norris, 2012) and parrots (Wright & Dahlin, 2018) even have vocal 

dialects, geographic variation in the distribution of calls. One animal can be affiliated to a 

subpopulation given specific vocalizations it produces.  

Thus, vocal communication is mainly used in mammals to influence others’ behavior, whether 

congeners of the same species or not, facilitating social interactions by reducing the 

uncertainty about others’ behaviors and intentions (Cheney & Seyfarth, 2018). 

 

2.2.2. Language characteristics found in animal 

communication 

 

Human language has been and still is broadly studied over the world. In the 1960s, a 

linguistic anthropologist, Charles F. Hockett, defined a set of features characterizing human 

language to separate it from animal communication. He called them the design features of 
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language, and Hockett originally thought that some of these features were exclusively human. 

However, more recent studies by animal ethologists and bioacousticians have been 

increasingly showing that a number of Hockett’s design features are also found in animal 

communication. Here we provide some examples of animal communication that match some 

of Hockett’s design features.  

 

Semanticity 

Semanticity is the fact that the symbols that are used have particular meanings. In humans, 

these symbols are phonemes or morphemes. In chestnut-crowned babbler (Pomatostomus 

ruficeps), songs are quite complex structures intended to attract mates. These songs are 

composed of acoustical elements that can be isolated then rearranged to create functionally 

disctinct vocalizations (Engesser et al., 2015). Such findings suggest a rudimentary form of 

phonemic structure and recombination in these birds.  

 

Productivity 

Productivity is the ability to create new expressions that have not been encountered in previous 

situation. Research with great apes suggested that they are capable of learning and using a 

language using productivity to to create new expressions (B. T. Gardner & Gardner, 1975; R. 

A. Gardner & Gardner, 1969).  

 

Symbolic 

This principle means that symbols used do not physically resemble the things they represent. 

In bees (Apis mellifera), one recent study has shown that they could learn the association 

between a symbol and numerosity (Howard et al., 2019). Basic numerical symbolic 

representation can be accomplished by an insect brain. Moreover, researchers have taught  

chimpanzees to use symbolic keyboards to respond to questions or even to transmit 

information directly. The keyboard is made of buttons representing symbols that stand for 

different words. When a button is pressed, a computer voice enunciates the word out loud.. 

One of the chimpanzee named Kanzi learned spontaneously to use the keyboard after seeing 

his mother being taught (Savage-rumbaugh & Lewin, 1996).  

 

Recursivity / Grammar 

Recursivity is the capacity to generate an infinite number of pertinent expressions from a finite 

number of elements. The elements are not combined randomly and are governed by rule 

systems called grammars. In human languages, there is a distinction between finite state 

grammar and phrase structure grammar. The first one, also called weak grammar,  defines 

only local organizational principles and corresponds to calls. Phrase structure grammar is more 

complex and hierarchical, and allows the construction of structures like sentences, which is 

crucial for human language. Very few studies were conducted on this subject in animals, but 

cotton-top tamarin (saguinus oedipus) were able to master finite state grammar rules (T. Fitch 

& Hauser, 2004). Additionally, sequencing complexity has been studied on nonhuman 
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primates. The relationships between the different vocal sequences can vary in complexity with 

the use of recursive grammars. As a consequence, two vocal elements separated in time can 

be linked. Cotton-top tamarin and tamarin monkeys are capable to learn that the first element 

in a sequence predicts the final element in rapidly presented streams of 3 elements of human 

speech. They are doing so while ignoring the second element that is not carying information 

about the relationship between the first and third element (Newport et al., 2004; Newport & 

Aslin, 2004). 

 

Displacement 

Displacement is the capacity to talk about something that is not immediately present either 

termporaly (the thing happened in the past) or physically (the thing is at a distance). African 

Weaver Ant (Oecophylla longinoda) have been observed to recruit workers to communicate 

new food sources or defend the territory against intruders (Hölldobler & Wilson, 2004). Such a 

recruitment requires that the ant passes information about a resource that is not physically 

present.  

 

Prevarication 

This characteristic is the ability to tell things that are false. In Great Tit (Parus major), when in 

groups, some individuals may produce false alarm calls for resource usurpation (Møller, 1988).  

Dominant great tits used these false alarms with other tits and sparrows, meaning that these 

calls are inter-specific.  

 

Traditional transmission  

Language is not genetic, it is culturally transmitted and socially learned. Vocal dialects were 

studied in 1962 in White-crowned sparrow (Zonotrichia leucophrys nuttalli) (Marler & Tamura, 

1964). Similarly, some whales learn their songs by imitating other members of their species 

(T. Norris et al., 2012).  

 

As seen in these examples, there are many characteristics of language that are shared 

between human and animal vocalizations. There is a consensus around the fact that human 

language is more complex and sophisticated than any animal language, but it does not 

necessarily mean that there is a qualitative difference between human and animal 

communication. 
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2.2.3. Suidae vocalizations 

 

The domestic pig (sus scrofa domesticus) is a highly social species that produces a large 

variety of vocalizations in many different situations. Pigs natural communication and 

vocalizations have been studied mostly in farming and husbandry practices. A large majority 

of them relate to piglets or sow in estrus during specific situations, those relevant for 

commercial farming (Signoret et al., 1960; Whittemore & Kyriazakis, 2006). These studies for 

example focused on vocalizations during food deprivation (Fraser, 1975; Weary & Fraser, 

1995), mating (Xin et al., 1989), nest leaving (Jensen & Redbo, 1987) or even suckling (Jensen 

& Algers, 1984). It obviously improved our understanding of the link between animal 

vocalizations and their wellfare and how they reflect their mental or physical state. Distress 

vocalizations are considered to be a great indicator of piglets welfare (da Silva Cordeiro et al., 

2013; Manteuffel et al., 2004), and automatic recording tools (Mcloughlin et al., 2019; Moura 

et al., 2008) like STREMODO (Schön et al., 2004) have been developed to help stockbreeders 

to improve life conditions, avoiding stereotypic behaviors like tail biting which is frequent in 

industrial breedings. Five decades ago, Kiley (1972) described quite precisely ungulates 

vocalizations and their causations, and she proposed a classification of adult pigs vocalizations 

which is now a base for many studies. She highlighted the following four principal types of 

calls and their situations of occurrence: 

 

Grunt 

This is a low amplitude sound, which occurs very frequently. It varies in length between 0.25 

and 0.4 seconds and is not repeated within a one-second interval. A common grunt is evoked 

by any familiar noise or change in the environment.  

 

Bark  

This call is given with the mouth open and is very obviously accented with higher amplitude at 

the beginning. The bark is particularly characteristic of a startle situation, often followed by 

freezing. 

 

Scream  

This call is extremely loud and tonal. Any extremely unpleasant situation will elicit a scream, 

for example an animal that is squashed by another. 

 

Squeal  

Squeals are distinguishable from screams mainly by their constant pitch change, and their 

higher dominant overtones. The situations in which piglet squeal are apparently very various 

and this vocalization is non-specific. 
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Within these four categories, Kiley proposed variations and subcategories like ‘staccato grunts’ 

which are short repeated grunts, or ‘long grunts’, and even intermediate categories like ‘grunt-

squeals’ (see Figure 1). 

 

 

Figure 1. Sonographs of the calls of adult pigs (Kiley, 1972). The categories were mostly 

made by hearing vocalizations and inspection of the sonograms. 

 

These observations suggest the richness of the pig vocal repertoire, and the difficulty to classify 

pig calls, but also the fact that the vocalizations might be distributed along a more continuous 

and constantly variating acoustic spectrum (Tallet et al., 2013), which would means that calls 

are likely not fully classifiable. In their study, Céline Tallet and colleagues showed that based 

on 8 acoustical features it was possible to extract 5 call types clusters, which corresponded to 

the Kiley classification of 4 call types and 1 call for suckling situation because they were 

working on piglets before weaning. Kiley’s study relied on visual inspection of the sonograms 

and lack precision due to the fact that it was conducted in the 70’s with poor structural analysis 

means. Recent studies focused on spectro-temporal analysis of vocalizations to propose a 

more reliable classification of pig’s vocalizations. The features exploited in such studies are 

very numerous, since there are many characteristics in a sound that are relevant to investigate. 

Garcia and colleagues (Garcia et al., 2016) proposed a classification based on 4 spectro-

temporal features they selected among 19 identified acoustic parameters and obtained a 80%-

correct classification of the wild boar (sus scrofa) repertoire into four main vocalizations: grunts, 

grunt-squeals, squeals and trumpets (see Figure 2). 
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Figure 2. Acoustic parameters retained for classification of vocalizations in the wild 

boar (Garcia et al., 2016). Mean values (±SD) of the four features used for classification are 

displayed for the four call types identified. 

In the face of this regain of interest for their vocalizations, adult pigs and minipigs vocal 

repertoires need more precise description, and a study where vocalizations and their situation 

of occurrence would be fully described in acoustic terms with current means of recording and 

data analysis is still lacking. 

 

 

2.3. Methods for brain recording 
 

2.3.1. Neuronal activity 

 

Neurons are a type of cells present in every animals, apart from sponges and placozoa 

(marine multicellular organisms).  The average number of neurons in an adult human brain is 
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estimated beetween 86 and 100 billions. In adults minipigs, 324 millions have been counted 

(Jelsing et al., 2006). Neurons possess different functions and mechanisms underlying 2 major 

physiological properties: excitability and conductivity. Excitability represents the capacity of 

this nerve cell to integrate incoming information and to induce an impulse response. 

Conductivity implies that the cell is capable of transmitting information coming from others. A 

neuron is composed of three parts: the soma, or cell body, the axon and the dendrites. The 

cell receives electrical information through its dendrites. Depending on the neuron type, there 

are on average 7000 ramificated dendrites per cell; they are the receptors of the electrical 

signal. This signal comes from other nerve cells, and is conducted afferently to the soma. Once 

in the soma, the integrated signal is propagated through the axon of the neuron to other nerve 

cells. One axon can vary in length from less than 1 mm to more than a meter in humans. The 

connection sites interfacing  axons to others dendrites is called a synapse. At the synapse 

interface, the signal transmission is often chemical with neurotrasmitter releases. 

 

 

Figure 3. Structure of a neuron and sodium-potassium pump. (a) The neuron is composed 

of the soma, or cell body, the axon and the dendrites. At the end of the axon, many 

ramifications connect other neurons with synapses. The conduction af action potentials along 

the axon is made step by step from one node of Ranvier to another. Oligodendrocytes 

sometimes wrap axons with myelin sheath. The more myelinated an axon is, the faster the 

conduction. (b) Basic principle of a Na+/K+ ionic pump. Ionic exchanges are made beetween 

extracellular fluid and intracellular medium. The sodium-potassium pump activately brings 

potassium (K+) inside the cell and expulses sodium (Na+) away. This phenomenon requires 

the consumption of glucose and oxygene for the adenosine triphosphate (ATP)  degradation 

into adenosine diphosphate (ADP) 

Sources : licence Creative Commons Attribution 4.0 International 

https://commons.wikimedia.org/wiki/File:1206_The_Neuron.jpg 

https://upload.wikimedia.org/wikipedia/commons/7/72/Figure_06_04_02.png  

 

At every moment, there are concentration gradients of ions between the inside and the outside 

of the cell. These gradients vary across species and are made possible by ion pumps and 

leaky ion channels. The neuron membrane has a selective permeability, and there are active 

ionic transmembrane currents resulting in permanent modifications of the ionic concentrations 

inside and outside of the cell. Such gradients induce a negative difference of potential of 

approxiatively -60mV to -90mV between the intracellular and the extracellular regions of the 

https://commons.wikimedia.org/wiki/File:1206_The_Neuron.jpg
https://upload.wikimedia.org/wikipedia/commons/7/72/Figure_06_04_02.png
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neuron. At rest, the concentration of potassium ions (K+) is way higher inside the cell than in 

the extracellular medium. In contrast, the concentration of sodium ions (Na+) is stronger 

outside of the cell than inside. Consequently, at resting potential, potassium ions (K+) tend to 

leave the inside of the cell to the extracellular medium through opened potassium channels, 

while sodium ions (Na+) tend to enter the neuron through sodium channels.  

 

Postsynaptic currents 

At the synapse level, microvesicles release neurotransmitters, which are chemical 

compounds acting like messengers between neural cells. There are various types of 

neurotransmitters, which action can be either excitatory or inhibitory. Postsynaptic currents 

stem from the opening of ionic channels on the post-synaptic neuron membrane under the 

docking of neurotransmitters onto specific receptors. These channel opening induces changes 

in the membrane potential of the postsynaptic cell that make the postsynaptic neuron more 

likely to fire an action potential if the synapse is excitatory or less likely in case of an inhibitory 

synapse. These single currents are extremely small but when several occur simultenously, the 

resulting extracellular signals add up to a recordable signal called local field potentials (LFP). 

 

Excitatory postsynaptic potential (EPSP) 

EPSPs are caused by the flow of positively charged ions into the postsynaptic neuron. 

The main excitatory neurotransmitter is the glutamate, it is used for over 90% of the synaptic 

connections in the human brain and at various percentages in vertebrates’ nervous system. 

Glutamate increases membrane permeability for sodium (Na+), potassium (K+) and calcium 

(Ca 2+), thus inducing a depolarization of the membrane potential. A neuron may receive 

synaptic inputs from hundreds of other neurons, and if the combined activity leads to a 

sufficient depolarization, the action potential will occur. 

 

Inhibitory postsynaptic potential (IPSP) 

IPSPs are the opposite of EPSPs, since they result from the flow of negatively charged 

ions into the postsynaptic cell. IPSPs make the postsynaptic neuron less likely to generate an 

action potential by decreasing the membrane potential. The most common inhibitory 

neurotransmitter is the gamma-Aminobutyric acid, or GABA, which increases the membrane 

permeability for chloride (Cl-).  

 

The balance of EPSPs and IPSPs is extremely important in the integration of information in 

the brain.  

 

Action Potentials 

If the sum of all postsynaptic currents reaches a threshold (typically -40mV), while the 

sodium-potassium pumps continue their work, voltage gated sodium channels are opened in 

response to this initial change of voltage. These voltage gated sodium channels are opened, 
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allowing a massive flow of Na+ into the cell. Hence, the membrane potential fastly rises to a 

pick of above +30 mV, this phenomena is called depolarisation. Just after that, potassium ions 

leave the cell through voltage-dependent K+ selective channels. As voltage-gated sodium 

channels close, the potential of the membrane decreases again until it reaches a value lower 

than the resting potential. This phase is called hyperpolarisation. Then the K+ selective 

channels are closed again and the cell comes back to its resting potential. All this process lasts 

between 1 and 2 milliseconds and is accompanied by a refractory period  during which another 

action potential cannot be triggered unless in response to a very high stimulus level. These 

transmembrane currents typically generate an extracellular signal in the form of a negative 

waveform of a few tens of µV (depending on the distance at which it is recorded).  

The action potential, also called spike, is initiated in the axon hillock, the area connecting the 

axon to the soma. This area presents a particularly dense population of voltage-gated ion 

channels, and is also called the trigger zone. The action potential then propagates forwardly, 

step by step along the axon, by saltatory conduction from a node of Ranvier to another. At the 

end of the axon, the nervous fiber ramificates, enabling communication with many other cells. 

The axon terminal contains synapses, and the arrival of an action potential can elicit the 

release of neurotransmitters, thus excite or inhibit another neuron.  

 

 

Neural oscillations 

Neurons are organized into higly interconnected networks, with many feedback 

connections between them. All this ensemble can give rise to macroscopic oscillations in 

different frequency bands. Brain waves were first described in 1924 by the psychiatrist Hans 

Berger, the inventor of electroencephalography. Different rhythms are present in the brain and 

these oscillations are refered to according to the following taxonomy:  

 

Delta Wave (0.1-4Hz) 

Usually associated with deep non-rapid eye movement sleep (NREM), they are the slowest 

and highest amplitude brainwaves (Steriade, 2006) 

 

Theta Wave (4-7.5Hz) 

Theta waves are related to various states of cognition such as memory and spatial navigation, 

but also rapid eye movement sleep (REM) (Seager et al., 2002) 

 

Alpha Wave (7.5-12Hz) 

Also called Berger’s waves, they can be recorded during relaxation with eyes closed. They are 

thought to coordinate neural networks (Palva & Palva, 2007) 
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Mu Wave (7.5-12.5Hz) 

Mu and alpha waves occur at the same frequency range but are not recorded from the same 

sites. Mu waves are found over the motor cortex. This wave is suppressed (this is called 

desynchronization) when a motor action is performed or visualized (Cochin et al., 1999). Mu 

waves are particularly studied in autism and used in non-invasive brain-computer interfaces. 

 

SMR Wave (13-15Hz) 

SMR waves appear over the sensorimotor cortex and are decreased in amplitude when the 

corresponding sensory or motor areas are activated (Arroyo et al., 1993). 

 

Beta Wave (12-30Hz) 

Beta waves are commonly associated with normal waking consciousness. They are smaller 

amplitude, faster waves replacing alpha waves when the eyes are opened and the subject is 

fully awaken, active, or concentrated (Gevins et al., 1997).  

 

Gamma wave (30-100Hz) 

Gamma waves are correlated to working memory and attentive states (McCormick et al., 

2015). An impairment in gamma waves activity has been described in neuronal diseases such 

as epilepsy and Alzheimer (Hughes, 2008; van Deursen et al., 2008). The fast rhythms, known 

as high-gamma activity, have been described quite recently and are thought to be linked to 

cognitive processing such as decision-making (Saez et al., 2018). They are supposed to reflect 

the firing of action potentials by neural populations (Ray & Maunsell, 2011) 

 

 

Figure 4. Electroencephalography recording of brain waves. Different brain waves (left) 

and a sample of human electroencephalography recording with prominent resting state activity 

- alpha-rhythm (adapted from Sittiprapaporn, 2018 and Cherninskyi, 2015) 
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2.3.2. General approaches for neural activity 

recording 

 

Neuronal activity can be measured either indirectly or directly. Indirect ways consist in 

following the consumption of glucose and/or oxygen in the brain, which represent indirectly the 

activity of brain cells. Neural activity is highly energy-consuming, particularly on the synaptic 

transmission. This energy is provided by adenosine triphosphate (ATP) degradation in 

adenosine-diphosphate (ADP), but has a high cost in glucose and oxygen for the glycolyse. 

Synaptic activity has been estimated to represent half of the total ATP consumption of the cell. 

50% of the energy consumption of a post-synaptic cell is dedicated to the ions pumping to 

generate synaptic currents. Another large part of the neuron’s energy budget is used to 

regulate ion gradients across the cell membrane with ATP-consuming pumps. 22% of the 

energy buget is used to restore the Na+ gradient due to action potentials. Finally, 20% of the 

energy budget is used to maintain the resting potential (Vergara et al., 2019). The methods 

measuring this consumption are methabolic recordings. 

Neuronal activity can also be measured directly by recording action potentials and synaptic 

currents, in the direct environment of the cells or further. This method is named 

electrophysiology, and it allows the recording of single cells with spikes (or action potentials), 

or pools of cells with local field potentials (LFPs). LFPs are extracellular signals resulting from 

the circulation of extracellular currents created by the membrane currents participating to 

neuronal activity. They can be recorded by electrodes nearby the emitting neurons or at longer 

distances if currents add up sufficiently.  

 

Metabolic signals recording 

As described above, neurons need to consume glucose and oxygen to produce action 

potentials. These two elements are routed to the brain by a dense network of blood vessels. 

Hence, an increase in neuronal activity results in a higher blood flow in the brain area 

concerned (Logothetis et al., 2001). Cerebral circulation of blood is carried through a complex 

network of veins and arteries. With metabolic signals recordings, oxygenated blood is tracked 

in arteries. Regarding arterial blood supply, the brain can be divided into 2 parts: anterior and 

posterior. The internal carotid arteries pair supply the anterior brain, and the vertebral arteries 

pair supply the brainstem and the posterior brain. At rest, an adult has a cerebral blood flow of 

about 750 milliliters per minute. Even if this phenomenon is quite slow, blood flow variations, 

oxygen and glucose metabolism in the working brain reflect the amount of activity in various 

regions. There are various methods to measure this activity, and each one has its benefits and 

limitations. We will now describe the main techniques used for functional brain imaging. 
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Positron emission tomography (PET) 

The PET technique tracks in the body radioactive chemicals administrated to the 

patient. Different contrast agents can be injected to measure either blood flow or the 

consumption of glucose or of other metabolics such as neurotransmitters. In this way, it is used 

to localize neurologic illnesses or to diagnose brain pathologies, but also in fundamental 

research like for example to investigate the physiology of motor control (Deiber et al., 1997). 

However, the majority of contrast agents have a very short half-life (from about 20 minutes for 

¹¹C to approximatively one hour for ⁶⁸Ga), limiting the usage of PET to short experiments. 

Moreover, the toxicity of radioactive agents makes experiments not repeatable in individual 

subjects. The temporal resolution of PET is about 0.2 seconds and the intrinsic spatial 

resolution is about 1 mm (Castermans et al., 2014), which made PET scans the preferred 

technique of functional brain imaging before fMRI technology became available. PET is a non-

invasive technique that is both in clinical and preclinical fields, but its high cost makes cheaper 

alternatives appealing to provide efficient imagery at a more affordable price. 

 

Single-photon emission computed tomography (SPECT) 

This technique called SPECT is related to PET scan in the way that it requires the 

injection of a radioactive tracer as well. Unlike PET, SPECT detects directly the gamma 

radiation emitted by the tracer and has a spatial resolution of about 1 cm. The main positive 

aspect of SPECT is that it is much more affordable than PET. Another benefit is that gamma 

radio tracers used in SPECT have half-lives of up to six hours while positron emitting 

radioisotopes have half-lives of up to a couple of minutes. This allows longer imaging 

procedures, but the use of isotopes is still a disadvantage, since their fabrication is expensive 

and their storage requires high maintenance. 

 

Functional diffuse optical imaging (fDOI)  

Diffuse optical imaging is a technique using near-infrared spectroscopy (fNIRS) that 

monitors differences of oxygenated and deoxygenated hemoglobin in the cerebral blood flow, 

known as the blood-oxygen-level dependent (BOLD) response. When an area of the cortex is 

active, it requires more oxygen for ATP degradation in ADP. The extraction of oxygen is made 

in the local capillaries near the activated zone. This consumption leads to an initial drop in 

oxygenated hemoglobin, followed by another flow of oxygenated hemoglobin. The near-

infrared light measures the cerebral hemodynamic responses to a task. This method is non-

invasive because the optical window used to quantify oxygenated and deoxygenated 

hemoglobin is from 700 to 900nm. In this range, skin, tissue and bones are mostly transparent, 

while hemoglobin absorbs light in two different absorption spectra (oxygenated or 

deoxygenated) (Jobsis, 1977). fNIRS has recently been used in brain-computer interfaces 

(BCI) as a control signal for left and right wrist hemodynamic responses classification (Nasser 

& Hong, 2013), demonstrating the feasability of an fNIRS-based BCI. However, fNIRS cannot 

be used to record deep cerebral activity, since the lighting power is limited to about 4cm. The 

spatial resolution of fNIRS is limited to 10mm. While still limitated to the temporal resolution of 

hemodynamic activity, one of the main advantages is that it can be coupled with other scans 

such as electroencephalographs or magnetic resonance imaging. 
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Functional Magnetic Resonance Imaging (fMRI) 

fMRI detects changes in the magnetic properties of the brain associated with blood 

flow. As fDOI, fMRI is based on BOLD response, and can localize activity to within millimeters, 

which is why, despite a relatively poor temporal resolution (around the second), fMRI is quite 

commonly used in both medical and research fields. fMRI can also be used to measure resting 

states, showing the subjects’ spontaneous BOLD activity without any task. fMRI is a non-

invasive technic and is often preferred over methods using radioactive markers. However, MRI 

is incompatible with numerous metallic implants and medical devices, which limits the use of 

this technique in individuals with such items in the body. 

 

Electrophysiological Recording 

Electrophysiological methods directly record the electrical activity of neurons. The 

different types of activity (action potentials and field potentials) are recorded with electrodes of 

many various types, inserted inside the target cell or in the extracellular space. Single-cell 

recording is possible if the electrode is small enough to be inside or in contact with the neuron. 

Conversely, an extracellular placement may account for several nearby neurons or pools of 

neurons. This extracellular signal reflects not only surrounding action potentials, but also 

synaptic currents, ions leakage, etc. There are many different ways to record 

electrophysiological signals, and we will describe some of them from the more microscopic to 

the more macroscopic level. 

 

 

 

Figure 5. Electrophyiological recording methods. Representation of the different recording 

methods and their placement (Adapted from Mamun, 2012) 
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µElectrode (glass micropipettes, metal microelectrodes) 

 Glass micropipettes are the most commonly intracellular electrodes used for single cell 

recordings. With a tip diameter inferior to 1µm, the electrode can penetrate the membrane of 

the neuron and directly allow the recording of the membrane potential and its fluctuations 

including action potentials. Glass micropipettes can also be positioned in the extracellular 

space to record extracellular neural signals. Metal microelectrodes are made of different types 

of metals and are used for measurement of extracellular potentials. These electrodes can be 

individually implanted in vivo or in vitro at different depths from millimeters in order to record 

from specific cortical layer to centimeters to record from subcortical regions.  

 

Microelectrode array (MEA) (in vitro and in vivo) 

 Microelectrode arrays (MEA) can be implanted in vivo or used in vitro, and allow single 

or multiple cells recordings. In vitro MEAs are usually square shaped with a grid pattern of 60 

to 256 electrodes and are often used for cell cultures or measuring acute brain slices activity. 

High density MEAs are used when a higher spatial resolution is required. The temporal 

resolution of MEA recordings is very good with recording frequencies of several kHz. In vivo 

arrays are inserted inside the brain and are either rigid silicone-based devices like the Utah 

Array model (Blackrock Microsystems, Salt Lake City, UT) or the  Michigan Probe 

(NeuroNexus Technologies, Ann Arbor, MI); or flexible polyimide-based like the MicroFlex 

Array (Blackrock Microsystems, Salt Lake City, UT). MEAs are used to record extracellular 

field potentials, reflecting mainly synaptic activity, and also action potentials of single neurons 

(SUA) or neuron populations (MUA). 

 

Electrocorticography and Microelectrocorticography (ECoG and µECoG) 

 Electrocorticography is an invasive technique during which recording devices are 

placed at the surface of the cortex, either over or under the dura. The ECoG signal is mainly 

composed of postsynaptic potentials that are synchronized. The surgery requires a craniotomy 

to remove a part of the skull which is invasive, but the spatial resolution (several millimeters 

for ECoG to typically less than 100µm in µECoG) and the temporal resolution of 

approximatively 1ms allows precise monitoring of brain activity.  

Since ECoG recordings are commonly carried out with large arrays of typically 2-3 mm-sized 

electrodes for clinical ECoG , vast cortical areas can be covered with large neural populations 

contributing to the signal recorded on each electrode. ECoG signals are a set of combined 

brainwaves that can be decomposed into several frequency bands described in the previous 

chapter. This signal, also called local field potential (LFP) is composed of the summation of 

synaptic currents in the cortical area directly close to the electrode.  

Conversely, µECoG have electrodes that are less than 100µm of diameter, allowing both the 

recording of LFP and MUA and even potentially SUA. The extend to which µECoG can be 

used to record single unit activity is still debated, but recent data using low-noise µECoG arrays 

show spiking activity in the surface of the cortex of a freely moving rat (Figure 6). 
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Figure 6. NeuroGrid structure and spike recordings in freely moving rats (adapted from 

(Khodagholy et al., 2015) ). (a) High-pass filtered (fc = 500Hz) time traces recorded in a freely 

moving rat from the surface of cortex (left) and hippocampus (right) in black. Corresponding 

postmortem filtered traces (rms noise = 3 μV at spike bandwidth) are in red (scale = 10 ms by 

50 μV). (b) Examples of the spatial extent of extracellular action potentials in cortex (left) and 

hippocampus (right) over the geometry of the NeuroGrid by spike-triggered averaging during 

the detected spike times (scale = 1.5 ms by 50 μV). 

 

Electroencephalography (EEG) 

 EEG method requires the placement of electrodes on the scalp. These electrodes 

record electrical signals produced by large neural populations (millions of neurons altogether). 

Since it is not invasive, not expensive and portable, this technique is widespread in research 

as in medical use, to diagnose sleep disorders or epilepsy for example. Moreover, it does not 

involve the exposure of the patient to radioisotope or high-intensity magnetic fields.  

Nevertheless, brain activity recorded is located several centimeters below the electrode. 

Cortical currents have to pass through various layers, and especially the skull, inducing a 

blurring at the scalp level. As a consequence, at every spatial scalp position, the recorded 

activity is a mixture (i.e. a weighted sum) of the underlying brain sources (Burle et al., 2015). 

The poor spatial resolution of scalp EEG (around 6 to 9 cm) results from this phenomenon 

(Babiloni et al., 2001). 

Modeling techniques are thus required to estimate what areas are responsible of the activity 

measured. Synaptic activity on one neuron is too small to be recorded by EEG, but the 

summation of synchronous activity of thousands to millions of neurons can. However, the 

condition for such summation is that neurons shall have a similar spatial orientation, which is 

the case for pyramidal neurons of the cortex. These particular cells are thought to produce the 

majority of EEG signal.  
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Stereotactic EEG (sEEG) 

 Stereotactic electroencephalogaphy uses penetrating depth electrodes to measure 

electrophysiological brain activity. The electrodes are localized using stereotactic guidance, 

and allow recording in deep regions of the brain such as hippocampus or insula. This technique 

is less invasive than ECoG since only small burr holes (about 1.2mm diameter) are needed 

instead of a wide craniotomy. Moreover, sEEG offers a signal-to-noise 100 times higher than 

EEG (Kern et al., 2009).  

 

Magnetoencephalography (MEG) 

 MEG is a method to record magnetic fields produced by brain activity (Hämäläinen et 

al., 1993). The patient is placed inside a set of magnetic sensors based on SQUIDs 

(superconducting quantum interference devices) or SERF (spin exchange relaxation-free). The 

first MEG systems were both costly and cumbersome, but recent studies installed a MEG 

magnetometer in a portable 3D-printed helmet (Boto et al., 2018). MEG has a good temporal 

resolution of about 1 millisecond and a spatial resolution of a few millimeters better than EEG 

(because magnetic fields are not influenced by the low conductivity of the skull) but lower than 

subdural ECoG. This technique does not require exposure to radioisotopes.  

 

Choice of a recording technique in minipigs 

 In minipigs, very little is known about cortical dynamics of prefrontal areas. A wide 

spatial coverage method is required to map the activity over large cortical regions in order to 

explore minipigs prefrontal cortex activity during vocalizations. To this intent, a short spatial 

resolution is also needed  to highlight fast transient dynamic changes occuring in the areas  of 

interest. With regards to these requirements, we will use EcoG arrays in minipigs to record 

cortical activity in the left prefrontal cortex during vocal production.  

 

 

2.4. Cortical bases of vocalizations  
 

In humans, vocalization takes another dimension with speech. Cortical areas involved in 

speech processing are situated in frontal, temporal and parietal lobe (See Figure 7) . The 

superior temporal gyrus (STG) contains Wernicke’s area (Broadmann 22) which is adjacent to 

auditory area. The STG is associated with comprehension of complex sounds and speech 

processing (Binder et al., 1997). The inferior frontal gyrus (IFG) is situated above the Sylvian 

sulcus and is composed of Broadmann areas 44, 45 and 47 (Catani et al., 2005). The IFG, 

also called Broca’s area, is involved in speech production, working memory and lexical or 

syntactic speech processing (Hickok & Poeppel, 2007; Loh et al., 2020) along with social 

cognition (Jiang, 2018) . To link both Broca and Wernicke’s areas, an important pool of 

neuronal fibers are involved. These fiber tracks are called the arcuate fasciculus, or dorsal 

pathway (Friederici, 2009) and are considered crucial in human language evolution. In 
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addition, there is another pathway that runs parallel and lateral to the arcuate fasciculus (dorsal 

pathway) and connects both Broca and Wernicke in the inferior parietal lobule (Rijntjes et al., 

2012), composed by Broadmann area 39 and 40. This ventral pathway plays an important role 

since it is involved in semantic analysis, but also phonologic and articulatory precess. The 

dorsal pathway constitutes the sensorimotor and articulatory interface, since it integrates 

sensory or phonological representations of speech sounds to articulatory motor output (Hickok 

& Poeppel, 2004). The ventral pathway is the interface between phonological and semantic 

information, linking words to their significations( Hickok & Poeppel, 2004).  

 

 

 

 

Figure 7. A schematic view of the dual-stream model (Hickok & Poeppel, 2004) of the 

functionnal anatomy of language. The dorsal pathway is involved in sensory and 

phonological representations of speech. The ventral pathway links words to their semantic.  

 

More recently, an anatomical and functional dual-network was presented, synthesizing all 

relevant anatomical structures involved in vocal production in both humans and monkeys 

(Hage & Nieder, 2016, see Figure 8). This model emphasizes the fact that vocal production is 

supported by two different interconnected structures. Firstly, The primary vocal motor network 

(PVMN) is responsible of genetically predetermined vocal patterns linked to affective states. It 

is considered to be the brainstem vocal pattern-generating system and is composed of the 

periaqueductal grey (PAG), parabrachial nucleus (PB), and ventrolateral pontine reticular 

formation (Lateral reg. form.). The PVMN is controlled among other by the anterior cingulate 

cortex (ACC) and the hypothalamus amygdala. In humans, the PVMN produces  non-verbal 

vocalizations such as laughing and crying (Wild et al., 2003), that are innate vocal productions, 

considered as the human counterparts of nonhuman primates vocalizations (Ackermann et al., 

2014).  

Additionally, there is a volitional articulatory motor network (VAMN), composed of the inferior 

frontal gyrus (IFG), the ventral premotor cortex (PMv) and ventrolateral primary motor cortex 

(M1). Broca’s area is located in the IFG and consists of the granular ventrolateral prefrontal 
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cortex (vPFC). To date, only primates are known to possess direct connections between M1 

and phonatory motoneuron pools controlling respiration, articulation and laryngeal movements. 

In non primates mammals, these connections are indirect via interneurons (Simonyan, 2014). 

In humans, the motor cortex is even directly connected to the ambigual nucleus. Such link has 

not yet been found in another species. VAMN is responsible of speech coordination,modulation 

of articulation, its role is to receive and process an important amount of information coming 

from different sensory structures such as the primary auditory cortex or primary visual cortex 

(Romanski, 2007). 

In order to produce vocalizations, several groups of motoneurons are recruited to ensure the 

major functions involved in vocal production. Articulation, representing the  movements of the 

tongue, the face and the jaw involve the nuclei of cranial nerves V,VII & XII. Respiration, which 

is used to modulate the vocal output, recruit pools of motoneurons in the ventral horn (VH) of 

the spinal tract (U Jürgens, 2009). This ventral horn of the spinal tract is also involved in the 

control of some articulatory movements, such as jaw-closing and jaw-opening via the nucleus 

hypoglossus. In addition to this respiratory musculature control, the VH also innervates the 

muscles of the larynx in combination with the ambigual nucleus (NA). All of these structures 

allow the production of the actual vocal output, and are under direct supervision of the primary 

vocal motor network. 

  

Figure 8. The dual-network model (Hage & Nieder, 2016). (A) Simplified circuit diagram (B) 

Anatomical locations and connections of the structures comprising the dual-network 
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2.4.1. Cortical bases of perception of vocalization 

in animals 

 

Animal models have been widely used in research on the nervous system, and our 

neurobiological understanding of cognitive systems derive from their use. In contrast to prolific 

animal research on memory, spacial navigation or sensory processing, the field of speech and 

vocalizations processing has suffered from a reluctance to use animal models. This reflects 

the belief that only humans are capable of language processing and as such, animal models 

would not be relevant. However, this view is no longer supported now, because evidences 

were found that precursors to the function underlying speech perception can be found in 

nonhuman animals. For example, temporal cortical ablation in monkeys or in cats led to deficits 

in auditory discrimination of complex sounds like species-specific calls (Diamond & Neff, 1957; 

Hefner & Heffner, 1986). In humans, such deficits were observed in Wernicke’s aphasia 

patients or following temporal cortex damages (Ludlow et al., 1986). In nonhuman animals, the 

left superior temporal gyrus is involved in species-specific vocalizarions (R. H. Fitch et al., 

1993), suggesting that the left hemisphere specialization for complex sound processing is not 

only found in humans.  

Moreover, nonhuman primates neurons prefer complex sounds, including species-specific 

vocalizations in nonprimary auditory areas comparable to human superior temporal gyrus and 

auditory cortex (Broadmann 42 and 22, both in Wernicke’s area) (Hackett, 2015). Additionally, 

macaque and marmosets studies suggested that there are “voice patchs” (discrete, 

interconnected cortical areas supporting increasingly abstract representations of the vocal 

input) in the primates brain that are highly specialized in the processing of conspecific 

vocalizations (Belin et al., 2018). This result is in line with  the fact that there are subpopulations 

of neurons that are dedicated to conspecifics vocalizations encoding in both human and 

animals like dogs or macaques (Andics et al., 2014; Plakke et al., 2013). More generally, the 

left hemisphere appears to be more involved than the right one for processing of conspecific 

vocalizations even in animals like pigs or mice (Ehret, 1987; Leliveld et al., 2020). 

Additionally, animal research also focused in the perception of speech in animals, to shed light 

on neurobiological information about mechanisms underlying it. Dogs brains process 

conspecifics vocalizations and human acoustic cues in auditory areas that overlap, and they 

are also capable to segregate and integrate lexical information about words (Andics et al., 

2016). Despite the complexity and variability of human speech, it appears that the activity of 

the auditory core is sufficient enough to characterize phonemes (Engineer et al., 2008; M. 

Steinschneider et al., 1994). These results are in line with behavioral studies showing that 

numerous animal species are able to discriminate phonemes reliably based on their capacity 

to detect novelty. For instance, Japanese quails are able to differenciate [b], [d] and [g] in a 

protocol of reinforcement (Kluender et al., 1987). Other species like chinchillas (Kuhl & Miller, 

1975) or rats (Reed et al., 2003) are capable of discriminating phonemes. Moreover, 

recordings from awake ferrets show that neurons in the primary auditory cortex of these 

animals have responses that are sufficiently rich to encode and discriminate phoneme classes 

for sound classification (Mesgarani et al., 2008). Decoding human speech was also possible 

using intracortical microelectrode arrays in the rostral and caudal parabelt regions of the 

superior temporal gyrus in macaques (Heelan et al., 2019). Numerous nonhuman species 
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show behavioral and neurobiological evidences to categorize speech phonemes, proving that 

categorical perception involved in speech-specific processing is not unique to humans. 

However, there are persistent differences between animals and humans concerning the 

cortical bases of perception of vocalizations.  

In terms of cortical organization, in human there is an assimetry in the minicolumns sizes in 

Wericke’s area. Minicolumns are pools of 80-120 cortical neurons, organized vertically, that 

have nearly the same receptive field. Compared to chimpanzee and rhesus monkey planum 

temporale regions, only human revealed wider columns on the left hemisphere (Buxhoeveden 

et al., 2001). Additionally, the arcuate fasciculus is more developped in humans than in 

chimpanzees (J. Rilling, 2014).  

 

2.4.2. Cortical bases of production of vocalization 

in animals 

 

Vocal production is made possible with the complex involvement of three major functions: 

articulation, respiration and laryngeal or syringeal movements in birds. Vocal production in 

nonhuman primates and other animals have been classically assumed to be predominently 

emotional, and linked to the brainstem or the mesial cortex activities (Allison et al., 1996). 

Innate vocalizations in animals are controled by the PVMN that produces genetically 

determined vocal utterances. Electrophysiological recordings, stimulation or lesion studies 

show that neuronal activity in brainstems regions are related to vocalizations in squirrel 

monkeys and macaques (Hage & Jürgens, 2006; Larson & Kistler, 1984; Lüthe et al., 2000). 

The brainstem areas involved in the PVMN in monkeys are the periaqueductal grey, 

parabrachial nucleus and ventrolateral pontine reticular formation. The latter innervates the 

different muscles of the larynx and tongue (Hage & Jürgens, 2006; Uwe Jürgens, 2000). These 

brainstem regions are under control of a lymbic network that triggers vocalizations representing 

affective states. The network is composed of widespread areas, including region in the anterior 

cingulate cortex (including areas 24, 25 and 32), the hypothalamus, reticular formation of the 

mesencephalon, and amygdala (Dujardin & Jürgens, 2005, 2006). Electrical stimulation in all 

the structures involved in this network ellicits vocal outputs, expecially the anterior cingulate 

gyrus that triggered species-specific vocalizations in macaques and squirrel monkeys 

(Kirzinger & Jürgens, 1982; Smith, 1945). Ablation of the anterior cingulate gyrus lead to a 

decrease in spontaneous vocal behavior but animals were still able to produce vocalizations 

(Aitken, 1981). Ablation of other limbic regions like the tegmentum seems to suppress 

spontaneous vocalizations but species-specific calls can still be elicited by electrical 

stimulation of the periaqueductal grey (U. Jürgens & Pratt, 1979). These results suggest that 

the brainstem network is responsible of the initiation of a call, depending on its emotional or 

motivational valence. 

As seen previously, VAMN is responsible of voluntary vocal outputs in humans and aspecially 

Broca’s area. However, in monkeys, electrical stimulation or lesions in area 44 and 45 did not 

alter the acoustic traits of spontaneous vocalizations in squirrel or macaque monkeys (Green 

& Walker, 1938; Kirzinger & Jürgens, 1982). The frontal cortex of monkeys have received more 

attention recently and has been cytoarchitecturally described to assess its differences with 
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Broca’s area in humans (Amiez et al., 2019; M. Petrides & Pandya, 2002).  Minicolumns in 

humans Broca’s area appear to be larger than in monkeys area 44 (Schenker et al., 2008), 

and there is no signicative left hemisphere lateralization in nonhuman primates for both area 

44 and 45 (J. Rilling, 2014; Schenker et al., 2010). These findings supported the theory that 

there were no nonhuman counterparts of Broca’s area functionally speaking. However, studies 

show that in monkeys, areas 44 and 45, M1 and the premotor cortex were involved in volitive 

vocalizations (Ferrari et al., 2011; Gemba et al., 1999). Additionally, tropical singing mice were 

found to have turn-taking strategies in vocalizations, meaning they are able to interrupt their 

vocal songs when another speaker is vocalizing (Okobi et al., 2019). These animals are able 

to volitionally initiate or interrupt vocal production and start it again where it stoped. 

Moreover, the premotor cortex of monkeys contains a representation of laryngeal movements, 

as shown by electrical stimulation studies (Hast et al., 1974; Uwe Jürgens, 2002).  

Despite these similarities, there is still a superiority of human language in terms of scope and 

flexibility. It appears that basic mechanisms underlying a full blown language are present in 

non-human brains, and that the differences between human speech and animal vocalization 

can be seen as a matter of degree. 

 

2.4.3. Minipigs cortical organization 

  

Minipigs are very intelligent domestic animals that can easily be trained. There are many 

similarities between humans and minipigs brains since their gyrifications and morphologies 

tend to be comparable (Schmidt, 2015). Due to a critical need for large animal model excluding 

non-human primates, minipigs have been increasingly used in the field of neuroscience 

(Saikali et al., 2010). Both minipigs and pigs can be particularly pertinent models in biomedical 

studies such as transplantation or pathological models (Lind et al., 2007). The size of the brain, 

approximatively 6cm, represents an advantage compared to rodent models for brain imagery. 

The motor cortex is directly caudal to the dorsofrontal prefrontal cortex (Figure 9), and adjacent 

to somatosensory cortex (Jelsing et al., 2006). The prefrontal cortex can be subdivided into 

four regions : the frontopolar, the anterior insular, the anterior cingulate and the dorsofrontal 

region (Sauleau et al., 2009). To date, the description of the cortex remains vague and subject 

to debate, and there are no stereotaxic atlases of good quality of the minipig. . Moreover, since 

the role of the prefrontal cortex in the production of vocalizations has not been studied yet in 

minipigs, we can legitimately ask if neuronal subpopulations in prefrontal cortices are 

specifically coding for vocal productions. In particular, we ask the question whether all 

vocalizations are controled by the prefrontal motor cortex or only specific vocalizations, 

corresponding for instance to specific situations or emotional status of the animal. 
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Figure 9. Dorsal, lateral and medial (left hemisphere) views of the brain of a Large White-

Landrace pig weighing 30 kg, with schematic representations of the cortical areas 

(adapted from Sauleau et al., 2009) 

 

 

3.  Assessment of graphene cortical 

implants in rats 
 

Recording of LFP, single neurons (SUA) and multiple neurons (MUA) activities is made 

possible with the use of penetrating silicone probes or tetrodes. These electrodes have been 

used extensively to investigate the neural bases of several behaviors. However, penetrating 

probes can cause great damage to the brain, along with loss of signal due partly to 

inflammatory response (Polikov et al., 2005). Moreover, intracortical arrays allow only the 

recording of small cerebral volumes, which limits the assessment of neural dynamics over 

large cerebral areas. Surface µECoG arrays have electrodes that are less than 100µm of 

diameter, allowing both the recording of LFP and MUA. The possibility that µECoG can be 

used to record single unit activity has been recently proposed (Khodagholy et al., 2015). 

However, few studies have then confirmed this finding, which is thus still debated. In particular, 

it is not yet known if the sharp events (or putative single units) recorded from the surface of the 

cortex contained information that can be decoded to predict behavior. 

My PhD thesis was partly funded by the Graphene Flagship, a European project that 

aims to bring graphene technology into commercial application. Our role was to test graphene-

based implants in rats and eventually minipigs afterwards before translation to humans. We 

tested whether 64 channels surface graphene probe were able to detect both LFPs, MUA and 

SUA from the surface of the rat brain. Rats were used in first intention to assess whether such 

type of innovative probes could allow low-noise recordings of LFPs, MUA and possibly SUA, 

and to test the physical properties of the implant in real conditions. We decided to compare 

Graphene probes with commercial NeuroNexus penetrating and surface implants in order to 

understand the differences between evoked responses acquired in deep cortical layers and 
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those recorded at the surface of the brain. As part of the collaboration with other actors of the 

Graphene Flagship, graphene-based electrodes have to be studied in preclinical conditions to 

bring this technological innovation into clinical or commercial applications.  

We chose the rat auditory cortex to evaluate the probes. As humans, rats possess a 

primary auditory cortex (A1) and an antero-associative field (AAF). Rats have developed a 

highly sensitive hearing range that runs from 200Hz to 76000Hz, which allows them to hear 

what we consider as ultrasounds (commonly more than 20000Hz). The rat audiogram is 

considered to be representative of mammals, and therefore it is a convenient animal model to 

study the neurophysiological aspects of the auditory system. Functional knowledge is available 

to characterize precisely the rat auditory cortex dynamics. The auditory core is tonotopically 

organized in V shaped bands with a tonotopic gradient in the postero-anterior axis (Rutkowski 

et al., 2003). The position of the auditory core is also well identified with brain atlas (Khazipov 

et al., 2015).  

 In humans, an auditory stimulus triggers various evoked responses that are 

distinguishable by their latencies (Picton et al., 1974). The early (or brainstem) auditory evoked 

potential (BAEP) represents activity in the brainstem auditory pathways and in the eighth 

nerve. BAEP latency is very short and commonly between 1 and 10ms (Erné et al., 1987). 

Middle latency evoked potentials (MAEP) reflects both subcortical and cortical auditory activity 

and have a latency of 10 to 50ms (Liégeois-Chauvel et al., 1994; Mäkelä et al., 1994; Yvert et 

al., 2001; Yvert et al., 2005). The long latency auditory evoked potential (LAEP) comes from 

late secondary processes. Additionally, in response to sound stimuli longer than clicks, there 

is a sustained component of AEPs that occurs during the sound stimulation (Hari et al., 1987). 

This sustained activity is followed by an OFF response that is time locked to the end of the 

stimulus (when the sound is longer than 100ms) (Onishi & Davis, 1968). 

In rats, homologous of these categories can also be recorded. BAEPs are composed of four 

waves occurring in the first 6ms after stimulus onset (Poblano et al., 1996). Surface MAEP in 

rats consists typically of two positive-negative components (Shaw, 1988). The positive peaks 

are labelled P1 and P2 and have latencies of approximatively 8 and 25ms. The two negative 

peaks are N1 and N2 with latencies of approximatively 18 and 35ms respectively (Wang et al., 

2001). The later component consists of a slow positive peak at 68ms followed by a large 

negative peak at 88ms (Lorenzo et al., 1977; Meeren et al., 2001; Simpson & Knight, 1993). 

In rats, OFF responses could not be at first replicated, and neurons in the primary auditory 

cortex (A1) of barbiturate-anesthetized animals seemed to only elicit ON responses (Phillips & 

Hall, 1990). However, as the anesthesia techniques changed, new experiments showed that 

neurons in cats primary auditory cortex could also respond to tones with OFF activities (Volkov 

& Galazjuk, 1991). These results were found on ketamine-anesthetized cats, and were 

replicated later on rats (Kopp-Scheinpflug et al., 2018; Qin et al., 2007; Takahashi et al., 2004; 

Xu et al., 2014), highlighting the fact that previously used barbiturate anesthesia tended to 

modify deeply the evoked responses in the auditory cortex.  

 Neurons in auditory cortex are well tuned to sound frequency and are organized into 

multiple tonotopic maps across the cortical surface. Other relevant animal studies have 

examined the primary auditory cortex in ferrets to reveal representations of the tonotopy over 

A1 (David & Shamma, 2013; Thorson et al., 2015). These researches have demonstrated 

encoding properties based on spectrotemporal receptive fields (STRFs) of the primary sensory 

neurons in A1. Studies show that the neural responses of the auditory cortex are sufficiently 
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rich to allow encoding of phonetic acoustic features of speech in monkeys and ferrets (Heelan 

et al., 2019; Mesgarani et al., 2008; Mitchell Steinschneider et al., 2003).  

 In this chapter, we setup a paradigm to perform cortical recordings on ketamine-

xylazine anesthetized rats’ auditory core. We characterized responses to pure tones and 

decoded pure tone frequency based on the auditory cortex activity.  

To do so, we tested three different types of electrodes on two animals. Firstly a penetrating 

NeuroNexus MEA, secondly a surface NeuroNexus µECoG and finally a surface Graphene 

µECoG. These last two probes were tested in the same animal. 

 

3.1. Materials and methods 
    

3.1.1. Animals 

 

Results presented in this chapter report neurophysiological recordings in the left 

auditory core from 2 adult male rats (OFA, n=2, 400-604 g, Charles River). Animals were 

housed in pairs in plexiglass cages (25°C, 22 Pa, 12-hour light-dark cycle) with free access to 

food and water. All experimental procedures were performed under the supervision of a 

qualified person in accordance with the recommendations of the European Community Council 

Directive of November 24, 1986 (86/609/EEC) and French legislation for care and use of 

laboratory animals. The protocols have been approved by the Grenoble ethical committee 

(ComEth Grenoble number 04815.02). 

 

3.1.2. Surgical procedure 

 

Animals were induced with Isoflurane 4% (Vetflurane 2L/min, 1.8L air + 0.2L O2) then 

anesthetized by an intramuscular injection of Xylazine in the thigh (Rompun 2% 2mg/kg) 

followed by an intraperitoneal injection of Ketamine (Imalgene 90mg/kg). Additional doses 

(Ketamine 100mg/kg : Imalgene 0.9ml;  Xylazine 5mg/kg : Rompun 2% 0.1ml) were provided 

when necessary in order to suppress hind paw reflex movements and maintain the rat deeply 

asleep. Temperature was monitored with a heating pad coupled to a rectal thermometer to 

maintain an average of 36°C rectal temperature (TemSega). The rat was placed in a 

stereotaxic frame (Narishige, SR-6R-HT) with ear bars to maintain the head horizontal. The 

lambda and bregma points (lambdoid stitch and bregmatic fontanel) were identified to position 

the craniotomy above the left auditory core. A 40mm skin incision was made following a line 

starting between the eyes to the neck with a sterile scalpel. The skin and muscles of the left 

cheek were resected with forceps and scissors. A wide craniotomy was performed using a 

dental bur (Dremmel) to expose the left auditory core. The craniotomy runs from 2mm to 8mm 

posterior to bregma (coordinates obtained stereotactically) and from 2mm from the anterior 

fontanel to the zygomatic arch according to a rat brain atlas (Khazipov et al., 2015). Burr holes 

were drilled on the four corners of the rectangle shape craniotomy to estimate the bone 
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thickness. After the craniotomy was made, fixation screws were put (PlasticsOne, diameter: 

1.19mm, length: 1.60mm) and glued to the skull. The screws allowed the placement of a 

custom 3D printed headpole ahead Bregma and far enough from the bregmatic fontanel to 

avoid damages. The headpole was used to maintain the head in place during recordings since 

the removing of the ear bars was necessary. A reference wire was glued under the headpole. 

During this process, the bone was placed back over the craniotomy in order to protect the 

brain.  

 

 

Left auditory core was identified with its coordinates given by an atlas of the rat brain (Khazipov 

et al., 2015) and blood vessels tracking according to litterature references (Kalatsky et al., 

2005; Sally & Kelly, 1988). Although there is a wide variety of vascular patterns in rat brains, 

some constant anatomic cues can be seen on the left cortex. It shows a typical blood vessels 

pattern in the left auditory cortex, and the inclined vessel on the right was always 

distinguishable over all our surgeries. On the contrary, the left vessel was really difficult to 

identify on some experiments and its location and form were quite variable. In general, the 

typical triangle shape shown on Figure 10 helped us identify the auditory core.  The dura was 

removed with a n°55 plier and micro-scissors around the implantation site.  

The first animal was implanted with intracortical electrodes array (NeuroNexus NN64 A8x8-

5mm-200-200-703 30µm contact diameter) with a 20-degree medio-lateral angle and 2 

millimeters depth. The second animal was implanted with a surface NeuroNexus probe and a 

surface microelectrode array (graphene microelectrode array, 25µm electrode diameter, 1kHz 

of impedance before implantation, 13µm polyimide and gold substrate) during the same 

recording process. To prevent edema and reduce potential bleeding, the cortex was frequently 

hydrated with physiological liquid. The ear bars were then removed to allow a better hearing 

Figure 10. Stereotaxic surgery in rat auditory cortex. (a)  The screws are placed near the 
craniotomy in order to glue a custom head holder. The bone from the craniotomy was 
replaced during the glueing process to protect the brain. (b) The custom bar is glued to the 
skull with dental cement and the bone is removed. A reference electrode is glued under the 
piece to allow precise measures. (c)  At the bottom of the craniotomy, the primary auditory 
cortex, represented by the yellow area, can be localized between two veins. 
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by the animal. At the end of the recording, electrodes were removed and animals were 

sacrificed with a lethal intracardiac injection of pentobarbital (Doletal 1ml/kg, Vetoquinol).  

 

 

 

Figure 11. Different electrode types used. Left panel : intracortical NeuroNexus probe in 
animal 1. Center panel : surface NeuroNexus probe in animal 2. Right panel : graphene 
surface probe in animal 2. 

 

3.1.3. Auditory Stimulation 

 

The stimulation was composed of eight 200ms pure tones with a 3ms ascending front 

and 30ms descending front created off-line with Matlab software (Natick, Massachusetts: The 

MathWorks Inc) at a rate of 50000Hz at different frequencies. We created 500Hz, 1000Hz, 

2000Hz, 4000Hz, 6000Hz, 8000Hz, 12000Hz and 16000Hz pure tones presented randomly. 

Sounds were presented every 1800ms ± 10 to 20 ms. The frequencies were chosen to cover 

a wide part of the auditory spectrum of rats and to remain audible by the experimentator so 

that he can control the smooth progress of the sequence. One recording corresponded to 800 

sounds and lasted approximately 30 minutes. (100 sounds of each frequency). The first animal 

was only exposed to 6 frequencies : 500Hz, 1000Hz, 4000Hz, 8000Hz, 12000Hz and 16000Hz.  

 

3.1.4. Data aquisition 

 

For animal 1, data was recorded with NeuroPXI general user interface (Bonnet et al., 

2012) at a sampling rate of 20kHz.  

For animals 2, data was recorded with Intan recorder (Intan Tecnhologies) at a 

sampling rate of 30kHz. 

 

3.1.5. Data analysis 

 

Local Field Potentials analysis 

 The analyzis was performed using Spike2 (Cambridge Electronic Design) and Matlab 

(Natick, Massachusetts: The MathWorks Inc) softwares. We applied a low pass filter at 500Hz 
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for local field potentials analyzis. Cortical data was low-pass filtered at 500Hz, evoked 

potentials were computed by averaging single trials locked to the onsets of different frequency 

pure sounds and correcting the baseline with respect to [-100, -10] ms interval preceding sound 

onset. To assess the statistical significance of these averages, we first built a distribution of 

bootstrap averages (Blaise Yvert et al., 2002). If N vocalizations were recorded, N trials were 

drawn with replacement from the original set of N trials, and averaged and baseline-corrected. 

This procedure was repeated 1000 times. We further assessed significant sound-induced 

cortical activations using the following procedure. A rest period void of sound presentation was 

considered and used to select N resting trials, which were in turn averaged and baseline 

corrected with the same parameters as the signal. The standard deviations corresponding to 

both the sounds and the resting averages were also computed and a Welch t-test was 

performed to compare both distribution at every time point of the average potential. A threshold 

was set at 0.05 and all time points for which the P-value of the Welch test was below this 

threshold were considered to correspond to statistically significant activity. This procedure was 

further retained to build spatiotemporal maps of cortical activity using our previously developed 

NeuroMap software (freely available at https://sites.google.com/site/neuromapsoftware/) 

(Abdoun et al., 2011). Spectrograms were performed with a window of 250ms and a step of 

5ms, and z-scored with the rest period void of sound presentation. 

 

Multi Unit and Single Unit activity analysis 

 In animal 2, we observed spike-like activity recorded with graphene surface probe, 

which were in the form of sharp events that we will call “unit” in the following even though no 

proof that they are actually action potentials have been obtained at this stage. Data were band-

pass filtered between 1kHz and 4kHz and analyzed with Offline Sorter application (Plexon, 

Neurotechnology Research Systems). Pertinent waveforms were extracted and spike sorting 

algorithm was performed to classify units.  

To decode pure tone frequency based on the auditory activity, we considered 9 features of 

50ms each ranging from 0 to 450ms after stimulus onset. These features were used to train a 

support vector machine (SVM) classifier. Firing rates were smoothed using a gaussian 

convolution (kernel std = 0.05sec, kernel spread = 2sec) then scaled with the standard 

deviation. The parameters of the SVM were optimized with a grid search on 5 folds. 

This spike-like activity was not observed with either penetrating nor surface NeuroNexus probe 

in animals 1 and 2. 

 

3.2. Results 
 

 Electrophysiological data were recorded from rats. Auditory evoked responses to pure 

tones were acquired in the left auditory cortex with three different types of electrodes: two 

surface probes and one penetrating probe. The results reported here are LFP activities from 

two ketamine-xylazine anesthetized animals, along with MUA and SUA in one of the animals. 

 

https://sites.google.com/site/neuromapsoftware/
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3.2.1. Acoustic contamination 

 

 During the analysis of microelectrocorticographic recordings in rats, it appeared that 

cortical data contained spectrotemporal features correlated with the pure tone frequencies that 

were presented, a phenomenon initially observed in human recordings and exensively 

explored during the PhD thesis of Philemon Roussel. Hence, the audio signal was recorded in 

the same way as neurophysiological data, suggesting an acoustic contamination, which 

distorts the analysis of cortical auditory evoked potentials (Roussel et al., 2020). In Figure 12 

(b) and  (c) we noted that all the electrodes were strongly correlated to sound spectrograms, 

especially at the specific pure tones frequencies (500Hz, 1000Hz and 2000Hz) 

As a consequence, for the study of local field potentials, we decided to only focus on data 

frequencies lower to 500Hz in order to avoid acoustic contamination. 

 

 

Figure 12. Correlations between sound and µ-ECoG spectrograms during pure tones 

perception in an anesthetized rat. (Roussel et al., 2020). (a) Photograph of a μ-ECoG grid 

positioned over the left auditory cortex of a rat. Directions: a = anterior, p =posterior, d = dorsal, 

v = ventral. (b) On the upper panel, each blue curve represents, at all frequency bins, the value 

of the correlation coefficients between the spectrogram of one electrode signal and the 

spectrogram of the audio signal. The red curve represents the mean power spectral density 

(PSD) of the audio signal (a.u.). The lower panel represents a heat map of the correlation 

coefficient between audio and neural data for all electrodes and frequency bins. Correlation 

coefficients not statistically significant are displayed in grey. 

 

3.2.2. Local Field potentials 

 

We used different probes to record auditory evoked potentials for a period of 

approximatively 30 minutes during which several pure tones of different frequencies were 
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presented to the animal in a pseudo random order. The following chapter show the results for 

the peaks latencies of the components obtained. Peaks have been labeled according to their 

polarity and the order of their occurrence in each electrode waveform. 

 

Animal 1 – Penetrating NeuroNexus probe 

The first component is composed of a positive peak P1 at 10ms and a negative peak N1 at 

22ms. The second component is a positive peak P2 at 60ms. We recorded an OFF response 

with a similar Positive-Negative-Positive pattern than the ON response. The latencies of the 

OFF peaks were : 220ms (P1OFF), 260ms (N1OFF) and 317ms (P2OFF) (20ms, 60ms and 

117ms after stimulus offset respectively). Figure 13(a) left panel shows the pattern of averaged 

responses on all electrodes to each pure tone given the six frequencies (see auditory 

stimulation). Figure 13(b) left panel represents the bootstrapped waveforms in response to a 

8kHz pure tone for one electrode located over the primary auditory cortex (Figure 13(c) left 

panel). 

 

Animal 2 – Surface NeuroNexus µECoG 

The first positive peak P1 occurred 7ms after stimulus onset, followed by a negative peak N1 

at 35ms. P2 occurred at 80ms. We recorded a small amplitude OFF response with POFF at 

270ms and NOFF at 290ms (70ms and 90ms after stimulus offset respectively). We averaged 

responses for each pure tone given the eight frequencies (see auditory stimulation) and 

obtained averaged local field potentials (Figure 13(a) (center panel)). The OFF response was 

recorded with an amplitude about 4 times smaller than the amplitude of P1. Figure 13(b) center 

panel represents the bootstrapped waveforms in response to a 8kHz pure tone for one 

electrode located over the primary auditory cortex (Figure 13(c) center panel) 

 

Animal 2 –Graphene surface µECoG 

The first positive peak P1 occurred at 30ms, followed by a large N1 at 162ms. The OFF 

response consists of a positive peak POFF at 270ms and a negative peak NOFF at 320ms 

(70ms and 120ms after stimulus offset respectively). For each electrode, we averaged 

responses for each pure tone given the eight frequencies (see auditory stimulation) and 

obtained averaged local field potentials. The average auditory evoked response was obtained 

with bootstrapped responses to each pure tone frequencies (Figure 13(a) (right panel). Figure 

13(b) right panel shows the bootstrapped evoked response obtained on one electrode located 

over the auditory cortex (Figure 13(c) right panel). 
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 Animal 1  Animal 2 NeuroNexus Animal 2 Graphene 

P1 10 7 30 

N1 22 35 162 

P2 60 80  

P1OFF 220 270 270 

N1OFF 260 290 320 

P2OFF 317   

Table 3. Summary of the latencies of the different peaks in animals 1 and 2. 

 

Figure 13. Auditory evoked responses in animals 1 and 2. (a) Bootstrapped  (n = 1000) 
auditory evoked responses to pure tones of different frequencies (in lines, ascending order). 
Red bars indicate stimulus onset. Horizontal bars indicate stimulus duration (200 ms). (b) 
Bootstrapped (n = 1000) auditory evoked responses to 100 pure tones of 8kHz on one 
electrode located on A1. (c) Electrode in (b) represented on pictures of the cortex. 
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We wanted to explore the frequency characteristics of ON and OFF responses in the 

different animals. To do so, we studied the time-frequency representations of the averaged 

electrodes for animals 1 and 2 (Figure 14). The two responses do not have the same 

frequency contents. 

  

ON and OFF responses were recorded on both animals, with a lower amplitude of the 

OFF response in animal 2 with surface NeuroNexus probe (see Figure 14(b) middle panel). 

Figure 14 (a) shows the spectrograms of the activity for each electrode of the probe.  In animal 

1, ON response consists on a broadband activity between 25Hz and 210Hz, which covers 

beta, gamma and high-gamma bands. OFF response is located around 120Hz (high-gamma 

band) (Figure 14 (b) left panel). In animal 2, ON response show a component in the bands 

between 32Hz and 80 Hz (gamma band) recorded by both surface NeuroNexus and surface 

graphene probes.  Additionnally, surface graphene probes allow the recording of other ON 

response pools of activity at 150Hz, 240Hz and 440Hz (high-gamma). OFF response presents 

the same activity between 32Hz and 80Hz, a weaker activity at 240Hz, along with very high 

frequency components stronger than 400Hz (Figure 14(b) right panel). 

 

 

Figure 14. Spectrograms of the activities for animals 1 and 2. (a) 64 channels 

representation of the averaged evoked responses to all pure tone frequencies. Each panel 

represents the electrode layout of the implants. (b) Averaged spectrogram of the activity for all 

electrodes and all pure tone frequencies. Red bars represent stimulus onset. 

 

Both penetrating NeuroNexus, surface NeuroNexus and surface graphene probes allowed the 

recording of auditory evoked responses of A1 in rats. OFF responses were weaker with surface 

NeuroNexus probes. 
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3.2.3. Single Unit and Multi Unit Activity 

By observing the raw signals of our Graphene electrodes on animal 2, we noticed the presence 

of bursting activity in the 50ms following stimulus onset and stimulus offset (see Figure 15 (a)). 

This activity was analyzed and we extracted different waveforms which we considered as fast 

events and called units. The events were on average 500µs long and their amplitude was 5µV. 

As can be seen on Figure 15(b), some of the electrodes recorded several units. We extracted 

40 different units in total. Figure 16 represents the raster plots of four different units. Each 

panel corresponds to one pure tone frequency, the rasters are the occurrences of the 

waveforms at each of the 100 presentations of the same stimulus. Unit 31 shows a sustained 

activity for the pure tone of 2000Hz frequency, and units 14, 16 and 32 show a pattern of ON-

OFF responses for pure tones with a frequency superior or equal to 2000Hz. On average, units 

tended to display a pattern equivalent to those of units 14, 16 and 32 with ON and OFF peaks 

(see Figure 16 and Figure 17 (a)), suggesting that the cells recorded here are mostly onset-

offset neurons, which is in adequacy with previous literature on the auditory cortex of different 

animal species (Xu et al., 2014).  

 

Figure 15. Multi Unit and Single-Unit-like activity recorded in response to pure tones with 
graphene probe on the surface of the left primary auditory cortex of rat No 2. (a) Pure tone 
presentation and bursting activity recorded on one electrode. (b) An example of four waveforms 
extracted from two different electrodes. (c) Waveform extraction and analysis using Plexon 
OFFLINE sorter. Superimposed waveforms are displayed on the left panel and principal 
component analysis (PCA) on the right panel. The PCA is visualized in 3 dimensions and the 
waveforms cluster are represented in pink and blue according to the colors on the left panel.  
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Decoding pure tone frequency from fast events 

 

Based on the activity of the 40 units recorded on 18 channels of the Graphene µECoG, 

we trained an SVM classifier to decode which pure tone frequency was heard by the animal 

based on the unit-like sharp events recorded from the surface of the auditory cortex. The 

features used in this algorithm are illustrated in Figure 17 (a) by the red and blue bars on the 

histogram. They were the firing rate in 50-ms time bins for all units the 450 ms following the 

stimulus onset, resulting in 9x40=360 features for the 40 units.  The decoding accuracy 

obtained was 47.89% of correct classification for a chance level of 12.5%. Figure 17 (b) 

represents the confusion matrix of the decoding results. For each predicted frequency, it gives 

the results of the SVM classifier. Best predictions were obtained for the 2000 Hz and 4000 Hz 

tone frequencies with 80.36% and 89.47% accuracy, respectively. The 500-Hz frequency was 

likely artefactually well predicted due to the absence of any specific firing of the putative cells 

for this frequency (see Figure 16). 

 

Figure 16. Raster plots and peristimulus histograms for 4 units. Red bars represent the 
number of waveforms detected during the 50ms following stimulus onset. Unit 14, 16 and 32 
present ON-OFF pattern of response. Unit 31 shows a sustained activity for pure tones of 
2000Hz. 
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3.3. Discussion and perspectives 
 

The study of this chapter was designed to evaluate the auditory evoked responses to pure 

tones in two animals implanted with three different probes. Local field potentials were analyzed 

in response to pure tones of different frequencies. The  typical  response  from  the  auditory  

cortex  found in the present study showed differences in peak latencies with those found by 

others in  awake  or  anaesthetized  rats (Lorenzo et al., 1977; Meeren et al., 2001; Simpson 

& Knight, 1993), but the left auditory cortex presented ON and OFF activities recorded by all 

the different probes. This pattern of response could be significantly recorded with either 

penetrating NeuroNexus probes or graphene surface probes, but not clearly with NeuroNexus 

surface probes. Previous studies show that the offset of auditory brainstem responses is 

influenced by rise and fall times of the stimulus. In particular, the offset response decreased 

drastically as the fall time increases from 0.2 to 2ms in bats and mice (Grinnell, 2004; Henry, 

1985). In our study, we used a very long descending front of 30ms for every pure tone 

frequency. In another animal recorded with a surface NeuroNexus probe, we experimented 

differently during another recording and tested the potential effect of this long descending front. 

We sharpened the sound fall timing to 3ms but no significant OFF response was recorded. 

Additionally, the lack of recording of an OFF responses with surface NeuroNexus probe might 

be influenced by anesthesia levels (Plourde, 2006). However, anesthesia levels where similar 

Figure 17. Decoding pure tone frequencies based on cortical activity. (a) Example of a 

peristimulus histogram for Unit 32 in response to 12kHz pure tone.The colored bars on the 

peristimulus histogram are the features used for decoding (from stimulus onset to 450ms after 

stimulus onset, corresponding to 9 features of 50ms). (b) Confusion matrix of the decoding. 

Predicted frequencies are presented in columns and true frequencies in lines. The data are in 

percentages. Green cases indicate the right classification percentages. Red cases are the 

classification errors. 
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in the whole protocole, and the graphene-based electrode implanted in the same animal 

subsequently allowed the recording of OFF responses.  

The extent to which µECoG can be used to record single unit activity from the surface of 

the brain is still debated, but recent data using low-noise µECoG arrays show spiking activity 

in the surface of the cortex of a freely moving rat (Khodagholy et al., 2015). The waveforms 

were correlated to sound presentation, either in a sustained way or in an ON-OFF pattern. 

Here, we found that such recordings obtained with graphene probes contain relevant 

information regarding the animal behavior since they could be used to decode which stimulus 

has been perceived. This activity was used to decode pure tone frequency with an accuracy 

of 47.89% (chance level = 12.5%). 

This study demonstrated the feasibility of recordings of auditory evoked potentials in rats, 

in order to apprehend the analysis of cortical results and the adaptation of the protocole to a 

preclinical model with minipigs. Additionally, new surface Graphene probes are expected to 

confirm the spike-like recordings in the auditory cortex of rats. The data might be used to 

improve the performances of the decoding algorithm, especially by the combination of various 

types of sounds like swipes, rats vocalizations or speech. A previous study on ferrets shown 

that A1 responses were sufficient to discriminate phoneme classes (Mesgarani et al., 2008) so 

we might consider to analyze the auditory responses of the rats to various sentences and try 

to decode phonemes from continuous speech processing. 
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4.  Characterization of minipigs 

spontaneous vocalizations 
 

 

The analysis of animal vocalizations is a subject studied extensively. This field is part 

of bioacoustics, and focuses on the vocal repertoires of animals and their social behaviour.  

 

The domestic pig (sus scrofa domesticus) is a highly social species that has been observed to 

produce a large variety of vocalizations in different situations. Several decades ago, (Kiley, 

1972) described ungulates vocalizations and their causations, and she proposed a 

classification of adult pig vocalizations and highlighted four principal types of calls (grunts, 

barks, screams and squeals) and their situations of occurrence. She has showed many 

variations and subcategories, giving an overview of the potential richness of the pig’s vocal 

repertoire. Further ethological studies have later reported the existence of vocal call 

subcategories such as long grunts (Marchant et al., 2001) or even intermediate call types such 

as grunt-squeals (Appleby et al., 1999), suggesting that the vocal repertoire of pigs might be 

more continuous. Recent studies classified vocalizations in ungulate species (Garcia et al., 

2016; Tallet et al., 2013) and concluded that a discrete system was adapted, even if there are 

evidences of gradation between acoustic categories. Beyond these works, a number of studies 

have been conducted in situations relevant for commercial farming. The vocalizations recorded 

in these studies are related to husbandry practices like castration (Puppe et al., 2008) or 

nursing (Algers, 1993), but also to assess and improve the welfare of pigs (da Silva Cordeiro 

et al., 2013; Fraser, 1975; Jensen & Algers, 1984; Jensen & Redbo, 1987; Manteuffel et al., 

2004; Moura et al., 2008; Schön et al., 2004; Weary & Fraser, 1995; Whittemore & Kyriazakis, 

2006; Xin et al., 1989). These works have thus improved our understanding of pig vocalizations 

and how they reflect their mental or physical state, for example hunger, pain, cold or stress in 

rearing piglets (da Silva Cordeiro et al., 2013). 

 

In minipigs, a study concerning vocal behavior and calls situation of occurrence is still missing. 

In this study, we aimed to acquire greater knowledge on minipigs vocalizations. We wanted to 

record as many various calls as possible in a daily housing environment to induce as little 

stress as possible. We also aim to describe the vocalizations of these animals, in regard to 

previous knowledge about domestic pigs and wild boars vocal behavior. Such a description 

was the initial step before studying the cortical bases of vocal production in these animals.  
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4.1. Method 
 

To record a great number of vocalizations, we placed AudioMoth recording devices in the 

stabulation pen of two minipigs. We recorded during 14 hours without interferring with the 

animals typical daily rhythm. 

The results of this chapter summarize data from this recording session. 

 

 

4.1.1. Animals 

 

Animals in this study were two female Aachener minipigs (Carfil Quality) of the same litter 

called FAJ758 and FIG776. The animals were 13 months old at the recording session time. 

 

 

4.1.2. Recording Setup 

 

To record the vocalizations of the two minipigs, we used 6 AudioMoth devices (Open 

Acoustic Devices, 2020) which are small low-cost acoustic loggers. One AudioMoth measures 

58 x 48 x 15 mm and is powered by 3 AA batteries. These low-cost audio loggers allow long-

time recordings while being inconspicuous, portable and reliable.  

We configured the 6 synchronized AudioMoths for 14h of recording per day, from 6am to 1pm 

for the morning session (AM) and from 1pm to 8pm for the afternoon session (PM). The 

selected sampling rate was 48kHz and the gain was set to medium (30.6dB). During all this 

period, animals were placed in two separated stabulations and could see each other through 

the pens doors. The 6 AudioMoths were placed as pictured in Figure 18. We analyzed the 

data from AudioMoth 1 and 6 (A1 & A6). Due to their spacing, it was possible to assess 

acoustically which animal vocalized based only on the audio volume. Hence, FAJ758 

vocalizations were recorded loudly by A1 and more quietly by A6, and FIG776 vocalization 

were recorded louder by A6 than by A1. As a consequence, we were able to sort vocalizations 

by locutor, namely FAJ758 and FIG776. 
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Figure 18. AudioMoth recording session setup. The setup of one recording session allowed 

the acoustic logging of two separated minipigs FAJ758 and FIG776. The most distant 

AudioMoths were AudioMoth 1 and AudioMoth 6 (circled in red), vocalizations from the minipig 

FAJ758 were much more loudely recorded by AudioMoth 1 than by AudioMoth 6 and 

reciproquely.  

 

4.1.3. Analyzing minipig vocalization 

 

To analyze the minipigs vocalizations, we manually labeled an entire recording session of 14h 

for both FAJ758 and FIG776 animals. We made a custom script on Spike2 software (CED 

Corp., Cambridge, UK) to sort vocalizations into different categories of calls. The script 

detected all sounds rising through a threshold manually placed, then allowed the user to 

classify it into existing call categories, or new call type. The audio recording could be visualized 

either in waveforms or in spectrograms, and both A1 and A6 analysis were made 

simultaneously. As can be seen on Figure 19, A1 and A6 waveforms displayed different 

patterns of sounds depending on the locutor. For example, the second vocalization is recorded 

more loudely on A1 than on A6 because it is a call of FAJ758, hence produced closer to A1 

than A6. The choice of locutor was made essentially by listening to the two audios separately. 

When in doubt, the acoustic waveforms helped the decision of locutor. When neither of the two 

technics allowed a decision, the vocalization was noted as ‘Doubt’ and was not analyzed. The 

script enabled the creation of new call categories during the analysis. 

The spectrogram inspection allowed sorting of vocalizations among other noises. Indeed, the 

majority of parasitic noises recorded during the day were noises of grinding of teeth of our 

animals or shaking of the metal feeders. The spectrograms of these noises had a very sharp 

beginning and a high amplitude, which differed from the vocalizations spectrograms. The 

classification into call categories was made according to previous studies on ungulates 

vocalizations mentioned in the introduction.  

The further analysis of the calls was done using Matlab software (Natick, Massachusetts: The 

MathWorks Inc). 
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4.2. Results 
 

Totally, we recorded and analyzed 1601 sounds produced for both animals. 1277 vocalizations 

were split into 6 types of produced calls (Grunt, Blast, Trumpet, Rattle, Grunt Squeal and Bark, 

see Figure 20) with a high acoustic variability. The other 324 sounds were mainly mixed calls 

and snores which we do not describe here. The vocalizations in which the two animals 

expressed themselves at the same time (that is to say vocalizing over each other) were 

annoted as Mixed. The Snores were recorded during the morning of the session, around 6am 

to 8am. 

 

 

 

Figure 19. Spike 2 Interface for the classification of vocalizations of minipigs FAJ758 and 

FIG776. A1 and A6 waveforms were analyzed sequentially. Both visual inspection and hearing 

allowed the choice of locutor. The spectrograms were performed on Spike 2 with a Hanning 

window (block size  = 4096). Memory ticks were the detection of sounds which were going to 

be classified after removing all the parasitic noises with spectrogram and hearing inspection. 

FAJ758 vocalizations are represented in red and FIG776 in blue.   
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Figure 20. Six types of vocalizations recorded during the session. Top panel : Acoustic 

waveforms of averaged vocalizations for each recorded call type. Bottom panel : narrow band 

spectrograms of averaged vocalizations for each recorded call type. The spectrograms were 

generated in Matlab using the following parameters : 150ms window size, frequency range : 

0-10kHz, frequency steps : 300. Grunt and Blast spectrogram scales range from 0 to 1E-6 

µV/√Hz. The other vocalizations spectrogram scales range from 0 to 1E-5 µV/√Hz. Temporal 

scale of 400ms is common to all the panels. Amplitude scale of 1V is common to all the acoustic 

waveforms. 

 

 

4.2.1. Grunts (n = 738) 

 

 

As expected, the most common calls were Grunts (n = 738) and were produced by both 

FAJ758 and FIG776. On average, Grunts recorded were 607ms long but the histogram of the 

durations of all the Grunts had a bimodal pattern (see Figure 21). This revealed at least two 

categories of Grunts distinguishable by their durations. Totally, we have distinguished three 

categories of Grunts described below.  

 



 

62 

 

 

Figure 21. Histogram of the durations of Grunts vocalizations. (a) Histogram of the 

durations of Grunts for FAJ758 and FIG776. The distribution has a bimodal pattern 

representing different Grunt types. (b) Histogram of the durations of Grunts for FAJ758. (c) 

Histogram of the durations of Grunts for FIG776. 
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4.2.1.1. Common Grunt (n = 591) 

Common Grunts lasted an average of 549ms and were the most common of all types 

of Grunts. We recorded Common Grunts throughout the day, in various occurrence situations 

such as rooting, playing or waiting for food. Samples of Common Grunts and averaged 

Common Grunts for animals FAJ758 and FIG776 are shown in Figure 22. The lowest 

frequency peak of Common Grunts produced by FAJ758 is 99Hz (±12Hz), and by FIG776 of 

125Hz(±19Hz). Common Grunts were produced by both FAJ758 and FIG776 and the intervals 

between two Common Grunts were short (see Figure 23 left and center panel). The durations 

of Common Grunts were highly variable (from 200 to 1200ms see Figure 23 right panel). We 

sorted vocalizations mainly using auditory waveforms, without taking care of the duration of 

the call, which could explain the fact that some Common Grunts had a duration that could 

make them Long Grunts.  

 

Figure 22. Common Grunt. (a) Acoustic waveforms and narrow band spectrograms of a 

sample of Common Grunt for FAJ758 and FIG776. (b) narrow band spectrograms of the 

averaged Common Grunts for FAJ758 and FIG776. The spectrograms were generated in 

Matlab using the following parameters : 150ms window size, frequency range : 0-1000Hz, 

frequency steps : 300.  
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Figure 23. Common Grunt characterization. Left panel : number of Common Grunts 

produced by FAJ758 and FIG776. Center  panel : histogram of the intervals between two 

Common Grunts. Right panel : histogram of durations for Common Grunts.  

 

 

 

4.2.1.2. Long Grunt (n = 93) 

 

 

Long Grunts resembled Common Grunts acoustically but could be differentiated by their much 

longer duration. Indeed, the average duration of a Long Grunt was 1203ms (see durations on 

Figure 25 right panel) , which was more than double that of a Common Grunt (average 

duration: 549ms). We recorded Long Grunts in the middle of the morning, one hour before the 

food was distributed to the animals. The Long Grunts were often followed by periods of very 

loud noises corresponding to demonstrations of impatience of the animals (shaking the 

feeders, biting the bars of the stall, etc). These vocalizations were produced by FAJ758 and 

FIG776 (see Figure 25 left panel) and seemed to indicate agitation in anticipation of food 

distribution. The lowest frequency peak of Long Grunts produced by FAJ758 was 102Hz 

(±10Hz), and by FIG776 of 125Hz (±8Hz). 
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Figure 24. Long Grunt. (a) Acoustic waveforms and narrow band spectrograms of a sample 

of Long Grunt for FAJ758 and FIG776. (b) Narrow band spectrograms of the averaged Long 

Grunts for FAJ758 and FIG776. The spectrograms were generated in Matlab using the 

following parameters : 150ms window size, frequency range : 0-1000Hz, frequency steps : 

300.  

 

Figure 25. Long Grunts characterization. Left panel : Number of Long Grunts produced by 

FAJ758 and FIG776. Center panel : histogram of the intervals between two Long Grunts. Right 

panel : histogram of durations for Long Grunts 
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4.2.1.3. Repeated Common Grunt (n = 54 individual 

grunts) 

Repeated Common Grunts varied very little in structure compared to Common Grunts. 

Their average duration was 500ms and they were spaced on average about 300ms apart (see 

the time intervals within a Repeated Grunts sequence in Figure 28). Repeated Grunts 

sequences were usually composed of 3 calls, up to 5 calls in a row. FIG776 appeared to 

produce more Repeated Grunts vocalizations than FAJ758 (see Figure 27 left panel). The 

lowest frequency peak of Repeated Grunts produced by FAJ758 was 98Hz (±13Hz), and by 

FIG776 of 103Hz(±17Hz). The majority of Repeated Grunts were recorded in the morning, 

during the two hours prior to food distribution. The time intervals between two Repeated Grunts 

(see Figure 27 center panel) takes into account the intervals between two sequences, which 

explains the long intervals. 

 

Figure 26. Repeated Grunt. (a) Acoustic waveforms and narrow band spectrograms of 3 

samples of Repeated Grunts for FAJ758 and FIG776. (b) Narrow band spectrograms of the 

averaged Repeated Grunts for FAJ758 and FIG776. The spectrograms were generated in 

Matlab using the following parameters : 150ms window size, frequency range : 0-1000Hz, 

frequency steps : 300.  
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Figure 27. Repeated Grunt characterization. Left panel : Number of Repeated Grunts 

produced by FAJ758 and FIG776. Center panel : histogram of the intervals between two 

Repeated Grunts. Right panel : histogram of durations for Repeated Grunts.  

 

 

 

 

Figure 28. Time intervals within a Repeated Grunts sequence. The average intervals 

between two repeated grunts within a sequence was 300ms. 
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4.2.2. Trumpet (n=96) 

 

We recorded 96 Trumpets, mostly produced by FIG776 (see Figure 30 left panel). 

These very special calls resembled a rather loud trumpet sound and lasted on average 885ms. 

We recorded these vocalizations only in the morning, in the hour before the food distribution 

(like the Long Grunts). The Trumpets of FIG776 had sometimes been produced repeatedly 

and may testify to a great impatience in the animal because these calls were also followed by 

a consequent agitation (repeated displacements, bumps on the bars of the pen and the feeder, 

etc). The repeated series of Trumpets had three to five vocalizations in a row, separated by 

less than 500ms between them. FAJ758 Trumpet vocalizations had a lowest frequency peak 

of 132Hz (±8Hz), while that of FIG776 was 144Hz(±11Hz). 

 

Figure 29. Trumpet. (a) Acoustic waveforms and narrow band spectrograms of a sample of 

Trumpet for FAJ758 and FIG776. (b) Narrow band spectrograms of the averaged Trumpets for 

FAJ758 and FIG776. The spectrograms were generated in Matlab using the following 

parameters : 150ms window size, frequency range : 0-4000Hz, frequency steps : 300.  
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Figure 30. Trumpet characterization. Left panel : Number of Trumpets produced by FAJ758 

and FIG776. Center panel : histogram of the intervals between two Trumpets. Right panel : 

histogram of durations for Trumpets.  

 

4.2.3. Rattle (n = 16) 
 

In the same way as the Trumpets and Long Grunts, we only recorded Rattles during 

the morning session, in the hour before the food distribution. Rattles were very long grunts with 

an average duration of 1.3sec (see Figure 32 left panel). They differed acoustically from Long 

Grunts by the second half of the signal which was much guttural than that of a Long Grunt. 

The Rattle was a lower frequency call than the Long Grunt, the lowest frequency peak of 

FAJ758 for this type of vocalization was 68Hz (±4Hz) and for FIG776 of 76Hz(±8Hz). Contrary 

to what was recorded for Long Grunt or Trumpet, the Rattles were not followed by 

demonstrations of impatience but rather by periods of chewing or Common Grunts. Some 

Rattles were also followed by long periods of silence during which we could hear the 

zootechnicians working in the corridor. For this reason, we believed that Rattles could be akin 

to calling vocalizations to signify the will to be fed, and that chewing may be triggered by the 

salivary reflex. 
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Figure 31. Rattle. (a) Acoustic waveforms and narrow band spectrograms of a sample of 

Rattle for FAJ758 and FIG776. (b) Narrow band spectrograms of the averaged Rattles for 

FAJ758 and FIG776. The spectrograms were generated in Matlab using the following 

parameters : 150ms window size, frequency range : 0-4000Hz, frequency steps : 300. 

 

Figure 32. Rattle characterization. Left panel : Number of Rattles produced by FAJ758 and 

FIG776. Center panel : histogram of the intervals between two Rattles. Right panel : histogram 

of durations for Rattles.  
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4.2.4. Grunt-Squeal (n = 5) 
 

We recorded very few Grunt Squeals (n =5), produced exclusively by FIG776 (see 

Figure 34 left panel). These Grunt Squeals were preceded and followed by Common Grunts 

and often accompanied by sounds corresponding to rooting and foraging activities around the 

sleeping basket. The Grunt Squeals were recorded in the early morning, before the other 

vocalizations testifying the impatience of the animals (Long Grunts, Rattle and Trumpet). The 

lowest frequency peak of the FIG776 Grunt Squeal was 124Hz (±22Hz). 

 

 

Figure 33. Grunt Squeal. Top panel : acoustic waveform of a sample of Grunt Squeal. Center 

panel : narrow band spectrogram of a sample of Grunt Squeal. Bottom panel : narrow band 

spectrogram of the averaged Grunt Squeals. The spectrogram were generated in Matlab using 

the following parameters : 150ms window size, frequency range : 0-4000Hz, frequency steps 

: 300.  
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Figure 34. Grunt Squeal characterization. Left panel : Number of Grunt Squeals produced 

by FAJ758 and FIG776. Center panel : histogram of the intervals between two Grunt Squeals. 

Right panel : histogram of durations for Grunt Squeals.  

 

 

 

4.2.5. Bark (n = 1) 
 

We only recorded one Bark produced by FAJ758 (see Figure 35 right panel). We could 

not assess acoustically the cause of this vocalization which in literature is synonymous with a 

state of surprise. It was directly preceded by a Grunt of FIG758 (see Figure 35 orange 

rectangle) and followed 2 seconds later by a Trumpet of FIG758. The Bark had a fairly high 

amplitude of the order of 1V. The lowest frequency peak of the Bark of FAJ758 was 193Hz.  
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Figure 35. Bark. Left panel : narrow band spectrogram and acoustic waveform of the call Bark. 

The orange rectangle represent a Grunt produced by FIG776 just before the Bark of FAJ758. 

The spectrogram was generated in Matlab using the following parameters : 150ms window 

size, frequency range : 0-2000Hz, frequency steps : 300. Right panel : Number of Barks 

produced by FAJ758 and FIG776. 

 

4.2.6. Blast (n = 421) 
 

The Blast was a sound produced by the expulsion of air through the nose of the animal. 

Although not described in the literature as a vocalization, we had taken the step of treating it 

as such in view of the different production conditions that were its own. The Blast looked 

acoustically like the sound a human would produce by blowing heavily through the nose. These 

vocalizations were quite tenuous and we recorded very few in FIG776 (see Figure 37 left 

panel). Their amplitude (about 50mV, see Figure 36) was on average ten times lesser than 

that of a Common Grunt. The duration of the Blasts was very variable, with an average of 

500ms and sometimes almost a second (1.057sec for the longest Blast). Like the Grunts, some 

Blast were produced in a repeated way, with series of 3 to 6 Blasts. Within a series of repeated 

Blasts, the duration of the calls was shorter than that of a classic Blast (on average 340ms). 

The longest Blasts (those with a duration of more than 800ms) appeared to be accompanied 

by Common Grunts. Blasts were recorded throughout the day and were often accompanied by 

movements in the pen and chewing, even in the absence of food in the pen. 
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Figure 36. Blast. (a) Acoustic waveforms and narrow band spectrograms of 2 and 3 samples 

of Blasts for FAJ758 and FIG776 respectively. (b) Narrow band spectrograms of the averaged 

Blasts for FAJ758 and FIG776. The spectrograms were generated in Matlab using the following 

parameters : 150ms window size, frequency range : 0-4000Hz, frequency steps : 300.  

 

 

Figure 37. Blast characterization. Left panel : Number of Blasts produced by FAJ758 and 

FIG776. Center panel : histogram of the intervals between two Blasts. Right panel : histogram 

of durations for Blasts.  

 



 

75 

 

4.2.7. Vocal behavior of minipigs 
 

During these 14 hours of recording, we noticed that the sequence of the morning was the 

one that contained the most different vocalizations. In the morning 949 vocalizations were 

recorded against 652 in the afternoon. Moreover, some vocalizations were not present at all in 

the afternoon. This was the case with Rattle, Grunt Squeal and Trumpet. Rattle and Trumpet 

vocalizations seemed very related to the expectation of food distribution, it may be normal that 

they were not present in the afternoon since there was no ration at that time. In Figure 38, we 

presented the percentages of vocalizations produced between morning and afternoon. As can 

be seen, only 2 types of vocalizations were recorded in the afternoon (PM) while 6 types of 

vocalizations were recorded in the morning (AM).   

Figure 38. Proportion of vocalizations produced during the morning (AM) and the 

afternoon (PM). The six types of vocalizations were recorded during the morning but only two 

types were recorded on the afternoon. FAJ758 proportion of vocalizations are displayed in red 

and FIG776 in blue. 

 

In addition, the number of some vocalizations recorded in the morning seemed to form a peak 

in the hours before food distribution. In Figure 39 , the number of Grunts, Trumpets and Rattle 

increased before 9:40 (the time at which the daily ration was distributed, symbolized by the 

vertical red bar). After this moment, vocalizations became rarer and were of type Grunt and 

Blast, like what was recorded in the afternoon. It seemed therefore that the vocalizations 

Trumpets, Rattle and some Grunts were strongly linked to the emotion provided by the 

expectation of the daily ration. Blasts, on the other hand, did not have the same pattern of 

food-related production, and were produced throughout the day. Animals stopped producing 

them when they started to vocalize Trumpets or Rattles. 
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Figure 39. Histogram of vocalizations during all the day. Top panel : histogram of 

vocalizations during the morning (AM). Four types of vocalizations were represented :  Grunts 

in blue (regardless of Grunt type), Trumpets in orange, Rattles in yellow and Blasts in purple. 

The red vertical bar corresponds to the time of distribution of the food ration (9h40 that day). 

Bottom panel : histogram of vocalizations during the afternoon (PM). The two types of 
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vocalizations represented are the only two recorded during the afternoon : Grunts in blue 

(regardless of Grunt type) and Blasts in purple. 

 

 Furthermore, we found that FAJ758 and FIG776 seemed to vocalize alternately. This 

ability of turn-taking in vocal expression symbolize social interaction. We annotated the 

vocalizations in which the two animals expressed themselves at the same time (that is to say 

vocalizing over each other) as Mixed vocalizations. The proportion of Mixed vocalizations was 

much lower than the proportion of separate vocalizations of FAJ785 and FIG776 (7% of Mixed 

versus 93% of disjointed vocalizations, see Figure 40) 

 

Figure 40. Pie chart of the proportion of Mixed calls (two locutors vocalizing at the same 

time) relatively to FAJ758 and FIG776 vocalizations. FAJ758 calls represented 47% of all 

vocalizations and FIG776 46%. Mixed calls accounted for 7% of the total recording. 

 

 

In Figure 41, independently from the speaker, it appeared that Grunts were preceded by 

Grunts in 82.7% of cases, Blasts are preceded by Blasts in 78.17% of cases and Trumpets 

are preceded by Trumpets in 39.58% of cases. This result is influenced by the high number of 

Grunts compared to other calls, but also reveals patterns of calls production. Rattles, the 

vocalizations that seemed related to impatience for food distribution, are often preceded 

byTrumpets, also apparently related to anticipation. Trumpets appeared to be produced in 

sequences in 39.58% of cases, which did not necessarily mean that they were produced in a 

Repeated pattern, since animals could have alternated Trumpets alternately. 
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Figure 41. General pattern of answers between one vocalization and the previous 

vocalization for both FAJ758 and FIG776. Blue rectangles represent percentages of times 

the current vocalization is preceded by the same type of vocalization (Grunt preceded by Grunt, 

Rattle preceded by Rattle, etc…). Light red rectangles represent percentages of times the 

current vocalization is preceded by another type of vocalization (Grunt preceded by Blast, 

Grunt preceded by Trumpet, etc…) 

 

 

4.3. Discussion and perspectives 
 

The vocalizations presented here were recorded from two minipigs FAJ758 and FIG776 

separated in two pens. The audio recordings were performed with AudioMoth devices 

distributed in the stabulation pens.  

We recorded 1277 vocalizations over a 14 hours session and sorted them into 6 call 

categories. The main characteristics of the 6 call types are shown below. Red values represent 

FAJ758 and blue values are those of FIG776. Percentages indicates the proportion of the call 

type in the whole recording session. Blank squares (as for example in Grunt Squeal Locutors) 

indicate that there was no vocalization of this type for the corresponding animal. 
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 Grunt Trumpet Rattle Grunt Squeal Bark Blast 

Number 738 96 16 5 1 421 

Pitch 

99Hz±12 

 

125Hz±19 

132Hz±8 

 

144Hz±11 

68Hz±4 

 

76Hz±8 

 

 

124Hz±22 

193Hz  

Durations 607ms 885ms 1300ms 793ms 657ms 500ms 

Percentages 63% 10.12% 1.68% 0.73% 0.1% 15% 

Locutors 

50.4% 

 

49.6% 

13.5% 

 

86.5% 

37.5% 

 

62.5% 

 

 

100% 

100% 97.9% 

 

2.1% 

Table 4. Summary table of the types of vocalizations recorded with their principal 

characteristics. 

In order to record spontaneous minipig vocalizations, we chose not to intervene with our 

animals during the entire recording period. Thus, the vocalizations described and accounted 

for in the result part did not claim to account for the totality of the vocal repertoire of these 

animals. Some vocalizations of domestic pigs or wild boar described in the literature (Briefer 

et al., 2019; Garcia et al., 2016; Kiley, 1972; Tallet et al., 2013) such as Scream were not 

described nor recorded here. The scope of our study was intended to be descriptive and 

exploratory with regard to minipigs vocal utterances, with the aim of making simultaneous 

recordings of vocalizations and cortical activities.  

We relied on audio cues and visual inspection of spectrograms to classify calls, which may 

induce errors as well in the classification itself but also in the locutor assessment. We did not 

assign call types based on the context but analyzed it afterwards to better understand the 

potential meaning of calls.  Moreover, some of the call types were produced by a single locutor 

or only produced a couple of times. Generalizations to a more global minipig repertoire might 

be questionable. 

However, the preliminary results summarized in this chapter allowed us to perceive globally 

the vocal behaviour of our animals. Other recording sessions on FAJ758 and FIG776 were 

performed, totalizing 4 days of 14h of vocalizations each. Classification and analyzis of these 

3 other recording sessions have to be completed to learn more about the different vocalizations 

of minipigs. In the long term, annotated data could allow machine learning algorithms to 

automatically sort these vocalizations by type and/or by speaker. 

Moreover, in order to record vocalizations during social interactions in minipigs, we performed 

7 days of recording in 5 other minipigs (aged from 3 months old to 13 months old) housed in 

the same pen. Analyzing these sessions may reveal other types of vocalizations related to 

grooming or playing for example, but the locutor would not be known due to group housing.  

With the analysis of the vocalizations produced by FAJ758 and FIG776, we were able to 

familiarize with minipigs calls in order to study their cortical bases. 
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5. Cortical activity underlying vocal 

production in behaving minipigs 
 

Animals communicate through multiple types of acoustic signaling (Z. Chen & Wiens, 2020), 

and many vertebrates, including birds and marine and terrestrial mammals, have the ability to 

produce vocalizations that often differ depending on the type of information they want to 

communicate (Stephan Brudzynski, 2010). Vocalizations, such as human speech and birds 

songs are motor processes requiring the coordination of various mucle groups and articulators. 

The coordination is made possible by the integration of the instructions coming from specific 

brain regions. Two types of vocal behaviors can be distinguished and proposed to stem from 

two different neural pathways (Hage, 2018; Hage & Nieder, 2016; U Jürgens, 2002; Mooney, 

2020): Innate vocalizations, produced automatically as reflex in reaction to a stimulus or a 

situation (such as fear, pain, hunger, or surprise), are determined genetically and controlled by 

subcortical networks. By contrast, learned vocalizations characterized by single or sequences 

of stereotyped calls or more complex modulated sounds, are acquired by experience and 

controlled by cortical networks (Loh et al., 2017). Learned vocalizations imply volitional control, 

but innate vocalizations can be either automatic or controled. In NHPs, automated innate 

vocalizations are produced by the brainstem vocal pattern-generating system, composed of 

the periaqueductal grey (PAG), parabrachial nucleus (PB), and ventrolateral pontine reticular 

formation (Lateral reg. form.) which are controlled among others by the anterior cingulate 

cortex (ACC) and the hypothalamus amygdala. On the other hand, innate controled 

vocalizations other networks. These networks include the motor cortex in mammals 

(Fukushima et al., 2014; Okobi et al., 2019) and its analogue in birds (Chakraborty & Jarvis, 

2015)(Mooney, 2020). In primates, production of learned vocalizations also activates the 

ventral premotor and inferior frontal cortices (Coudé et al., 2011; Gavrilov et al., 2017; Hage 

et al., 2013; Okubo et al., 2015; Roy et al., 2016), a region involved in complex sequence 

comprehension (Wilson et al., 2017). Both premotor and primary motor cortices are involved 

in the initiation of volitional calls. Additionally, in songbirds, interneurons in the high vocal 

center are active during all the vocal activity (Kozhevnikov & Fee, 2007). Although noticeable 

variations of anatomical pathways exist between humans and non-human primates (NHPs) or 

songbirds that may explain at least in part the unique ability of humans to speak (J. K. Rilling 

et al., 2008), the brain networks underlying vocal production show strong anatomical 

similarities between humans and monkeys (Hage, 2018; Michael Petrides et al., 2005). 

However, until now, very few neurophysiological data highlighting the cortical dynamics 

underlying vocal production have been reported in animal models other than NHPs and birds. 

Especially, no domestic species has yet been proposed to investigate vocal brain activity using 

electrophysiological approaches. A natural candidate model is the minipig and the pig, that are 

classified as domestic animals and are easier to handle and take care compared to wild 

species such as NHPs, and have recently started to attract attention in the field of neuroscience 

(Félix et al., 1999; Saikali et al., 2010; Simchick et al., 2019; Vrselja et al., 2019). In particular, 

minipigs have become a purpose bred for research. They are smaller than livestock animals 

bred for food production, yet physiologically in all other ways similar to agricultural pigs. For 

research lasting longer than 3 weeks, miniature swine are thus preferable both for handling 

ease and welfare considerations. Furthermore, miniature pigs have a convenient body size for 
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surgical procedures and given their anatomical similarities to humans, they are often used as 

preclinical models (Khoshnevis et al., 2017, 2020; Selek et al., 2014).  

 

In the present study, we introduce a novel experimental paradigm to identify the cortical 

dynamics underlying vocal production in freely moving minipigs. A key problem to chronically 

implant neural probes in the pigs is the presence and development of frontal sinuses 

preventing safe access to neural structures with conventional craniotomy in adult animals 

(Gierthmuehlen et al., 2011; Torres-Martinez et al., 2019). These cavities indeed extend far 

caudally within the skull of adult animals from the frontal to the parietal bones. Performing a 

craniotomy in such condition leads to cross the sinuses and thus make a connection between 

the implanted zone and the nasal cavity, which ineluctably eventually leads to infections post-

surgery. Here we first show that implantations of ECoG grids can be done using conventional 

craniotomy in minipigs younger than 5 months of age, a period when sinuses are not yet fully 

developed.  

The cortical dynamics underlying vocalizations in minipigs has not been explored to date, and 

we addressed this gap by chronically implanting and recording from freely moving minipigs 

and analyzing the LFPs occuring during the vocal utterances of the animals. Our results show 

activation of the sensorimotor cortex around the onset of vocal production of grunts, the most 

common vocalization of pigs.  

 

 

5.1. Methods 

5.1.1. Animals 

In this study, we considered minipigs of two different breeds over a period of four years. One 

Yucatan male (INRA, France) (YU254 minipig), and two Aachener females (Carfil Quality) 

(CH596 and GI2028 minipigs). The animals were housed when possible in groups or by pair 

with weekly renewed enrichment equipement and ad libitum water. Regular examinations of 

the minipigs were performed by a veterinarian to ensure a healthy condition and a socialization 

program was set up to ease human-animal interactions. At the end of this study, one of the 

implanted minipigs was rehabilitated in a pedagogic farm as its retirement period. Experiments 

were performed in compliance with European (2010-63-EU) and French (decree 2013-118 of 

rural code articles R214-87 to R214-126) regulations on animal experiments, following the 

approval of the local Grenoble ethical committee ComEth C2EA-12 and the French Ministry of 

Research (APAFIS#5221-2016042816336236.V3).  
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5.1.2. Socialization program 
The Carfil minipigs underwent a socialization program to ease their manipulation by human 

experimenters. Part of my work was to set up the protocole from scratch and apply it in 

collaboration with the technician of the lab Cyril Zenga. 

Human-pigs interactions in this study are of particular importance, because the proper course 

of post-surgical care as well as cortical recordings and rehoming procedure will depend on the 

socialization program. To date, scientific interest had mainly focused on the social interactions 

of pigs in farm conditions or in laboratory (Gieling et al., 2011; Marino & Colvin, 2015). Recent 

studies have examined already some aspects of the interactions between pigs and humans 

(Bensoussan et al., 2019; Brajon, Laforest, Schmitt, et al., 2015), but the pigs’ and especially 

minipigs’ social behavior in interaction with humans still needs more investigations. Albiach-

Serrano et al. (2012) have shown that farm pigs did not use human social cues (i.e., touching, 

pointing, gazing) to find food hiden in containers. However, group-living farm piglets were able 

to use human cues (pointing gesture, head orientation, ) to find food after a great amount of 

training (Bensoussan et al., 2016; Nawroth et al., 2016). Moreover, juvenile domestic farm pigs 

were able to attribute attentive states to humans (Nawroth et al., 2013), and highly socialized 

domestic pigs show interspecific socio-communicative behaviors similar to those of dogs, like 

orientation towards the human face (Gerencsér et al., 2019). 

The pig as a model species for preclinical and biomedical studies has been increasingly used 

for decades (Helke et al., 2016), and miniature breeds were developped to facilitate handling 

and housing (Bro et al., 2012; McAnulty et al., 2011). Along with that, the number of minipigs 

kept as pets has increased significantly (Marino & Colvin, 2015). Due to their intelligence and 

cognitive abilities, pigs can be kept as companion animals among humans. However, little is 

known about the education and socialization of minipigs recquired to live in an environment 

rich in human social contacts.  

On many aspects, dogs’ and pigs’ socio-cognitive abilities present similitudes. For example, 

dogs and pigs are able to discriminate among conspecifics and show a preference for familiar 

animals over unfamiliar ones (McLeman et al., 2005; Molnar et al., 2009; Souza et al., 2006). 

Additionally, these two species are also capable to differentiate human individuals and 

recognize human faces (Brajon, Laforest, Bergeron, Tallet, & Devillers, 2015; Koba & Tanida, 

2001; Nagasawa et al., 2011; Wondrak et al., 2018). Both dogs and pigs make use of visual, 

acoustic and olfactory cues to communicate with conspecifics and other species (Marino & 

Colvin, 2015; Miklosi, 2014). As opposed to the popular role of dogs as companion pets or 

work-related helpers (sheperd dogs, mountain rescue dogs, ec), pigs have been used as a 

livestock species solely until recently. As a consequence, the criterion of selection for the two 

species were completely different. For dogs, easy temperament and willingness to cooperate 

with humans were selected (Hare & Tomasello, 2005). For pigs, most of the selection is made 

upon growth and reproduction traits (Held et al., 2008). Regarding the differences and 

similarities between dogs and pigs, we decided to base our minipigs’ socialization on a 

standardized social training for puppies (Vaterlaws-Whiteside & Hartmann, 2017). The 

program was carefully adapted taking into account some data collected on domestic pigs 

(American Mini Pig Association, Mini Pig Training Handbook), but also on farm pigs (Tallet et 

al., 2017).  

The minipigs used in this study began the experimentation at the average age of 9 weeks. 

They arrived in groups of 2 to 3 individuals generally from the same litter (which we have 
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preferred in order to preserve the social structure of animals (Goumon et al., 2020))) or similar 

ages. Although very fearful at first, we found that among groups, one or two individual(s) tent 

to be more socially proactive towards humans. These animals were quickly identified in the 

first few days. Initially, we chose to target our interactions to these less fearful minipigs and to 

take advantage of the social transmission phenomenon on more shy minipigs (Tallet et al., 

2018). Thus, even piglets that have been less manipulated in the first few weeks following their 

arrival tended to be attracted to humans after a few more days of socialization. When possible, 

we used older minipigs housed in adjacent pens to display social interactions with humans.  

The protocole was performed everyday for about 45 minutes over a period of about two 

months. A recent study shown that human approach by piglets is favoured when the animals 

had a previous positive experience with the handler, even in the case in which the handler is 

passive and did not reinforce the animal (Brajon, Laforest, Bergeron, Tallet, Hötzel, et al., 

2015). However, we have chosen to associate the human presence with soft contacts and the 

distribution of food, since piglets in this study tend to spend more time with the experimenter if 

they were previously gently handled and had food rewards. This choice appeared crucial to 

promote the manipulations imposed by post-surgical care that can be a source of great stress 

for the animals. The experimenter kept a calm voice to talk to the minipigs and encouraged 

every sign of interest from the animals. The experimenter wore the same clothing color and 

shape during the first month (white overalls) of the socialization program, as it could influence 

discrimination among other humans (Koba & Tanida, 2001).  

At first the contacts were limited to positive physical contacts such as scratches and strokes 

(Brajon, Laforest, Bergeron, Tallet, Hötzel, et al., 2015; Tallet et al., 2014). Physical contacts 

with the experimenter were highly encouraged by high-value food and toys distribution (dried 

fruits, squishing ball, etc). The experimenter was also involved during play time as often as 

possible (play fetch, etc). When the litter was fully habituated to the experimenter’s presence, 

the contacts were followed by physical restraints and lifts. 

Once the animals were fully habituated to humans, we began a medical training protocole 

using positive reinforcement. Medical training was necessary to reduce the stress for both the 

minipig and the keepers during post-surgical treatment as well as medication. This protocole 

reduced the use of anesthetics or physical contentions necessary to post-surgical treatment. 

The animals learned to stand still on the treatment table and to take liquid medication from a 

syringe. They were also accustomed to undergo manipulations on the implanted area (on top 

of the skull). For this, we habituated the animal to be touched and scratched in this area, and 

applied products like cold water and body lotion. We also reinforced the immobility of the 

animal on the ground during such manipulations. 

After the medical training, the animal undergo another habituation program during which it had 

to be habituated to the experimental recording protocole. The animal was placed in the 

recording pen (see Section 5.1.6) first in groups with its congeners then alone with the 

experimenter and finally alone for a few minutes. This habituation was repeated until the 

minipig showed no more freezing behaviors in the recording pen. The goal was for the minipig 

to be familiar with the recording pen, so that he did not feel any stress related to the discovery 

of this new environment during the cortical recordings. After the implantation, the animal was 

able to stand still during the installation of the recording deviced on top of its skull and was 

accustomed to be placed on the recording pen. 
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This whole program, reproduced and improved over the years since 2017, has allowed us to 

perform cortical and vocal recordings on freely moving animals, but also to replace some of 

our minipigs in educational farms as retirement. 

 

5.1.3. Anatomical imaging (CT-scan and T1 MRI) 

 

In minipigs, brain surgeries can lead to severe infections caused by the development 

of the frontal sinus. Indeed, the frontal sinus cavity extends from the frontal to the parietal bone.  

We used CT-Scan to assess the development of the frontal sinuses in several minipigs at 

different ages between 3 and 12 months. CT images were acquired at the Grenoble Hospital, 

except for the 2 animals aged 5.5 and 12 months, for which they were provided by Ellegaard 

company. I analyzed DICOM data using InVesalius software (2007-2017, Center for 

Information Technology Renato Archer) and 3D reconstructed skull models with Blender 

(https://www.blender.org/). 

Furthermore, for the implanted animals CH596 and GI2028, a CT-scan was acquired two 

weeks before implantation to assess the possibility of craniotomy and define the craniotomy 

over the skull as proposed previously for NHPs (X. Chen et al., 2017). In this case, the animal 

was pre-medicated with an IM injection of 1mg/kg Azaperone (Stresnil®, Elanco, Suresnes, 

France). After 15-20 minutes, the anesthesia was induced by intramuscular (IM) injection of 

5mg/kg Tiletamine-Zolazepam (Zoletil® 100, Virbac, Carros, France). Aditionnaly for CH596, 

a pre-surgical T1-weighted MRI (T1-MDEFT, 1-mm slice thickness, 0.43x0.43 mm2 pixels, TE: 

4 ms, TR: 2000 ms, Flip angle: 20°) was performed (to reconstruct the cortical surface) under 

a general anesthesia induced as for the CT scan and then further maintained under Isoflurane 

(Isoflo®, 2-2.5%). This MRI was acquired a few days after CT-scan, to allow the animal to fully 

recover from the anesthesia.  

 

5.1.4. Surgery preparation using 3D modeling 

and printing 

 

Chronically implanted devices in large animals require protection components to secure fragile 

electronics and connectors from hits, bites or even breaking. To do so, I developed 

customizable pieces adapted to the animal anatomy using 3D modeling following a procedure 

inspired from one previously proposed for NHPs (X. Chen et al., 2017). The CT-scan images 

were imported in the InVesalius software (2007-2017, Center for Information Technology 

Renato Archer) and segmented to obtain a model of the skull. The MR images were processed 

with 3D Slicer software (http://www.slicer.org) (Fedorov et al., 2012) to segment the brain 

and visualize the cortical gyrus and sulcus anatomy before implantation in order to make 

accurate anatomic assessment of the motor cortex for surgical planning. The 3D models 

obtained by CT-scan and MRI were then combined together using the Blender software 

(https://www.blender.org/) to model the full minipig’s head. Based on this reconstruction, in 

collaboration with the veterinarian Mehrdad Khosh Nevis, we planned the coordinates of the 

https://www.blender.org/
http://www.slicer.org/
https://www.blender.org/
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craniotomy according to the motor cortex location to access the implantation area (Figure 42 

(d)).  

 

Moreover, I designed using Blender software a customized metallic oval chamber (60x50mm) 

to be screwed on the skull during the implantation surgery (Figure 42 (b)). This chamber was 

adjusted to the minipig anatomy to closely fit its skull surface. Its role was to cover and protect 

the craniotomy area and house the connector of the implant. To ensure good resistance 

against possible damages, this chamber was 3D printed in biocompatible TA6V titanium (X3D, 

Lyon France). To close this chamber, a thick hood was 3D printed in transparent resin using a 

Form 2 printer (Formlabs, Sommerville, USA) (Figure 42 (f)). I designed this piece so that it 

could be easily removed by the experimenter for each recording session to connect the 

recording devices.  

 

Figure 42. Surgery planning using personalized 3D modeling. (a) 3D modeling of a 

minipig’s brain based on T1 MR images. (b) 3D representation of the protecting chamber. (c)  

3D model of a minipig’s skull based on a CT-Scan. (d) The brain model is aligned with the skull 

model and the craniotomy coordinates were planned. (e) Full 3D model with the protecting 

chamber and the skin of the animal to prepare the surgery (f) Lateral view of the full 3D model 

with the resin hood installed. 

 

5.1.5. Implantation surgery  

 

In the present study, one adult Yucatan (YU254) and two young Aachener minipigs (CH596 

and GI2028) were chronically implanted with electrocorticographic (ECoG) grids. YU254 was 

implanted in 2015 before my thesis with a 64-channel clinical ECoG grid (PMT Corp. Figure 

43 (c),(d)). The PMT grid was not modified so that the pigtails could be tunneled below the 

skin toward the back of the animal. 

 

During my PhD, I took part in the implantation of CH596 and GI2028. CH596 was implanted 

with a soft EcoG array made of a PDMS substrate and housing 32 recording contacts routed 

to a 36-pin omnetics connector (Fallegger et al., 2021) (see Figure 43 (a),(b)). GI2028 was 

implanted with the same implant as YU254, but the pigtails of the PMT grid were cut and 
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reconnected to a 36-pin omnetics connector in order to connect the headstage directly on the 

head inside the titanium chamber. Thanks to the pre-implant CT in both CH596 and GI2028 

and the MR imaging in CH596 and YU254, the ECoG implants were successfully positioned 

on the premotor and motor cortices in CH596, the temporal and part of the lateral frontal cortex 

in YU254, and the inferior frontal cortex along with the sensorimotor region in GI2028 (Figure 

43 (e),(f)). 

 

 

Figure 43. Electrode registration of soft ECoGs over the left hemisphere in three 

minipigs. (a) Flexible EcoG array placed surgically on the surface of the brain of CH596. (b), 

(d), (f) 3D reconstruction of CH596, YU254 and GI2028 brains respectively, with electrodes 

placement. (c), (e) X-ray projection of the head of YU254 and GI2028 respectively after 

implantation of clinical ECoG grids.  

 

Each animal was initially premedicated and anesthetized using Stresnil and Zoletil as for CT 

and MRI imaging (see above). A trimmer was then used to shave the hair over the head from 

the eyes up to the back of the ear’s roots. Then, the pig was placed in a stereotaxic frame 

(KOPF) over a warming blanket to prevent the peri-operative hypothermia. The surgery was 

performed by the veterinarian Mehrdad Khosh Nevis and Blaise Yvert and my role, along with 

Cyril Zenga, was to prepare the animal for the surgery (shaving, placement of catheter for IV 
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injections, placement of ECG electrodes, set up of the respiratory system) and to help maintain 

the sterility in the operating room.  

The pig’s head was typically fixed by the ear bars with a slight extension of the head. To 

continue the general anesthesia, mask or orotracheal intubation was performed and sedation 

was maintained by a continuous inhalation of isoflurane 2% (Khoshnevis et al., 2017, 2020; 

Selek et al., 2014; Torres-Martinez et al., 2019). Ketoprofen (3 mg/kg, Ketofen® CEVA) was 

administered IM to better maintain the anesthesia and improve postoperative analgesia. 

Before beginning the surgery, the skin incision site and extensive area surrounding it were 

disinfected by wiping skin with betadine scrub 4% and dermal 10% immediately prior to 

draping. Cardio-respiratory functions were monitored throughout the surgical procedure. Local 

analgesia was provided by subcutaneous (SC) injections of lidocaine (xylocaine adrenaline) 

before incising the skin according to the later position of titanium chamber on the skull. This 

positioning was based on the craniotomy coordinates which have been identified by the pre-

operative CT and MRI reconstruction at D -14. An oval incision was done to remove the skin 

over the top of the skull. Using a periosteal elevator, the periosteum was retracted gently to 

the edge of the skull. The entire exposed area of the skull was well dried and cleaned. The 

craniotomy area was drawn over the left hemisphere of the skull based on the skull anatomical 

cues such as bregma, occipital crest, temporal crest, and Central tubercle of nuchal crest and 

according to the position of the motor cortex relative to bregma as identified from presurgical 

MRI and CT scan. Before craniotomy, the skull bone thickness (parietal and frontal bones) of 

craniotomy area was inferred from CT images and the 3D reconstructions I performed. The 

skull was drilled gently with electric surgical drill (Medtronic). During the craniotomy, the depth 

of drilled area was controlled several times by pushing gently on the craniotomy line. When 

the full thickness craniotomy has been reached, the bone flap was lifted away from the skull 

with forceps. After exposing the dura mater, its surface was dried and cleaned to ensure no 

further bleeding. Then the dura mater was cut with micro-dissecting scissors to reach the 

implantation area on the brain surface. 

For the adult YU254 animal, for which the sinuses were already developed, the craniotomy 

was performed as a lateral dorso-ventral opening starting 10 mm posterior to bregma and 1.5 

cm lateral to the midline. The clinical implant was inserted and then gently pushed rostrally 

below the dura to cover the temporal and part of the lateral frontal cortex. The implant pigtails 

were secured at the exit of the skull and then tunneled below the skin toward the back of the 

animal to exit the skin at the level of the forelimbs, a location that the animal could not reach 

using its nose or limbs. The craniotomy was closed and the skin sutured over the skull. A 

dedicated bag was taped on the back of the animal so that the pigtails exited the skin directly 

inside the bag, where they could eventually be connected to recording headstages. The 

transcutaneous exit area of the pigtails was disinfected every 2 or 3 days post-implantation 

with betadine to prevent infection. 

For the two young Aachener animals, for which the sinuses were not yet well developed, the 

craniotomy extended from 5 mm posterior to 20 mm anterior to bregma and from 2 mm to 18 

mm lateral of the midline. For CH596, the soft implant was positioned to cover the sensorimotor 

cortex and extended rostrally to this region. For GI2028, the craniotomy was slightly widened 

posteriorly to let the ECoG grid be inserted and gently pushed below the dura in the antero-

posterior with an approximate angle of 30 degrees with respect to the midline to reach the 

inferior frontal cortex in its anterior end and still cover part of the sensorimotor region in its 

posterior end (Figure 43 (f)). After the implantation, unilateral duraplasty was performed using 
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an onlay, suture-free, 3-dimensional-collagen matrix graft (DuraGen®, Integra LifeSciences). 

To close the craniotomy, the bone flap was thinned and placed back on the Duragen, and then 

fixed on the surrounding skull using titanium strips and screws. For both Aachener animals, 

the titanium chamber was then fixed on the skull using self-drilling titanium screws. Then, its 

interieur space was filled with bone cement (CMW1 + Gentamycin®, DEPUY) to seal the 

craniotomy and surrounding area. At the end of the surgery, the chamber was closed by a 3D 

printed hood. The detailed surgery procedure for CH596 is illustrated in Figure 44. After 

surgery, the animal was monitored in a recovery room, pain relief was supplied with Ketofen. 

Prophylactic antibiotics (Kesium® CEVA) and anti-inflammatory agent (Metacam® Boehringer 

Ingelheim) were administered for 7 days post-operative.  

 

Figure 44. Surgical procedure for the implantation process of a soft ECoG over premotor and 

motor cortices in CH596. (a) The craniotomy area was drawn over the left hemisphere of the skull 

based on CT-scan. (b) The bone flap was lifted away from the skull. (c) The dura mater was cut with 

micro-dissecting scissors. (d) The implant was positioned to cover the premotor and motor cortices. 

(e) Duraplasty was performed. (f) the bone flap was placed back and fixed on the skull using titanium 

strips and screws. (g). The titanium chamber was fixed on the skull and the interior space of the 

chamber was filled with bone cement. The cemented connector is indicated by the red arrow. (h) 

Implanted animal several days after surgery with protextive cap closing the chamber. (i) Explanted 

animal CH596 (middle pointed by arrow) rehomed with congeners in a farm after ending its 

investigation. All panels refer to animal CH596 except panel f corresponding to animal BA638 (the 

same approach was used for CH596 but no picture of this step was taken during the surgery). 
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There was no post-operative wound infection and the skin repair has been processed normally 

around the titanium chamber. Care and disinfection were necessary to avoid infection around 

the chamber. In post-implantation period, the minipigs were kept 9 months at the most to 

perform several recordings. During this period, there was no evidence of the infection or 

nervous symptoms following the surgical procedure.  

 

 

 

 

5.1.6. Simultaneous electrophysiological, audio 

and video recordings 

 

Neural activity was recorded using the wireless W2100 system (MultichannelSystems, 

Reutlingen, Germany). In the first year of my thesis, I helped for the conception and building 

of a 2m x 2m x 2m recording pen that was sound-attenuated using several layers of acoustic 

foam ( 

 

Figure 45(a),(b)). Four wireless receivers were fixed on the roof of the pen and connected to 

2 recording bases located outside the pen. Five microphones (Pro45, Audio-Technica Inc, 

USA) were positioned in the pen, one at each corner 1m from the floor and one on the ceiling 

in the center of the pen, where a camera (UI-3140CP-C-HQ Rev.2, IDS Imaging, Obersulm, 

Germany) was also positioned to monitor the animal behavior along the recordings. During a 

typical experimental recording, the protecting hood was detached and wireless HS32 

headstages (MultichannelSystems, Reutlingen, Germany) were connected to the implant. 

CH596 implant required one headstage (ECoG 32 channels), GI2028 and YU254 required two 

headstages each (ECoG 64 channels). For CH596 and GI2028, a protecting cap was designed 

in Blender software (Figure 44(d)) and 3D printed in thick resin to protect the headstages and 

batteries during the recording process. The recording hood was thicker and larger than the 

normal hood, it was designed to be fixed on the protecting chamber (see  

 

Figure 45(c)). Since no recording pen was built during the preliminary recordings of YU254 in 

2015, the animal was placed in a hammock. 

CH596 and GI2028 were held in the arms or let to move and behave freely separately in the 

pen under the supervision of an experimenter ensuring that the animal did not rub its head 

against the floor or the walls. Also, the experimenter was present to arouse more vocalizations. 

Cortical, audio and video data were acquired the MCS experimenter software or inhouse Pulsio 

software. Neural data was acquired at a 20kHz sampling rate after 1-5000 Hz bandpass 

filtering and 16-bits AD conversion at the headstage level. Acquisition in YU254 was performed 

at 2kHz. Audio data was also acquired at 20kHz after amplification by a sound card (OctoMic 

II, RME-Audio, Haimhausen, Germany). Video was acquired at 50Hz, synchronized with the 

neural and audio data. 
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Figure 45. Setup for both vocalizations and cortical data recordings in freely moving 

minipgs. (a) Roof of the recording pen with the recording setup. (b) 3D representation of the 

recording pen, roof view from the door. (c) The recording cap is screwed to the protecting 

chamber during recording sessions to protect the wireless devices. (d) 3D modeling of the 

recording cap with a representation of a wireless headstage (in blue). (e) Raw recordings of 

vocalizations (purple lines) and cortical data (blue lines) visualized with Spike2. 
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5.1.7. Audio data processing 

 

Among the various vocalizations, our study was focused on grunts because they were the far 

most preponderant ones. The onset time and duration of all vocalizations were extracted from 

the ongoing audio signals using a custom script under the spike2 software (CED Corp., 

Cambridge, UK). These times were further used to compute evoked potentials responses time-

locked to vocal production onsets. 

 

5.1.8. Neural data processing 

 

Cortical data was low-pass filtered below 10Hz and downsampled at 200Hz and evoked 

potentials were computed by averaging single trials locked to the onset of vocalizations and 

correcting the baseline with respect to the [-3, -2] s interval preceding the vocalization onset. 

To assess the statistical significance of these averages, we first built a distribution of bootstrap 

averages (Blaise Yvert et al., 2002). If N vocalizations were recorded, N trials were drawn with 

replacement from the original set of N trials, and averaged and baseline-corrected. This 

procedure was repeated 1000 times. We further assessed significant vocalization-induced 

cortical activations using the following procedure. A rest period void of vocal production was 

considered and used to select N resting trials, which were in turn averaged and baseline 

corrected with the same parameters as the signal. The standard deviations corresponding to 

both the vocalization and the resting averages were also computed and a Welch t-test was 

performed to compare both distribution at every time point of the average potential. A threshold 

was set at 0.05 and all time points for which the P-value of the Welch test was below this 

threshold were considered to correspond to statistically significant activity. This procedure was 

further retained to build spatiotemporal maps of cortical activity using our previously developed 

NeuroMap software (freely available at https://sites.google.com/site/neuromapsoftware/) 

(Abdoun et al., 2011).  For animal GI2028 only, cortical data were common average 

referenced. 

 

 

 

5.2. Results 
 

5.2.1. Evolution of the frontal sinuses over the 

motor cortex after 6 months 

 

Before this study and according to the several pre-implant CT acquisitions in different ages of 

Aachener and Göttingen minipigs, it was observed that before 5 months of age, the sinuses 

https://sites.google.com/site/neuromapsoftware/
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have not yet extended too caudally and the motor cortex could be accessible through a direct 

craniotomy (see Figure 46). Thanks to this acquired information, the Aachener minipigs were 

implanted at approximatively 4.5 months of age. After the implantation, the sinuses developed 

by circumventing the implanted area, following the external border of the protecting chamber 

(see Figure 47). This avoided infections of the implanted zone, preserving the health of the 

animal and allowing to rehome them when possible. 

 

 

 

 

 

Figure 46. Development of frontal sinus in minipigs between 3 and 12 months of age. 

Top row: Mid-sagittal CT images of the whole head at various ages. Middle row: close-up of 

the brain area, with a representation of a typical craniotomy over the motor cortex (white lines). 

Bregma is represented by the red cross. Bottom row: 3D reconstructions of the skulls. Bregma 

is represented by the red dot. a=Aachener minipigs, g=Göttingen minipigs 
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Figure 47. Evolution of sinus following implantation. From left to right : 5 ½ months 

Ellegaard minipig after implantation at 4 months, 9 months Aarchener minipig after 

implantation at 7 months, 1 year Ellegaard minipig without implantation. The sinusal cavities 

are represented in red. 

 

5.2.2. Vocalizations  

  

 During a recording session, the animals CH596 and GI2028 were placed in the 

recording pen and their vocalizations were recorded with 5 microphones. Part of my role was 

to stay in the recording pen with the animal during the recording session to trigger vocalization 

and ensure the animal was not trying to remove the recording devices. Minipig YU254, who 

was implanted and recorded before the beginning of my thesis, was placed in a hammock. 

YU254 did not underwent a socialization program and his placement in the hammock was 

necessary to connect the wireless system. 

 

 

5.2.2.1. YU254 vocalizations 

 

 The recording session lasted approximatively 15 minutes during which YU254 

produced 112 Grunts. One sample of these vocalizations is shown in Figure 48(a). The lowest 

frequency peak of Grunts produced by YU254 was 130±12 Hz. The average duration of the 

calls was 599ms and the maximum duration was 1.6sec. As can be seen in Figure 48(a) on 

bottom histogram, the vocalizations were globally fairly close together (the median delay 

between two vocalizations was 3.43sec). YU254 tended to produce calls repeatedly, which 

was also described as common when producing Grunt-type calls in Marthe Kiley’s analysis 

(Kiley, 1972b). Additionally, the Grunts in YU254 seemed to be associated with increase 
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inconfort due to his placement in the hammock. Moreover, the Grunts were sometimes 

followed by Screams which were not analyzed here due to the fact that they were 

systematically accompanied by a lot of artefacts with squeals due to movements of the animal. 

Because of these special recording conditions, the hammock placement was subsequently 

abandoned in favour of freely moving recordings in a pen (see methods page 89). 

 

Figure 48. Characterization of vocalizations for all the animals. For each panel, a trace of 

an example of each type of vocalization is represented with its spectrogram (parameters 

identical to the parameters used in Chapter 4). The middle histogram represents the intervals 

between two vocalizations of the same type, except for Scream vocalizations in panel CH596, 

which displays the patterns of production of Screams 1, 2 and 3 (red rectangles) surrounded 

by Grunt Squeals (blue rectangles). The bottom histogram shows the durations of the 

vocalizations. (a) Vocalizations of YU254. (b) Vocalizations of CH596. (c) Vocalizations of 

GI2028. 
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5.2.2.2. CH596 vocalizations 

 

 CH596 minipig was placed in the recording pen with a familiar experimenter that 

participated to the socialization program (see Socialization program page 81). The human 

presence was necessary to trigger various vocalizations on the part of CH596. The recording 

session lasted about 15 minutes during which we recorded 3 different types of vocalizations. 

Most commonly, CH596 produced Grunts (n = 75). In addition, CH596 produced 35 Grunt 

Squeals and 3 Screams when we held her in our arms and moved into the box while holding 

it. A sample of each vocalization is shown in Figure 48(b). 

 

Grunts (n = 75) 

The Grunts produced by CH596 lasted on average 206ms and a maximum of 592ms. The 

longer Gunts were often followed by the other two types of vocalizations mentioned below. The 

lowest frequency peak of CH596 was 132±8 Hz. The median time between two Grunt 

vocalizations was 1.8sec.  

 

Grunt Squeal (n = 35) 

The Grunt Squeals produced by CH596 lasted an average of 686ms and a maximum of 

1.09sec. These vocalizations had higher frequency components than conventional Grunts and 

the lowest frequency peak was 140±9 Hz. These calls were usually preceded by several 

Grunts. In the Grunt part of the Grunt Squeal vocalization, the amplitude was about 300mV 

(triple the amplitude of a classic Grunt) and in the Squeal part the amplitude reached 600mV. 

The Grunt part of the Grunt Squeal generally did not last as long as a classic Grunt (average 

duration = 120ms compared to 206ms for a classic Grunt). The Squeal part lasted about 600ms 

(on average 597ms). We also noticed that the amplitude of these calls tended to increase 

towards the end of the sound. Grunt Squeals were frequently produced in close proximity over 

time, as shown in Figure 48(b) (middle histogram). The average time between two Grunt 

Squeal vocalizations was 4 seconds. 

 

Screams (n = 3) 

Screams vocalizations produced by CH596 were rare, we only recorded three of them. These 

vocalizations were systematically preceded and followed by one or more Grunt Squeals and 

had an average duration of 1.54sec and a maximum of 1.81sec. The production pattern of the 

Screams is shown in Figure 48(b) middle right picture. As can be seen, the intervals between 

the previous and subsequent Screams (red rectangles) and Grunt Squeals (blue rectangles) 

were quite short (average 955ms). Thus, the Screams were never isolated and were produced 

when the animal had already expressed vocalizations with high emotional valence like the 

Grunt Squeal. The Screams were extremely loud, their amplitude reached 1V (about 2 times 

more than the Grunt Squeals) and vary constantly over time. The frequency components of 
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Screams were very high, with some activity bands located beyond 6000Hz. The lowest 

frequency band was very variable, on average 885±27 Hz. We triggered Screams 

vocalizations by holding the animal in the arms and tilting down as if to lay her on the ground 

or tilting up as if to turn her over on her back. We think that height changes were stressful for 

the animal, but not the fact of being carried in the arms. A sudden change in height may have 

induced the production of Screams in the animal CH596. 

 

5.2.2.3. GI2028 vocalizations 

 

 GI2028 was placed in the recording pen with a familiar experimenter. GI2028 produced 

101 Grunts during a recording session of about 20 minutes. These vocalizations lasted on 

average 347ms and at maximum 1.02sec. On average, the lowest frequency peak of the 

Grunts of GI2028 was 112±8 Hz, which was slightly lower than the two previous animals 

(130Hz and 132Hz for YU254 and CH596 respectively). A sample of one Grunt is shown in 

Figure 48(c). The delays between the different vocalizations of the animal were relatively 

short, with a median delay between two calls of 4.87sec. 

In addition, GI2028 produced two sequences of repeated short Grunts very close in time (first 

series: 3 vocalizations of 230±20 ms every 350 to 400ms each; second series: 5 vocalizations 

of 200 to 300ms every 350 to 400ms each). This type of vocalizations reflected the situation in 

which we conducted the recording. The experimenter present in the box with GI2028 was 

standing behind the animal and leaned to touch her back or to pretend to catch her and restrict 

her movements by holding her at the back of the front legs. Repeated Grunts could therefore 

reflect an anticipation of the negative stimulus of restriction of the animal’s movements. In 

Marthe Kiley’s analysis, this type of Repeated Grunt were produced during frustrating 

situations. The recording process for GI2028 might elicit a frustration due to the separation 

from her congeners. 

 

 

Locutor YU254 CH596 GI2028 

 Grunt Grunt Grunt Squeal Scream Grunt 

Number 112 75 35 3 101 

Pitch 130±12 Hz 132±8 Hz 140±9 Hz±27 885 Hz 112±8 Hz  

Durations 599 ms 206 ms 686 ms 1540 ms 347 ms 

Percentages 100% 66% 31% 3% 100% 

Table 5. Summary table of the vocalizations produced by the 3 animals. 
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5.2.3. Vocal production activates motor and 

premotor regions 

 

 Figure 49 shows that  grunts vocalizations triggered three different types of activity 

recorded over motor and premotor regions of the cortex in minipig CH596 

The first activity McP1 is a positive peak occuring in the posterior part of the implant, covering 

the motor and sensori motor cortices (Figure 49(c)). McP1 had an average amplitude of 11µV 

and occured on average 120ms after grunt onset (see Figure 49 (d)). 

The second activity PMcN1 is a negative peak occuring on average 41ms before vocalization 

onset and had an amplitude of -6µV (see Figure 49 (e)). PMcN1 was recorded on the premotor 

cortex in the frontal part of the implant.  

The third activity PMcN2 is a negative peak occuring about 780ms before vocalization onset 

and peaking over the premotor cortex. This peak had an average amplitude of -8µV (see 

Figure 49 (f)) and was recorded significantly by the frontal half of the implant. 

The electrodes recording McP1 and PMcN2 were distinct, but some of the electrodes recording 

PMcN1 were common with those recording PMcN2 (for example electrode 4 in Figure 48). 

Figure 50 maps the dynamics of the 3 components over the cortical anatomy.  
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Figure 49. Cortical activity recorded during Grunt vocalizations in CH596. (a) 

spatiotemporal activity of different electrodes (one electrode is represented as one line, the 

vertical black line represents vocalization onset). Seven electrodes were selected and the 

bootstrap (n = 1000) evoked potentials are represented in (b). The horizontal blue bars 

represent the timings at which spatiotemporal mapping is illustrated on Figure 50 (c) 

electrodes mapping over the left hemisphere in CH596. The 7 selected electrodes are 

displayed in white. ( 
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d),(e),(f) Characterization of peaks McP1, PMcN1 and PMcN2 from bootstrap averages. Left 

panels :  Latencies of the peaks in seconds. Right panels : Amplitudes of the peaks in µV. 

 

 

 

Figure 50. Spatiotemporal mapping of the cortical activity in CH596. The timings are those 

indicated by the blue horizontal bars in Figure 49.  
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5.2.4. Vocal production activates temporal gyrus, 
inferior frontal gyrus and sensori motor cortex 

 

 The cortical activity of YU254 was recorded simultaneously with its vocalizations during 

one session of approximatively 15min. The implant covered a large part of the left hemisphere. 

We observed two different patterns of activity located on two different areas of the cortex.  

 

The first activity TempN1 was located on the temporal gyrus and recorded by one electrode, 

located latero-ventrally to the rostrum (Figure 51 (c)).  TempN1 was a slow negative peak 

occurring after the onset of the vocalizations. Its average latency was of 667ms after 

vocalization onset and its average amplitude was -22µV (see Figure 51 (d)). TempN1 started 

on average 200ms after vocalization onset. Before that, the activity recorded by electrode 1 

was positive (see Figure 52). After the end of TempN1 (667 ms after grunt onset on average), 

the activity recorded by electrode1 was positive as well. 

 

Moreover, the second activity FrontLatP1 was recorded on the lateral frontal gyrus of YU254 

(Figure 51 (c)). FrontLatP1 was a positive peak occurring 28ms after vocalization onset with 

an average amplitude of 13µV (see Figure 51 (e)). Before vocalization onset, the activity 

recorded in the inferior frontal gyrus by electrode 2 and 3 was negative. After the end of 

FrontInfP1 (577 ms after grunt onset on average), the activity was negative as well (see Figure 

52 ). 
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Figure 51. Cortical activity recorded during Grunt vocalizations in YU254. (a) 

spatiotemporal representation of the activity. (one electrode is represented as one line, the 

vertical black line represents vocalization onset). Three electrodes were selected and the 

bootstrap (n = 1000) evoked potentials are represented in (b). The horizontal blue bar 

represent the timings at which spatiotemporal mapping is illustrated on Figure 52. (c) 

electrodes mapping over the left hemisphere in YU254. The 3 selected electrodes are 

displayed in white. (d),(e) Characterization of peaks TempN1 and FrontInfP1 from bootstrap 

averages. Left panels :  Latencies of the peaks in seconds. Right panels : Amplitudes of the 

peaks in µV. 
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Figure 52. Spatiotemporal mapping of the cortical activity in YU254. The timings are those 

indicated by the blue horizontal bars in Figure 51.  

In animal GI2028, we recorded cortical activity with a wide implant covering a large area of the 

left hemisphere. Two different regions of the brain showed activities occurring during Grunt 

vocalization.  

In the sensorimotor area, covered among others by electrodes 1 and 2, we recorded a positive 

peak SensMotP1 occurring on average 240ms after vocalization onset with an amplitude of 

48µV (see Figure 53 (d)).  

In the inferior frontal gyrus, covered among others by electrodes 3 and 4, we recorded another 

positive peak FrontInfP2 occurring on average 250ms after grunts onsets with an amplitude 

of 38µV (see Figure 53 (e)).  

Similarly, to what was recorded in YU254, after the end of both SensMotP1 and FrontInfP2, 

electrodes 1, 2, 3 and 4 recorded slow negative oscillations. As can be seen on Figure 54, 

we noted a sort of rebound effect after positive peaks of activity. 
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Figure 53. Cortical activity synchronized with Grunt vocalizations of GI2028. (a) 

spatiotemporal representation of the activity. (one electrode is represented as one line, the 

vertical black line represents vocalization onset). Four electrodes were selected and the 

bootstrap (n = 1000) evoked potentials are represented in (b). The horizontal blue bar 

represent the timings at which spatiotemporal mapping is illustrated on Figure 54. (c) 

electrodes mapping over the left hemisphere in GI2028. The 4 selected electrodes are 

displayed in white. (d), (e) Characterization of peaks SensMotP1 and FrontInfP2 from 

bootstrap averages. Left panels :  Latencies of the peaks in seconds. Right panels : Amplitudes 

of the peaks in µV. 
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Figure 54. Spatiotemporal mapping of the cortical activity of GI2028. The timings are 

those indicated by the blue horizontal bar in Figure 53.  

 

5.3. Discussion and perspectives 
 

In this chapter we explored the cortical dynamics in relation with vocal behavior in three 

different minipigs. Since no previous investigations were available on minipigs, the animals 

were implanted in different areas of the brain to cover various locations. We identified three 

areas of interest with activities correlated to vocal production : the motor, sensorimotor and 

premotor cortice, the inferior frontal gyrus and the temporal gyrus. 

Vocal production activated motor and premotor cortices in CH596. Results shown that two 

different areas in the motor and premotor cortices elicited two different types of activities. The 

first activity, a negative peak PMcN2, was located in the premotor cortex and had a latency of 

about 780ms before vocalization onset. After that, another short negative peak PMcN1 in the 

premotor cortex was recorded about 45ms before vocalization onset. Additionally, in the motor 

cortex, a positive peak McP1 occurred during the vocalization itself. 

Production of vocalizations activated also lateral and inferior frontal cortex, along with 

sensori motor regions in YU254 and GI2028. 

YU254 recording sites in the lateral frontal area FrontLatP1 had a positive peak occurring 

during vocalizations, preceded and followed by slow negative oscillations. One recording site 

located latero-ventrally to the rostrum showed a negative peak TempN1 occurring during  

Grunts. 

In minipig GI2028, a SensMotP1 and FrontInfP2 activities were recorded, with positive 

peaks occuring during the Grunts. The recording sites were located over the inferior frontal 

cortex and the sensorimotor area. 
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The regions activated by vocalizations in minipigs show similarities with those related to 

voluntary vocal production in NHPs (ventral prefrontal cortex, ventral premotor cortex and 

motor cortex).  

The findings of the present chapter have implications for the use of minipigs as a preclinical 

model for neuroscience studies, since we presented a way to perform chronic brain recordings 

overcoming the sinus problematic. However, assessing whether the minipigs vocalizations are 

indeed controlled cortically still requires investigations. We can consider a protocol in which 

the animal learns to vocalize in response to a stimulus to compare spontaneous and triggered 

vocalizations. A playback protocol is currently being tested, during which the animal will hear 

different types of sounds to assess which type could elicit the more responses.  

A consistent feature observed in the three animals was the time-locked positive potential 

occurring during Grunt vocalizations. Despite the various locations of recording of this activity, 

the consistency of this response opens new perspectives of investigation. However, the 

electrodes placement over the 3D reconstructed brains of the animals was quite imprecise, 

which can lead to errors in the interpretation of the results. Additional studies have to be made 

to replicate the results obtained in these 3 animals and analyze further the activities of the left 

hemisphere in minipigs. To do so, a large dense surface probe is being designed to cover all 

the areas of interest. A denser probe than those used in this chapter might allow a more precise 

visualization of cortical dynamics and relations between the different areas of interest, 

according to the size of the cortical columns in minipigs (Ritter et al., 2021). 

Moreover, one of the future aims will be to perform single unit recordings in freely moving 

minipigs in the cortical areas identified in this chapter. This could be achieved by the 

implantation of surface graphene probes similar to those used in rats in Chapter 3. Single unit 

recordings might also be achieved with the implantation of soft intracortical arrays. 

Finally, another goal would be to perform long term recordings, with sessions of several 

hours. The recording could be performed in the stabulation pen to better take into account the 

normal behavior of the animal. Such studies might allow to record other types of vocalizations  

like those shown in Chapter 4. Very long term recordings in the stabulation pen might induce 

less stress and be more representative of the animal’s global vocal productions.  
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6. General conclusion and perspectives 
 

 The goal of this thesis was to initiate an investigation of the cortical bases of 

vocalizations in minipigs. Since little is known about minipigs as preclinical models, we 

proceeded in an exploratory way to set the bases for future investigations. In parallel, we 

performed preliminary recordings with novel graphene-based cortical arrays on rats auditory 

cortex in response to pure tones. The results shown that both LFP and spike-like activities 

could be recorded from the surface of the brain and were correlated to auditory perception. 

This study allowed the decoding of pure tone frequencies from sharp events recorded on the 

surface of A1. 

Toward understanding vocal networks in minipigs, we first built a new setup to record 

both vocal and cortical activities in freely moving and behaving animals, along with the 

development of a methodology to perform cortical implantation and analysis in these animals. 

We then investigated the cortical activity correlated to vocal production.  

 Secondly, we explored minipigs’ vocal repertoire since it was not described in the 

literature. To do so, we sorted and analyzed vocalizations produced by freely moving minipigs 

in their housing pens. We reported 6 different types of vocalizations and characterized them in 

order to establish a base of the vocal repertoire of minipigs for future investigations. 

 Finally, we built a new setup for simultaneous cortical and vocal recordings in minipigs. 

In parallel, we developed a methodology to chronically implant subdural probes over the left 

hemisphere in this model. The results from 3 animals showed that several cortical areas 

presented activities correlated to vocal production: motor, premotor and sensorimotor cortices, 

along with the lateral frontal cortex and the inferior frontal cortex. In one animal, we identified 

a first activity before the vocalization onset over the premotor cortex and then a subsequent 

activity during the vocalization itself over the motor cortex. Then, in two other animals, we 

found activity over the lateral inferior frontal cortex starting around 400 ms before until more 

than 1 second after vocal onset, in the middle of which the temporal cortex was also activated. 

The identification of these areas was the first step to underpin the cortical dynamics underlying 

vocalizations in minipigs. Further experiments will now be required to confirm a whole 

activation scheme in all these areas in the same animals.  

Also, as a perspective, the experimental setup has to be improved and further 

developed in several ways. 

 First, the detection of precise vocalization onset could be improved using statistical 

models. Since low frequency LFP were correlated to Grunt’s onsets, the sorting of vocal 

productions with respect to noise might be facilitated or even automated. The sorting process 

was highly time consuming and such an automation might be more precise than manual 

annotation. 

 Additionally, the implantation of wide dense µElectrode arrays over a large portion of 

the left hemisphere might allow a more precise analysis of the dynamics within and between 

cortical areas. Increasing the number of recording sites and the total covered surface of the 

hemisphere would permit investigations on other cortical areas such as frontal, motor/premotor 

and auditory cortices at a finer grain. How minipigs’ cortical dynamics might defer for 
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vocalizations produced in response to vocalizations of peers compared to self-vocalizations 

would for instance be an interesting route of investigation.  

 At this stage, we only analyzed LFPs in our minipigs. Using intracortical probes to 

capture the spiking activity in the areas probed by ECoG would definitely bring additional 

detailed insight into the local ensemble dynamics underlying vocal production in these areas. 

 Additionally, a protocole allowing to assess the voluntary aspect of the production of 

vocalizations in minipigs is necessary. To do so, minipigs need to undergo a reinforcement 

program during which they will learn to produce vocalizations in response to an external 

stimulus (sound or visual clues, congeneers vocalizations, etc…). The differences of cortical 

activity elicited by triggered and spontaneous vocalizations might provide insights into the 

cortical network involved in volitional vocal productions in minipigs. 

 Finally, we hypothesize that very long term sessions of several hours or even days in 

the housing environment might allow the recording of many more various vocalizations than 

short recordings with an experimenter. To perform that, the recording setup could be modified 

to allow such more ecological recordings. Recording larger datasets over long sessions would 

require to use machine learning techniques to automatically classify the vocalizations, and to 

decode the call type based on cortical activity as a proxy for speech BCIs in humans. 
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