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General Introduction

Semiconductor manufacturing systems, as other manufacturing systems, transform raw ma-
terials into finished products. The first primary raw material used in semiconductor manu-
facturing was germanium. The germanium is now replaced by silicon due to its abundance,
its resistance to very high temperatures, etc. The finished product is made up of different
types of electronic devices depending on the technology used. These devices include resistors,
diodes, transistors, integrated circuits, etc.

Semiconductor devices are the foundation of the electronics industries. From small busi-
nesses to large businesses such as the automotive, telecommunications and aerospace indus-
tries, semiconductors are ubiquitous. The growth in semiconductor manufacturing in recent
years is mainly due to the growth in demand for smart phones, cloud computing and other
high-level electronic devices. The world is now talking about Industry 4.0, autonomous
driving, Artificial Intelligence, the Internet of Things, etc. These emerging technologies will
continue to maintain the growth and impact of semiconductor manufacturing in our daily
lives. In addition to operating in a rapidly growing market, semiconductor manufacturing
presents major challenges which probably makes it the most complex industry. Products
are produced on the basis of hundreds of complex operations and they spend on average two
to three months in the system. The main concern of semiconductor companies is how to
stay competitive in this growing market. Hence, they must find new and robust strategies
to produce efficiently and stay competitive.

High-level decisions in an industry such as strategic and tactical decisions not only deter-
mine the industry’s strategies for finished products, but also define how the industry must
stay competitive in the market as well as in its Supply Chain. The operational decision level
allows the industry to achieve its objectives. Indeed, at this level of decision, the manu-
facturing of products is materialized. In semiconductor manufacturing and other complex
systems, the effective management of the operational decision level remains the basis for
achieving short, medium and long-term objectives, thus enabling the company to remain
competitive and viable in a growing market. This thesis is based at the operational decision
level, in particular global (i.e, factory-wide) scheduling decisions. The structure of the thesis
consists of six chapters described below.

Chapter 1 presents the industrial and scientific context in which this thesis takes place as
well as the motivations and main objectives of the thesis. We describe the main components
of the semiconductor manufacturing system as well as the main manufacturing processes. We
briefly present the different decision levels in semiconductor manufacturing. Next, related
work on consistency between decision levels in semiconductor manufacturing is reviewed,
followed by related work on Work-In-Process and cycle time management strategies. Finally,
related work on simulation in semiconductor manufacturing is reviewed.

Chapter 2 presents the new global scheduling approach that we propose to solve the
problem under study as well as the way in which this approach is evaluated. The global
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scheduling approach is a mechanism we propose to steer scheduling decisions at work-center
(group of machines with same capabilities) level. It adopts two views of the operational
decision level:

— The global level (factory level), which uses the global information (Work-In-Process
in the whole factory, lot releases, cycle time targets, aggregate resource capacity, etc.)
and provides objectives to the local level,

— The local level (work-center level), which uses local information (waiting times of lots,
processing times, lots currently in queues, etc.). It receives objectives from the global
level and tracks these objectives using dispatching rules or scheduling algorithms in
each work-center.

The principle that guides our approach consists in the determination of production targets
(objectives) at the global level that should be followed at local level and updated regularly.
Production targets are quantities to complete for each product in each operation and each
period on a scheduling horizon. The main levers of our approach are global scheduling strate-
gies, implemented in global scheduling models. Global scheduling models determine produc-
tion targets to optimize different objectives. The main parameters of the global scheduling
approach include the scheduling horizon, the length of each period in the scheduling horizon
and the time at which the global scheduling model is applied (triggering horizon). These
parameters are required for the evaluation of the global scheduling approach. The chapter
ends by describing the simulation environment in which the approach is evaluated.

Chapter 3 presents the single objective and multi-objective global scheduling strategies
for balancing the Work-In-Process and maximizing the throughput. The chapter begins by
introducing the concept of balancing coefficients. Balancing coefficients are percentages of
the Work-In-Process of each product that should remain in the system at the end of each
period on a scheduling horizon. Different ways of determining the balancing coefficients are
discussed on the basis of the release scheme, the estimated throughput and Little’s law. Next,
the chapter discusses the single-objective global scheduling strategy called Work-In-Process
balancing control which tries to ensure that the Work-In-Process is properly distributed
throughout the whole factory. This strategy aims to control the flow of products to minimize
the output variability on cycle times and throughput and to speed up products. Like all
the global scheduling strategies discussed in this thesis, this strategy is implemented using
a Linear Programming model. The strategy is enforced with a Work-In-Process balancing
penalty in the objective function and smoothing constraints. The chapter also discusses a
multi-objective global scheduling strategy. This strategy aims to maximize throughput and
minimize the output variability on cycle times and throughput. The multi-objective global
scheduling strategy is solved using an e-constraint approach.

In Chapter 4, global scheduling strategies for minimizing and controlling cycle times are
discussed. Two different global scheduling strategies are compared for cycle time minimiza-
tion, the push strategy and the time at operation strategy. The global scheduling strategy
for controlling cycle times manages the Work-In-Process to minimize the tardiness (positive
gap) on given cycle time targets of products. After grouping the operations of products
in subsequences (blocks of operations), cycle times are then controlled through three main
parameters:

— The cycle time target of each block, which is derived from the cycle time target of the
product,
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— The classes of release dates, which are aggregations of release dates of quantities of
product released in the factory and,

— The temporal tracing of the Work-In-Process, i.e., the management of the Work-In-
Process based on the time the Work-In-Process have already spent in the factory.

Two methods for determining cycle time targets of blocks are considered, a naive method
and a simulation-based method.

Chapter 5 presents multi-objective global scheduling strategies for controlling cycle times.
These strategies aim to minimize the positive and negative gaps from the cycle time targets.
The Work-In-Process is not only managed according to the tardiness, but also according to
the earliness on the cycle time targets of blocks. Different combinations of penalty costs on
the tardiness and earliness are tested and compared.

We conclude the manuscript with Chapter 6 where general conclusions and short-term
and long-term perspectives on the global scheduling approach are given.
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Chapter 1

Industrial and Scientific Context

1.1 Indroduction

Figure 1.1: Semiconductor row material "Wafer" (source: Flickr, Rob Bulmahn,
http://www.flickr.com /photos/ (CC License))

Electronic devices surround us whether in our homes or our workplaces such as radio,
telephones, television, computers, advanced medical diagnostic equipment and other high-
tech devices. These devices include many electronic components, such as diodes, resistors
and transistors. The way these components are manufactured and assembled so that we can
have the electronic devices we use daily is the foundation of the semiconductor manufacturing
industry.

The factors underlying the main economic challenges facing the semiconductor industry
are generally based on increased costs and investment in research and development (R&D).
This is due to the increased costs of upgrading existing manufacturing plants and new con-
struction to effectively meet market expectations. Other significant costs in the manufacture
of semiconductors are the costs of the machines used for processing jobs, that are extremely
expensive, some of them up to the US$ 40 million, and are therefore scarce resources (Monch
et al. (2012)). Equipment costs alone account for more than 70% of the total indirect cost
(May and Spanos (2006)).

Aside from economic challenges, semiconductor manufacturing processes are probably
the most complex manufacturing processes (Monch et al. (2012)). In addition to certain
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common characteristics that can be found in most manufacturing contexts, the manufacture
of semiconductors includes characteristics that make production very complex, such as re-
entrant flows induced mainly by scarce and expensive resources, hundreds of operations for
each product leading to very long cycle times, different types of scheduling problems, etc.

Section 1.2 introduces the industrial context. In Section 1.3, the scientific context is
presented. Section 1.4 presents the motivation and main objectives of the thesis. Finally,
Section 1.5 concludes and positions the thesis according to the scientific context.

1.2 Industrial Context

We describe the main parts of the semiconductor manufacturing system as well as the main
manufacturing process in Section 1.2.1. Next, we briefly present in Section 1.2.2 different
levels of decisions in semiconductor manufacturing.

1.2.1 Semiconductor Manufacturing Processes: An Overview

The process of manufacturing Integrated Circuits can be summarized in two main parts.
The first part, semiconductor wafer fabrication (wafer fab) or front-end, corresponds to the
long and complex process of manufacturing silicon chips on silicon wafers. The second part,
back-end, corresponds to the cutting and packaging of the chips and the final tests. The
manufacturing process of an integrated circuit is summarized on Figure 1.2

Silicon Ingot Wafer Front-End (fab) Back-End chip

]
Wy, [ = B
®..
Raw wafers Oxidation / Photo-

Grouped inlots > D?pOt./ lithography Etch }—L
of 25 wafers Diffusion Y \ Y
v GHh
\ 7
4‘ Implantation ==

Final wafers

Figure 1.2: Operations in the manufacturing process of integrated circuits (adapted
from Monch et al. (2012))

The manufacturing process in the semiconductor industries begins with the preparation
of the raw material. The raw material comes from the silicon ingot extracted from the
sand. The silicon ingot is first purified before being cut using specific diameters and finally
polished. This thin disk obtained is called a wafer on which several integrated circuits are
produced, see figure 1.1. Note that this polished wafer is initially non-conductive. It will
only be semiconductor when other substances and operations are applied to it. Integrated
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1.2. INDUSTRIAL CONTEXT

circuits are known as a semiconductor chip. The manufacturing process of the wafer is done
outside the manufacturing process of integrated circuits.

Once the wafer is ready to be used as a raw material, many operations are required to
produce an integrated circuit. These operations are manufactured on different machines
grouped in different work-centers. The main operations include:

— Oxidation, in this process, a thin layer composed of various materials is deposited on
the wafer. This forms an oxide layer whose role is to protect the surface of the wafer
against impurities.

— Photolithography, once the wafer is provided with a protective layer on its surface,
the circuit design is transferred to the wafer. This task is accomplished by exposing the
patterned mask to light. This mask also called reticle is an important auxiliary resource
used during photolithography operations in addition to photolithography machines.

— Etching, after a photolithography operation, the etching process is used on the wafer
to remove unnecessary materials in order to keep only the desired circuit patterns.

— Deposition, it consists of depositing different materials on the surface of the wafer.
The operation can be applied to different stages of the manufacturing process of the
integrated circuit. The additional material on the wafer can act as an insulating layer
between the conductive layers or as a new layer which can be used for a new junction.

— Chemical /mechanical planarization, the topography of the wafer surface is changed
each time processes such as etching, deposition or oxidation is used. This leads to an
uneven surface. Chemical Mechanical Planarization (CMP) is used to flatten the sur-
face of the wafer. This is done before adding each new layer. The objective is to
reduce the differences in thickness and avoid the accumulation of an uneven topology
over several layers.

— Ion Implantation, this operation consists in implanting ions and other impurities
in the crystal structure of the semiconductor material. The goal is to modify its
conductivity to allow the flow of electricity through silicon and make transistors.

— Diffusion, this operation consists of a series of atomic movements of the dopant and
impurities in the crystal structure of the semiconductor material. Diffusion and ion
implantation complement each other. The former can be used for a deep junction and
the latter for a shallow junction.

In addition to the processes that ensure that the electronic elements are well connected,
there are other important additional operations such as metrology and inspection. These
processes are generally applied at critical points in the manufacturing process. The objective
is essentially to ensure the quality of the integrated circuit produced. The manufacturing
process of an integrated circuit ends at the back-end area, which can be geographically
located at the same place or at a different area from the front end area. In the back-end,
important operations are carried out before the product is sent to the end customers. These
operations are called packaging and packaging testing. Some of the objectives of the back-
end area are to test the inter-terminal connection and to provide protection to the integrated
circuit against external factors. To learn more about semiconductor manufacturing processes,
see Monch et al. (2012) and May and Spanos (2006).

OCTOBER 2020 EMSE-CMP Page 7
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1.2.2 Management Decision Levels in Semiconductor Manufactur-
ing

Management decisions in an industry are structured according to their scope and their
impact on the industry objectives. They are divided into three main categories. (1) Long-
term decisions that affect the entire industry belong to the highest level of management.
(2) The intermediate level of management consists of decisions based on the use of the
resources made available by the highest level of management decisions. Finally, (3) decisions
at the lowest level, where production operations are carried out, affect daily operations. All
these decisions, whatever the level at which they are situated, directly or indirectly concern
the functions of management, direction, supply, planning, organization, staffing, production,
control, etc. In semiconductor manufacturing, the decisions at these three levels are described
below:

— Strategic decisions, generally define the overall strategy of the company. They
are generally based on the markets to be covered, the decisions on the supply chains
to integrate, the decisions to buy production capacity, the location of factories, etc.
These decisions are made over several years. They guarantee the sustainability of the
business and the competitiveness of the business in the market. In the semiconductor
manufacturing industry, the design of different technologies, the choice of products and
the combination of products to be manufactured, as well as the resources necessary to
acquire in order to achieve the objectives of the company are studied at the strategic
level.

— Tactical decisions, give a global vision in the medium term of what the company is
capable of producing. After important strategic decisions that give the company the
necessary physical resources and a long-term vision, tactical decisions focus on how to
use these resources to meet the demand in the market. Tactical decisions span a horizon
ranging from weeks to a year. In semiconductor manufacturing, tactical decisions are
usually planning decisions. With the given customer demand and production capacity,
tactical decisions determine the order release and the level of production to be achieved
for a given period (usually a week or a month). Planning at the tactical level also
relates to maintenance planning. Maintenance planning ensures that the health of
the machine is maintained and avoids sudden stops of the machine during production,
which could constitute a loss of capacity. Machine qualification decisions are also made
at the tactical level ( Johnzén et al. (2011) and Perraudat et al. (2019)). Qualifying
a machine means certifying its ability to process an operation. The objective is to
guarantee the quality and performance requirements, but also the flexibility of the
production system.

— Operational decisions are concerned with the production of finished products that
meet the specification of customers. These decisions are said to be short term because
they are applied over a short horizon of a few hours up to a few days. Due to their
short execution time, they are the most detailed of all decisions. In semiconductor
manufacturing, scheduling decisions, i.e., determining the allocation of products to
machines and the production sequence of products on each machine is one of the main
decisions at the operational level. In addition to the scheduling decisions, the oper-
ational level is concerned with the machine requalification decisions, the Automated
Material Handling System (AMHS) decisions and the measurement decisions, which
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1.3. SCIENTIFIC CONTEXT: LITERATURE REVIEW

ensure the quality and yield of the production system. The operational level consists
of optimizing the main Key Performance Indicators that drive the company in order
to achieve its long-term objectives.

In order to ensure the consistency of the decisions taken at the three decision levels
(strategic, tactical and operational), different approaches are proposed in the literature
to integrate or simply to ensure the communication between these decision levels.
Some studies on the integration of decision levels can be found in (Dauzére-Péres and
Lasserre (2012) and Dauzére-Pérés and Lasserre (2002)). Other approaches that ensure
communication between the tactical and operational decisions levels are discussed in

Section 1.3.
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Figure 1.3: The two views of the operational decision level (adapted from Sadeghi (2017))

This thesis is based on management decisions at the operational level. Given the com-
plexity of the manufacturing process of integrated circuits, the operational level is structured
into two sub-levels, see Figure 1.3. (1) A global level, defining global objectives using global
information of the factory such as the order release, resource capacity, Work-In-Process of the
factory, etc. (2) A local level centered on scheduling decisions based on local information at
the level of each work-center such as waiting times, processing times, machine queue lengths,
etc. The global level determines the global management strategies for all work-centers, while
the local level, at the scope of each work-center follows the global strategies as constraints
to satisfy in order to optimize the KPIs of the whole plant.

1.3 Scientific Context: Literature Review

This section provides a review of the literature with a focus on three main axes which are
the pillars of this thesis:
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— Consistency between decision levels, section 1.3.1. This section reviews different ap-
proaches used in semiconductor manufacturing to ensure consistency between different
decision levels. Different works are discussed on hierarchical approaches, iterative ap-
proaches, production targets management-based approaches and priorities-based ap-
proaches.

— Work-In-Process and cycle time management, section 1.3.2. This section presents dif-
ferent strategies for Work-In-Process and cycle time management used in the literature.
These strategies aim to optimize KPIs such as cycle times, throughput and variability.

— Simulation in semiconductor manufacturing, section 1.3.3. This section reviews the
literature on simulation in semiconductor manufacturing. In this thesis, our proposed
approach is evaluated with a simulation model.

1.3.1 Consistency between Decisions Levels

As mentioned in Section 1.2.2, the management of production decisions is generally grouped
according to the time horizon on which they are applied: Long-term (strategic), medium-
term (tactical) and short-term (operational). This decomposition simplifies the decision
process. Decisions made at a higher level become constraints to be satisfied or targets to be
reached at lower levels. However, decisions at different levels are often made independently,
which can lead to inconsistent or unfeasible decisions (Dauzére-Péres and Lasserre (2012),
Dauzére-Péreés and Lasserre (2002)). Consistency in semiconductor manufacturing ensures
that global decisions defined at the factory level are followed locally. It can be studied
at different levels of decision. This section reviews the studies that deal with consistency
between the tactical and operational decision levels, and those based only on the consistency
of decisions at the operational decision level.

In the literature, hierarchical and iterative approaches are used to ensure the consistency
between the tactical and operational decision levels. They create a kind of communica-
tion tunnel in which the two levels of decisions exchange information. While priority and
production targets management are used to ensure consistency at the operational decisions
level.

Hierarchical approaches

In hierarchical approaches, information is exchanged only once. These approaches use an
upper layer model (tactical level) which determines daily or weekly targets and a lower
layer model (operational level) which aims to reach these targets. Targets are used as input
to the lower layer model after being sliced into a very short detailed plan of three or six
hours. Consistency is then ensured by additional constraints in the lower layer model in
order to coordinate short-term actions to achieve the production objectives provided by the
higher level model. Hwang and Chang (2003) suggest a two-level hierarchical production-
scheduling model. The two levels of the hierarchy consist of a midterm scheduler and a
short-term scheduler. These two schedulers are aimed to achieve coordination between the
fab-wide objectives and the local shop-floor operations and they are modeled as Integer
Programming models. Liao et al. (1996), propose an Integer Programming model which
optimizes the daily scheduling operations at work-centers in a semiconductor manufacturing
system. With a given daily production target, the model breaks these daily production
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targets into a production schedule in a time scale (of one to three hours) over a day which
then serves as guideline to coordinate dispatching decisions.

In addition to Integer Programming models, other modeling approaches such as flow
model and Discrete-Event Simulation are used to model the higher or lower level of the
hierarchy. Tsakalis et al. (1997) address the problem of controlling re-entrant semiconduc-
tor fabrication lines by providing a two-level hierarchical modeling of production flow con-
trol. At the highest level, desired per-week yields are determined on the basis of economic
factors. These target yields are converted to desire per shift yields. Then, a lower level
controller ensures that the appropriate decisions are made at the lower level so that the
desired per-shift yields are achieved. The high-level model is based on a flow model over a
long planning/scheduling horizon. The lower level is modeled as a nonlinear, discrete-time,
discrete variable and dynamic system. El Adl et al. (1996) propose a hierarchical model for a
semiconductor manufacturing system. The higher decision level provides long term decisions
(tactical decisions) and is supported by a linear flow model. It involves setting realistic ob-
jectives for the lower decision level. The latter is represented by a control mechanism which
guarantees that these objectives are achieved.

The number of layers in the hierarchy is not limited to two layers as indicated in Vargas-
Villamil et al. (2003). In their study, a three-level hierarchical approach for inventory control
and production optimization of semiconductor manufacturing is discussed. Two upper layers
are formed. The first layer provides aggregated global parameters for the second layer, which
is an optimization model in charge of production planning. The latter, in turn, provides
inputs for a distributed control policy implemented in a Discrete-Event Simulation at the
lower level, with the goal of tracking the target determined by the optimization layer.

Iterative approaches

In iterative approaches, the information is shared between the higher level model and the
lower level model in each iteration. The iterative process is stopped when the plan provided
by the higher level model is feasible at lower level model.

In some approaches, decisions are based on the release quantities (starting quantities)
determined in the higher level model. The release quantities are then evaluated in a lower
level model often represented by a simulation model. In most cases, the higher level model
is formulated as an Integer Programming model or a Linear Programming model. Hung
and Leachman (1996), propose an automated production planning model for semiconductor
manufacturing system. An iterative Linear Programming model is coupled to a Discrete-
Event simulation model. The optimization model provides release quantities schedules to
the simulation model. Flow time statistics are collected in each iteration and are used to
improve the optimization model for an updated plan. The process continues until the plan
provided by the optimization model is feasible in simulation. Kim et al. (2001) suggest almost
the same modeling as in Hung and Leachman (1996) for planning release quantities. The
difference lies on the additional data used to improve the updated plan in the optimization
model.

In other approaches, decisions are based on quantities to produce for each product in a
defined period of time at the higher level model. The feasibility of the resulting production
plan is then assessed at the lower level by a simulation model in an iterative scheme. Bang
and Kim (2010) address a production planning and scheduling problem in a semiconductor
wafer manufacturing facility. The production plan is determined using an Integer Linear
Programming model at the aggregate level. This plan is then evaluated in an iterative
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scheme by a Discrete-Event Simulation model in which a priority-based rule is implemented.
The objective is to guarantee feasible and relevant production plans. Kim and Lee (2016)
investigate an iterative approach, which integrates production planning and scheduling in a
flexible manufacturing system. To ensure the synchronization of production planning and
scheduling decisions, the manufacturing lead-time, the number of setup events, and the
available Work-In-Process level are updated via an iterative simulation and optimization
approach.

Our approach differs from classical hierarchical and iterative approaches in the literature,
which deal with the integration and communication between tactical and operational decision
levels. Higher level models are usually based on demand and resource capacity while, the
approach proposed in this manuscript deals only with the operational level. Instead of
demand as global information, our approach uses the lot release quantities, cycle time targets,
resource capacity, Work-In-Process, etc.

Priority management approaches

Priority management approaches go beyond the communication framework between the tacti-
cal decision level and operational decision level. In these approaches, the operational decision
level is structured into two sub-levels: A global level based on global information (factory
level) and a local level based on local information (work-center level). Bureau, Dauzére-
Pérés, Yugma, Vermarién and Maria (2007) develop a Work-In-Process framework to meet
the need for consistency at the operational decision level. In the same spirit, in Bureau,
Dauzére-Péres, Yugma and Vermarien (2007), an approach for simulating consistent global
and local scheduling decisions is developed. The main idea is to speed up or to slow down
flows according to priorities. Priorities are used at the global level as a global management
strategy and are dynamically updated at the local level. The same strategy has been de-
scribed in Vialletelle and France (2006). For the same purpose of using priorities as main
parameters for global management, Sadeghi et al. (2016) address a flexible multi-method
simulation model for semiconductor manufacturing to control the Work-In-Process and to
satisfy time constraints, i.e., to ensure that the maximum time between two operations
(consecutive or not) is respected.

Priorities can embed several elements such as customer emergency or customer prefer-
ences. They are also discussed at the highest level. Thus, managing them at the local level
does not seem to be the best way to ensure consistency at the operational decision level.
Changing too often the priorities of the Work-In-Process at the local level by speeding up late
products or by slowing down early products may cause the priorities to lose their relevance
defined at the highest level.

The proposed approach in this thesis enforces consistency at the operational decision
level by switching from setting priorities to setting production targets. Production targets
are quantities to complete for each product at each operation in each period on a scheduling
horizon. An Adapted rules is required to ensure that These production targets are followed
at the local level.

Production targets management-based approaches

Small number of studies in the literature use optimization methods with production tar-
gets at the operational level. For a noticeable exception, Govind et al. (2008) propose a
study on an integrated operation management approach which includes a module to deter-
mine production targets based on a Linear Programming model. However, the approach is
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only focused on one work-center (photolithography area). The optimization model was not
provided, the scheduling horizon is about one week and the decisions in work-centers are
rescheduled in less than five minutes.

Studies in the literature that use production targets at the operational level are essentially
empirical or based on numerical calculations. Wu et al. (1998) study a daily production
target setting system for wafer fabrication. The determination of production targets uses an
algorithm based on numerical calculation. In the same spirit, in Kao and Chang (2018), no
optimization model is proposed, but numerical calculations provide the production targets.
Furthermore, this approach is short-sighted because it is at the machine level instead of
being at the fab level. To correct this short-sighted effect, they approximate the variations
induced by production targets with a Bernoulli trial model. These variations are included
in the computation of production targets for the correction iteration.

Our global scheduling approach differs from the previous studies in the literature which
use numerical computations to determine production targets. Our approach uses optimiza-
tion models to determine production targets, which broaden the scope of the parameters to
be used and offer the possibility to include several Work-In-Process management strategies in
single-objective optimization models or in multi-objective optimization models. These global
scheduling strategies are novel policies used to optimize different objectives. They innovate
in the use of novel Work-In-Process management techniques such as the use of balancing
coefficients to optimize output variability on cycle times and throughput, see Chapter 3,
or in the use of temporal tracing of Work-In-Process to control cycle times, see Chapter 4.
Finally, our global scheduling approach is designed and evaluated using a generic multi-
method simulation model, where the exchange/communication between the simulation and
the global scheduling model is clearly defined.

1.3.2 Management of Work-In-Process and Cycle Times in Semi-
conductor Manufacturing

This section presents a review of previous works in the literature related to the global schedul-
ing strategies proposed in this thesis. These strategies are mainly based on the management
of the Work-In-Process in order to optimize and control Key Performance Indicators (KPIs)
such as cycle time, throughput and output variability on cycle times and throughput. Previ-
ous studies on Work-In-Process management in semiconductor manufacturing are presented
followed by the review of the literature on cycle time management in semiconductor manu-
facturing.

Work-In-Process management in semiconductor manufacturing

In several manufacturing systems, a Kanban control system or its simplified version, the
constant Work-In-Process (CONWIP), among the methods in practice that populate the
strategies for Work-In-Process balancing (Spearman et al. (1990)). The principle of the
Kanban production control system lies on the limitation of the Work-In-Process in the pro-
duction line. It uses cards to control the number of products in the factory. Each product
released in the factory seizes a card. If all cards are taken, a newly entering product has to
wait until a previous product gets out of the factory and releases its card. The CONWIP
works in the same manner, but controls the line using a single set of cards (Kalisch et al.
(2008)).
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The Work-In-Process (WIP) corresponds to the products already in the fab but not yet
completed. Balancing the Work-In-Process is of great importance because it allows a good
capacity utilization by ensuring that products are properly distributed in the fab. It also
ensures that all products steadily move forward to the completion of their operations. An
overview of advanced scheduling and dispatching policies for Work-In-Process management
for a Make-to-Order wafer fabrication is provided in Sturm et al. (1999).

It is difficult to improve KPIs such as cycle time, throughput, and on-time delivery
without a thorough management of the Work-In-Process. Work-In-Process balancing control
(ensuring that Work-In-Process is properly distributed throughout the whole manufacturing
system) is considered as an efficient method to improve KPIs (Lee and Lee (2003)). In
semiconductor manufacturing, strategies to avoid unbalanced Work-In-Process have been
studied in different ways:

— Work-In-Process balancing and control strategies based on the operation view point
see Dabbas and Fowler (2003); Li et al. (1996); Leachman et al. (2002); Fordyce et al.
(1992); Bureau, Dauzére-Pérés, Yugma, Vermarién and Maria (2007). Priorities and
scheduling policies are used to balance Work-In-Process on the different operations
of products. In Bureau, Dauzére-Pérés, Yugma, Vermarién and Maria (2007), differ-
ent blocks of operations (sub-sequences of operations) are created. Work-In-Process
targets are defined for each block and the balancing is achieved by minimizing the de-
viation between the current Work-In-Process and the defined Work-In-Process target
in each block. In Leachman et al. (2002), different methodologies and algorithms are
proposed for Short Cycle Time and Low Inventory Management (SLIM). A continuous-
time target output schedule or continuous-time target cycle times are translated into
target profiles of Work-In-Process through the sequence of operations for each product.
Instead of individual lots, operations are considered as the main scheduling object in
SLIM. Fordyce et al. (1992) propose a daily output planning by using Work-In-Process
targets for each operation of a product. The goal is to provide quantities of lots that
should be processed in each operation at a given period in order to meet immediate
demands or to anticipate future demands.

— Work-In-Process balancing strategies based on the work-center view point, see Zhou
and Rose (2010); Chung and Jang (2009); Lee and Lee (2003); Miyashita et al. (2004);
Chien and Hu (2006). Work-In-Process targets are defined for each work-center, gen-
erally bottleneck work-centers. The balancing is achieved by minimizing the deviation
between the current Work-In-Process and the defined Work-In-Process target.

Using both the operation and work-center view points, Work-In-Process control is ei-
ther performed by using targets and/or priorities. Chung and Jang (2009) study a Work-
In-Process balancing procedure using production targets for throughput maximization in
semiconductor manufacturing. The balancing is achieved by sending detailed target produc-
tion quantities to bottleneck work-centers. These targets are transformed from production
quantities sent from production planning. The same control is implemented in Lee and Lee
(2003). Besides production quantities, targets are also based on the Work-In-Process or
on the cycle time. The idea is to divide every route (sequence of operations for one prod-
uct) in blocks which correspond to a logical separation that allows intermediate controls on
products during manufacturing. Work-In-Process targets or cycle time targets are estimated
for each block, see Lee et al. (2008); Bureau, Dauzére-Pérés, Yugma, Vermarién and Maria
(2007). The objective is then to ensure that the difference between the current Work-In-
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Process (resp. current cycle time) and the Work-In-Process target (resp. cycle time target)
is minimized for each block.

The critical point with Work-In-Process balancing strategies that use Work-In-Process
targets/levels is the determination of these Work-In-Process targets/levels. Various strate-
gies have been used in the literature in semiconductor manufacturing to determine Work-
In-Process targets/levels. Some of these strategies are based on simulation, see Potti et al.
(1994); Miyashita et al. (2004), artificial neural network and/or queuing network, see Lin
and Lee (2001); Liu et al. (2006); Lin et al. (2009). Since the exact estimation of the Work-
In-Process target/level for each operation or each block is always difficult to perform Lee
et al. (2002), dispatching rules can be used to balance the Work-In-Process in the factory.
Zhou and Rose (2011) propose a new composite of dispatching rules which combines the
Operation Due Date rule, the Shortest Processing Time rule and the Least Work at Next
Queue rule (LWNQ) to consider several objectives simultaneously. The LWNQ is a simple
workload control rule which looks at WIP balance with the viewpoint of machines. Among
the waiting lots, it provides the highest priority to the lot that is to be processed by the
next machine with least remaining production hours. Wang et al. (2007) propose a com-
pound priority dispatching rule that takes into account both Work-In-Process management
and wafer start lot control. It is shown in their study that the compound priority dispatch-
ing rule can reduce the mean total queue time by 50% and increase the throughput rate by
20% compared with the First-In-First-Out (FIFO) and Shortest Remaining Processing Time
(SRPT) dispatching rules. In the same spirit, Zhou and Rose (2019) propose a global fab
dispatching scheme, which switches from the use of Work-In-Process targets to the use of a
workload indicator, whose role is to measure the pull request of work-centers. They conclude
that significant improvement is made when dispatching rules based on a workload indicator
are used instead of dispatching rules based on Work-In-Process targets.

Besides these methods which use a route subdivision in blocks, another approach based
on a so-called Work-In-Process Control Table is discussed in Zhou and Rose (2010). In
this approach, each upstream work-center maintains a Work-In-Process control table, which
contains the current Work-In-Process information of the downstream work-centers such as
the Work-In-Process target, the current Work-In-Process and the difference between the
Work-In-Process target and the current Work-In-Process. This Work-In-Process control
table is regularly updated and allows the upstream work-centers to optimally supply lots to
the downstream work-centers. Those targets are estimated either based on historical data
or by simulation.

Work-In-Process balancing strategies can also use priorities to speed up or slow down
lots in blocks of operations to smooth the workload in different blocks (Bureau, Dauzére-
Pérés, Yugma, Vermarién and Maria (2007)). Depending on the due date and workload
information, a priority matrix table can also be used to assign lot priorities to manage the
Work-In-Process. The objective is to balance the overall workload of the manufacturing
system. Zhou and Rose (2012) provide a priority matrix to control the flow of lots in the
system and a Work-In-Process calibration method whose purpose is to recover the Work-In-
Process balance due to an event such as an unpredictable machine failure.

The global scheduling approach proposed in this thesis for Work-In-Process balancing
differs from strategies in the literature which use production targets, see Chung and Jang
(2009) for instance. Our approach does not just focus on bottleneck work-centers, but
also takes into account the interaction between work-centers, thus preventing the short-
sightedness of independent scheduling decisions. Instead of imposing Work-In-Process tar-
gets/levels at the local level, our approach provides production targets for each product to
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be completed at each operation and at each period over a scheduling horizon. Production
targets are determined on the basis of global information (fab level) such as lots release
quantities, resource capacity, Work-In-Process in the factory, cycle time targets, etc.

Cycle time management in semiconductor manufacturing

Cycle times include processing times, as well as transportation times and the time lots
spend waiting in queues. The cycle time is one of the important Key Performance Indica-
tors (KPIs) in semiconductor manufacturing as it impacts several other metrics and KPIs
such as throughput, yield and on-time delivery. Controlling cycle times reduces wafers risk
contamination, yield loss and the inventory that should be maintained (Lu et al. (1994)).

In the semiconductor manufacturing literature, several studies focus on the understand-
ing of cycle time and the way it can be improved. Bonal et al. (2001) provide a statistical
method for cycle time management. The objective of the study is to ensure a quick detection
of changes on operation processes that can affect the stability of the cycle time. Pierce and
Yost (1995) study cycle time metrics for wafer fabrication in a research and development
environment. In Sivakumar (2000), a discrete event simulation model for a semiconductor
back-end manufacturing system is proposed to analyze the effect of controllable input param-
eters on cycle time distribution and other output variables. In the same spirit, a simulation
model is provided in Qi et al. (2002) to study the effect of some variables such as job arrival
distribution, batch size, downtime pattern and input control on mean cycle time and average
Work-In-Process. Chien et al. (2005) study how a learning curve approach can be used to
determine empirical rules for cycle time improvement. Strategies based on the analysis of
different problems related to cycle time by using data from the manufacturing execution
system are studied in Robinson and Chance (2000) and Ab Rahim et al. (2012). Kramer
(1989) studies the improvement of cycle time with a focus on the breaking of the product
cycle time into elements common to specific tools. The paper argues that the improvement
of the cycle time of each element leads to the improvement of the overall cycle time. For
more studies on the understanding of cycle time and the way it can be improved, see Nemoto
et al. (2000), Brown et al. (1999) and Domaschke et al. (1998).

The relationship between cycle time and other KPIs or parameters has also been inves-
tigated. A study based on the relationship between cycle time and yield in semiconductor
wafer fabrication can be found in Wein (1992). Tirkel et al. (2009) investigate the relation-
ship between cycle time and yield as affected by in-line metrology inspections of production
lots. In Fronckowiak et al. (1996), a discrete event simulation model is used to study the
impact of job priorities on cycle time. This study shows the significant impact of hot lots on
cycle times. Leachman and Ding (2010) provide analytic formulas to quantify the revenue
losses due to excursions not detected until end-of-line testing as a function of manufacturing
cycle times, excursion probabilities and Kkill rates.

The cycle time main challenges in semiconductor manufacturing are still based on how
it can be predicted /estimated, controlled and reduced:

— Cycle time prevision and estimation are studied with the purpose to control and plan
customer orders in tactical decisions, and further to manage some production factors
such as the level of input, the level of Work-in-Process in order to improve KPIs such
as on-time delivery, throughput and yield. Different approaches are used for cycle
time prediction and estimation: (1) Big data analytic (Wang and Zhang (2016)), (2)
Statistical methods, which include techniques such as probability distribution-based
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method and regression based method (Tai et al. (2012)), (3) Artificial intelligent tech-
niques based on domain knowledge, machine learning and data mining (Tirkel (2011),
Hassoun (2013)), Neural Networks (Chien et al. (2012)), and selective Bayesian classi-
fier based on a selection of minimal, most discriminative key-factor set for cycle time
prediction (Meidan et al. (2011)), (4) Simulation for cycle time prediction (Chung
and Huang (2002)), (5) Queueing model adapted for semiconductor manufacturing
(Akhavan-Tabatabaei et al. (2009)).

— Cycle time reduction refers to the strategy of decreasing the time a product spends
in the factory from its release to its last operation. Shorter cycle times drive a better
on-time delivery, help to decrease Work-In-Process and ensure good production quality
(higher yield), Meyersdorf and Yang (1997). Several strategies have been studied, es-
sentially based on the management of factors that influence the cycle time. Variability
is considered as one of the cycle time killers, see (Robinson et al. (2002)). In Majorana
and Tuliano (1997), a study on the management of variability is provided for cycle time
improvement. Chen (2013) provides a three-step procedure for cycle time reduction:
Identification of controllable factors that influence the product cycle time, investiga-
tion of the relationship between the controllable factors and product cycle time and
finally, based on this relationship, actions should be planned to shorten the product
cycle time.

Other factors that influence cycle times have been used as a lever for cycle time reduc-
tion such as batch size (Babbs and Gaskins (2007)), lot size (Zarifoglu et al. (2012),
Eberts et al. (2015), Wang and Wang (2007)), Work-In-process management (Chien
and Hu (2006)), queue time management (Sada et al. (2001)) and priority manage-
ment (Schmidt (2007)). Equipment management, essentially the study on preventive
maintenance segregation, is proposed in Rozen and Byrne (2016) with the goal to
determine the optimum preventive maintenance policy that results in reduced fabrica-
tion cycle times. Leachman et al. (2002) provide a set of methodologies and scheduling
applications for managing cycle times in semiconductor manufacturing called SLIM
(Short cycle time and Low Inventory Manufacturing).

The minimization of mean, variance and standard deviation of cycle times is also widely
studied. Scheduling policies are one of the levers used for mean and variance cycle time
reduction in semiconductor manufacturing (Mittler and Schoemig (1999), Lu et al.
(1994)). For more information about the minimization of mean and variance of cycle
times, see Yoon and Lee (2000), Lu et al. (1993) and Mittler et al. (1995).

Due to the complexity of semiconductor manufacturing, some of the research in semicon-
ductor manufacturing focus on the reduction of cycle times based on the activity of some
machines. This is the case for the studies proposed in Swe et al. (2006) for cycle time reduc-
tion on cluster tools and in Brown et al. (1998) for the test area. Other works focus on a
unique work-center of the factory. For illustration, see the studies proposed in Akcalt et al.
(2001) and van der Eerden et al. (2006) for cycle time reduction in the photolithography
area or Butterbaugh (2004) in batch cleaning.

In our global scheduling approach for cycle time control (see Chapter 4), cycle times are
managed by controlling the competition of products on shared resources using the production
targets determined by a global scheduling optimization model. In previous approaches in
the literature, the release dates of products were not considered in the control of the Work-
In-Process. Our global scheduling approach innovates by using both the release dates and
the temporal tracing of the Work-In-Process in the global scheduling model. Temporally
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tracing the Work-In-Process is critical to differentiate quantities of the same product and at
the same processing stage, but released at different times in the factory.

1.3.3 Simulation in Semiconductor Manufacturing

Production systems transform input materials into final products to be delivered to cus-
tomers. Customers can be enterprises (Business-to-Business) or final consumers (Business-
to-Consumer). The transformation process usually follows a sequence of operations from the
inputs materials to the final products.

Modeling and simulation are critical for complex systems such as semiconductor manu-
facturing systems. The poor understanding of the key dependencies, weaknesses, and bot-
tlenecks in such complex systems can lead to poor decision-making. To tackle these issues,
simulation is one of the most powerful tools available to decision makers responsible for the
design and operations of complex processes and systems. It makes possible the study, anal-
ysis, and evaluation of different situations and behaviors of a complex system which would
not be otherwise possible to apprehend (Shannon (1998)).

Even though the need of modeling and simulation becomes extremely important, chal-
lenges still need to be addressed, such as the reducing of problem solving cycles, the de-
velopment of real-time simulation-based problem-solving capability and the need for true
plug-and-play interoperability of simulations and supporting software. For more informa-
tion about the key challenges in modeling and simulation of a complex manufacturing system,
the readers are invited to check Fowler and Rose (2004).

The problem of standardization is also another challenge in simulation. Two simulation
experts might create quite different simulation models of the same production system, even
when using the same language. One of the challenges in simulation is to provide a standard
modeling and a framework for implementation. This problem is discussed in Ehm et al.
(2009). A general review on simulation for manufacturing systems can be found in Negahban
and Smith (2014).

Modeling usually comes before simulation, to obtain an abstraction of the system or an
abstraction of the components of the system which should be simulated. The output of the
modeling procedure is the models which can be mathematical models, physical, or logical
representations of a system, entities, phenomenons, or processes. Simulation represents the
system process function which is under study to predict a future state/behavior of the system.

As simulation is used in this thesis to evaluate our approach, this section outlines an
overview of the literature on simulation in semiconductor manufacturing. The goal is to
highlight the existing approaches as well as research gaps. We propose to classify the liter-
ature using three criteria: The Scope of the Simulation, The Simulation Methods, and The
Stmulation Problem Type.

1.3.3.1 The Scope of the Simulation

The first and most complex production stage in semiconductor manufacturing is the front-
end, where a series of process steps (operations) are processed on wafers. Simulation in semi-
conductor manufacturing is studied using different views. A simulation of the whole front-end
fabrication process is studied in Kiba et al. (2009), Arisha and Young (2005), Collins et al.
(2001), Fronckowiak et al. (1996) and Kuhl and Laubisch (2004).

To study a particular problem in manufacturing systems, researchers can sometimes use
a simplified simulation model which represents essential objects in order to decrease the
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complexity and the model development time. El-Khouly et al. (2009) discuss a simplified
simulation model with six processing steps and five machines in three work-centers. The
purpose is to evaluate the effect of different dispatching rules and lot release policies on
some performance measurements such as the mean and standard deviation of cycle times.

Due to the complexity of the front-end stage, simulation studies are also conducted
on a particular work-center. Akgali et al. (2000) propose a simulation model of a wafer
fabrication facility in order to examine the effects of different loading and dispatching policies
for diffusion operations. In Mack (2005), the most popular and useful examples of lithography
simulators in a manufacturing environment are reviewed.

For the matter of re-usability and complexity simplification, generic simulation models
now have some attention in the literature on semiconductor manufacturing. Papers which
discuss generic simulation models can be found in Sadeghi et al. (2016), Arisha et al. (2004),
Kim et al. (2009) and Mackulak et al. (1998).

One of the challenges in semiconductor manufacturing is the modeling of complex process
tools, such as cluster tools, that need to be simulated. A cluster tool is an integrated,
environmentally isolated, wafer-manufacturing system consisting of processing chambers,
internal robots to transport wafers, and load locks where the wafer-to-cassette exchange
takes place. LeBaron and Pool (1994) address the simulation of cluster tools in order to
accurately predict their performance. Simulation in the back-end stage in semiconductor
manufacturing is not widely studied in the literature. Some discussion on simulation for
semiconductor packaging, testing, and scheduling in back-end can be found in:

— Wang et al. (2017), they propose a simulation model for packaging facility in semicon-
ductor manufacturing. Several strategies are discussed to enhance sustainability of a
factory. Instead of observing the continuous application of a factory using a simulation
model in the long term, this study identified short-term evidence to estimate the sus-
tainability of a factory simulation model. They conclude that the sustainability of a
factory simulation model can only be confirmed if the model is still applicable several
years after it is built.

— Lin and Chen (2015), they propose a simulation optimization approach for a hybrid
flow-shop scheduling problem in a real-world semiconductor back-end assembly facil-
ity. Their approach includes a simulation model for performance evaluation and an
optimization strategy with application of a genetic algorithm. They argue that their
approach aids in assigning orders optimally to the proper production line and machine
types while achieving minimal flow time.

— Werner et al. (2006), they suggest a simulation-based scheduling system for a semi-
conductor back-end facility. The goal is to develop a Discrete Event Simulation-based
approach for the complete back-end, which is suitable for the case of changing bottle-
necks and different line scenarios. The study focuses on optimizing the process flow
and calculating the exact release dates for lots.

1.3.3.2 The Simulation Methods
To our knowledge, in the literature, three simulation methods are discussed:

— System Dynamics (SD) which is a method for studying dynamic systems. The approach
provides an aggregate level of the systems by emphasizing feedback mechanisms and
their endogenous nature.
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— Discrete Event (DE) modeling in which the main modeling idea is to consider the
system as a sequence of operations being performed across entities. The notion of
queue line is very well modeled with this method.

— Agent-Based (AB) modeling is the more recent modeling method suitable for modeling
the individual behavior of objects of a system and their interactions.

For more details about the three simulation methods, see Borshchev (2013) and Barbosa
and Azevedo (2017).

Most of the papers in semiconductor manufacturing discuss simulation models with Dis-
crete Event simulation. It seems that only few papers combining the Discrete Event and the
Agent-Based simulation can be found in the literature on semiconductor manufacturing, see
Sadeghi et al. (2016) for a noticeable exception.

In general, multi-method simulation models combining different simulation modeling
methods are getting more attention from researchers. The readers are invited to see Barbosa
and Azevedo (2017).

1.3.3.3 Simulation Problem Type

Simulation in semiconductor manufacturing is studied for different purposes. The most
common encountered problems in the literature are related to the operation control decisions,
performance of Automated Material Handling Systems, evaluation of production planning,

tool performance (LeBaron and Pool (1994)) and strategic decisions related to the factory
(Shikalgar et al. (2002)).

Operation control decisions

Various operation controls are executed in a wafer fabrication facility. Simulation models
help to assess the effect of different dispatching policies on some key performance indicators
such as cycle time, number of wafers produced and on-time delivery (Akgali et al. (2000), El-
Khouly et al. (2009), Freitag and Hildebrandt (2016), Kuhl and Laubisch (2004)). Dispatch-
ing rules and rework strategies are considered in the set of major operational decisions that
affect fab productivity. In several papers, these issues are independently studied. Kuhl and
Laubisch (2004) showed that the interrelationship between dispatching rules and rework
strategies has a significant effect on the productivity of the Fab.

Other examples of operations control decisions analyzed using simulation in semiconduc-
tor manufacturing include Work-In-Progress management (Collins et al. (2001) and Kohn
et al. (2009)), lot releases, mask scheduling and batch scheduling (Kim et al. (1998)), produc-
tion scheduling (Jeong et al. (2006)), consistency between global flow decisions (Fab level)
and local flow decisions (work-center level) (Sadeghi et al. (2016)), scheduling evaluation
in semiconductor back-end manufacturing (Lin and Chen (2015)), effect of job priorities
on cycle times (Fronckowiak et al. (1996)) and effect of the mix of products used on cy-
cle times (Chang (2016)). A discussion of general simulation applications in semiconductor
manufacturing can be found in Koo et al. (2016).

Performance of Automated Material Handling Systems (AMHS)

Managing Automated Material Handling Systems (AMHS) is very difficult to study without
simulation modeling. These problems include the minimization of the average lot-delivery
time, the changes when adding or removing stations, the management of incidents, i.e.,
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the breakdown of vehicles on the rail, which can block the mobility of other vehicles and
consequently affect the fab productivity, etc.

Most AMHS simulation models assume that the logic of the production processes is given
and the AMHS management decisions are made based on this assumption. In Kong (2007),
a two-step simulation method for an Automated Material Handling System in semiconductor
manufacturing is provided combining a production simulation model and an AMHS simu-
lation model. The objective of the production simulation is to predict the throughput and
estimate the capability of the AMHS. After applying the production simulation model, the
AMHS simulation model is used to estimate the number of vehicles required and predict
delivery times.

In general, machine dispatching rules and vehicle dispatching rules are studied indepen-
dently. In Christopher et al. (2005), it is shown how the interaction of both machine dis-
patching rules and vehicle dispatching rules have a significant effect on the fab productivity.
For more information on AMHS challenges, see Cardarelli and Pelagagge (1995), Jimenez
et al. (2002), Ndiaye et al. (2016a), Ndiaye et al. (2016b) and Ben-Salem et al. (2016).

Evaluation of production planning

In semiconductor manufacturing, hybrid simulation-analytic methods are popular to evaluate
production planning approaches, which after corresponds to optimization models used at a
higher level (medium/tactical decision levels) and evaluated by a simulation model, which
acts as the shop floor. After the simulation is completed, statistics are collected that can
be used to improve the optimization model for updated planning. The process continues
when the plan provided by the optimization model is feasible in simulation. For a review of
simulation-optimization methods in semiconductor manufacturing, see Ghasemi et al. (2018).
Here is a non-exhaustive list of papers which investigate hybrid simulation-analytic meth-
ods for production planning evaluation: Byrne and Bakir (1999), Irdem et al. (2010), Bang
and Kim (2010), Liu et al. (2011), Hung and Leachman (1996), Hung and Leachman (1996)).
A general taxonomy/discussion on hybrid simulation-analytic methods can be found in
(Figueira and Almada-Lobo (2014), Shanthikumar and Sargent (1983) and Hsieh (2002).

1.3.3.4 Gap Analysis

Previous sections reviewed articles related to the application of simulation in semiconductor
manufacturing. We observe that several articles do not provide the structure of simulation
model and the conceptual model. We found two noticeable exceptions. The first one is

Mueller et al. (2007). In this study, the authors discuss the automatic generation of a
simulation model based on an object-oriented Petri net data structure. The second exception
is Lin and Long (2011), where the development of a multi-agent distributed platform for
semiconductor manufacturing is addressed.

Only few papers discuss the validation and verification of simulation models, see Nayani
and Mollaghasemi (1998), Kong (2007) and Chance et al. (1996). Various verification and
validation methods of simulation models can be found in Sargent (2013). Based on the
future challenges of simulation stated in Ehm et al. (2009), few papers discuss the matter of
simulation framework, see Monch et al. (2003) for a noticeable exception. In their paper,
the authors provide a simulation framework for the performance assessment of shop-floor
control systems.

For the implementation of simulation models, a dedicated software is likely to be preferred
than a programming language (C, C++, Java, etc.). Popular simulation software programs
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include AutoSched AP, ARENA, AnyLogic and AutoMod. For additional software programs
used for implementing simulation models, see Shannon (1998).

The simulation model used in this thesis is based on the operation control decisions. It
is a generic multi-method model, which combines Discrete Event (DE) and Agent-Based
(AB) simulation initially developed in Sadeghi et al. (2016) using the AnyLogic software and
improved in this thesis. A conceptual model is provided which allows the model to be verified.
The validation of the simulation model is done on industrial data. In addition, an innovation
is brought in this thesis compared with previous studies on simulation in the literature, where
the interface of exchange/communication has not yet been well defined when simulation is
used with mathematical optimization models. In this thesis, the exchange/communication
interface is provided and its functioning is clearly defined.

1.4 Motivation and Main Objectives of the Thesis

In a wafer manufacturing plant, different products are produced on different machines which
are grouped in different work-centers (machines with the same capabilities). Each work-
center includes specific process characteristics such as batch processing, parallel processing,
and auxiliary resources. These features increase the complexity of scheduling decisions. In
addition to the re-entrant flow characteristic of semiconductor manufacturing, scheduling
decisions become very difficult to apply for the entire factory. To cope with this complexity,
the commonly used approaches for scheduling decisions in work-centers are as follows:

1. Real-time scheduling using dispatching rules, i.e., every time a resource is available,
a decision based on certain rules is made to process the next product. A review on
dispatching rules can be found in Varadarajan and Sarin (2006) and Sarin et al. (2011).

2. Optimized scheduling algorithms dedicated to a work-center, for instance, scheduling
on parallel machines with auxiliary resources in the photolithography work-center,
see Bitar et al. (2016) or on batch machines in the diffusion work-center (Yugma et al.
(2012), Jung et al. (2014) and Knopp et al. (2017)).

A general literature survey on scheduling in semiconductor manufacturing can be found in
Ménch et al. (2011). The main disadvantage of these approaches is that they are shortsighted.
Independent scheduling decisions in each work-center are limited by the information available
within the perimeter of the work-center. Work-centers interact when products move from one
work-center to another, but this interaction is not considered in individual decisions of each
work-center. For example, an upstream work-center can send quantities of a given product to
a downstream work-center in a short period of time, which has a limited number of machines
qualified to process this product. With a global vision of the system, an unbalanced flow can
be observed which can deteriorate global key performance indicators even if the decisions
taken locally in the work-center are optimized.

Another motivation of this thesis is that strategies based on the definition of production
targets already exist in semiconductor manufacturing plants. For the whole factory (fab),
production targets are determined not by relying on optimization methods, but on the basis
of the experience of managers as shown in Figure 1.4 or using numerical and empirical cal-
culations, see Kao and Chang (2018), Wu et al. (1998) and Govind and Fronckowiak (2003).
In Kao et al. (2014) a study comparing different dispatching rules and an approach based
on production targets shows that the approach based on production targets outperforms one
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Figure 1.4: Optimization method to determine production targets

that only uses dispatching rules in terms of line balancing and cycle time performance with
both high and low variability. In addition, it is shown in Chang (1999) that a right setting
of targets leads to an increase of more than 20% of daily moves (number of wafers leaving an
operation) and a decrease of 8% of the Work-In-Process. Although the results published in
these previous studies have shown that the use of production targets at the work-center level
allows a good management of Work-In-Process and contributes to improve KPIs, they are
still shortsighted and empirical. They do not consider the interaction between work-centers
and production targets are not determined using optimization methods.

The aim of this thesis is to propose a global scheduling approach and to validate it on
industrial data by simulation. The main objective of the approach is to determine the right
production targets using optimization methods. The proposed global scheduling approach
widens the scope of the parameters used and includes several strategies (global scheduling
strategies) defined according to the objectives to be optimized. These strategies are imple-
mented as mathematical optimization models (global scheduling models) and they consider
the interaction that exists between work-centers using global information such as lot release
quantities, cycle time targets of products, resource capacities and the Work-In-Process of
the factory.

Our global scheduling approach is evaluated using a generic multi-method data driven
simulation model, initially developed in Sadeghi et al. (2016) and extended and improved
in this thesis. The global scheduling models are called regularly in the simulation, which
represents the factory. In a rolling horizon scheme, the current state of the simulation is
collected to feed the global scheduling models. The latter determine production targets,
which are used in the simulation as guidelines to local scheduling decisions.
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1.5 Conclusions

This chapter presented the industrial and scientific context and the main motivation of this
thesis. We described the main parts of semiconductor manufacturing systems as well as
the main manufacturing processes. The manufacturing complexity of integrated circuits is
presented as well as some main operations. Next, we briefly introduced the different levels
of decision making in semiconductor manufacturing. The operational level is at the heart
of this thesis, in particular global scheduling decisions in semiconductor manufacturing.
An operational decision level structure based on two views was provided. It follows the
same structure of two management levels at operational level as in Bureau, Dauzére-Pérés,
Yugma and Vermarien (2007). In this structure, the top level view (factory level) is used as
the steering mechanism for the bottom level (work-center level). However, instead of setting
priorities as global strategies as in Bureau, Dauzére-Pérés, Yugma and Vermarien (2007), our
approach sets production targets. Related works in the literature are reviewed and finally,
the motivation and the main objectives of the thesis were provided.
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Chapter 2

Global Scheduling Approach

2.1 Introduction

The global scheduling approach which is proposed in this thesis adopts two views of the
operational decision level as in Bureau, Dauzére-Pérés, Yugma and Vermarien (2007): The
global level (factory level) and the local level (work-center level). The global level uses
the global information (Work-In-Process in the whole fab, lot releases, cycle time targets,
resource capacity, etc.), while the local level uses local information (waiting times of lots,
processing times, lots currently in queues, etc.). The global level aims to determine produc-
tion targets which are regularly updated in a rolling horizon and should be followed at the
work-center level. Different strategies can be implemented in the global scheduling approach
depending on criteria to be optimized such as cycle times and throughput. In this thesis,
these strategies are based on Work-In-Process management techniques and are modeled us-
ing global scheduling models written as Linear Programs. The approach includes two key
points:

— The determination of production targets, i.e., quantities of each product to be com-
pleted in each operation and each period on a scheduling horizon. These production
targets should be followed at work-center level and updated regularly in order to inte-
grate the evolution of the factory,

— Strategies depending on criteria to optimize. These strategies are implemented through
mathematical programming models (global scheduling models)

2.2 Framework of the Global Scheduling Approach

The front end area in semiconductor manufacturing is generally managed locally at the
work-center level with dispatching rules or dedicated scheduling algorithms. This is done
independently in each work-center as discussed in Chapter 1.

Local management has certain drawbacks such as a short-sighted view and may create
an unbalanced Work-In-Process in the factory. To deal with this problem, global scheduling
management is required. In general, priorities are used as global strategies at the global level
to steer dispatching or scheduling decisions at the local level. The disadvantage of priority-
based management includes dynamically defining and managing priorities. The issue is that
priorities can contain several elements such as the importance of the customers. Priorities
are also defined at a higher decision level (tactical level). Thus, a priority-based management
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approach used as a global scheduling strategy does not seem to be a good approach to drive
scheduling decisions at local level, because priorities might lose their relevance when they
are often changed at the local level. In addition to priorities, global management is also
carried out using production targets which serve as guidelines for scheduling decisions at
work-center level. However, as discussed in Chapter 1, the determination of production
targets is generally based on the experience of production managers or on the basis of simple
calculations.

The global scheduling approach proposed in this thesis uses optimization methods to
widen the scope of the parameters that are considered and to offer the possibility of using
different strategies integrated in mathematical models for the management of the Work-In-
Process. The goal is to determine the production targets to optimize different criteria. The
framework in Figure 2.1 summarizes the global scheduling approach and how it is evaluated.
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Figure 2.1: Framework of the global scheduling approach

The global scheduling approach includes three main parts:

— Global scheduling strategies (1). In this thesis, a strategy is a Work-In-Process man-
agement policy which can be based on the operations of products, different resources,
etc. with the objective to optimize one or more criteria. The strategies we defined aim
to minimize the variability of the throughput of finished products, to maximize the
throughput and minimize the cycle times, and to control the cycle times. They are
based on techniques of Work-In-Process management as detailed in Section 2.2.1.
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— Global scheduling models (2). They implement the global scheduling strategies as
Linear Programming models, where objective functions represent the way strategies
are conducted and constraints bound the action of the strategies.

— Production targets (%), i.e., quantities to complete for each product in each opera-
tion at each period on a scheduling horizon. For all strategies the production targets
are outputs of the global scheduling models. Thus, by sending the quantities to be
completed at the work-center level, the global scheduling approach is able to optimize
different criteria.

The evaluation of the global scheduling approach (6) is carried out using a generic multi-
method simulation model which represents the local scheduling level (/). To evaluate the
approach, various parameters are required such as the scheduling horizon, the length or
duration of each period in the scheduling horizon and the horizon within which the global
scheduling strategy is applied, called the triggering horizon in this thesis (5). These param-
eters are described in Section 2.2.2 and the evaluation of the global scheduling approach is
detailed in Section 2.3.

2.2.1 Different Global Scheduling Strategies

Global scheduling strategies are driven by the criteria to optimize. They are implemented
as Linear Programming models (global scheduling models) and use global information from
the factory such as the Work-In-process, release dates, cycle time targets, resource capacity,
etc.

Criteria to optimize

Global scheduling models

Global information @ @

Resource capacity

Global scheduling strategies

Production
targets

Cycle time targets
Work-In-Process
Lot releases etc.

Product mix
Product flows :\'> @ @

WIP management techniques

Figure 2.2: Global Scheduling Strategies

As shown in Figure 2.2, global scheduling models implement global scheduling strategies,
which are based on Work-In-Process management techniques. Global scheduling strategies
aim to determine production targets that should be followed at local level using simple
dispatching rules or dedicated scheduling algorithms. The objectives which drive the different
global scheduling strategies used in this thesis are described as follows:
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— Minimization of the variability of cycle times and throughput. This objective is
optimized using strategies that determine the percentage of Work-In-Process that each
product should maintain at the end of each period over a scheduling horizon. This
percentage is called the balancing coefficient.

— Maximization of throughput. The optimization of this objective is made possible
by the use of a pull strategy. The pull strategy ensures that the more advanced are
the products in the factory, the highest their priority.

— Minimization of cycle times. The Work-In-Process management strategy used to
optimize this objective is essentially focused on minimizing the product waiting times.
The strategy ensures that products that are waiting in an operation are processed
before those that have arrived later.

— Control of cycle times. The associated Work-In-process management strategy is
based on the grouping of product operations into subsequences of operations (blocks
of operations) to facilitate the control of the time each product spends through each
block. Each block has a target cycle time based on the given cycle time target of the
product. The aim is to minimize the tardiness and/or the earliness at products in each
block in order to meet the product cycle time targets.

2.2.2 Parameters and Decisions

In the global scheduling approach, a Linear Programming model is solved regularly in a
rolling horizon setting. Thus, it is crucial to define the key parameters for the global schedul-
ing approach (see Figure 2.3): (1) The duration of each period, (2) the scheduling horizon
(number of periods in the horizon) and (3) The number of periods (called triggering horizon
in this thesis) before solving again the Linear Programming model. The triggering horizon is

Scheduling horizon
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horizon
- I I >
T T i >
Time
B Scheduling horizon
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Figure 2.3: Scheduling horizon and triggering horizon in global scheduling strategy approach

Time

important because the global scheduling model does not consider the detailed characteristics
of the work-centers. Therefore, the model must be regularly solved to update the decisions
by taking into account the events that occurred before the triggering horizon. The trig-
gering horizon should not be too small to avoid changing decisions too often, or too long
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not to ignore some critical events. The scheduling horizon is important since it is used to
predict the future behavior of the system affected by the scheduling decisions. A sufficiently
long scheduling horizon helps the global scheduling model to mitigate the end of the hori-
zon effects. The triggering horizon and the scheduling horizon, but also the duration of
each period, strongly depend on the problem and can be determined through computational
experiments.

2.3 Evaluation of the Approach using a Simulation Model

Simulation is a widely accepted approach for the design and analysis of manufacturing sys-
tems. It can model non-linear and stochastic problems and allow the examination of the
likely behavior of a proposed manufacturing system under selected conditions. Through
simulation analysis, many details and constraints can be considered in the evaluation of a
manufacturing system. Different computational experiments can be performed with a sim-
ulation model. These experiments can be the prediction of the effect of mix changes, the
extraction of relevant information, etc. The application of new strategies to control the man-
ufacturing system may require additional experiments to analyze KPIs such as cycle times,
throughput and output variability on cycle times and throughput.

In semiconductor manufacturing, a front-end manufacturing facility, also called wafer
fab, usually processes many products. Each product has a processing route, which contains
a sequence of hundreds of operations. Products of the same type are grouped in a lot (a
lot contains at most 25 wafers). A typical fab includes several hundred machines, which
are grouped in work-centers. Each work-center is dedicated to a specific type of operations.
Based on the characteristics of frond-end manufacturing facilities, a generic data-driven sim-
ulation model for complex semiconductor manufacturing facilities was initially developed in
Sadeghi et al. (2016) with the aim to study the consistency between global flow management
objectives/decisions (fab level) and local scheduling/dispatching objectives/decisions (work-
center level). This simulation model is being improved in order to take into account new
parameters such as the warm-up time (the time when the factory is loading), the mechanism
at local level to control objectives sent from the global level, and the strategies of the global
scheduling approach. The aim is to ensure that global objectives defined at the fab level
are followed at the local level. Details on the exchange/communication interface between
the global scheduling approach, which represents the global level, and the simulation model,
which represents the local level, is given in Section 2.3.2. The simulation model is used to
evaluate the different global scheduling strategies proposed in this thesis.

Section 2.3.1 presents the structure of the data-driven simulation model, input parame-
ters, objectives and Key Performances Indicators to evaluate the performance of the man-
ufacturing system. Section 2.3.2 presents the exchange/communication interface between
the simulation model and the global scheduling approach. Finally, Section 2.3.3 presents
the design of the computational experiments used to evaluate the performance of the global
scheduling approach.

2.3.1 Simulation Model

The conceptual model of the simulation model is presented in Figure 2.5. From the meta-
model (first panel of Figure 2.5), the data model and the model structure of the Factory
are derived. The simulation model is a multi-method model, which combines Discrete Event

OCTOBER 2020 EMSE-CMP Page 29



CHAPTER 2. GLOBAL SCHEDULING APPROACH

Figure 2.4: Panoramic view of simulation model

(DE) and Agent-Based (AB) simulation methods in order to combine the benefits from
both modeling approaches, in particular the notion of queues in Discrete-Event simulation
and the flexibility, behavior, and communication of agents in Agent-Based Simulation. The
different types of behavior or processes in each entity (agent) are designed with DE simulation
modeling. For instance, since lots of different products at different operations compete for
the same machines, the notion of queue in front of machines is needed. Therefore, queues
are designed with DE simulation where each work-center (group of machines with same
capabilities) is modeled as an agent. To complete its production process in the fab, every
lot (also modeled as an agent) needs to interact with other agents via different rules in such
a way that all interactions generate the overall system behavior, see Sadeghi et al. (2016).
The Agent-Based simulation model is used to ensure these interactions. The main types of
agents are the lots and work-centers. Secondary agents are non-physical components such as
operations and routes. The interaction and behavior of agents are taken into account in the
production logic implementation. Input data (work-centers, routes, additional operational
parameters, etc.) are supported by an Excel file format.

In the production logic (last panel of Figure 2.5), after releasing a lot in the system, a
route identification (Route ID) is associated with the lot depending on the lot type. In the
next stage, the first operation is requested and allocated to a qualified work-center. As an
operation can be treated in different work-centers, the work-center with the smallest queue
is selected. The process continues as in the previous stage until the last operation of the
route is completed. Then, the lot exits the system.
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Figure 2.5: Conceptual model of simulation model

System performance evaluation

To analyze the system performance, qualitative evaluations such as good, fair, adequate, and
poor are vague and difficult to use in any meaningful way. Instead, quantitative performance
measures are preferable. The process of choosing appropriate manufacturing performance
measures is difficult due to the complexity of these systems. To be successful, production
systems must deliver the products with the desired functions, aesthetics, and high-quality
to the customers at the right time. To do so, several performance measures exist, such as
cycle time, Work-In-Process inventory, throughput, productivity, and service levels. In the
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following, we provide an overview of the most commonly used performance and productivity
evaluation metrics in the semiconductor industry. The goal is to understand both the impact
of the different metrics and the relationship between them.

The selection of input parameters depends on the current status of the fab under study
and the use of the simulation model. For instance, parameters such as the warm-up time
(the time when the factory is loading) should be taken into account since we assume that we
are not working with a new factory. The simulation model is related to operational control,
and the main input parameters are:

— The number of lots started in the system per week,

— The total number of lots to produce, this parameter depends on the simulation horizon
(the longer the simulation horizon, the larger the total number of lots to produce),

— The number of products in the mix,
— The warm-up time or initial Work-In-Process, and
— The priority of each product.

In order to compare the factory expected and actual realizations, theoretical parameters
based on historical data can be used as auxiliary parameters. When considering operational
decisions in the simulation model, common auxiliary parameters are the theoretical cycle
time of each product, the theoretical throughput, and the theoretical yield. The simulation
model is designed based on an objective that drives the modeling. The objective is mainly
evaluated via defined Key performance Indicators (KPIs) which outline the achievement of
the objective. Thus, Key Performance Indicators are decided at the highest level and support
the overall long-term strategic objectives of the factory and they are in turn supported by
metrics at local level as shown on 2.6.
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Figure 2.6: Objectives and Metrics

The main objectives to optimize at the operational level are:
— The average and the standard deviation of cycle times,
— The throughput, i.e., the number of wafers produced,

— The output variability on cycle times and throughput,
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— The on-time delivery,
— The yield percentage
In general, the metrics that support these objectives are:

— The number of moves (productivity),

The average Work-In-Process in the system for each product,

The machine utilization, and
— The Work-In-Process balancing.

The main objectives optimized in this thesis to analyze the effectiveness of the global schedul-
ing approach are the output variability on cycle times and throughput, the throughput (num-
ber of completed wafers), and the cycle times. Other objectives are being defined depending
on the strategy to follow, such as speed up products to minimize their cycle times, balancing
the Work-In-Process to satisfy estimated throughput or satisfying cycle time targets, etc.

2.3.2 Exchange/Communication Interface between Simulation Model
and Global Scheduling Approach

The input/output exchange/communication implements the communication strategy be-
tween the aggregate global scheduling model and the simulation model. Since the sim-
ulation model considers a granularity (process unit is one lot) that is different from the
granularity of the global scheduling model which process quantities, this section describes
the exchange/communication allowing the simulation and optimization models to feed each
other with input/output data, see Figure 2.7.
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Figure 2.7: Exchange of information between the global scheduling model and the simulation
model

The global scheduling model implements the global scheduling strategy, which guides
scheduling decisions at the work-center level in the factory (represented by the simulation
model) by providing objectives in terms of production targets, i.e., product quantities to
complete for each operation and at each period on a scheduling horizon. As the global
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scheduling optimization model is actually embedded in the code of the simulation model,
the interface of the exchange/communication is of great importance and should be clearly
defined.

There is a significant number of papers in the literature where simulation and optimiza-
tion are combined in semiconductor manufacturing. However, it seems that there is no paper
that discusses the interface of the exchange/communication between optimization and sim-
ulation. A review of simulation optimization methods with application in semiconductor
operational problems can be found in Ghasemi et al. (2018).

Analyzing the system under study before setting up the exchange/communication inter-
face is crucial. Indeed, it is difficult to define the interface for the exchange/communication
without deciding whether the combination of the global scheduling model and the simulation
model should be a System or a System Of Systems (SOS). The difference between a System
and a System Of Systems (SOS) lies essentially in its components. A System Of Systems is
a System. However, the components of a SOS act as autonomous systems (Boardman and
Sauser (2006)). Based on this autonomous property of an SOS, we consider in this thesis
that the combination of the simulation model and the global scheduling model is an SOS.
The simulation model can be executed correctly without the global scheduling model and
the latter can work independently outside the simulation model. For more details on SOS,
see Boardman and Sauser (2006) and Gorod et al. (2008).

The interface of the exchange/communication ensures the analysis of the primary cor-
rectness function of the global scheduling model. It also ensures that each part of the SOS,
the simulation model and the global scheduling optimization model can operate indepen-
dently. In this thesis, the simulation model is used to evaluate the global scheduling model.
The simulation-based optimization framework and the connectivity interface which links the
simulation model and the global scheduling model are discussed below.

Simulation-based optimization framework

Figure 2.8 describes the components of the simulation-based optimization framework.
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Figure 2.8: Simulation-based Optimization Framework

The simulation-based optimization framework includes both systems that form the SOS
(the simulation model and the global scheduling optimization model) and the interface of
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the exchange/communication (connectivity interface).
The simulation model in the framework has the following elements:

— A meta-model (see the first panel of Figure 2.5), which describes the entities involved
in the simulation model (fab, product, lot, route, machine, operations, etc.) and their
relationships,

— Parameters, that represent different adjustable characteristics of the simulation model
such as started lots per week, total number of lots to produce, warm-up time, priority
of each product, etc.,

— A model structure, which specifies the interactions of entities in the production logic
(see the last panel of Figure 2.5).

The global scheduling model includes the following elements:

— A Linear Programming model that materializes global scheduling strategies. It includes
an objective function, constraints and variables,

— Parameters associated with the global scheduling strategies such as the scheduling
horizon, the duration of the period in the scheduling horizon and the triggering horizon.

The interface of exchange/communication

The interface of exchange/communication (connectivity interface) includes the following el-
ements:

1. Coordination represents the way both systems are synchronized in an SOS environment.
The main mechanism used in this thesis to make the coordination efficient is based
on the running order. The SOS begins with the run of the simulation model on
the triggering horizon. Next, the global scheduling optimization model is called in
a rolling horizon by a simulation trigger event. After collecting dynamic parameters
from the current status of the simulation model, such as current Work-In-Process levels
in work-centers, and static parameters, such as future releases and aggregate resource
capacities, the global scheduling model is solved to determine production targets. In
the meantime, the simulation model is paused. When the optimization is completed
the production targets Yy, for product ¢ in operation [ and period p determined by the
global scheduling model is then imposed as constraints at the work-center level in
terms of production quantities of each product to complete at each operation in each
period. Then, the simulation model resumes and tracks these production quantities.

2. Interoperability corresponds to the way the simulation model and the optimization
model cooperate in order to achieve the objective of the SOS, i.e., the optimization
of different objectives. The simulation aims at satisfying the objectives sent by the
global scheduling optimization model in terms of production targets. A mechanism
based on a controller variable is used, which indicates whether the production target
of a particular product is reached at a given operation in each period. In addition, the
interoperability ensures that the future product releases collected as static parameters
are properly synchronized with the product release scheme in the simulation. Finally,
the interoperability guarantees that, in the simulation model, the representation of
the parameters of the global scheduling optimization model (the scheduling horizon,
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the triggering horizon and the duration of each period in the scheduling horizon) are
transformed from periods units to simulation time units.

3. Input/output sharing data and aggregation represent the way static and dynamic data
are collected and aggregated. For example, machines are grouped in work-centers (each
work-center includes machines with the same capabilities), the sum of the capacities
of the machines in the work-centers are aggregated as individual capacity of the work-
center, quantities of lots at each operation are used in the global scheduling model
instead of individual lots, etc.

The connectivity interface that links the simulation model and the global scheduling
model is presented on Figure 2.9.
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Figure 2.9: Connectivity interface linking the simulation model and the global scheduling
model

In the simulation model, three dynamic events are in charge of the communication be-
tween the simulation model and the global scheduling optimization model:

— The interoperability event, which ensures that the production targets, defined by the
global scheduling optimization model, are followed in the simulation model using the
controller variables which track production quantities in each period in the triggering
horizon,

— The data event, which collects all static and dynamic parameters needed by