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Henning Samtleben Professeur ENS de Lyon Directeur de thèse
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Résumé

La supergravité est l’extension supersymétrique de la relativité générale. Elle est notamment
fondamentale à l’étude de la théorie des cordes, un des candidats prometteurs à l’unification des forces
fondamentales. Cette dernière présente des dualités, c’est-à-dire des symétries reliant des solutions a
priori différentes, et prédit des corrections en dérivées d’ordre supérieur à la relativité générale. La
première partie de cette thèse est dédiée à l’étude conjointe de ces corrections et des dualités, grâce aux
outils de la supergravité. Nous décrivons dans un premier temps comment la supergravité peut être
utilisée pour étudier la théorie des cordes dans la limite des faibles énergies. Nous introduisons ensuite
la notion de dualité sur l’exemple de la dualité T. Après un bref passage en revue des travaux récents
des interactions entre dualité T et dérivées d’ordre supérieur, nous étudions explicitement comment
cette dualité est réalisée dans le cas de la théorie des cordes bosoniques lorsque des corrections en
dérivées d’ordre quatre sont incluses. Ceci nécessite le développement d’une procédure systématique
pour écrire l’action de la théorie dans sa forme la plus simple. Cette procédure utilise les outils de la
combinatoire, que nous introduisons, combinés à des redéfinitions des champs. Nous montrons que,
pour être préservées, les transformations de dualité doivent être déformées. Elles sont corrigées via un
mécanisme de type Green-Schwarz, qui n’avait pas pu être mis en évidence dans les études précédentes.
Une fois ces déformations identifiées, l’action corrigée est écrite de manière à rendre explicite la dualité.
Nous étendons finalement ce résultat au secteur bosonique de la théorie des cordes hétérotique, après
troncation des champs vectoriels de Yang-Mills.

La supergravité est également essentielle à la correspondance AdS/CFT, qui conjecture l’équivalence
entre certaines théories conformes des champs en dimension d et des supergravités en espace-temps
anti-de Sitter de dimension d + 1. La correspondance AdS3/CFT2 est particulièrement prometteuse,
grâce à la bonne connaissance des théories conformes à deux dimensions. La seconde partie de
cette thèse est consacrée à l’étude des supergravités tridimensionnelles préservant des supersymétries
demi-maximales, et plus particulièrement de leurs solutions anti-de Sitter. Nous commençons par
décrire les principaux aspects de la correspondance, et détaillons l’importance de la supergravité dans
ce contexte. En pratique, la correspondance se base sur la connaissance des solutions de la supergravité
de la forme AdS3×K, avec K un espace compact. Une classification de ces solutions peut être conduite
grâce à une classification des vides AdS3 de la supergravité tridimensionnelle. Après une présentation
des supergravités jaugées avec supersymétrie demi-maximale à trois dimensions, nous classifions leurs
solutions AdS3 préservant N = (8, 0) supersymétries. Nous étudions ensuite les champs des vides
AdS3 ×K. La réduction dimensionnelle sur K induit l’apparition, dans la théorie à basse dimension,
d’une infinité de champs massifs, appelés modes de Kaluza-Klein. Ces modes sont fondamentaux,
dans la mesure où ils sont duaux aux operateurs de la théorie conforme, avec leurs masses liées aux
dimensions conformes des opérateurs. Nous développons une méthode pour calculer le spectre des
masses Kaluza-Klein, en utilisant les outils des théories des champs exceptionnelles. La méthode
s’applique à tous les vides qui sont des troncations consistentes d’une théorie à plus haute dimension,
quelles que soient les symétries préservées. Nous illustrons son efficacité sur plusieurs exemples.

v





Contents

Remerciements i

Foreword iii
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General introduction

General relativity is the physical theory devoted to the study of gravitational interactions, the
interactions between massive objects. First stated by A. Einstein in 1915, it describes gravitation as
an interaction between spacetime and matter: spacetime is thought to be dynamic, it bends under
the effect of matter, whose motion is modified by this curvature. Thus, the Earth does not rotate
around the Sun because of some attractive forces, but rather follows a trajectory predetermined by
the Sun’s influence on the spacetime that surrounds it. Since its birth, more than one century ago,
general relativity has led to lots of predictions, as the dynamic nature of the universe, or the existence
of gravitational waves and black holes, which received spectacular experimental confirmations: E.
Hubble observed in 1929 that the universe is expanding [1], gravitational waves were first measured in
2015 by the LIGO cooperation [2] and in 2019 the Event Horizon Telescope collaboration revealed
the first direct observation of a black hole [3]. These theoretical and experimental successes make
general relativity one of the major achievements of modern physics, together with quantum field theory.
This latter theory describes the physics at small length scales, as the interactions between elementary
particles or the electrical conduction properties of solids. Its most successful accomplishment is the
so-called Standard Model, which accounts for the electromagnetic, weak and strong interactions in a
unified framework. On a technical level, these interactions are implemented through gauge symmetries,
symmetry transformations acting independently at each point of spacetime. Quantum field theory
is furthermore based on perturbation theory: to solve a given problem, one seeks an approximate
solution by deforming the exact outcome of a simpler problem. The Standard Model is the theory
whose predictions have been verified with the greatest accuracy, with experimental support up to 13
digits (see Ref. [4] for examples). Its last success is the detection of the Higgs boson in 2012 at the
LHC [5, 6].

Quantum field theory and general relativity describe physics at very different scales: the realm of
the former is the world of electrons, atoms and particle physics, while the kingdom of the latter is
the world of stars, galaxies and phenomena involving large amounts of matter and energy. Although
these domains of validity are usually well-separated, there are particular situations where quantum
corrections to general relativity are needed: as the universe is expanding, there was a period, in the
distant past, when the universe was much smaller than it is now, but with the same amount of matter,
and therefore had a much higher density. The interior of black holes also constitutes an environment
where gravitational and quantum effects need to be considered at the same time. However, these
situations are not reproducible as laboratory experiments, nor accessible to astronomical observations.
The search for a consistent theory of quantum gravity is thus quite peculiar, compared to how research
in theoretical physics is usually conducted. The need for a new theory is typically motivated by an
experiment whose results do not fit into any existing model. The new model is validated if it can explain
the initial experiment while remaining consistent with the pre-existing results, and can then be used to
predict new physical phenomena. This often requires several back and forth between experiments and
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2 General introduction

theory. On the contrary, theoretical physicists searching for quantum gravity must rely on theoretical
thinking only, building the theory from what they think it should be. The theory is not constrained by
some experimental results, but by its conceptual and mathematical consistency. Of course, one can
base one’s thinking on well-established theories, like quantum theory and general relativity. However,
naively applying to gravitation the recipe that succeeded for the Standard Model leads to infinite
physical quantities1, so that the resulting theory fails to predict anything.

The conciliation of quantum field theory and general relativity then requires a careful analysis of
their foundations, to determine which of their principles should remain unchanged and which should
be modified. This analysis results in a first obstacle, that explains the failure of the previous naive
approach: while the spacetime of general relativity is flexible and dynamic, quantum field theory relies
on a rigid and fixed background spacetime, around which the perturbation expansion is performed.
One needs therefore an entirely new framework to quantize gravity. There are roughly speaking two
different approaches to build this framework: one can either (i) keep the usual ideas of quantum
field theory, as the perturbative methods, and look after a fundamental theory that features general
relativity as a peculiar limit, or (ii) take seriously the lessons from general relativity, and demand for
a dynamic background in the quantum limit. Among the first category, one finds supergravity [7],
which couples general relativity with a new symmetry, called supersymmetry, that partially cures the
divergences appearing in the quantization, as well as string theory [8], that trades the point particles
for one-dimensional extended objects, called strings. The second category features for example loop
quantum gravity [9], that rejects the perturbative framework of quantum field theory and predicts that
space is quantized and composed of beads of length given by the Planck length `P ' 10–35 m. This list
is of course non-exhaustive, we can also cite the twistor theory, non-commutative geometry, matrix
models, etc.

Supergravity is the combination of two major concepts: gauge theories, which initiated the success of
the Standard Model, and supersymmetry. First developed in the seventies [10, 11], the supersymmetry
transformations relate the two different types of particles, bosons and fermions, which are otherwise
disconnected. By studying the theories invariant under these global transformations, it has been
observed that supersymmetry softens the divergences from which quantum field theories typically
suffer. Together with the effectiveness of gauge symmetries to describe fundamental interactions, this
motivated the search for a gauged form of supersymmetry [12, 13]. It was found that requiring such a
symmetry imposes general relativity as part of the resulting theory. This explains why field theories
invariant under local supersymmetry are called supergravities. In an equivalent manner, supergravity
could be defined as the supersymmetric extension of general relativity. It features a novel type of
fermionic particle, called gravitino or Rarita-Schwinger field, with a spin 3/2 (while fermions usually
have a spin 1/2). As initially hoped, the quantization of supergravity is better controlled than the one of
general relativity, but the quantum theory may still feature some divergences: the infinities are only
postponed to higher orders in the perturbative expansion. A particular form of the theory, named
“maximal”, may be free of divergences to all order in perturbation theory, as conjectured in Ref. [14].
From the experimental point of view, the gravitino has too weak couplings to other particles to be
detected. However, it has long been thought that evidences for supersymmetry could be detected by

1Naive quantization of the Standard Model also leads to infinite quantities, but one can add to the theory a finite number
of corrections to cure these infinities. The Standard Model is said to be renormalizable. This procedure fails for quantum
gravity, as an infinite number of corrections is needed.



General introduction 3

experiments at the LHC. Even though there were no such manifestations so far, supergravity has already
shed more light on the peculiar properties of quantum gravity, and has found applications in cosmology,
strongly coupled systems and mathematics.

One of the most intriguing properties of supergravity is its rich relation to string theory: supergravity
appears as the low-energy limit of string theory. This latter is a quantum field theory of extended
objects. It describes the vibrations of strings on a fixed background spacetime, and interprets their
excitation modes as particles states. Among those states, there is a spin-2 mode which corresponds
to fluctuations of the metric around the fixed background. Gravity is thus built in, and described
with corrections compared to general relativity. These corrections take the form of higher-derivative
couplings. The consistency of the theory requires supersymmetry, which yields new particles and
couplings, and six additional spatial dimensions, giving rise to a ten-dimensional spacetime. To describe
our four-dimensional universe, the extra dimensions are compactified: they are considered compact
and small enough that they are invisible on all accessible scales. This dimensional reduction induces
gauge symmetries in low dimensions, giving rise to physical interactions. It is also the origin of so-called
dualities, novel symmetries that link seemingly different string theories. On top of being a candidate
for a consistent theory of quantum gravity, string theory is at the origin of the AdS/CFT correspondence.
This is a conjectured equivalence between string theory on peculiar backgrounds, called anti-de Sitter,
and conformal field theories. It allows distinct and complementary descriptions of the same phenomena,
giving in particular the possibility to study strongly coupled quantum theory using the tools of weakly
coupled gravity.

Supergravity is fundamental to study the implications of string theory. In the first part of this thesis,
we study the interplay between string dualities and higher-derivative corrections. We first review in
more details how supergravity could be used to describe the dynamics of the lowest-energy string
modes, and explain what is a duality on the example of T duality, which appears when considering
dimensional reduction on the torus. After a brief review of recent developments regarding T duality in
the context of higher-derivative corrections, we explicitly study how T duality is realized for the bosonic
string when four-derivative corrections are included. To do so, we develop a systematic procedure
that brings the action into a minimal form. This procedure uses the tools of combinatorics, which we
introduce, combined with careful use of field redefinitions. We show that, in order to be preserved,
the duality transformations need to be deformed. They acquire corrections through a Green-Schwarz
type mechanism, which has been invisible in all the reductions considered so far. We finally extend the
result to the bosonic sector of the heterotic string theory, after truncating the Yang-Mills gauge fields.

The second part is dedicated to the study of three-dimensional supergravities, with a focus on
half-maximal theories and their anti-de Sitter vacua. This finds applications in the AdS3/CFT2 corre-
spondence, which is one of the most promising playgrounds to study the AdS/CFT correspondence,
as conformal theories in two dimensions are well known. We start by reviewing the main features
of this correspondence and detail the importance of supergravity in this context. Practical use of the
correspondence requires knowledge of supergravity solutions of the form AdS3×K, with some compact
space K. A classification of such solutions can start directly from a classification of AdS3 solutions of
three-dimensional supergravity. After a presentation of half-maximal gauged supergravities in three
dimensions, we give a classification of their fully supersymmetric chiral N = (8, 0) AdS3 vacua. We
then turn to the study of the fields of the full AdS3 ×K solutions. The compactification on K induces
the appearance of infinitely many massive fields in the low-dimensional theory, called Kaluza-Klein
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modes. They are fundamental, as they are dual to the operators of the CFT, with masses related to
conformal dimensions. We develop generic tools to compute Kaluza-Klein mass spectra around AdS
vacua that sit in half-maximal gauged supergravity in three dimensions. To do so, we use the framework
of exceptional field theory, which provides a duality covariant formulation of the higher dimensional
supergravities, and in particular allows to parametrize efficiently the reduction. The formalism applies
to any vacuum that arises from a consistent truncation of higher-dimensional supergravity, no matter
what symmetries are preserved. We finally illustrate its efficiency on several examples.



Part I
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corrections





11 Chapter

Introduction

String theory is a quantum theory of gravitation, that predicts corrections to general relativity even
classically. It features hidden symmetries, called dualities, that relate a priori different configurations
of the theory. It also includes an infinite number of higher-derivative corrections to the classical
two-derivative Einstein-Hilbert action. This part of the thesis is dedicated to the study of the interplay
between duality and higher-derivative corrections, using the tools of supergravity. It is based on Ref. [B,
C]. We focus on T duality, a duality characteristic to string theory once compactified on a torus, and on
the bosonic string theory.

This introductory chapter briefly reviews the concepts needed to properly tackle this problem.
Sec. 1.1 and 1.2 first introduce the notions of higher-derivative corrections, which are governed by
an expansion in the inverse string tension called α′, and of T duality, following Ref. [8, 15]. We then
present recent works regarding their interplay in conventional dimensional reduction in Sec. 1.3 and in
the context of double field theory in Sec. 1.4. We finally close the chapter with the outline of Part I in
Sec. 1.5.

1.1 String effective action and α′ expansion

In the same way that a point particle describes a worldline, a string sweeps a wolrdsheet. It is a surface
in spacetime, parametrized by a spacelike coordinate σ (that describes position along the string) and a
timelike coordinate τ , forming a vector ξα = (τ ,σ). We choose the coordinate σ to be dimensionless
and focus on closed strings, for which σ is periodic with range σ ∈ [0, 2π[.

The dynamics of a string in a flat D-dimensional spacetime of coordinates Xµ, named the target
space, can be described by the Polyakov action

SP =
1

4πα′

∫
d2ξ
√

–γ γαβ ∂αXµ∂βXν ηµν , (1.1)

where ηµν is the D-dimensional Minkowski metric and γαβ is a dynamic metric on the worldsheet, of
determinant γ. The parameter T = 1/(2πα′) is an energy per unit length and hence a tension, proper
to the string. In the following, we will write every speed in units of the speed of light c and every
action in units of the Planck constant h̄. With this system of units, all fundamental dimensions we will
encounter (time, length, mass and energy) can be expressed in term of a unique one2, say a length.
The parameter α′ is then a squared length, to which we can associate a length scale `s by

`s =
√
α′. (1.2)

The string scale `s is the natural length in string theory.

2[length] = [time] = [energy]–1 = [mass]–1.

7
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8 Part I Chapter 1 – Introduction

The Polyakov action (1.1) is invariant under Poincaré transformations of the target space and
diffeomorphisms on the worldsheet. It is also invariant under the Weyl transformation

Xµ(ξ)→ Xµ(ξ), γαβ(ξ)→ Ω2(ξ) γαβ(ξ). (1.3)

This is a gauge symmetry of the string, that plays a central role in the description of its dynamics.
For example, it restricts the possible worldsheet interactions to those that guarantee that the total
stress-energy tensor is traceless:

Tαα = 0. (1.4)

The quantization of the action (1.1) imposes D = 26 and leads to a particle spectrum made of
a finite number of massless states and an infinite tower of massive excitations. The massive states
have masses of order the Planck mass and can be disregarded if one wishes to study the low-energy
consequences of string theory. Thus, we focus here on the massless states, described by the spacetime
fields

gµν(X), Bµν(X) and φ(X). (1.5)

gµν is traceless and symmetric. It describes a massless spin-2 field identified with the metric on the
target space. Bµν is antisymmetric, with gauge symmetry δ

λ̃
Bµν = 2 ∂[µλ̃ν], and φ is a scalar, named

the dilaton. The bosonic string theory thus naturally includes gravity, coupled to a two-form and a
scalar field. Those fields describe the background in which the string moves.

In particular, this implies that the target space is curved, whereas we assumed it was flat in Eq. (1.1).
We can in fact couple the string to the background fields (1.5) directly in the worldsheet action, by
considering the following non-linear σ-model:

S =
1

4πα′

∫
d2ξ
√

–γ
[
γαβ ∂αXµ∂βXν gµν(X) + εαβ ∂αXµ∂βXν Bµν(X) +

α′

2
R(2d) φ(X)

]
. (1.6)

εαβ is the two-dimensional Levi-Civita tensor, and R(2d) is the scalar curvature of the worldsheet. The
action (1.6) is no longer quadratic in Xµ, and thus describes an interacting theory. To understand these
interactions in more detail, let us focus on the first term and let us consider the conformal gauge3,
where

Sg =
1

4πα′

∫
d2ξ ∂αXµ∂αXν gµν(X). (1.7)

We now expand this action around a classical solution, given by a string sitting at x µ0 :

Xµ(ξ) = x µ0 + `s Yµ(ξ), (1.8)

with Yµ some dynamical fluctuation. Thanks to the factor `s, Yµ is dimensionless and an expansion in
powers of Yµ makes sense. Such an expansion gives

Sg =
1

4π

∫
d2ξ ∂αYµ∂αYν

[
gµν(x0) + `s gµν, ρ(x0) Yρ +

`2s
2

gµν, ρσ(x0) YρYσ + . . .

]
, (1.9)

where the tensors gµν, ρ, gµν, ρσ are the coefficients in the Taylor expansion of gµν around x0. They play
the role of coupling constants for the interactions of Yµ. To identify the strength of those couplings, let

3We use the diffeomorphisms and Weyl invariance to gauge fix the worldsheet metric to γαβ = ηαβ .
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us schematically define the radius of curvature rc of the target space as ∂g/∂X ∼ rc. From Eq. (1.9), we
see that the effective dimensionless coupling constant is given by

`s
rc

=

√
α′

rc
. (1.10)

We can then use perturbation theory to study the action (1.6) if the radius of curvature is much greater
than the characteristic length scale of the string. This perturbative expansion is called the α′expansion4.
The limit α′ → 0 is named the low-energy limit of string theory5. As α′ is a dimensionful parameter,
the terms of order higher than one in the expansion are of order higher than two in derivatives.

As pointed out above, the Weyl invariance of the action (1.1) is a fundamental feature of string
theory. The action (1.6) will define a consistent string theory only if its quantization is Weyl-invariant.
This invariance is expressed by Eq. (1.4). The stress-energy tensor has trace

Tαα = –
1

2α′
β

g
µν γ

αβ ∂αXµ∂βXν –
1

2α′
βB
µν ε

αβ ∂αXµ∂βXν –
1
2
βφ R(2d), (1.11)

where [16]

β
g
µν = α′

(
Rµν +∇µ∇νφ –

1
4

HµρσHν ρσ
)

+O
(
α′2
)

,

βB
µν =

α′

2
(
–∇ρHρµν +∇ρφHρµν

)
+O

(
α′2
)

,

βφ =
α′

4

(
–�φ+∇µφ∇µφ –

1
6

HµνρHµνρ
)

+O
(
α′2
)

.

(1.12)

Here, Rµν is the Ricci tensor for the metric gµν , Hµνρ = 3 ∂[µBνρ] is the field-strength associated to Bµν ,
� = ∇µ∇µ and the indices are raised using the inverse metric gµν . The condition (1.4) is equivalent
to the requirement βg

µν = βB
µν = βφ = 0. These equations can be seen as the equations of motion

for the background fields. The D = 26-dimensional spacetime action whose equations of motion are
equivalent to the vanishing of Eq. (1.12) is

S =
∫

d26X
√

–g e–φ
(

R + ∂µφ∂
µφ –

1
12

HµνρHµνρ
)

, (1.13)

with g the determinant of gµν and R the scalar curvature. This is the low-energy effective action of the
bosonic string.

It is a low-energy limit in the sense that we did not consider higher-order α′ corrections in
Eq. (1.12). As the action (1.13) is independent of α′, it does not contain any explicitly ”stringy” effects.
The corrections intrinsic to string theory reside in higher-derivative corrections to the effective action.
It is however a highly non-trivial task to compute these corrections, and complete results are available
at first order in α′ only. The first-order α′ extension of the bosonic string action (1.13) is given, up to
field redefinitions, by [17]

S1 =
1
4
α′
∫

d26X
√

–g e–φ
(

RµνρσRµνρσ –
1
2

HµνλHρσλ Rµνρσ –
1
8

H2
µνH2µν

+
1
24

HµνρHµσλHνλ
τHρτ σ

)
,

(1.14)

4String theory features a second expansion, in the string coupling gs, which intervenes in string interactions.
5Note that we have already implicitly taken this limit, when restricting ourselves to massless excitations.
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where H2
µν = HµρσHνρσ and Rµνρσ is the Riemann tensor. The heterotic string features similar

corrections (see Chap. 4). The case of the type II string is peculiar, as its first α′ corrections occur at
order α′3 (eight-derivative). These corrections are not completely known yet. Only the terms in the
gravitational sector are fully known [18–20].

1.2 Compactification and T duality

In string theory, the spatial extension of the string fundamentally changes the procedure of compactifi-
cation. Consider a two-dimensional target space, with one non-compact dimension X and one compact
dimension Y of radius R (Fig. 1.1). Due to its spatial extension, a closed string could describe a
non-trivial path in such a target space. We do not necessarily have Y(τ ,σ + 2π) = Y(τ ,σ) (which will
be verified in case of a non-compact dimension): it is possible that the string encircles the compact
direction, i.e. that, while going all over the string, we describe turns around the Y direction. For
example, in each case in Fig. 1.1, we have Y(τ ,σ+ 2π) = Y(τ ,σ) + 2πwR, where w ∈ Z is the so called
winding number, which describes the topological behaviour of the string. Then, all string configurations
are not equivalent once there are compactified dimensions. We will see in the following sections that
there exists a hidden symmetry, called T duality, that links together some string configurations.

1.2.1 Toroidal compactification

Here, we are interested in the simplest compactifications of string theory, in which several dimensions
are periodically identified, following Ref. [8, 21, 22]. The target space is then

MD × T d, (1.15)

with MD a non-compact D-dimensional manifold, which describes the low-dimensional spacetime,
T d the d-dimensional spatial torus, which describes the internal spacetime, and D + d = 26. The 26
spacetime coordinates then split into D non-compact external coordinates Xµ and d compact internal
ones, noted Ym. The spacetime metric separates into a D-dimensional metric gµν , d vectors A(1) m

µ and
a symmetric scalar matrix Gmn, and the two-form similarly decomposes into a D-dimensional two-form

R

X

Y

w = 0
(i)

w = 1
(ii)

w = 2
(iii)

Fig. 1.1 Schematic representation of the possible topological behaviours of the string
in a two-dimensional target space with one compact direction Y of radius R. In cases
(ii) and (iii) the string wraps around the compact dimension, respectively once and
twice, whereas in case (i) it does not. The number w, called winding number, describes
the behaviour of the string and plays a fundamental role in its spectrum. Inspired by
Ref. [8].
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Bµν , d vectors A(2)
µm and a anti-symmetric scalar matrix Bmn

6.
In the following, we will concentrate on the purely internal part and neglect the dilaton, i.e.

we restrict to the scalar fields Gmn and Bmn. In this sector and adopting the conformal gauge, the
worldsheet action (1.6) reduces to

1
4πα′

∫
d2ξ
[
∂αYm∂αYnGmn(X, Y) + εαβ∂αYm∂βYnBmn(X, Y)

]
. (1.16)

The internal coordinates Ym represent compact directions of radius R, and verifyYm ∼= Ym + 2πR,

Ym(τ ,σ + 2π) = Ym(τ ,σ) + 2πwm R.
(1.17)

The first equation is the periodic identification that defines the toroidal compactification, whereas the
second one gives the topological behaviour of the string, with winding number wm in direction Ym.
The canonical momentum associated to Ym is

Pm =
1
α′
(
Gmn∂τYn + Bmn∂σYn). (1.18)

As the string wavefunction includes a factor eiP·Y , the periodicity given in Eq. (1.17) imposes a
quantization of the momenta

Pm =
qm
R

, qm ∈ Z, (1.19)

so that the wavefunction is monovalued.
Let us now evaluate the spectrum of the string. Solutions of the equations of motion, together with

Eq. (1.18) and (1.19), satisfy the right and left movers decomposition Ym(τ ,σ) = Ym
L (τ+σ)+Ym

R (τ –σ),
where

Ym
L (τ + σ) =

ym

2
+
α′

2
pL nGnm (τ + σ),

Ym
R (τ – σ) =

ym

2
+
α′

2
pR nGnm (τ – σ),

with


pL m =

qm
R

+ (Gmn – Bmn)
wnR
α′

,

pR m =
qm
R

– (Gmn + Bmn)
wnR
α′

.
(1.20)

We neglect here the oscillators and restrict to the zero mode. The Hamiltonian and the constraint given
by Weyl invariance take then the form

H =
1
2

(
p2

L + p2
R

)
=

qm
R

Gnm qn
R

+
Rwm

α′

(
G – BG–1B

)
mn

Rwn

α′
+ 2

Rwm

α′
BmkGkn qn

R
,

1
2

(
p2

L – p2
R

)
= 2 qnwn.

(1.21)

From Eq. (1.20) and (1.21), (pL, pR) forms an even lattice with respect of the pseudo-scalar product
of signature (d, d), and it can be shown that this lattice is self-dual [8]. These even self-dual lattices
have been classified and are linked within each others through O(d, d,R) transformations. O(d, d,R) is
the group of real orthogonal matrices with respect of the pseudo-scalar product of signature (d, d), i.e.

∀O ∈ O(d, d,R), OtηO = η, where η =

(
0 1

1 0

)
, (1.22)

6These decompositions will be exposed in details in Chap. 2.
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η being defined as a block matrix with square d×d blocks. As each couple (pL, pR) corresponds to a given
background geometry and a given spectrum, O(d, d,R) generates the moduli space of the compactified
string. It is nevertheless not a symmetry of the theory, as the Hamiltonian (1.21) involves the usual
scalar product of signature 2d for the vectors (pL, pR). Thus, most O(d, d,R) transformations produce
inequivalent theories. The Hamiltonian is however invariant under the action of O(d,R) × O(d,R),
which acts separately of pL and pR. The moduli space is then given by the coset

O(d, d,R)/
(
O(d,R)× O(d,R)

)
, (1.23)

up to some dualities which are discussed in the next section. This coset has dimension d2, we recover
the degrees of freedom given in Gmn and Bmn.

As O(d, d,R) plays a central role in our description, we could make the 2d× 2d structure explicit
defining a generalized metric

HMN =

(
(G – BG–1B)mn (BG–1)m

n

–(G–1B)m
n Gmn

)
∈ O(d, d,R). (1.24)

The Hamiltonian (1.21) then becomes

H = Vt MHMNVN, with VM =

(
Rwm/α′

qm/R

)
. (1.25)

Here VM is a d + d vector counting the winding and momentum modes, corresponding to (pL, pR). It
unifies those modes in a unique object.

1.2.2 T duality

We may now wonder what is the duality group for toroidal compactification, i.e. what subgroup of
O(d, d,R) leaves the physics invariant. A necessary condition for such a subgroup is to leave the
spectrum invariant. One should also show that all correlation functions are preserved, but we will here
focus on the spectrum. There are three types of contribution.

Integer shift of Bmn Let Θ ∈ A(d,Z) be a d× d antisymmetric integer matrix and consider

ΓΘ =

(
1 Θ

0 1

)
∈ O(d, d,R). (1.26)

The action of ΓΘ on H, given by Γt
ΘHΓΘ, consists in the shift B→ B – Θ. It thus adds a total derivative

to the action (1.16). This contribution is topological and, as the components of Θ are integer, the shift
is of the form 2πZ and leaves the path integral unchanged.

Basis change preserving the periodicities Other transformations that preserve the spectrum are
spacetime coordinates change of basis that conserve the periodicities (1.17). They are defined as
Ym → Am

n Yn, with A ∈ GL(d,Z). The induced transformations on G and B are G → At G A and
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B→ At B A, which could be embedded in O(d, d,R) through

ΓA =

(
A 0
0 At –1

)
∈ O(d, d,R). (1.27)

Some of those transformations consist for example in permuting the spacetime coordinates Ym.

Factorized dualities The last class of duality transformations is composed of transformations of the
form

Γk =

(
1 – ek ek

ek 1 – ek

)
∈ O(d, d,R), (1.28)

where (ek)mn = δmkδnk is everywhere 0 except for the (k, k) component which is 1. The action of Γk
on VN amounts in the exchange of the winding and momentum modes in the direction Yk, together
with the redefinition of the radius is this direction as R→ α′/R. While Eq. (1.26) and (1.27) have a
geometric origin, Eq. (1.28) is a genuine duality transformation.

All together these three classes of transformations generate the duality group O(d, d,Z), which
we shall call the T-duality group. This group is a symmetry of the spectrum, which mixes winding
and momentum modes. The existence of this duality symmetry implies that, starting from a given
consistent background, one can generate others by applying O(d, d,Z) transformations. The explicit
transformation laws for Gmn and Bmn follow from Eq. (1.24):(

G′ – B′G′–1B′ B′G′–1

–G′–1B′ G′

)
= Γt

(
G – BG–1B BG–1

–G–1B G

)
Γ, (1.29)

for Γ ∈ O(d, d,Z). In the low-energy limit studied in Sec. 1.1, this duality is enhanced to invariance
under the continuous symmetry group O(d, d,R). For the two-derivative effective action (1.13), this
symmetry was first shown explicitly for the (cosmological) reduction to one dimension by Veneziano
and Meissner [23, 24] and later generalized to arbitrary d by Maharana and Schwarz [25], as we will
review in Chap. 2. Let us finally point out that the worldsheet action (1.16) features an additional
symmetry, namely the parity σ → –σ, that acts on the background as

Bmn → – Bmn. (1.30)

It represents the exchange of left and right movers.

1.3 T duality and α′ corrections

From Sec. 1.1 and 1.2, we learned that string theory includes general relativity, but modifies it in two
significant ways. First, the field equations receive an infinite number of higher-derivative corrections,
governed by the parameter α′. Second, once compactified, string theory features novel dualities, which
imply that theories defined on seemingly different backgrounds are actually equivalent. These are core
principles to the theory, and we may wonder how they interplay.

It was proven by Sen, using closed string field theory, that the O(d, d,R) symmetry of dimensionally
reduced theories is present to all order in the α′ expansion [26]. Let us schematically review its main
arguments, based on Ref. [27]. The main idea is to determine the symmetry of the action by studying
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the ones of the S matrix. Considering background fields independent of d of the spatial coordinates,
Sen showed that the correlation functions factorize into two different sectors, namely holomorphic
and anti-holomorphic ones, each of them being O(d,R) invariant, whatever the number of derivative
involved. The correlation functions, and hence the S matrix and the action, are then O(d,R)× O(d,R)
invariant to all orders in the α′ expansion. The action of this symmetry on the fields can be made
explicit at the lowest order in α′. It is given by Eq. (1.29) with

Γ =
1
2

(
R + S R – S
R – S R + S

)
, (1.31)

with R, S ∈ O(d,R). These matrices form an O(d,R)×O(d,R) subgroup in O(d, d,R). To this symmetry,
we should add the ones that cannot be captured in the S matrix analysis, namely the GL(d) symmetry
associated with the linear transformation of the compact coordinates and the shift symmetry of the
two-form (which are continuous generalizations of Eq. (1.26) and (1.27)). The diagonal subgroup
of O(d,R)× O(d,R), given by R = S in Eq. (1.31), is however a subgroup of GL(d), and should not
be counted twice. From O(d,R) × O(d,R) and GL(d), we get d(d – 1)/2 + d2 generators, and from
the B-shift d(d – 1)/2. All together, the symmetry group features d(2d – 1) independent generators,
which form O(d, d,R). This counting could be generalized to all orders in α′ [27], thus leading to the
conclusion that O(d, d,R) is a symmetry of the effective action to all orders in α′.

It remains however a highly non-trivial problem to actually display this symmetry when higher-
derivative α′ corrections are included. The transformation laws given by Eq. (1.29) and (1.31) are
valid at lowest order in α′ only, and they may need to be modified when we include higher-derivative
corrections. The identification of these laws is made particularly subtle by the possibility to perform field
redefinitions when corrections of higher order in α′ are included (see Ref. [28] for an example). First
significant progress was due to Meissner, who investigated the dimensional reduction of the bosonic
string effective action to one dimension, including the four-derivative terms of Eq. (1.14) [29]7. He
uncovered the expected O(d, d,R) symmetry, but this required a series of elaborate field redefinitions
(that in particular cannot all originate from covariant field redefinitions before reduction). Subsequent
work considered the reduction on a single circle [31] and reductions on a general torus but truncating
out all “off-diagonal” field components [32]. In all these truncations, there is a choice of field variables
for which the O(d, d,R) transformations are undeformed and given, for Gmn and Bmn, by Eq. (1.29).
This fact was used to classify all higher-derivative corrections in cosmology that, somewhat surprisingly,
only require (higher powers of) first-order time derivatives [33, 34]. The cases of corrections at orders
α′2 and α′3 have been recently studied, both in the context of compactifications on the circle [35–39]
and down to one dimension [40].

1.4 Higher-derivative corrections in double field theory

Before closing this introductory chapter, let us briefly review recent advances concerning higher-
derivative corrections in the context of double field theory. Double field theory is a formulation of the
bosonic supergravity (1.13) featuring a manifest T-duality invariance before dimensional reduction, by
virtue of a generalized spacetime with doubled coordinates [41–44]8. Starting from the action (1.13)

7For earlier work on the heterotic string see Ref. [30].
8See also Ref. [22, 45] for reviews.
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in a D-dimensional spacetime, the main idea of double field theory is to reorganize all the fields in
representations of O(D, D,R). As pointed out in Sec. 1.2, the background metric gµν and the two-form
Bµν naturally combine into the generalized O(D, D,R) metric

HMN =

(
(g – Bg–1B)µν (Bg–1)µν

–(g–1B)µν gµν

)
, (1.32)

with M, N ∈ J1, 2DK fundamental indices of O(D, D,R). They are raised and lowered using the invariant
metric ηMN defined in Eq. (1.22). We also introduce D coordinates X̃µ dual to the spacetime coordinates
Xµ, and define the generalized coordinates XM = {Xµ, X̃µ}. Under transformations h ∈ O(D, D,R), the
fields and coordinates then transform as XM → hM

N XN and HMN → hM
PhN

QHPQ. In terms of these
fields, the covariance under T duality is manifest.

The mechanism of doubling the coordinates is a bit artificial: the dual coordinates X̃µ have no
physical meaning9, they just allow a T-duality covariant formulation of the theory. The fields are thus
constrained to depend on the coordinates Xµ only, through the section constraint

ηMN ∂M ⊗ ∂N = 0, (1.33)

where ⊗ indicates that both derivative operators may act on different fields. This constraint is T-duality
invariant, as it should be. It is solved by imposing ∂̃µ = 0. All other solutions of Eq. (1.33) are linked
to this one through transformations of O(D, D,R).

The bosonic supergravity action (1.13) is symmetric under the riemannian diffeomorphisms
δλgµν = Lλgµν ,

δλBµν = LλBµν ,

δλφ = Lλφ,

(1.34)

with the Lie derivative LλVµ = λµ∂νVµ – Vν∂νλµ, and under gauge transformations

δ
λ̃
Bµν = 2 ∂[µλ̃ν]. (1.35)

In double field theory, the transformation laws for gµν and Bµν are unified into the gauge transformation
of the generalized metric HMN. The generalized gauge parameter is defined as ξM = {λµ, λ̃µ} and the
transformation law takes the form of the generalized diffeomorphism

LξHMN = LξHMN –HPN∂
PξM –HMP∂

PξN

= ξP∂PHMN +
(
∂Mξ

P – ∂PξM

)
HPN +

(
∂Nξ

P – ∂PξN

)
HMP.

(1.36)

Evaluating this expression for each component of HMN and imposing the section constraint (1.33), we
indeed get the fields transformations (1.34) and (1.35):Lξgµν = Lλgµν ,

LξBµν = LλBµν + 2 ∂[µλ̃ν].
(1.37)

9If one were to perform a dimensional reduction on a d-dimensional torus, one could separate the D coordinates into
D – d external coordinates and d compact internal coordinates. The dual compact coordinates would then be identified to
winding modes of the closed bosonic string.
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The generalized diffeomorphism also preserves the O(D, D,R) metric ηMN, whereas the usual diffeo-
morphisms do not. Generally speaking, the generalized diffeomorphism of a vector VM with no weight
is

LξVM = ξP∂PVM –
(
∂Pξ

M – ∂MξP

)
VP. (1.38)

One can then build a two-derivative action invariant under these transformations [44]. Once expressed
in terms of the D-dimensional fields and restricted to solutions of the section constraint, this action
reduces to Eq. (1.13).

Recently, the framework of double field theory has been extended to include the higher-derivative
α′ corrections of string theory. While the two-derivative double field theory can be written naturally
in terms of a generalized metric, there are obstacles when including higher derivatives, that require
a deformation of the framework, see Ref. [46–53]. It was proven in Ref. [54, 55] that the general α′

corrections of bosonic and heterotic string theory cannot be written in terms of the generalized metric,
so that in particular the O(D, D,R) transformations of double field theory get α′-deformed. Such a
formulation can however be obtained by setting up a generalized frame formalism for which O(D, D,R)
remains undeformed, while the local frame transformations receive α′ corrections [49, 54, 55]. In the
remainder of this section, we briefly review this construction.

We introduce a frame field EM
A, in terms of which the generalized metric (1.32) is given by

HMN = EM
AEN

BκAB, (1.39)

where flat indices are split as A = (a, ā), with a, ā ∈ J1, DK, and we assume κAB to be block-diagonal.
Since we make a priori no further assumption on κAB, there is a local GL(D)× GL(D) frame invariance,
acting as

δΛEM
A = EM

BΛB
A, (1.40)

where ΛA
B is constrained by the invariance δΛκAB = δΛηAB = 0, with ηMN = EM

AEN
BηAB. Then, the

generalized frame fields transform under generalized diffeomorphisms, global O(d, d,R) and local
GL(D)× GL(D) transformations, as

δEM
A = LξEM

A + ΓM
N EN

A + δΛEM
A. (1.41)

The GL(D)× GL(D) gauge transformation of the frame fields (1.40) can be consistently deformed
to include first-order α′ corrections. This deformation depends on two free parameters a and b of order
α′ [49]:

δΛEM
A = EM

BΛB
A +

(
a ∂[MΛC

BF(–)
N]B

C – b ∂[MΛC
BF(+)

N]B
C
)

E NA, (1.42)

where F(±)
MAB are proper projections of the generalized fluxes10

FMAB = 3 EM
CEN[C∂

NE P
AE Q

B] ηPQ. (1.43)

The deformation thus takes the form of a generalized Green-Schwarz transformation11 for the general-

10See Ref. [49] for more details.
11The original Green-Schwarz mechanism, which triggered the first superstring revolution, is needed to show that

gravitational and gauge anomalies can be canceled, for gauge groups SO(32) or E8 × E8, by an α′ deformation of the gauge
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ized frame fields. It preserves the O(D, D,R) structure and closes to first order. One can then build the
associated gauged invariant action, to first order in α′. This action is manifestly invariant under the
undeformed O(D, D,R) transformations, only the GL(D)× GL(D) gauge is modified. As there are two
free parameters (a, b), we get a two-parameter family of theories. For (a, b) = (–α′, –α′), this action
reproduces the bosonic string effective action of Eq. (1.13) and (1.14). The choice (a, b) = (–α′, 0)
corresponds to the heterotic string.

With the explicit parametrization (1.32), the transformation law (1.42) induces a non-covariant
Lorentz transformation for the two-form [49]:

δBµν = LλBµν + 2 ∂[µλ̃ν] +
a
2

Tr
(
ω(–)

[µ ∂ν]Λ
)

–
b
2

Tr
(
ω(+)

[µ ∂ν]Λ
)

, (1.44)

with the deformed spin connection ω(±)
µ a

b. The metric gµν also acquires a non-covariant Lorentz
transformation, that can however be suppressed by appropriate non-covariant field redefinitions at
order α′ (in a similar way to what Meissner observed in conventional compactification [29]). Such
redefinitions are not possible for Bµν (at least for generic a and b). Thus, we need to deform the
definition of the three-form field strength Hµνρ to ensure gauge invariance under Eq. (1.44). This is
done by defining

H̃µνρ = Hµνρ –
3
2

a Ω(–)
µνρ +

3
2

b Ω(+)
µνρ, (1.45)

with the Chern-Simons three-forms

Ω(±)
µνρ = Tr

(
ω(±)

[µ ∂ν ω
(±)
ρ] +

2
3
ω(±)

[µ ω(±)
ν ω(±)

ρ]

)
. (1.46)

In this formulation, the GL(D)× GL(D) gauge symmetry is deformed, but the O(D, D,R) invariance is
manifestly realized without deformation. However, if we fully gauge fix GL(D)× GL(D), the O(D, D,R)
transformations get deformed through compensating gauge transformations: preserving a given gauge
for EM

A imposes a relation between the gauge parameter Λ and the O(d, d,R) parameter Γ in Eq. (1.41).
Then, Bµν starts transforming under O(D, D,R).

Let us finally mention that the framework of α′-corrected double field theory has recently been used
to study higher-derivative corrections to so-called generalized dualities (Poisson-Lie duality, non-abelian
T-duality) and Yang-Baxter deformations of the bosonic string [57–61]. Second order corrections were
investigated in Ref. [50], where it was shown that the Green-Schwarz transformation (1.44) of the
two-form field remains uncorrected to second order. In Ref. [53, 62], a general mechanism has been
proposed to compute all-order higher-derivative interactions. However, the results in Ref. [63] indicate
obstacles for α′3 corrections in double field theory.

1.5 Content of the part

In Ref. [B, C], together with Henning Samtleben and Olaf Hohm, we have given the complete dimen-
sionally reduced action for bosonic string theory to first order in α′, i.e. including all four-derivative
terms of Eq. (1.14), and proved its O(d, d,R) invariance. In particular, we proved that the first-order α′

corrections are uniquely determined by O(d, d,R) invariance, up to an overall constant, whose value
depends on the string theory under consideration. While this O(d, d,R) invariance is also implied by

transformations of the (singlet) B-field, thereby modifying the classical (tree-level) theory [56].
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the existence of α′-deformed double field theory, whose dimensional reduction has been explored in
Ref. [52], it had not been systematically investigated whether some of the unexpected new features
arising in double field theory also show up in the dimensional reduction of conventional (non-extended)
theories, nor had the dimensionally reduced action been displayed in a sufficiently simplified form that
allows for applications (and comparison with some of the earlier results cited above). To our surprise,
we found that there is no choice of field variables so that the full dimensionally reduced action can
be written in terms of familiar O(d, d,R)-covariant variables (like the generalized metric); rather, a
generalized Green-Schwarz mechanism is required under which the (external) singlet B-field acquires
non-trivial transformations under O(d, d,R), hence implying that the O(d, d,R) action gets α′-deformed.
This effect has been invisible in all truncations investigated so far, but it does mimic the situation in
double field theory before reduction. Intriguingly, the α′ deformations needed in double field theory
can thus not be blamed entirely on its novel geometric structure, but such deformations also emerge in
completely conventional dimensional reductions.

On a technical level, the investigation in Ref. [B, C] requires full control over all possible field
redefinitions, both redefinitions that are covariant in the usual sense (i.e. GL(d) covariant) and
covariant with respect to O(d, d,R). As one of the main technical results of these papers, we developed
a fully systematic procedure to test O(d, d,R) invariance, generalizing that of Ref. [33, 34] to higher
dimensions. We first employed O(d, d,R)-covariant redefinitions in order to find the minimal set of
O(d, d,R)-invariant four-derivative terms, which we then decomposed under GL(d) with the aim to
match with the dimensionally reduced terms. Next, we dimensionally reduced the action as usual
and used GL(d)-covariant field redefinitions to bring the action into a form that can be compared to
the GL(d) decomposition of the minimal O(d, d,R)-invariant terms. We applied this analysis at first
order in α′ to the bosonic string theory, and found that there exists a basis of O(d, d,R)-invariant
four-derivative terms in which all fields apart from the metric appear only with first-order derivatives.
Thus, the GL(d)-covariant field redefinitions were employed to get rid of all terms carrying higher-order
derivatives. The procedure we used is schematically represented in Fig. 1.2.

The part is organized as follows. In Chap. 2, we review the dimensional reduction of the leading
two-derivative action of the bosonic string, and its manifestly O(d, d,R)-symmetric formulation revealed
in Ref. [25]. In order to set up a systematic analysis of its higher-order corrections, we outline how
to organize and fix the ambiguities related to partial integration and higher-order field redefinitions.
In Chap. 3, we present a general counting of independent higher-derivative terms upon modding
out these ambiguities. We use the tools of combinatorics, which we introduce. At order α′, we
construct an explicit 61-dimensional basis of independent O(d, d,R)-invariant four-derivative terms,
which is algebraic in first-order derivatives and the Riemann tensor. Chap. 4 presents the explicit torus
reduction of the four-derivative action of the bosonic string. In particular, we show how all second-order
derivatives in the reduced action can be eliminated by suitable field redefinitions. Comparing the result
to our explicit basis, we show that apart from a single term the entire reduced action can be rewritten
in terms of manifestly O(d, d,R)-invariant terms. Restoring O(d, d,R) invariance of the full action then
requires a Green-Schwarz type mechanism inducing a non-trivial O(d, d,R) transformation of order
α′ for the two-form Bµν . Then, to make the link with the results in double field theory, we embed
this structure into a frame formalism in which the O(d, d,R) symmetry remains undeformed, while
the local frame transformations acquire α′ deformations. The appendices collect a number of explicit
technical results.
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Action Î1
in D + d dimensions

O(d, d,R) invariant I1
first order derivatives

GL(d)
decomposition

O(d, d,R) basis at order α′

first order derivatives

Reduction
on Td

GL(d) action I1
second order derivatives

Partial integrations,
field redefinitions

GL(d) action I1
first order derivatives

Fig. 1.2 Schematic representation of the procedure used to identify the O(d, d,R)
invariance of the four-derivative action of bosonic supergravity. The higher-dimensional
four-derivative action Î1 is reduced on a torus Td, leading to a GL(d)-invariant action I1
carrying second-order derivatives. Due to the existence of a basis of O(d, d,R)-invariant
four-derivative terms with first-order derivatives only, partial integrations and field
redefinitions are systematically used to get rid of all higher-order derivative in I1. The
resulting action is compared to the GL(d) decomposition of the O(d, d,R)-invariant
terms, to identify the O(d, d,R)-invariant form of action I1.
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2
Chapter

Two-derivative action
and field redefinitions

Our main goal is to compute the dimensional reduction of the bosonic supergravity on a d-
dimensional torus including the first-order corrections in α′ and to make the resulting O(d, d,R)
symmetry manifest. In this chapter, we review the reduction of the two-derivative action and its
manifestly O(d, d,R)-symmetric formulation first exhibited in Ref. [25]. We then discuss its field
equations and the systematics of non-linear field redefinitions as a starting point for the subsequent
systematic analysis of the higher-order corrections.

2.1 Reduction and O(d, d,R) symmetry

Let us start from the two-derivative effective action for the bosonic string in D + d dimensions, with
metric ĝµ̂ν̂ , antisymmetric Kalb-Ramond field B̂µ̂ν̂ and dilaton φ̂:

Î0 =
∫

dD+dX
√

–ĝ e–φ̂
(

R̂ + ∂µ̂φ̂ ∂
µ̂φ̂ –

1
12

Ĥ2
)

, (2.1)

where indices µ̂ run over the (D + d)-dimensional space, and Ĥ2 = Ĥµ̂ν̂ρ̂Ĥµ̂ν̂ρ̂ with the field strength
Ĥµ̂ν̂ρ̂ = 3 ∂[µ̂B̂ν̂ρ̂]. To compactify on the spatial torus Td, we use the index split Xµ̂ = {xµ, ym}, with
µ ∈ J1, DK, m ∈ J1, dK, for curved indices and {α̂} = {α, a}, with α ∈ J1, DK, a ∈ J1, dK for flat indices,
and drop the dependence of all fields on the internal coordinates ym. For the metric ĝµ̂ν̂ , we use the
vielbein formalism and consider the standard Kaluza-Klein ansatz (in string frame)

ê α̂µ̂ =

(
eµα A(1) n

µ En
a

0 Em
a

)
, (2.2)

in terms of the D-dimensional vielbein eµα, Kaluza-Klein vector fields A(1) m
µ , and the internal vielbein

Em
a. The metric ĝµ̂ν̂ = ê α̂µ̂ ηα̂β̂ ê β̂ν̂ then takes the form

ĝµ̂ν̂ =

gµν + A(1) p
µ Gpq A(1) q

ν A(1) p
µ Gpn

GmpA(1) p
ν Gmn

 , (2.3)

where gµν = eµαηαβeνβ and Gmn = Em
aδabEn

b denote the D-dimensional metric and the internal
metric, respectively.

Similarly, the two-form B̂µ̂ν̂ , is parametrized as [25]

B̂µ̂ν̂ =

(
Bµν – A(1) m

[µ A(2)
ν] m + A(1) m

µ Bmn A(1) n
ν A(2)

µ n – Bnp A(1) p
µ

–A(2)
νm + Bmp A(1) p

ν Bmn

)
, (2.4)

21
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in terms of D-dimensional scalars Bmn = –Bnm, vector fields A(2)
µm, and a two-form Bµν . The lower-

dimensional components of Ĥµ̂ν̂ρ̂ are defined using the standard Kaluza-Klein procedure [25]: first
converting Ĥ to flat indices, block decomposing, and finally converting back to curved indices using
the lower-dimensional blocks eµα and Em

a. This amounts to converting a curved index µ̂ to a curved
index µ using contraction with eµαê µ̂

α and to m contracting with Em
aê µ̂

a , such that the resulting fields
transform covariantly under internal diffeomorphisms12. With Eq. (2.3), this leads to

Hµνρ = 3 ∂[µBνρ] –
3
2

(
A(1) m

[µ F(2)
νρ] m + F(1) m

[µν A(2)
ρ] m

)
,

Hµνm = F(2)
µνm – BmnF(1)n

µν ,

Hµmn = ∇µBmn,

Hmnp = 0,

(2.5)

where we have defined the abelian field strengthsF(1) m
µν = ∂µA(1) m

ν – ∂νA(1) m
µ ,

F(2)
µνm = ∂µA(2)

νm – ∂νA(2)
µm.

(2.6)

Note that the field-strength Hµνρ features abelian Chern-Simons terms.
In terms of these objects, after dimensional reduction, the action (2.1) then takes the form [25]

I0 =
∫

dDx
√

–g e–Φ
(

R + ∂µΦ ∂µΦ –
1

12
HµνρHµνρ +

1
4

Tr
(
∂µG∂µG–1

)
+

1
4

Tr
(

G–1∂µBG–1∂µB
)

–
1
4

F(1) m
µν GmnF(1)µν n –

1
4

HµνmGmnHµνn

)
,

(2.7)

with the rescaled dilaton Φ = φ̂ – ln
(
det(Gmn)

)
/2. In this form, the action features an explicit GL(d)

symmetry, as guaranteed by toroidal reduction. The symmetry enhancement to O(d, d,R) can be made
manifest upon regrouping the vector fields A(1) m

µ and A(2)
µm into a single O(d, d,R) vector

AµM =

(
A(1) m
µ

A(2)
µm

)
, (2.8)

and the scalar fields Gmn, Bmn into an O(d, d,R) matrix

HMN =

(
Gmn – BmpGpqBqn BmpGpn

–GmpBpn Gmn

)
, (2.9)

as previously seen in Sec. 1.2. Throughout, the fundamental O(d, d,R) indices are raised and lowered
using the constant O(d, d,R)-invariant matrix

ηMN =

(
0 δm

n

δm
n 0

)
, (2.10)

so that H–1 is defined as HMN = ηMPHPQη
QN. In terms of the fields (2.8), (2.9), the reduced

12Note that it is not the procedure that is used on B̂, as pointed out in Ref. [27].
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action (2.7) may be cast into the manifestly O(d, d,R)-invariant form [25]

I0 =
∫

dDx
√

–g e–Φ
(

R + ∂µΦ ∂µΦ +
1
8
∂µHMN∂

µHMN –
1
4
FµνMHMNFµν N –

1
12

HµνρHµνρ
)

, (2.11)

where FµνM = 2 ∂[µAν]
M is the abelian field-strength, with components (2.6), associated to the

vectors (2.8). In terms of the covariant objects (2.8) and (2.9), the infinitesimal O(d, d,R) variations
of the fields are given byδΓgµν = 0,

δΓBµν = 0,

δΓHMN = ΓM
PHPN + ΓN

PHMP,

δΓFµνM = –FµνN ΓN
M,

(2.12)

for ΓM
N ∈ o(d, d,R). The action (2.11) is manifestly invariant under these transformations. This proves

the statement mentioned in Sec. 1.2, that in the low-energy limit the O(d, d,Z) duality of string theory
turns into a continuous O(d, d,R) symmetry. For later convenience, we also rewrite the action in terms
of the matrix SM

N = HMP η
PN

I0 =
∫

dDx
√

–g e–Φ
(

R + ∂µΦ ∂µΦ +
1
8

Tr
(
∂µS ∂µS

)
–

1
4
FµνMSM

NFµνN –
1
12

HµνρHµνρ
)

. (2.13)

Note that SS = 1, so that S is a constrained field.

2.2 GL(d) fields redefinitions

Our aim is an extension of the previous construction to higher orders in α′. As usual, the study of
higher-derivative terms requires to carefully handle the ambiguities due to the possible non-linear
field redefinitions. In particular, the symmetry enhancement to O(d, d,R) will only be possible after
identification of the proper field redefinitions. In this section, we describe the systematics of higher-
order field redefinitions based on the two-derivative action (2.11), inspired by Ref. [33, 34].

We consider the α′ extension of Eq. (2.11) as a perturbation series

I = I0 + I1 +O
(
α′2
)

, (2.14)

with the first order term I1 ∼ O(α′) . In order to organize the possible ambiguities in I1, we consider
field redefinitions of the form

ϕ→ ϕ+ α′ δϕ, (2.15)

where ϕ denotes a generic field. Under such redefinitions of its fields, the variation of I to order α′

arises exclusively from the variation of I0 and takes the form

δI0 = α′
∫

dDx
√

–g e–Φ
[
EΦ δΦ +

(
Eg
)
µν δgµν + (EB) µν δBµν +

(
EG
)

mn δGmn

+ (EB) mn δBmn +
(
EA(1)

) µ
m δA(1) m

µ +
(
EA(2)

) µm δA(2)
µm

]
,

(2.16)

proportional to the field equations associated with the two-derivative action I0

EΦ = –2�Φ – R +∇µΦ∇µΦ +
1
12

H2 –
1
8

Tr
(
∇µS ∇µS

)
+

1
4
FµνM SM

N FµνN, (2.17a)
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(Eg)µν = Rµν +∇µ∇νΦ –
1
4

H2
µν +

1
8

Tr
(
∇µS ∇νS

)
–

1
2
FM
µρ SM

N FνρN +
1
2

gµν EΦ, (2.17b)

(EB)µν =
1
2
(
∇ρHρµν –∇ρΦ Hρµν

)
, (2.17c)

(EG)mn =
1
2

[
–�Gmn +∇µΦ∇µGmn –

(
∇µG∇µG–1G

)
mn

+
(
∇µBG–1∇µB

)
mn

+
1
2

GmpF(1) p
µν F(1)µν qGqn –

1
2

HµνmHµνn

]
, (2.17d)

(EB)mn =
1
2

[ (
G–1�BG–1

)mn
–∇µΦ

(
G–1∇µBG–1

)mn
+
(

G–1∇µB∇µG–1
)mn

+
(
∇µG–1∇µBG–1

)mn
+

1
2

GmpHµνpF(1)µν n –
1
2

F(1)µνmGnpHµνp

]
, (2.17e)

(EA(1))νn = ∇µF(1)µνmGmn –∇µΦ F(1)µνmGmn –
1
2

HµνρHµρn – (EA(2))νmBmn

+ F(1)µνm∇µGmn – Hµνm

(
G–1∇µB

)m

n
+ (EB)µν

(
A(2)
µ n – BnmA(1) m

µ

)
, (2.17f)

(EA(2))νm = ∇µHµνnGnm –∇µΦ HµνnGnm + Hµνn∇µGnm +
1
2

HµρνF(1) m
µρ

+ (EB)µνA(1) m
µ . (2.17g)

Here, H2
µν = HµρσHνρσ, ∇µ denotes the covariant derivative with respect to gµν and accordingly

� = ∇µ∇µ. At order α′, the action is thus unique up to contributions proportional to the lowest order
field equations. In Chap. 4, we will show that by field redefinitions (2.15), the transformation (2.16)
together with partial integrations allow to map all terms at order α′ to a basis which carries only first
derivatives of all fields (except for the two-derivative terms within the Riemann tensor).

As an example, let us show how a term carrying the factor �Φ can be replaced by terms carrying
only products of first derivatives. Consider a generic term of I1 of the form

Z = α′
∫

dDx
√

–g e–Φ X�Φ, (2.18)

where X is a function of Φ, Rµνρσ, Hµνρ, Gmn, Bmn, F(1) m
µν and Hµνm (and their derivatives), which

carries exactly two derivatives. Redefining the dilaton and the metric as in Eq. (2.15) with δgµν = λ gµν ,
Eq. (2.16) yields the transformation

δI0 = α′
∫

dDx
√

–g e–Φ
[
�Φ

(
– 2 δΦ + λ (D + 1)

)
+

1
2

R
(

– 2 δΦ + λ (D + 2)
)

+∇µΦ∇µΦ
(
δΦ –

D
2
λ
)

+
1

24
H2
(

2 δΦ – λ (D + 6)
)

–
1

16
Tr
(
∇µS ∇µS

) (
– 2 δΦ + λ (D + 2)

)
+

1
8
FµνM SM

N FµνN

(
2 δΦ – λ (D + 4)

)]
.

(2.19)

With the particular choice 
δΦ =

1
2

(D + 2) X ,

λ = X,
(2.20)
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the new terms (2.19) cancel the term Z and replace it by

Z′ = α′
∫

dDx
√

–g e–Φ X
(
∇µΦ∇µΦ –

1
6

H2 –
1
4
FµνM SM

N FµνN

)
, (2.21)

which carries only products of first-order derivatives.
In the same fashion, all the four-derivative terms carrying the leading two-derivative contributions

from the field equations (2.17) can be transformed into terms carrying only products of first order
derivatives. We may summarize the resulting replacement rules as

�Φ −→ QΦ = ∇µΦ∇µΦ –
1
6

H2 –
1
4
FM
µν SM

N FµνN ,

Rµν −→ Qgµν = –∇((µ∇ν))Φ +
1
4

H2
µν –

1
8

Tr
(
∇µS ∇νS

)
+

1
2
FM
µρ SM

N FνρN

–
1
D

gµν
(
∇ρΦ∇ρΦ –

1
6

H2 –
1
4
FM
ρσ SM

N FρσN

)
,

∇µHµρσ −→ QB ρσ = ∇µΦ Hµρσ,

�Gmn −→ QG mn = ∇µΦ∇µGmn –∇µGmp∇µGpqGqn –
1
2

HµνmHµνn

+∇µBmpGpq∇µBqn +
1
2

F(1) p
µν GpmF(1)µν qGqn,

�Bmn −→ QB mn = ∇µΦ∇µBmn –∇µBmp∇µGpqGqn – Gmp∇µGpq∇µBqn

–
1
2

HµνmF(1)µν pGpn +
1
2

GmpF(1)µν pHµνn,

∇µF(1)µνm −→ QA(1)
νm = ∇µΦ F(1)µνm + HµνnGnp∇µBpqGqm

+
1
2

Hµνρ Hµρ nGnm – F(1)µν n∇µGnpGpm,

∇µHµνm −→ QA(2)
ν

m = ∇µΦ Hµνm – Hµνn∇µGnpGpm +
1
2

Hµνρ F(1)n
µρ Gnm.

(2.22)

Double parenthesis ((. . . )) in the second line refer to traceless symmetrization. The associated field
redefinitions are collected in Tab. 2.1. As we will show in Chap. 4, all four-derivative terms carrying
derivatives of order higher than one can be mapped into the terms listed in Tab. 2.1 upon using partial
integration and Bianchi identities.
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Term in the action Field redefinitions Replacement

α′ X�Φ

δΦ =
1
2

(D + 2) X

δgµν = gµν X
α′ XQΦ

α′ Xµν Rµν


δgµν = –X(µν) –

1
D

gµν Xρρ

δΦ = –
1
D

Xµµ
α′ Xµν Qgµν

α′ Xµν ∇ρHρµν δBµν = –2 X[µν] α′ Xµν QBµν

α′ Xmn�Gmn δGmn = 2 X(mn) α′ XmnQG mn

α′ Xmn�Bmn δBmn = –2 GmpX[pq]Gqn α′ XmnQB mn

α′ Xνm∇µF(1)µνm


δA(1) m
µ = –XµnGnm

δA(2)
µm = –XµnGnpBmp

δBµν =
(

A(2)
[µ|mX|ν]nGmn – BmnA(1)n

[µ Xν]pGmp
) α′ XνmQA(1)

νm

α′ Xνm∇µHµνm

{
δA(2)
µm = –XµnGnm

δBµν = A(1)m
[µ X n

ν] Gmn
α′ XνmQA(2)

ν
m

Tab. 2.1 Replacement rules for the terms carrying the leading two-derivative contri-
bution from the field equations descending from the two-derivative action (2.7) and
associated field redefinitions. The explicit replacement rules are given in Eq. (2.22).
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O(d, d,R)-invariant basis

We have outlined in Sec. 1.5 a procedure to tackle the question of the O(d, d,R) invariance of
the bosonic supergravity at first order in α′. There, we have insisted on the need to build a basis of
O(d, d,R)-invariant four-derivative terms to guide the use of the field redefinitions designed in the
Chap. 2. We present here how to build a basis of O(d, d,R) and gauge invariant actions carrying a given
amount of derivatives of the fields

Φ, HMN, AµM, Bµν and gµν . (3.1)

This counting is organized as follows. We first enumerate all O(d, d,R) and gauge invariant factors
built with each type of fields, upon dividing out field redefinitions and Bianchi identities. These factors,
such as

∇µΦ, Tr
(
∂µH∂νH–1

)
and ∇λFµνMHMNFρσN, (3.2)

could then be considered as letters from which one can form spacetime singlet words

∇µΦ∇νΦ Tr
(
∂µH∂νH–1

)
, ∇µΦ∇µFνρMHMNFνσNTr

(
∂ρH∂σH–1

)
. . . (3.3)

The words thus written are by construction O(d, d,R) and gauge invariant. Then, generating O(d, d,R)
and gauge invariant actions amounts in enumerating all those words, upon modding out partial
integrations. The initial problem is therefore reduced to defining the alphabet of O(d, d,R)-invariant
letters, and generating all the different words that can be written with these letters.

The appropriate framework for dealing with this kind of issue is that of combinatorics. More
specifically, we will need the Pólya enumeration theorem, which allows to deal with enumeration
problems by taking into account reorganization symmetries. We first consider a simple example in
Sec. 3.1 to illustrate the counting methods. Then, we review the Pólya enumeration theorem in Sec. 3.2
and turn to the construction of the alphabet of interest for our purpose in Sec. 3.3. We finally give in
Sec. 3.4 examples at the level of four derivatives, i.e. first-order α′ corrections, and build in Sec. 3.5 the
basis we are interested in.

3.1 A first example: counting words up to rearrangement of letters

Let us first consider an example. In this section, we will be interested in symmetric words: for a given
alphabet A, we identify words that are mapped into each others by rearrangement of their letters, i.e.
for x1, . . . , xn ∈ A,

x1 . . . xn ≡ xσ(1) . . . xσ(n), for σ ∈ Sn, (3.4)

where n ∈ N and Sn is the symmetric group of degree n, which contains all permutations on n symbols.
In the case where the alphabet A = {a, b, c} contains only three letters, the words of up to three letters

27
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one can write up to rearrangement are the following:

one letter a, b, c
two letters aa, ab, ac, bb, bc, cc
three letters aaa, aab, aac, abb, abc, acc, bbb, bbc, bcc, ccc.

(3.5)

Those enumerations of words are not easy to manipulate, and we would like a single mathematical
object that encodes them. What we need is a generating function, i.e. a formal series whose coefficients
encode some data of interest13. The sequence {1, a, a2, a3, . . .} can for example be stored in the
function

G(t) =
∑
n∈N

an tn, (3.6)

which could be formally expressed as

G(t) =
1

1 – at
. (3.7)

We could then group the words (3.5) by their number of letters, and encode them in the series

H(t, a, b, c) = 1 + (a + b + c) t + (aa + ab + ac + bb + bc + cc) t2

+ (aaa + aab + aac + abb + abc + acc + bbb + bbc + bcc + ccc) t3 + . . .
(3.8)

so that the coefficient of order tn gives all the words that one can write with n letters of the alphabet A,
up to rearrangement of these letters. H can be expressed in the compact form

H(t, a, b, c) =
1

1 – at
1

1 – bt
1

1 – ct
= exp

∑
k≥1

1
k

(
ak + bk + ck

)
tk

 . (3.9)

This is the generating function of complete homogeneous symmetric functions with the variables a,
b and c [64]. One can then simply count the symmetric words of a given length by considering the
coefficients of H(t, 1, 1, 1). This generating function can also be used to solve other enumeration
problems, as the enumeration of symmetric words with n letters carrying exactly two a, which is given
by the coefficient a2tn of H. For later use, we finally define the generating function of the alphabet
A = {a, b, c}

ZA(t, a, b, c) = (a + b + c) t, (3.10)

so that the generating function (3.9) takes the form

H(t, a, b, c) = exp

∑
k≥1

1
k
ZA
(

tk, ak, bk, ck
) . (3.11)

Let us sum up what we learnt from this simple example: the enumeration of words satisfying a
given symmetry is most simply expressed using generating functions. In the example, we chose the
generating function to depend on the parameters t, a, b and c, which encode the length of the words
and the number of occurrences of each letter, respectively. We could have considered multiple other
parameters that represent different characteristics of the words. In the following, we will for example

13The series is said to be formal in the sense that it is not required to converge.
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be interested in the numbers of derivatives and the type of fields in each term of the action, so that we
will consider parameters counting these properties. We will also be interested in the enumeration of
words upon dividing out the action of other permutation groups than Sn. The right tool to consider
those problems is the Pólya enumeration theorem.

3.2 Pólya enumeration theorem

The Pólya enumeration theorem is a general technique for solving a large class of combinatorial
problems, such that the enumeration of groups, graphs, and chemical compounds [65, 66]. We will
review in the following its formulation and applications to the problems we are interested in, based on
Ref. [66–68].

Let us consider a domain D, whose elements are places where figures can be stored. The figures
belong to a range R, and we assign to each figure r ∈ R a vectorial weight w(r) = (w1(r), . . . , wp(r)) ∈
Np that define the properties of r. We put exactly one figure at each place (allowing to put the same
figure at several places), forming a configuration. Each configuration is then a function14 f : D → R.
Let us finally introduce a permutation group G, called the configuration group, acting on D, that we
use to arrange the configurations: two configurations are considered the same if one can be obtained
from the other through the action of G. We are then interested in counting all different configurations,
up to the action of G. Before solving this question, let us illustrate these notations on several examples.

(i) In Sec. 3.1, we considered words formed from n letters of an alphabet A, and we identified two
words if they were mapped to each other after rearrangement of their letters. In this case, the
domain D is the set of the n locations where one can place the letters, which form the figures of
rangeR = A. A configuration is then an assignment of one letter at each place, giving a word. The
configuration group G is the symmetric group Sn. As mentioned above, we chose as parameters
the number of letters (given by the exponent of t) and the number of each letters (given by the
exponents of a, b and c), so that the vectorial weight has four components w = (wt, wa, wb, wc).
The three elements of the range A are of weights w(a) = (1, 1, 0, 0), w(b) = (1, 0, 1, 0) and
w(c) = (1, 0, 0, 1), respectively.

(ii) Let us take a look at the case of necklaces, composed of four beads, some red and some blue. Two
such necklaces are identified if they are connected by rotations, i.e. by cyclic rearrangement of the
beads, while preserving their colors. The domain D is then the set of locations for the beads, the
range is the set R = {red bead, blue bead} and G is the cyclic group C4 of four elements15. The
interesting property of the beads lies in their color, and we can choose the weight to represent it:
w(red bead) = (1, 0), w(blue bead) = (0, 1).

(iii) Consider now the traces one can form with four matrices among the symmetric matrices
{A, B, C, D}. The domain D is again the locations where the matrices are to be put and the
range is R = {A, B, C, D}. As the trace is cyclic and preserved by transposition, the configuration
group G is the dihedral group D4, the group of symmetry of a square, including rotations and
reflections (Fig. 3.1). We can finally choose the weights to represent the occurence of each
matrices: w(A) = (1, 0, 0, 0), w(B) = (0, 1, 0, 0), etc.

14And not f : R → D, otherwise it could be multivalued.
15C4 could also be seen as the group of rotations leaving a square invariant.
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Tr (ABCD)
A B

CD

= Tr (DABC)
A B

CD

= Tr (DCBA)
A B

CD

Fig. 3.1 To highlight the configuration group for the example (iii), we place the four
symmetric matrices A, B, C and D of the trace Tr (ABCD) on the edges of a square. The
cyclic property of the trace is then reflected in the rotational symmetry of the square,
and the invariance of the trace under transposition is equivalent to the symmetry of the
square under reflections, as represented for a cycle and a reflection.

In order to summarize the information about the figures and their contents, we introduce a variable
yi associated to each weight wi, i ∈ J1, pK, and the figure generating function

ZR
(

y1, . . . , yp
)

=
∑
r∈R

yw1(r)
1 . . . ywp(r)

p =
∑

m1,..., mp

cm1...mp ym1
1 . . . ymp

p , (3.12)

where we noted cm1...mp the number of figures of weight (m1, . . . , mp) in R. In the cases of the three
examples above, we get

(i) ZR
(

yt, ya, yb, yc
)

= yt ya + yt yb + yt yc, (3.13a)

(ii) ZR
(

yred, yblue
)

= yred + yblue, (3.13b)

(iii) ZR
(

yA, yB, yC, yD
)

= yA + yB + yC + yD. (3.13c)

As could have been expected, Eq. (3.13a) reproduces the generating function (3.10).

We accordingly assign a weight W(f) to each configuration f : D → R by

W(f) =
∏
d∈D

yw1(f(d))
1 . . . ywp(f(d))

p , (3.14)

and the configuration generating function

G
(

y1, . . . , yp
)

=
∑

f∈RD
W(f) =

∑
m1,..., mp

Cm1...mp ym1
1 . . . ymp

p , (3.15)

where we noted RD the set of function from D to R and Cm1...mp the number of configurations in RD
of weight (m1, . . . , mp). G is the solution to the enumeration problem, and the goal of Pólya theorem is
to express G in terms of ZR.

For this purpose, we need a way to summarize the action of G on the configurations. This is given
by the cycle index of G, which is a generating function that contains information about how the group
of permutations acts on a set. It is built in the following way. As each permutation can be decomposed
into a product of disjoint cycles, we sort them with respect to their cycle content. A permutation is said
to have cycle-type j = (j1, . . . , jn), with n the degree of G, if it is made of j1 cycles of length 1, j2 cycles
of length 2 and so on. The components of j then form a partition of n:∑

i

i ji = n. (3.16)
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We associate to a permutation of cycle-type j a monomial

n∏
i=1

a ji
i . (3.17)

The cycle index ZG of G is then defined as the average of these monomials over all its elements:

ZG(a1, . . . , an) =
1
|G|

∑
σ∈G

n∏
i=1

a ji
i , (3.18)

where |G| denotes the cardinal of G, and j the cycle decomposition of the permutation σ ∈ G. Let us
illustrate this definition on the previous examples.

(i) We consider the case of words made of three letters. We list below the elements of S3, their
decompositions into cycles and the associated monomials (3.17)16.

[123] (1)(2)(3) a3
1 [213] (3)(12) a1a2

[231] (123) a3 [321] (2)(13) a1a2

[312] (132) a3 [132] (1)(23) a1a2

(3.19)

The cycle index of S3 is then

ZS3(a1, a2, a3) =
1
6

a3
1 +

1
2

a1a2 +
1
3

a3. (3.20)

(ii) The permutations of C4 are schematically given in Fig. 3.2(a). They correspond to rotations of
0◦, 90◦, 180◦ and 270◦, respectively.

0◦ [1234] (1)(2)(3)(4) a4
1 180◦ [3412] (13)(24) a2

2
90◦ [2341] (1234) a4 270◦ [4123] (4321) a4

(3.21)

We deduce the cycle index

ZC4(a1, a2, a3, a4) =
1
4

a4
1 +

1
4

a2
2 +

1
2

a4. (3.22)

(iii) The elements of D4 are given by the ones of C4 in Eq. (3.21), supplemented by the reflections
described in Fig. 3.2(b).

S1 [2143] (12)(34) a2
2 S3 [1432] (1)(3)(24) a2

1a2

S2 [4321] (14)(23) a2
2 S4 [3214] (2)(4)(13) a2

1a2
(3.23)

The cycle index of D4 is then given by

ZD4(a1, a2, a3, a4) =
1
8

a4
1 +

3
8

a2
2 +

1
4

a2
1a2 +

1
4

a4. (3.24)

We then have all the ingredients needed to state the Pólya enumeration theorem [66].

16We note [i1i2i3i4] the permutation that map 1 to i1, 2 to i2, 3 to i3 and 4 to i4. The cycle (i1i2i3i4) maps i1 to i2, i2 to i3,
i3 to i4 and i4 to i1. The notations follow naturally for permutations and cycles of different lengths.
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(a) 0◦

1 2

34

90◦

1 2

34

180◦

1 2

34

270◦

1 2

34

(b) S1

1 2

34

S2

1 2

34

S3

1 2

34

S4

1 2

34

Fig. 3.2 Schematic representation of the elements (a) of C4 and (b) of the reflections of
D4. The two lines give all the elements of D4.

Pólya enumeration theorem The configuration generating function is obtained by substituting the
figure generating function in the cycle index, by which is meant replacing every occurrence of ai in the
cycle index by ZR

(
y i

1, . . . , y i
p
)
. Thus

G
(

y1, . . . , yp
)

= ZG

(
ZR

(
y1, . . . , yp

)
,ZR

(
y2

1, . . . , y2
p

)
, . . . ,ZR

(
yn

1, . . . , yn
p

))
. (3.25)

To avoid clumsy notations, we introduce the function

ZR,i
(
y1, . . . , yp

)
= ZR

(
y i

1, . . . , y i
p

)
. (3.26)

Eq. (3.25) then takes the form

G = ZG

(
ZR,ZR,2, . . . ,ZR,n

)
. (3.27)

This theorem is a generalization of an other counting formula, known as the Burnside’s lemma [69].
In its simplest form, the lemma states that, in the same setup as the one we described at the beginning
of this section, to count the number of inequivalent configurations up to the action of G, one has
to count the number of invariant configurations under each element of G and take the average of
these numbers. The Pólya theorem is a generalization in the sense that it constructively generates the
inequivalent configurations.

To get an intuition of how to deduce Pólya theorem from Burnside’s lemma, consider a permutation
σ ∈ G, described by the monomial (3.17), and let us construct the configurations left invariant by σ.
For each cycle of length i, an invariant configuration must contain the same figure r at i different places
(the ones that are affected by the cycle). These places can then be seen as a single place containing
the figure r i. The generating function of these figures is ZR,i, and the function generating all the
configurations left invariant by σ is given by the monomial (3.17), where all ai are substituted by ZR,i.
Eq. (3.27) then follows from Burnside’s lemma and the definition (3.18) of the cycle index.

Back to the examples, we deduce the configuration generating functions using the Pólya enumeration
theorem, and use it to generate all different configurations.
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(i) From Eq. (3.13a) and (3.20), we have

G(i)
(

yt, ya, yb, yc
)

= y3
t
(
y3

a+y2
a yb+ya y2

b +y3
b +y2

a yc+ya yb yc+y2
b yc+ya y2

c +yb y2
c +y3

c

)
, (3.28)

which reproduces exactly the fourth term of Eq. (3.8). Thus, there are, up to letters rearrangement,
G(i)(1, 1, 1, 1) = 10 words made of the letters {a, b, c}. We can infer those words from each
coefficient of G(i): ya yb yc yields for example abc, y2

a yb gives aab, and so on. Those words are
exactly the ones we identified in Eq. (3.5).

(ii) From Eq. (3.13b) and (3.22), we have

G(ii)
(

yred, yblue
)

= y4
red + y3

red yblue + 2 y2
red y2

blue + y3
blue yred + y4

blue. (3.29)

There are G(ii)(1, 1) = 6 necklaces made of four beads, some red and some blue. The coefficient
ym

red yn
blue indicates how many necklaces with m red and n blue beads there are. All different such

necklaces are shown in Fig. 3.3.

(iii) From Eq. (3.13c) and (3.24), we have

G(iii)
(

yA, yB, yC, yD
)

= y4
A + y3

A yB + 2 y2
A y2

B + yA y3
B + y4

B + y3
A yC + 2 y2

A yB yC + yA y3
C

+ 2 yA y2
B yC + y3

B yC + 2 y2
A y2

C + 2 yA yB y2
C + 2 y2

B y2
C + yB y3

C

+ y4
C + y3

A yD + 2 y2
A yB yD + 2 yA y2

B yD + y3
B yD + 2 y2

A yC yD

+ 3 yA yB yC yD + 2 y2
B yC yD + 2 yA y2

C yD + 2 yB y2
C yD

+ y3
C yD + 2 y2

A y2
D + 2 yA yB y2

D + 2 y2
B y2

D + 2 yA yC y2
D

+ 2 yB yC y2
D + 2 y2

C y2
D + yA y3

D + yB y3
D + yC y3

D + y4
D.

(3.30)

This tells us that there are G(iii)(1, 1, 1, 1) = 55 different traces made of four symmetric matrices
among {A, B, C, D}. Once again, the coefficients of G(iii) give the number of traces of each type.
There are for example three different traces made of exactly one A, one B, one C and one D. They
are given by

Tr (ABCD) , Tr (ACBD) , Tr (ABDC) . (3.31)

We can play the same game for every monomial in Eq. (3.30).

Let us close this section by reviewing the cycle index for the permutation groups Sn (the symmetric
group of degree n), Cn (the cyclic group of degree n) and Dn (the dihedral group of degree n, which

Fig. 3.3 Representation of the six necklaces made of four beads, some red and some
blue, given by Eq. (3.29).
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describes the symmetries of a regular n-gon) [67]:

ZSn (a1, . . . , an) =
∑
{j}

n∏
k=1

1
k jk jk!

a jk
k , (3.32a)

ZCn (a1, . . . , an) =
1
n

∑
k|n

φ(k) an/k
k , (3.32b)

ZDn (a1, . . . , an) =
1
2
ZCn (a1, . . . , an) +


1
2

a1 a(n–1)/2
2 , if n is odd,

1
4

(
a n/2

2 + a2
1 a(n–2)/2

2

)
, if n is even.

(3.32c)

Here, by the sum over {j} we mean the sum over all partitions j of n (see Eq. (3.16)), k|n denotes the
integers k that divide n and φ is the Euler’s totient function: φ(k) is the number of positive integers
relatively prime to k, with φ(1) = 1. In Sec. 3.1, we were interested in all the words one could write
from a given alphabet, up to rearrangement of the letters. They are given by the sum of such words
with one letter, two letters and so on. The cycle index of interest is then

∑
n≥0

ZSn(a1, . . . , an) = exp

∑
k≥1

1
k

ak

 . (3.33)

With the Pólya enumeration theorem (3.27), we recover the generating function (3.11).

3.3 Alphabet of O(d, d,R)-invariant letters

We now move on to the construction of the alphabet for our problem: the alphabet of O(d, d,R)-
invariant letters in the various matter sectors (dilaton, scalars, vectors, two-form, metric). Following
the general discussion of field redefinition ambiguities of Chap. 2, we count the letters modulo the
two-derivative field equations (2.22)17 and Bianchi identities. We only count manifestly O(d, d,R) and
gauge invariant terms, i.e. we neglect possible Chern-Simons and topological terms.

3.3.1 Dilaton

The independent building blocks carrying the dilaton are given by the derivatives

AΦ =
{
∇((µ1

. . .∇µn))Φ | n ∈ N∗
}

, (3.34)

with the double parentheses ((. . . )) indicating traceless symmetrization, in order to divide out field
equations. Before writing a generating function for this alphabet, we need to identify the properties of
the words we are interested in. We want first to keep track of the number of dilaton in a given term
of the action. We also need to count the number of derivatives in each term, as we will ultimately be
interested in identifying the actions one can write at a given order in α′. We finally have to take into
account the external indices µ, ν, that represent SO(D) vectorial representations18. In the language of
Sec. 3.2, we then need three weights (wΦ, wderiv, wvec), that we will represent by the variables u, q and

17Note that the counting formula does not apply to the two-derivative action, as the fields are counted on-shell with
respect to this action.

18We decide here not to distinguish between the indices in high and low positions. This is equivalent to counting the
external indices as flat SO(D) indices (the signature of the metric does not change the counting formula).
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vD. The first three letters in AΦ are then represented as follows:

∇µΦ −→ u q vD, (3.35a)

∇(µ∇ν)Φ –
1
D

gµν �Φ −→ u q2
[
(vD ⊗ vD)sym – 1

]
, (3.35b)

∇((µ∇ν∇ρ))Φ −→ u q3
[
(vD ⊗ vD ⊗ vD)sym – vD

]
, (3.35c)

where (vD ⊗ vD)sym is the symmetric tensor product of two SO(D) vectors. We may then encode the
alphabet (3.34) into the generating function

ZΦ(u, q, vD) = u

(
1 – q2

(1 – q)vD
– 1

)
, (3.36)

where we used the notation

1
(1 – q)vD

= 1 + q vD + q2 (vD ⊗ vD)sym + . . . , (3.37)

in order to describe the tower of symmetrized vectors. Upon expanding Eq. (3.36) into a series in q,
every term then represents a letter with exponents counting the number of derivatives.

3.3.2 Coset scalars

The scalar fields parametrize the SO(d, d)/(SO(d)×SO(d)) matrix HMN. In order to directly implement
all constraints deriving from the coset structure, it is convenient to turn to the vielbeins EM

A, defined
by

HMN = EM
A δAB EN

B. (3.38)

We accordingly define the coset currents

E –1∂µE = Qµ + Pµ ∈ k⊕ p = so(d, d), (3.39)

where k = so(d)⊕ so(d) and p is its (non-compact) orthogonal complement. They verify the equation

∂µHH–1 = 2 E Pµ E –1. (3.40)

In terms of the currents Qµ and Pµ, global SO(d, d) invariance is ensured, and the counting problem
reduces to identifying combinations that are invariant under local SO(d)× SO(d) transformations, i.e.
built from Pµ’s and covariant derivatives Dµ = ∂µ + adQµ . Moreover, we have integrability conditions

[Dµ, Dν] = Qµν ∝ [Pµ, Pν] , D[µPν] = 0, (3.41)

and field equations with leading second order term DµPµ, which implies that a basis of on-shell
independent combinations is given by

AP =
{
∇((µ1

. . .∇µnPµn+1)) ∈ p | n ∈ N
}

. (3.42)

It resembles the alphabet (3.34), and is similarly counted by the generating function

ZP( p, q, vD) = p

(
1 – q2

(1 – q)vD
– 1

)
, (3.43)
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with the charge p introduced to count the power of Pµ’s19.
The letters in Eq. (3.42) are however not SO(d) × SO(d)-invariant. Thus, it remains to count

the independent SO(d) × SO(d)-invariant single-trace combinations in the letters (3.42). With Pµ
transforming in the (d, d) representation of SO(d) × SO(d), the letters Pi ∈ AP are of the form Paā

i ,

with a, ā ∈ J1, dK, of transposed P̄ āa
i . The single trace combinations are then made of pairs

(
PiP̄j

)ab,
and invariant under cyclic permutations of those pairs. In the language of Sec. 3.2, the single trace
configurations are made of figures in the range

{(
PiP̄j

)
,Pi, P̄j ∈ AP

}
, whose generating function is

Z2
P . Up to cyclic rearrangement and using Eq. (3.32b), the Pòlya enumeration theorem then predicts

that the single trace combinations are generated by20

∑
n∈N

1
n

∑
k|n

φ(k)
(
Z2

P, n

)n/k
= –

∑
n∈N

φ(n)
n

ln
(

1 – Z2
P, n

)
. (3.44)

As the trace is also symmetric under transposition, i.e.

Tr
(
P1P̄2 . . .P2n–1P̄2n

)
= Tr

(
P2nP̄2n–1 . . .P2P̄1

)
, (3.45)

Eq. (3.44) counts twice every configuration, except those that are their own transpositions. This last
class of combinations is given by the palindromic configurations in the letters of AP. The palindromic
configurations of length 2n are left invariant by the permutation

(
1 (2n)

)(
2 (2n – 1)

)
. . .
(
n(n + 1)

)
, (3.46)

whose monomial (3.17) is an
2. The function that generates the even palindromic configurations of AP is

then, as discussed in Sec. 3.2,21

ZP, pal. =
1

1 – ZP, 2
. (3.47)

The single trace combinations of the letters AP are then generated by22

ZTr(P)( p, t, q, vD) = –
t
2

∑
n∈N

φ(n)
n

ln
(

1 – Z2
P, n

)
+

t
2
ZP, 2

1 – ZP, 2
, (3.48)

where we introduced a variable t that represents the number of traces.

3.3.3 Vectors

The (manifestly) gauge invariant building blocks in terms of the vector field are obtained by derivatives
of its field strength subtracting Bianchi identities and contractions proportional to the field equations:

AF =
{
∇((µ1

. . .∇µn))Fν1ν2
M – traces & Bianchi | n ∈ N

}
, (3.49)

counted by the generating function (see App. A for a demonstration)

19As Pµ includes a derivative, it is represented by the parameters pq. The same occurs for FµνM, Hµνρ and Cµνρσ is the
following, which are counted as fq, hq and cq2, respectively.

20In this counting, we neglect all the identities induced by the finite size (2d) of the SO(d, d) matrices, i.e. formally we
count for d =∞.

21See also Ref. [70] for a demonstration without the Pólya enumeration theorem.
22We subtracted the term 1 to ZP, pal., as it does not correspond to any single trace combination.
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ZF ( f , q, vD) = f
∞∑

n=0

(
ν1 µ1 µn

ν2
– traces

)
= f

1
q

(
1 –

1 – vD q (1 – q2) – q4

(1 – q)vD

)
, (3.50)

where f is a charge for the powers of FµνM. However, the letters (3.49) are not O(d, d,R) singlets but
rather carry a fundamental vector index. O(d, d,R)-invariant combinations are built from bilinears of
the letters in the alphabet (3.49) with the two O(d, d,R) vector indices contracted by products of the
O(d, d,R)-invariant ηMN, the scalar matrix HMN, and its derivatives. This is most conveniently counted
by using the vielbeins (3.38) to convert the O(d, d,R) indices of Eq. (3.49) into SO(d)× SO(d) indices,
such that the flattened field strength FµνMEM

A decomposes into (d, 1)⊕ (1, d) contributions which we
denote by FL and FR, respectively. The flattened letters (3.49) are then contracted out by arbitrary
chains of letters from AP (Eq. (3.42)). This gives rise to three different types of terms:(

∇ . . .∇FL
)

(even chain of ∇ . . .∇P)
(
∇ . . .∇FL

)
,(

∇ . . .∇FR
)

(even chain of ∇ . . .∇P)
(
∇ . . .∇FR

)
,(

∇ . . .∇FL
)

(odd chain of ∇ . . .∇P)
(
∇ . . .∇FR

)
.

(3.51)

The generating functions of the words made of even or odd numbers of letters in AP are given by∑
n∈N
Z2n

P =
1

1 – Z2
P

and
∑
n∈N
Z2n+1

P =
ZP

1 – Z2
P

, (3.52)

respectively. The two first chains however feature a reflection symmetry, so that the generating function
Z2
F/(1 – Z2

P ) counts twice every words but the ones that are their own reflection. To be its own
reflection, a word must feature twice the same letter of AF (hence a factor ZF ,2, in the notation
of Eq. (3.26)), and a palindromic configuration of letters in AP (hence a factor ZP, pal.). Thus, the
counting of O(d, d,R)-invariant building blocks in the vector sector yields

ZFPF =
1
2

(
Z2
F

1 – Z2
P

+
ZF ,2

1 – ZP, 2

)
+

1
2

(
Z2
F

1 – Z2
P

+
ZF ,2

1 – ZP, 2

)
+ ZF

ZP

1 – Z2
P
ZF

=
Z2
F

1 – ZP
+
ZF ,2

1 – ZP, 2
.

(3.53)

3.3.4 Two-form

Similarly, the independent (manifestly gauge invariant) building blocks carrying the two-form Bµν are
counted by powers of derivatives on the field strength Hµνρ upon subtracting Bianchi identities and
contractions proportional to the field equations:

AH =
{
∇((µ1

. . .∇µn))H
ν1ν2ν3 – traces & Bianchi | n ∈ N

}
, (3.54)

giving rise to a generating function

ZH(h, q, vD) = h
∞∑

n=0

 ν1 µ1 µn

ν2
ν3

– traces


= h

1
q2

(
1 – q6 – q (1 – q4) vD + q2 (1 – q2) (vD ⊗ vD)alt

(1 – q)vD
– 1

)
,

(3.55)
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where h is a charge for the powers of Hµνρ and (vD ⊗ vD)alt is the antisymmetric tensor product of two
SO(D) vectors.

3.3.5 Metric

For the external metric gµν and dividing out field equations, we count derivatives of its Weyl tensor
Cν1ν2ν3ν4 , subtracting traces and Bianchi identities, which gives rise to the letters

AC =
{
∇((µ1

. . .∇µn))Cν1ν2ν3ν4 – traces & Bianchi | n ∈ N
}

. (3.56)

They are counted as

ZC(c, q, vD) = c
∞∑

n=0

(
ν1 ν2 µ1 µn

ν3 ν4
– traces

)

= c

(
q (1 – q2) (vD ⊗ vD)sym – (1 – q4) vD

q (1 – q)vD
+ (vD ⊗ vD)alt +

1
q

vD

)
,

(3.57)

where c is a charge for the powers of the Weyl tensor (or equivalently, the Riemann tensor).

3.3.6 Space-time singlets and partial integration

Putting everything together, we have identified the manifestly O(d, d,R) and gauge invariant building
blocks in the various sectors:

Z0 = ZΦ + ZTr(P) + ZFPF + ZH + ZC, (3.58)

with the different terms defined in Eq. (3.36), (3.48), (3.53), (3.55) and (3.57), respectively. It is a
function of the parameters u, p, t, f , h, c, q and vD, that describe the properties of the letters (Tab. 3.1).
From the O(d, d,R)-invariant letters described by the generating function (3.58), we can construct the
most general O(d, d,R) and gauge invariant terms as arbitrary polynomials in these letters, counted, as
described in Eq. (3.33), as

Zinv = exp

∑
k≥1

1
k
Z0,k

 . (3.59)

So far, we have been counting combinations in all possible SO(D) representations, without restricting
to SO(D) Lorentz scalars. In order to count the independent space-time actions, we have to project Zinv

to Lorentz scalars. We also have to consider the ambiguities introduced by the possibility to do partial
integrations in the action. Some words could indeed be expressed, after partial integration, in terms
of the others, thus leading to over-counting. In order to subtract these ambiguities, we extract from
Zinv all possible SO(D) vectors Jµ, each of which gives rise to an ambiguity d ∗J of the space-time
Lagrangian. On the other hand, currents with (off-shell) vanishing divergence d ∗J = 0 do not define
ambiguities. These are of the form J = ∗ d ∗J2 for a two-form J2. We then add all possible J2, unless

u: Φ p: Pµ t: Tr (. . .) f : Fµν
h: Hµνρ c: Cµνρσ q: ∇µ vD: SO(D) vector

Tab. 3.1 Parameters used to specify the properties of the words, and their signification.
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∗J2 is of vanishing divergence and thus defined by a three-form J3, etc. This procedure is implemented
by adding to Zinv a factor

(1 – uq)vD = 1 – uq vD + (uq)2 (vD ⊗ vD)alt – . . . , (3.60)

and then projecting on Lorentz scalars. We have inserted dilaton and derivative charges u and q, since
all terms carry a global dilaton power e–Φ, such that partial integration brings in an extra dilaton
derivative. To summarize, a basis of independent space-time Lagrangians, after dividing out the
freedom of partial integrations, is given by

ZLag = Zinv (1 – uq)vD
∣∣∣
SO(D) singlets

. (3.61)

3.4 Some examples

3.4.1 Evaluation in D = 1

As a first test of the counting formula (3.61), we may evaluate it to order α′ in D = 1 dimension, where
vD = 1. We do not take into account the vector and two-form sectors, which do not appear upon
reduction to only one dimension. In this cosmological context, we can evaluate the counting formulas
to all orders in closed form. In particular,

ZΦ = uq, ZP = pq, ZTr(P) =
p2q2

1 – p2q2 , (3.62)

and
ZC = – c q2 −→ – p2q2, (3.63)

reflecting the fact that in D = 1 the Einstein equations pose a constraint on the energy-momentum
tensor. For Eq. (3.58) and (3.59), we thus find

Z0 =
p4q4

1 – p2q2 + uq =⇒ Zinv =
∏
n>1

1
1 – p2nq2n ×

1
1 – uq

, (3.64)

upon removing total derivatives following Eq. (3.61) and thus

ZLag = (1 – uq)Zinv =
∏
n>1

1
1 – p2nq2n , (3.65)

which precisely reproduces the counting from Ref. [34].

3.4.2 Evaluation in D = 10

Let us now evaluate Eq. (3.61) to order α′ in D = 10 dimensions, and for d = 0, upon truncating out
the vector and scalar sector, which do not exist at d = 0. Then, in Eq. (3.58) only the contributions
from metric, two-form and dilaton are taken into account. The coefficient q4 of Eq. (3.61) is then

g2 + h2 + gh2 + 3 h4 + h2u + u2. (3.66)
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We then deduce the following types of terms at the four-derivative order{
R2 [1] , ∇2H2 [1] , R H2 [1] , H4 [3] , H2∇2Φ [1] , ∇2Φ∇2Φ [1]

}
, (3.67)

where the multiplicities [n] indicate the number of independent terms of the same type. This precisely
reproduces the counting from Ref. [17] (c.f. their Eq. (2.36)). Let us recall that our counting only
includes manifestly gauge invariant terms, so it does not account for the possible ten-dimensional
gravitational Chern-Simons couplings.

3.5 Basis at order α′

Evaluating the counting formula (3.61) in generic dimension D23, we infer that at order α′ there are
61 independent manifestly O(d, d,R)-invariant four-derivative terms. While the general counting only
determines the number of independent terms without selecting a particular basis, it turns out that at
order α′ there is a distinguished explicit basis which is built from polynomials in terms carrying only
first order derivatives (and the Riemann tensor). Indeed, truncating the generating functions (3.36),
(3.43), (3.50), (3.55) and (3.57) to first order in derivatives, we may count from Eq. (3.59) the number
of independent terms that carry first derivatives only, and find precisely 61 terms at order α′.24

The basis at order α′ can thus be given in terms of polynomials in Rµνρσ, Hµνρ, FµνM, ∇µSM
N, and

∇µΦ. Schematically, its elements take the form{
R2 [1] , H4 [3] , (∇Φ)4 [1] , (∇S)4 [5] , F4 [12] , R H2 [1] , RF2 [2] ,

H2 (∇Φ)2 [2] , H2 (∇S)2 [2] , H2F2 [8] , (∇Φ)2 (∇S)2 [2] , (∇Φ)2F2 [4] ,

(∇S)2F2 [10] , H∇ΦF2 [2] , H∇S F2 [3] , ∇Φ∇S F2 [3]
}

.

(3.68)

We give the explicit expressions for all the basis elements in App. B.

In the following we will exhibit O(d, d,R) invariance of the dimensionally reduced action by expand-
ing the reduced action in the basis (3.68).

23For low values of D, there may exist some degeneracies, as in D = 3, where the three-form field strength Hµνρ = h εµνρ
carries a unique degree of freedom such that the three different contractions for H4 in Eq. (3.67) reduce to one. We did here
the calculation for D = 10, assuming that this value is large enough to make the count generic.

24At order α′2 this pattern breaks down. The general counting (3.61) reveals 1817 independent terms at order α′2

whereas there are only 1212 independent polynomials that can be constructed in terms of first order derivatives. This general
case differs from the situation encountered in the reduction to D = 1 dimensions, where one can always find a basis carrying
no more than first-order time derivatives [33].
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4 Chapter

Four-derivative action

The first-order α′ extension of the action of the bosonic supergravity (2.1) has been known for
some time [17] and is given up to field redefinitions by

Î1 =
1
4
α′
∫

dD+dX
√

–ĝ e–φ̂
(

R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂ –
1
2

Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂

R̂µ̂ν̂ρ̂σ̂ –
1
8

Ĥ2
µ̂ν̂Ĥ2 µ̂ν̂

+
1
24

Ĥµ̂ν̂ρ̂Ĥ
µ̂
σ̂
λ̂Ĥν̂

λ̂
τ̂ Ĥρ̂τ̂

σ̂
)

.
(4.1)

In this section, we compactify separately all of its terms on a d-torus, using the ansätze (2.3) and (2.4).
We fix the freedom of partial integration and possible field redefinitions, by converting all terms into
polynomials of first-order derivative (and the Riemann tensor). To do so, we systematically use partial
integrations and Bianchi identities to bring all terms carrying second-order derivative into a form
corresponding to the first column of Tab. 2.1, which can then be converted to the desired form by
means of field redefinitions as discussed in Sec. 2.2. We then compare the result to the O(d, d,R) basis
of Sec. 3.5.

The reduction of the three-form field strength Ĥµ̂ν̂ρ̂ is given in Eq. (2.5). For the reduction of the
Riemann tensor, we follow the results of Ref. [71], and give the lower-dimensional components in flat
indices as

R̂αβγδ = Rαβγδ –
1
2

[
– GmnF(1) m

α[γ F(1) n
δ]β + GmnF(1) m

αβ F(1) n
γδ

]
,

R̂αβγd =
[
∇[αF(1) p

β]γ –
1
2

(
Gmn∇[αGnpF(1) m

β]γ – F(1) m
αβ Gmn∇γGnp

)]
Ep d,

R̂αβcd =
1
2

[
F(1) γm
α F(1) q

γβ –∇αGmnGnp∇βGpq
]

Em [cE|q| d],

R̂αbγd =
1
4

[
2∇α∇γGmq – 2∇αGmnGnp∇γGpq –∇γGmnGnp∇αGpq + F(1) m

γε F(1) ε q
α

]
Em bEq d,

R̂abγd = –
1
2

F(1) m
γε ∇εGnp Em [aE|n| b]Ep d,

R̂abcd = –
1
2
∇εGmn∇εGpqEm aEp bEn [cE|q| d].

(4.2)

4.1 Reduction of the various terms

We reduce the action (4.1) term by term. This section is rather technical and the O(d, d,R) invariance
is discussed in Sec. 4.2.

41
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4.1.1 Reduction of Ĥ2
µ̂ν̂Ĥ2 µ̂ν̂

Upon compactification, we obtain

Ĥ2
µ̂ν̂Ĥ2 µ̂ν̂ = H2

µνH2µν + 4 H2
µνHµρmHνρm – 2 H2µνHµνmHνnm + 4 HµνmHµρmHνσnHρσn

– 4 HµρpHνρpHµmnHνnm + HµmnHνmnHµpqHνqp + 2 HµνλHρσλHµνmHρσm

+ 8 HµνρHµνmHσmnHσρn – 8 HµρmHµmnHνnpHνρp + HµνmHρσmHµνnHρσn

– 4 HµνmHρmnHρnpHµνp + 4 HµmnHνnpHνpqHµqm + 4 HmnpHµνρHmnρHµνp

+ 8 HmnpHµνqHµpqHνmn + 2 HmnpHµqrHµmnHpqr + 2 HmnpHmnqHµνpHµνq

+ 4 HmnpHmnqHµprHµqr + HmnrHmnsHpqsHpqr.

(4.3)

Using Eq. (2.5), this takes the form

Ĥ2
µ̂ν̂Ĥ2 µ̂ν̂ = H2

µνH2µν + 4 Tr
(
∇µBG–1∇µBG–1∇νBG–1∇νBG–1

)
+ Tr

(
∇µBG–1∇νBG–1

)
Tr
(
∇µBG–1∇νBG–1

)
+ HµνmGmnHρσnHµνpGpqHρσq

+ 4 HµνmGmnHµρnHρσpGpqHνσq – 2 H2µνTr
(
∇µBG–1∇νBG–1

)
+ 4 H2µνHµρmGmnHνρn – 4 Tr

(
∇µBG–1∇νBG–1

)
HµρmGmnHνρn

+ 2 HµνλHρσλHµνmGmnHρσn – 8 Hµρm

(
G–1∇µBG–1∇νBG–1

)mn
Hνρn

– 8 HµνρHµνm

(
G–1∇σBG–1

)mn
Hρσn – 4 Hµνm

(
G–1∇ρBG–1∇ρBG–1

)mn
Hµνn,

(4.4)

where all terms carry first-order derivatives only, i.e. are already of the desired form.

4.1.2 Reduction of Ĥµ̂ν̂ρ̂Ĥµ̂
σ̂
λ̂Ĥν̂

λ̂
τ̂ Ĥρ̂

τ̂
σ̂

Upon compactification, we obtain

Ĥµ̂ν̂ρ̂Ĥ
µ̂
σ̂
λ̂Ĥν̂

λ̂
τ̂ Ĥρ̂τ̂

σ̂ = HµνρHµσλHνλ
τHρτ σ + 6 HµνλHρσλHµρmHνσm

– 12 HµνρHµσmHνmnHρσn + 4 HµνρHµmnHνnpHρp
m + 3 HµνmHρσmHµρnHνσn

– 12 HµνmHρmnHνnpHµρp + 3 HµmnHνnpHµpqHνpm + 4 HmnpHm
µνHρµnHρνp

+ 12 HmnpHµmqHνn
qHµνp + 6 HmnrHpq

rHmp
µHnqµ + HmnpHm

q
rHn

r
sHp

s
q.

(4.5)

Using Eq. (2.5), this takes the form

Ĥµ̂ν̂ρ̂Ĥ
µ̂
σ̂
λ̂Ĥν̂

λ̂
τ̂ Ĥρ̂τ̂

σ̂ = HµνρHµσλHνλ
τHρτ σ + 3 HµνmGmnHρσnHµρpGpqHνσq

+ 6 HµνλHρσλHµρmGmnHνσn + 3 Tr
(
∇µBG–1∇νBG–1∇µBG–1∇νBG–1

)
– 12 HµνρHµσm

(
G–1∇νBG–1

)mn
Hρσn – 12 Hµνm

(
G–1∇ρBG–1∇νBG–1

)mn
Hµρn

+ 4 HµνρTr
(
∇µBG–1∇νBG–1∇ρBG–1

)
,

(4.6)

where again all terms carry first-order derivatives only, i.e. are already of the desired form.
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4.1.3 Reduction of R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂

Splitting the D + d indices µ̂ as µ̂→ {µ, m}, we obtain

R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂ = R̂µνρσR̂µνρσ + 4 R̂µνρmR̂µνρm + 2 R̂µνmnR̂µνmn

+ 4 R̂µmνnR̂µmνn + 4 R̂mnµpR̂mnµp + R̂mnpqR̂mnpq.
(4.7)

Upon using Eq. (4.2), the reduction of the first term of the action (4.1) then yields

α′

4

∫
dD+dX

√
–ĝ e–φ̂ R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂ −→

α′

4

∫
dDx
√

–g e–Φ
[
RµνρσRµνρσ –

3
2

RµνρσF(1) m
µν GmnF(1) n

ρσ +
3
2

Tr
(
∇µG–1∇µG∇νG–1∇νG

)
+

5
8

Tr
(
∇µG–1∇νG∇µG–1∇νG

)
+

1
8

Tr
(
∇µG–1∇νG

)
Tr
(
∇µG–1∇νG

)
+

3
8

F(1) m
µν GmnF(1) n

ρσ F(1)µν pGpqF(1)ρσ q +
1
8

F(1) m
µν GmnF(1) n

ρσ F(1)µρ pGpqF(1)νσ q

+
1
2

F(1) m
µν GmnF(1)µρ nF(1) p

ρσ GpqF(1)νσ q –
1
2

Tr
(
∇µG–1∇νG

)
F(1) m
µρ GmnF(1) νρ n

–
3
2

F(1) m
µν

(
∇ρG∇ρG–1G

)
mn

F(1)µν n +
1
2

F(1) m
µν

(
∇ρG∇µG–1G

)
mn

F(1)ρν n

+ Tr
(
∇µ∇νG–1G∇µ∇νG–1G

)
+ 3 Tr

(
∇µ∇νG–1∇µG∇νG–1G

)
– 6∇ρF(1) m

µν ∇µGmnF(1)νρ n

+ F(1) m
µν

(
G∇µ∇ρG–1G

)
mn

F(1)ρν n – 2∇ρF(1) m
µν Gmn∇µF(1)νρ n

]
.

(4.8)

Apart from the Riemann tensor, only the five last terms contain second-order derivatives. Using partial
integration and Bianchi identities, it is possible to transform those terms so that all second-order
derivatives appear as the leading two-derivative contribution from the field Eq. (2.17), i.e. appear
within the first column of Tab. 2.1. Details are given in App. C. Specifically, the remaining second-order
derivative terms combine into

α′

4

∫
dDx
√

–g e–Φ
[
Tr
(
�G–1G�G–1G

)
– 2∇µΦ Tr

(
�G–1G∇µG–1

)
+ 2 Tr

(
�G–1G∇νG–1∇νG

)
+

1
2

Tr
(
�GG–1∇νG∇νG–1

)
–

5
4

F(1) m
µν �GmnF(1)µν n

+
(
Rµν +∇µ∇νΦ

) (
Tr
(
∇µG–1∇νG

)
– 2 F(1) m

µρ GmnF(1) ρ n
ν

)
+ 2∇µF(1) m

µν Gmn

(
∇ρF(1)ρν n –∇ρΦF(1)ρν n

)
+
(

–2∇µΦF(1) m
µν Gmn + 3 F(1) m

µν ∇µGmn

)
∇ρF(1)ρν n

]
,

(4.9)

and can be eliminated by field redefinitions according to the rules defined in Tab. 2.1. The explicit
induced field redefinitions are collected in Eq. (C.4). The final result of the reduction (4.8) then takes
the form

α′

4

∫
dD+dX

√
–ĝ e–φ̂ R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂ −→

α′

4

∫
dDx
√

–g e–Φ
[
RµνρσRµνρσ –

1
2

RµνρσF(1) m
µν GmnF(1) n

ρσ +
1
2

Tr
(
∇µG∇µG–1∇νBG–1∇νBG–1

)
+ Tr

(
∇µBG–1∇µBG–1∇νBG–1∇νBG–1

)
+

1
8

Tr
(
∇µG–1∇νG∇µG–1∇νG

)
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–
1
8

Tr
(
∇µG–1∇νG

)
Tr
(
∇µG–1∇νG

)
–

1
4

Tr
(
∇µBG–1∇νBG–1

)
Tr
(
∇µG–1∇νG

)
+

1
4

HµνmGmnHρσnHµνpGpqHρσq +
1
8

F(1) m
µν GmnF(1) n

ρσ F(1)µρ pGpqF(1)νσ q

–
1
2

F(1) m
µν GmnF(1)µρ nF(1) p

ρσ GpqF(1)νσ q – HµνmGmnHµρnF(1) p
ρσ GpqF(1)νσ q

+
1
8

F(1) m
µν HρσmF(1)µν nHρσn +

1
4

H2µνTr
(
∇µG–1∇νG

)
–

1
2

H2
µνF(1)µρmGmnF(1) ν n

ρ

+
1
2

Tr
(
∇µBG–1∇νBG–1

)
F(1)µρmGmnF(1) ν n

ρ +
1
2

Tr
(
∇µG–1∇νG

)
HµρmGmnHνρ n

+
1
2

Tr
(
∇µG–1∇νG

)
F(1)µρmGmnF(1) ν n

ρ +
1
2

HµνλHρσλHµνmGmnHρσn

– 2 HµνρHµνm

(
G–1∇σBG–1

)mn
Hρσn –

1
2

HµνρHµνm

(
G–1∇σG

)m

n
F(1) n
ρσ

–
1
4

F(1) m
µν

(
∇ρBG–1∇ρB

)
mn

F(1)µν n –
1
4

Hµνm

(
∇ρG–1∇ρGG–1

)mn
Hµνn

– Hµνm

(
G–1∇ρBG–1∇ρBG–1

)mn
Hµνn –

1
2

F(1) m
µν

(
∇ρG∇νG–1G

)
mn

F(1)µρ n

– 2 Hµρm

(
G–1∇µBG–1∇νBG–1

)mn
Hνρn – Hµρm

(
G–1∇µBG–1∇νG

)m

n
F(1) νρ n

]
. (4.10)

4.1.4 Reduction of R̂µ̂ν̂ρ̂σ̂Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂

Let us finally consider the reduction of the term RHH. The index split gives

R̂µ̂ν̂ρ̂σ̂Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂

= R̂µνρσĤµνλĤρσλ + R̂µνρσĤµνmĤρσm – 4 R̂µνρmĤµνλĤρ m
λ

– 4 R̂µνρmĤρnmĤµνn + 2 R̂µνmnĤµνρĤρmn + 4 R̂µmνnĤµρmĤν n
ρ

+ 4 R̂µmνnĤµmpĤνn
p – 4 R̂µmnpĤµνmĤνnp + R̂mnpqĤµmnĤµpq

+ 2 R̂µνmnĤµνpĤmnp + 4 R̂µmnpĤµm
qĤnpq + R̂mnpqĤmn

rĤpqr.

(4.11)

Then, using Eq. (2.5) and (4.2), the reduction of the corresponding term in the action (4.1) gives

–
1
8
α′
∫

dD+dX
√

–ĝ e–φ̂ R̂µ̂ν̂ρ̂σ̂Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂
−→

α′

4

∫
dDx
√

–g e–Φ
[

–
1
2

RµνρσHµνλHρσλ –
1
2

RµνρσHµνmGmnHρσn

–
1
4

Tr
(
∇µG–1∇νB∇µG–1∇νB

)
– Tr

(
∇µB∇µG–1G∇νG–1∇νBG–1

)
–

1
2

Tr
(
∇µG–1G∇νG–1∇µBG–1∇νB

)
+

1
4

F(1) m
µν GmnF(1) n

ρσ HµνpGpqHρσq

+
1
4

F(1) m
µν GmnF(1) n

ρσ HµρpGpqHνσq –
1
2

F(1) m
µν HρσmF(1)ρν nHµσn +

1
4

HµνλHρσλF(1) m
µρ GmnF(1) n

νσ

+
1
4

HµνλHρσλF(1) m
µν GmnF(1) n

ρσ – HµνρF(1) m
µν

(
G∇σG–1

)
m

n
Hρσn – HµνρF(1) m

µσ

(
G∇νG–1

)
m

n
H σ
ρ n

–
1
2

HµνρF(1) m
µσ ∇νBmnF(1)σ n

ρ – F(1) m
µν

(
∇ρB∇νG–1

)
m

n
Hµρn +

1
2

F(1) m
µν

(
∇ρBG–1∇νB

)
mn

F(1)µρ n

– F(1) m
µν

(
G∇ρG–1∇ρBG–1

)
m

n
Hµνn – F(1) m

µν

(
G∇ρG–1∇νBG–1

)
m

n
Hµρn

–
1
2

Hµνm

(
∇ρG–1∇νGG–1

)mn
Hµρn – Hµρm

(
∇µG–1∇νGG–1

)mn
Hνρn
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–
1
2

HµνρTr
(
∇µG–1G∇νG–1∇ρB

)
+ Tr

(
∇µ∇νG–1∇µBG–1∇νB

)
– Hµρm∇µ∇νGmnHνρn

– 2∇µF(1) m
νρ

(
∇ρBG–1

)
m

n
Hµνn + 2 Hµνλ∇µF(1) m

νρ Hρλm

]
. (4.12)

Apart from the Riemann tensor, only the four last terms contain second-order derivatives. Just as for
the Riemann squared term (4.8), upon partial integration, one can transform these terms such that all
second-order derivatives appear as the leading two-derivative contribution from the field Eq. (2.17).
Details are given in App. C. Specifically, the remaining second-order derivative terms combine into∫

dDx
√

–g e–Φ α′

4

[
1
2

Tr
(
�G–1∇νBG–1∇νB

)
– Tr

(
�BG–1∇νB∇νG–1

)
–

1
2

F(1) m
µν

(
�BG–1

)
m

nHµνn –
1
4

Hµνm�GmnHµνn –∇µHµνρF(1) m
νσ Hσρm

–
1
2
∇µHµνm

(
2∇ρGmnHνρn – HνρσF(1)ρσm + 2

(
G–1∇ρB

)m

n
F(1) n
νρ

)
–

1
2
∇µF(1)µνm

(
2
(
∇ρBG–1

)
m

n
Hνρn – HνρσHρσm

)]
,

(4.13)

and can be eliminated by field redefinitions according to the rules defined in Tab. 2.1. The explicit
induced field redefinitions are collected in Eq. (C.9). The final result of the reduction (4.12) then takes
the form

–
1
8
α′
∫

dD+dX
√

–ĝ e–φ̂ R̂µ̂ν̂ρ̂σ̂Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂
−→

α′

4

∫
dDx
√

–g e–Φ
[

–
1
2

RµνρσHµνλHρσλ –
1
2

RµνρσHµνmGmnHρσn

+
1
4

Tr
(
∇µG–1∇νB∇µG–1∇νB

)
–

1
2

Tr
(
∇µG∇µG–1∇νBG–1∇νBG–1

)
–

1
2

Tr
(
∇µBG–1∇µBG–1∇νBG–1∇νBG–1

)
–

1
2

Tr
(
∇µG–1G∇νG–1∇µBG–1∇νB

)
–

1
8

HµνmGmnHρσnHµνpGpqHρσq +
1
4

F(1) m
µν GmnF(1) n

ρσ HµρpGpqHνσq

+
1
2

F(1) m
µν HρσmF(1)ρν nHµσn –

1
8

F(1) m
µν HρσmF(1)µν nHρσn

+
1
4

HµνλHρσλF(1) m
µρ GmnF(1) n

νσ –
1
4

HµνλHρσλHµνmGmnHρσn

+ HµνρHµνm

(
G–1∇σBG–1

)mn
Hρσn +

1
2

HµνρHµνm

(
G–1∇σG

)m

n
F(1) m
ρσ

– HµνρF(1) m
µσ

(
G∇νG–1

)
m

n
H σ
ρ n +

1
2

HµνρF(1) m
µσ ∇νBmnF(1)σ n

ρ

+
1
4

F(1) m
µν

(
∇ρBG–1∇ρB

)
mn

F(1)µν n +
1
2

Hµνm

(
G–1∇ρBG–1∇ρBG–1

)mn
Hµνn

+
1
4

Hµνm

(
G–1∇ρG∇ρG–1

)mn
Hµνn – F(1) m

µν

(
G∇ρG–1∇νBG–1

)
m

n
Hµρn

+ F(1) m
µν

(
∇ρB∇νG–1

)
m

n
Hµρn –

1
2

F(1) m
µν

(
∇ρBG–1∇νB

)
mn

F(1)µρ n

–
1
2

Hµνm

(
∇ρG–1∇νGG–1

)mn
Hµρn + Hµρm

(
G–1∇µBG–1∇νBG–1

)mn
Hνρn

– F(1) m
µρ

(
∇µGG–1∇νBG–1

)
m

n
Hνρn –

1
2

HµνρTr
(
∇µG–1G∇νG–1∇ρB

) ]
. (4.14)
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In the next section, we will match the result of the explicit reduction against the basis (3.68) in
order to establish O(d, d,R) invariance of the reduced action.

4.1.5 Field redefinitions

By partial integration and suitable field redefinitions, we have thus cast the reduced action at order α′

into a form which is polynomial in first-order derivatives and the Riemann tensor. As an illustration and
for potential applications requiring the dictionary between the lower-dimensional fields and the fields
featuring in the original action (2.1), let us list the full set of induced field redefinitions, put together
from Eq. (C.4) and (C.9):

δΦ =
1
4

[
– F(1) m

µν GmnF(1)µν n +
1
2

Tr
(
∇µG–1∇µG

) ]
,

δgµν =
1
4

[
2 F(1) m

µρ GmnF(1)ρ n
ν – Tr

(
∇(µG–1∇ν)G

) ]
,

δBµν =
1
8

[(
– 2∇ρF(1) m

ρµ + 2∇ρΦF(1) m
ρµ +

1
2

HµρσHρσpGpm

+ F(1) p
µρ

(
∇ρGG–1

)
p

m
+ Hµρp

(
G–1∇ρBG–1

)pm )(
A(2)
νm – BmnA(1)n

ν

)
– A(1)m

µ

(
G∇ρG–1

)
m

n
Hνρn – A(1)m

µ ∇ρBmnF(1)n
νρ + 2 F(1)m

µρ Hρνm

+
1
2

A(1)m
µ HνρσGmnF(1)ρσ n

]
–
(
µ↔ ν

)
,

δGmn =
1
4

[
– 2�Gmn + 2∇µΦ∇µGmn –

1
2

GmpHµνpGnqHµνq –
3
2

F(1) m
µν F(1)µν n

–
(

G–1∇µG∇µG–1
)mn

+
(

G–1∇µBG–1∇µBG–1
)mn ]

,

δBmn =
1
4

[ (
∇µB∇µG–1G

)
mn

+
(

G∇µG–1∇µB
)

mn

–
1
2

HµνmF(1)µν pGpn +
1
2

GmpF(1)µν pHµνn

]
,

δA(1)m
µ =

1
4

[
– 2∇νF(1) m

νµ + 2∇νΦF(1) m
νµ +

1
2

HµνρHνρnGnm

+ F(1) n
µν

(
∇νGG–1

)
n

m
+ Hµνn

(
G–1∇νBG–1

)nm ]
,

δA(2)
µm =

1
4

[
2∇νF(1) n

νµ Bnm – 2∇νΦF(1) n
νµ Bnm –

1
2

HµνρHνρn

(
G–1B

)n

m

– F(1) n
µν

(
∇νGG–1B

)
nm

– Hµνn

(
G–1∇νBG–1B

)n

m
+ Hµνn

(
∇νG–1G

)n

m

– F(1)n
µν ∇νBnm –

1
2

HµνρF(1)νρ nGnm

]
,

(4.15)

where we used the conventions of Eq. (2.15).

4.2 O(d, d,R) invariance and a Green-Schwarz type mechanism

We have now set up all the elements allowing to systematically exhibit the O(d, d,R) invariance of
the dimensionally reduced theory at order α′. Having brought the reduced action into a form that
is polynomial in first derivatives (and the Riemann tensor), we have fully fixed the ambiguities due
to field redefinitions and partial integration. We can then compare the result to the distinguished
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manifestly O(d, d,R)-invariant basis constructed in Chap. 3, after breaking up the latter under GL(d)25.
Different terms of the O(d, d,R) basis (3.68) do not share common terms in the decomposition under
GL(d), i.e. every GL(d) invariant term we have obtained in the reduction in the previous section has a
unique ancestor within the O(d, d,R) basis (3.68). It becomes thus a straightforward – albeit lengthy –
task to recombine (if possible) any collection of GL(d) terms into O(d, d,R)-invariant expressions.

The dimensionally reduced action is given by the sum of Eq. (4.4), (4.6), (4.10), and (4.14). Upon
combining these terms into the O(d, d,R)-invariant expressions of the basis (3.68), we can bring it into
the form

I1 = I1 + O1, (4.16)

where I1 is the part of I1 that can be organized into a linear combination of manifestly O(d, d,R)-
invariant basis elements as

I1 =
1
4
α′
∫

dDx
√

–g e–Φ
[
RµνρσRµνρσ –

1
2

RµνρσHµνλHρσλ –
1
8

H2
µνH2µν +

1
24

HµνρHµσ
λHνλ

τHρτ
σ

–
1
2

RµνρσFµνMSM
NFρσN +

1
16

Tr
(
∇µS∇νS∇µS∇νS

)
–

1
32

Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

)
+

1
8
FµνMFρσMFµρNFνσN –

1
2
FµνMSM

NFµρNFνσ PSP
QFρσQ

+
1
8
FµνMSM

NFρσ NFµρ PSP
QFνσQ +

1
8

H2
µνTr

(
∇µS∇νS

)
–

1
2

H2
µνFµρMSM

NFνρN

+
1
4
FµρMSM

NFνρNTr
(
∇µS∇νS

)
+

1
4

HµνλHρσλFµρMSM
NFνσ N

–
1
2

HµνρFµσM(S∇νS)M
NFρσN –

1
2
FµνM(S∇ρS∇νS)MNFµρN

]
, (4.17)

whereas the remaining part of the action O1 is not manifestly O(d, d,R) invariant, but given by

O1 = –
1
8
α′
∫

dDx
√

–g e–ΦHµνρ Tr
[
∇µG–1G∇νG–1∇ρB –

1
3
∇µBG–1∇νBG–1∇ρBG–1

]
. (4.18)

This suggests the definition

Ωµνρ = –
3
4

Tr
(
∂[µG–1G∂νG–1∂ρ]B

)
+

1
4

Tr
(
∂[µBG–1∂νBG–1∂ρ]BG–1), (4.19)

such that O1 takes the form

O1 =
1
6
α′
∫

dDx
√

–g e–Φ Hµνρ Ωµνρ. (4.20)

The three-form (4.19) descends from the non-vanishing cohomology H4 of O(d, d,R)/(O(d)×O(d)) [72,
73], although it is not O(d, d,R) invariant, its exterior derivative is26

4 ∂[µΩνρσ] =
3
8

Tr
(
S ∂[µS ∂νS ∂ρS ∂σ]S

)
. (4.21)

For Γ ∈ o(d, d,R) this implies that dδΓΩ = δΓdΩ = 0, i.e. the O(d, d,R) variation of Ωµνρ is closed and

25See App. C for the GL(d) expressions of the relevant O(d, d,R) terms.
26See App. C for the GL(d) expression.
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can locally be integrated to a two-form Xµν such that

δΓΩµνρ = 3 ∂[µXνρ]. (4.22)

This observation together with the particular form of Eq. (4.20) suggests a Green-Schwarz type
mechanism in oder to restore O(d, d,R) invariance of the D-dimensional action. Specifically, the
term (4.20) can be absorbed into a deformation of the two-derivative action (2.11) upon redefining

H̃µνρ ≡ Hµνρ – α′Ωµνρ, (4.23)

such that the kinetic term now produces

–
1

12
H̃µνρH̃µνρ = –

1
12

HµνρHµνρ +
α′

6
HµνρΩµνρ +O(α′2). (4.24)

In view of Eq. (4.22), the deformed field strength (4.23) remains O(d, d,R) invariant, if we impose on
Bµν a non-trivial O(d, d,R) transformation for Γ ∈ o(d, d,R) as

δΓBµν = α′ Xµν =⇒ δΓH̃µνρ = 0. (4.25)

The resulting theory is then fully O(d, d,R)-invariant to first order in α′. In order to compute an explicit
expression for Xµν , we start from a general o(d, d,R) matrix parametrized as

ΓM
N =

(
am

n bmn

cmn –an
m

)
, (4.26)

with cmn and bmn antisymmetric. Further defining the o(d, d,R) matrices

A(a)M
N =

(
am

n 0
0 –an

m

)
, B(b)M

N =

(
0 bmn

0 0

)
, C(c)M

N =

(
0 0

cmn 0

)
, (4.27)

the o(d, d,R) algebra takes the form
[A(a1),A(a2)] = A ([a1, a2]) ,

[A(a),B(b)] = B
(
ab + bat) ,

[A(a),C(c)] = –C
(
ca + atc

)
,


[B(b1),B(b2)] = 0,

[B(b),C(c)] = A (bc) ,

[C(c1),C(c2)] = 0.

(4.28)

The action of these generators on Gmn and Bmn is obtained from Eq. (2.9) and (2.12) asδΓG = aG + G at – G cB – B cG,

δΓB = aB + B at – B cB – G cG + b.
(4.29)

Thus, b and a encode the continuous extensions of the B-shifts (1.26) and the GL(d) rotations (1.27). As
discussed in Sec. 1.2, these symmetries have a geometric origin and are manifest in any diffeomorphism
and two-form B gauge invariant theory. In contrast, the antisymmetric c acts non-linearly and represents
genuine T-duality transformations analogous to the discrete transformations (1.28). Together with
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Eq. (4.19), Eq. (4.29) yields the general O(d, d,R) variation of Ωµνρ

δΓΩµνρ = –
3
2

[
Tr
(
c ∂[µG∂νG–1∂ρ]G

)
+ Tr

(
c ∂[µB∂νG–1∂ρ]B

) ]
. (4.30)

Pulling out one derivative, we extract the explicit form of Xµν from Eq. (4.22):

Xµν =
1
2

Tr
(
c ∂[µ(G + B) G–1∂ν](G + B)

)
. (4.31)

According to Eq. (4.25), the two-form thus acquires new transformations only along the nilpotent
o(d, d,R) generators cmn. This is consistent with the fact that all the other o(d, d,R) generators
represent by construction manifest symmetries of the dimensionally reduced action. Moreover, with the
expression (4.31), one can verify that the algebra of o(d, d,R) transformations (4.28) closes on Bµν .
Crucially, the deformed o(d, d,R) action (4.25) cannot be absorbed into a redefinition of the fields but
represents a genuine deformation of the O(d, d,R) transformation rules.

We may also consider the behavior of Eq. (4.20) under the Z2 invariance of bosonic string theory
that sends B̂→ –B̂. On the O(d, d,R) matrix (2.9) this symmetry acts as [44]

H → ZTHZ , Z ≡
(
1 0
0 –1

)
. (4.32)

The matrix Z is not O(d, d,R)-valued since the metric (2.10) transforms as

η → ZηZT = –η =⇒ S → –ZSZ. (4.33)

Thus, the O(d, d,R) invariant defined by the r.h.s. of Eq. (4.21) is Z2 odd. This ensures Z2 invariance
of the action (4.20) since Bµν and its field strength Hµνρ are also Z2 odd.

Let us summarize the previous discussion. The bosonic string effective action, including its first-order
α′ corrections, upon compactification on a d-torus exhibits a global O(d, d,R) symmetry, provided the
O(d, d,R) transformations of the two-derivative action acquire α′ corrections according to Eq. (4.25).
The full α′-corrected transformations are given byδΓgµν = 0,

δΓBµν =
α′

2
Tr
(
c ∂[µ(G + B)G–1∂ν](G + B)

)
,

δΓHMN = ΓM
PHPN + ΓN

PHMP,

δΓFµνM = –FµνN ΓN
M,

(4.34)

for ΓM
N ∈ o(d, d,R) parametrized as Eq. (4.26). To order α′, the O(d, d,R)-invariant action is given by

I =
∫

dDx
√

–g e–Φ
[
R + ∂µΦ ∂µΦ –

1
12

H̃µνρH̃µνρ +
1
8

Tr
(
∂µS ∂µS

)
–

1
4
FµνM SM

N FµνN

+
1
4
α′
(

RµνρσRµνρσ –
1
2

RµνρσHµνλHρσλ +
1

24
HµνρH

µ λ
σ Hν τ

λ Hρ σ
τ

–
1
8

H2
µνH2µν +

1
16

Tr
(
∇µS∇νS∇µS∇νS

)
–

1
32

Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

)
+

1
8
FµνMSM

NFρσ NFµρ PSP
QFνσQ –

1
2
FµνMSM

NFµρNFνσ PSP
QFρσQ

+
1
8
FµνMFρσMFµρNFνσN –

1
2

RµνρσFµνMSM
NFρσN



4

50 Part I Chapter 4 – Four-derivative action

+
1
8

H2
µνTr

(
∇µS∇νS

)
–

1
2

H2
µνFµρMSM

NFνρN +
1
4

HµνλHρσλFµρ
MSM

NFνσ N

–
1
2
FµνM(S∇ρS∇νS)MNFµρN +

1
4
FµρMSM

NFνρNTr
(
∇µS∇νS

)
–

1
2

HµνρFµσM(S∇νS)M
NFρσN

)]
+ O(α′2), (4.35)

with the deformed field-strength H̃µνρ defined in Eq. (4.23). This constitutes the main result of Part I.

Let us comment on the relation to Ref. [32], where a similar analysis of the first-order α′ corrections
is performed, however restricted to the scalar sector, i.e. setting A(1) m

µ = A(2)
µm = Bµν = 0, gµν = ηµν .

Their result is given in their Eq. (74):

I1 =
1
8
α′
∫

dDx e–Φ
[

– Tr
(
∇µ∇νS∇µ∇νS

)
+

1
16

Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

)
+ Tr

(
∇µS∇µS∇νS∇νS

)
+

1
8

Tr
(
∇µS∇νS∇µS∇νS

) ]
.

(4.36)

Upon partial integration, this can be rewritten as

I1 =
1
8
α′
∫

dDx
√

–g e–Φ
[

– Tr
( (
�S –∇µΦ∇µS

) (
�S –∇νΦ∇νS

) )
+
(
Rµν +∇µ∇νΦ

)
Tr
(
∇µS∇νS

)
+

1
16

Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

)
+ Tr

(
∇µS∇µS∇νS∇νS

)
+

1
8

Tr
(
∇µS∇νS∇µS∇νS

) ]
.

(4.37)

As discussed in Sec. 2.2, we can then remove the second-order derivative terms by performing the
(O(d, d,R)-covariant) field redefinitions

δΦ =
1

16
Tr
(
∇µS∇µS

)
,

δgµν = –
1
8

Tr
(
∇µS∇νS

)
,

δS = –
1
2
(
�S –∇µΦ∇µS

)
+

1
2
S∇µS∇µS,

(4.38)

in the convention of Eq. (2.15), to bring the result into the equivalent form

I1 =
1
4
α′
∫

dDx
√

–g e–Φ
[

1
16

Tr
(
∇µS∇νS∇µS∇νS

)
–

1
32

Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

) ]
. (4.39)

This precisely coincides with the truncation of Eq. (4.17) to the scalar fields. Our result reproduces
also the first-order α′ expressions of Ref. [29, 33] for the reduction to D = 1 dimensions.

Let us finally point out that considering the most generic manifestly diffeomorphism invariant
four-derivative action [17]

I1 = α′
∫

dD+dX
√

–ĝ e–φ̂
(
γ1 R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂ + γ2 Ĥµ̂ν̂λ̂Ĥρ̂σ̂

λ̂
R̂µ̂ν̂ρ̂σ̂ + γ3 Ĥµ̂ν̂ρ̂Ĥ

µ̂ λ̂
σ̂ Ĥν̂ τ̂

λ̂
Ĥρ̂ σ̂τ̂

+ γ4 Ĥ2
µ̂ν̂Ĥ2 µ̂ν̂ + γ5 (Ĥ2)2 + γ6 Ĥ2

µ̂ν̂∂
µ̂φ̂∂ν̂ φ̂+ γ7 Ĥ2∂µ̂φ̂∂

µ̂φ̂+ γ8 ∂µ̂φ̂∂
µ̂φ̂∂ν̂ φ̂∂

ν̂ φ̂
)

,
(4.40)
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the only choice of coefficients that give rise to an O(d, d,R)-invariant action after reduction on a generic
d-dimensional torus is

γ2 = –
γ1
2

, γ3 =
γ1
24

, γ4 = –
γ1
8

, γ5 = 0, γ6 = 0, γ7 = 0, γ8 = 0, (4.41)

corresponding to the action (4.1). Indeed, as the definition of Φ imposes

∂µφ̂ = ∂µΦ +
1
2

Tr
(

G–1∂µG
)

, (4.42)

the terms proportional to γ6, γ7 and γ8, respectively, in Eq. (4.40) produce terms carrying a factor
Tr
(

G–1∂µG
)

. However, there is no O(d, d,R)-invariant term in the basis (3.68) that contains such
a factor, as shown in App. C. Moreover, these terms cannot cancel each other, as they come with
different contraction structures. This imposes γ6 = γ7 = γ8 = 0. The computations detailed in
Chap. 2 and 4 finally implies the remaining coefficients of Eq. (4.41). Only with this choice do the
GL(d) terms combine into the O(d, d,R)-invariant terms of the basis (3.68). Up to field redefinition,
the action (4.1) thus is the unique four-derivative correction exhibiting O(d, d,R) invariance upon
dimensional reduction.

4.3 Frame formulation

In the previous section we have shown that invariance under rigid O(d, d,R) transformations requires
an α′ deformation of the transformation rules that resembles a Green-Schwarz mechanism. We will now
make this analogy more precise by introducing a frame formalism for which the O(d, d,R) symmetry
remains undeformed, while the local frame transformations acquire α′ deformations. This formulation
uses the standard Green-Schwarz mechanism similar to the one encountered in Sec. 1.4, albeit with
composite gauge fields.

We introduce a frame field E = (EM
A) with inverse E–1 = (EA

M) from which the scalar matrix (2.9)
encoding G and B can be reconstructed via

HMN = EM
AEN

BκAB, (4.43)

where flat indices are split as A = (a, ā), and κAB is a block-diagonal matrix with components κab and
κāb̄. Furthermore, we constrain the frame field by demanding that the ‘flattened’ O(d, d,R) metric is
also block-diagonal according to

ηAB ≡ EA
MEB

NηMN =

(
κab 0

0 –κāb̄

)
, (4.44)

with a relative sign in the space of barred indices reflecting the signature of the O(d, d,R) metric. In
this formalism κab and κāb̄ need not be Kronecker deltas, and in particular can be spacetime dependent,
and so there is a local GL(d)× GL(d) frame invariance, with transformation rules

δΛEA
M = ΛA

BEB
M , ΛA

B =

Λa
b 0

0 Λ̄ā
b̄

 . (4.45)

We could partially gauge fix κAB = δAB, which reduces the frame transformations to SO(d)×SO(d), but
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in the following another gauge fixing is convenient: we identify the components of κ with the metric G
according to

κ =

(
2G 0

0 2G

)
, (4.46)

where we used matrix notation. A frame field satisfying the constraint (4.44) and leading to the familiar
form of HMN is then given by

E ≡ (EM
A) ≡ 1

2

(
1 + BG–1 1 – BG–1

G–1 –G–1

)
. (4.47)

In order to derive composite connections from the frame field we define the Maurer-Cartan forms

(E–1∂µE)A
B ≡

Qµa
b Pµa

b̄

P̄µā
b Q̄µā

b̄

 . (4.48)

From this definition one finds that under GL(d)× GL(d) transformations (4.45), the Pµ transform as
tensors, and the Qµ transform as connections:

δΛQµa
b = –DµΛa

b, δΛQ̄µā
b̄ = –DµΛ̄ā

b̄, (4.49)

with DµΛa
b = ∂µΛa

b + [Qµ, Λ]a
b and a similar formula for the barred expression. We can evaluate

these connections for the gauge choice (4.47),
Qµ = –

1
2
∂µ(G – B)G–1,

Q̄µ = –
1
2
∂µ(G + B)G–1,

(4.50)

using again matrix notation.

Having constructed composite gauge fields from the frame field, we can consider the familiar
Chern-Simons three-forms built from them:

CSµνρ(Q) ≡ Tr
(

Q[µ∂νQρ] +
2
3

Q[µQνQρ]

)
. (4.51)

These Chern-Simons forms transform under Eq. (4.49) as

δΛCSµνρ(Q) = ∂[µTr
(
∂νΛ Qρ]

)
, (4.52)

with the barred formulas being analogous. Evaluating the Chern-Simons form with Eq. (4.50) one
recovers precisely the expression (4.19) encountered in the previous section, up to a global factor 3.
Therefore, we can define a three-form curvature with Chern-Simons modification:

H̃µνρ ≡ Hµνρ –
3
2
α′
(
CSµνρ(Q) – CSµνρ(Q̄)

)
, (4.53)

which then reproduces the term proportional to ΩH encountered in the O(α′) action.

We have thus succeeded to find a formulation for which the O(d, d,R) invariance is manifestly
realized without deformation. Rather, the GL(d) × GL(d) gauge symmetry is deformed by having a
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two-form transforming according to the Green-Schwarz mechanism,

δBµν =
1
2
α′ Tr

(
∂[µΛ Qν]

)
–

1
2
α′ Tr

(
∂[µΛ̄ Q̄ν]

)
. (4.54)

Performing a partial gauge fixing to SO(d)× SO(d), together with appropriate field redefinitions, this
Green-Schwarz mechanism relates to the reduction of α′-deformed double field theory [52]. This
formulation is related to the one of the previous section as follows: if one fully gauge fixes GL(d)×GL(d)
the O(d, d,R) transformations acquire deformations through compensating frame transformations and
hence the singlet Bµν starts transforming non-trivially under O(d, d,R).

Let us close this section by discussing how the Z2 invariance (4.32) of bosonic string theory is
realized in this frame formulation. The Z2 acts on the frame field as

E→ ZTEZ̃, Z̃ ≡
(

0 1

1 0

)
. (4.55)

The matrix Z̃ exchanges the two GL(d) factors and hence exchanges the role of unbarred and barred
indices. Indeed, under the transformation (4.55) the Maurer-Cartan forms (4.48) transform as Pµ ↔ P̄µ
and Qµ ↔ Q̄µ, as one may verify by a quick computation and as is suggested by the explicit form (4.50).
Thus, the relative sign in Eq. (4.53) implies that the total Chern-Simons form is Z2 odd, which together
with Bµν → – Bµν implies Z2 invariance of the action.

4.4 Extension to heterotic supergravity

The analysis we just did for the first-order α′ corrections of the bosonic supergravity can be generalized
to the case of the heterotic supergravity. In absence of the Yang-Mills field in ten dimensions, the
bosonic part of the four-derivative effective action of the heterotic string takes the form [17]

Î1 =
1
4
α′
∫

dD+dX
√

–ĝ e–φ̂
[

– Ĥµ̂ν̂ρ̂ Ω̂(ω̂)
µ̂ν̂ρ̂ +

1
2

(
R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂ –

1
2

Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂

R̂µ̂ν̂ρ̂σ̂

–
1
8

Ĥ2
µ̂ν̂Ĥ2 µ̂ν̂ +

1
24

Ĥµ̂ν̂ρ̂Ĥ
µ̂ λ̂
σ̂ Ĥν̂ τ̂

λ̂
Ĥρ̂ σ̂τ̂

)]
,

(4.56)

where D+d = 10. Apart from terms proportional to the α′ corrections of the bosonic supergravity (4.1),
the action features the gravitational Chern-Simons form Ω̂(ω̂)

µ̂ν̂ρ̂, defined as

Ω̂(ω̂)
µ̂ν̂ρ̂ = Tr

(
ω̂[µ̂∂ν̂ ω̂ρ̂]

)
+

2
3

Tr
(
ω̂[µ̂ ω̂ν̂ ω̂ρ̂]

)
, (4.57)

in terms of the spin connection
ω̂µ̂ α̂

β̂ = ∇µ̂êν̂
β̂ êα̂

ν̂ . (4.58)

With the O(d, d,R)-invariant form of the bosonic supergravity we discussed above, it just remains to
reduce the first term of Eq. (4.56). Following the same systematics outlined in Sec. 4.1, the reduced
action for the bosonic part of heterotic supergravity (in absence of the ten-dimensional Yang-Mills field)
is

I =
∫

dDx
√

–g e–Φ
[
R + ∂µΦ ∂µΦ –

1
12

H̃µνρH̃µνρ +
1
8

Tr
(
∂µS ∂µS

)
–

1
4
FµνM SM

N FµνN
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–
1
4
α′
(

HµνρΩ(ω)
µνρ –

1
16

Tr
(
S∇µS∇µS∇νS∇νS

)
–

1
16
FµνMFρσM Fµν PSP

QFρσQ

+
1
4

RµνρσFµνMFρσM –
1
16

HµνλHρσλFµνMFρσM +
1
8
FµνM (∇ρS∇ρS)M NFµνN

+
1
4
FµνM (∇µS∇ρS)M NFνρN +

1
4

HµνρFµσM∇σSM
NFνρN

)
+

1
8
α′
(

RµνρσRµνρσ –
1
2

RµνρσHµνλHρσλ +
1

24
HµνρH

µ λ
σ Hν τ

λ Hρ σ
τ

–
1
8

H2
µνH2µν +

1
16

Tr
(
∇µS∇νS∇µS∇νS

)
–

1
32

Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

)
+

1
8
FµνMSM

NFρσ NFµρ PSP
QFνσQ –

1
2
FµνMSM

NFµρNFνσ PSP
QFρσQ

+
1
8
FµνMFρσMFµρNFνσN –

1
2

RµνρσFµνMSM
NFρσN

+
1
8

H2
µνTr

(
∇µS∇νS

)
–

1
2

H2
µνFµρMSM

NFνρN +
1
4

HµνλHρσλFµρ
MSM

NFνσ N

–
1
2
FµνM(S∇ρS∇νS)MNFµρN +

1
4
FµρMSM

NFνρNTr
(
∇µS∇νS

)
–

1
2

HµνρFµσM(S∇νS)M
NFρσN

)]
+ O(α′2). (4.59)

It is O(d, d,R)-invariant, provided that the two-form Bµν transforms as in Eq. (4.34). The derivation of
Eq. (4.59) is detailed in Ref. [C].
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Conclusion

We have set up a systematic procedure for analyzing the higher-derivative corrections of the bosonic
and the heterotic supergravities upon toroidal compactification. In particular, we have discussed how
to control the ambiguities that arise due to non-linear field redefinitions and partial integration. This
establishes the basis for analyzing the realization of O(d, d,R) invariance of the dimensionally reduced
action. At first order in α′, we have presented the explicit reduction of the bosonic supergravity and
cast the result into a manifestly O(d, d,R)-invariant form upon identification of the necessary field
redefinitions. In particular, the analysis confirms that at order α′, the O(d, d,R) invariance of the
dimensionally reduced action fixes all the couplings in higher dimensions (up to an overall factor). The
analysis has revealed the need for a Green-Schwarz type mechanism by which the lower-dimensional
two-form (which is originally singlet under O(d, d,R)) acquires a non-trivial transformation of order α′.
This is a genuine deformation, which cannot be eliminated by further field redefinitions.

We have also extended the analysis to the bosonic sector of the heterotic supergravity (in absence
of the ten-dimensional vector fields). In particular, the procedure allows to keep track of all field
redefinitions, and the complete set of non-linear field redefinitions which translate between the original
ten-dimensional fields and the O(d, d,R)-covariant lower-dimensional fields is given in Ref. [C]. This
dictionary allows to exploit the O(d, d,R) symmetry as a solution generating method for the heterotic
string [74, 75] to first order in α′. Examples of such solutions have been constructed in Ref. [76–78]
and used to compute higher-derivative corrections to black holes entropy in Ref. [79–82]. It would
be very interesting to extend the analysis to also include the ten-dimensional vector fields [83], as
initiated in Ref. [80], resulting in an O(d, d + K,R) extension of the present results, with the larger
group broken down by the non-abelian gauge couplings [27].

In principle, the method we have outlined is fully systematic and could be applied to higher-order α′

corrections. In practice, the number of terms quickly explodes and calls for complementary techniques
to be combined with the present approach. As noted above, already at order α′2 the number of
manifestly O(d, d,R)-invariant terms in lower dimensions amounts to 1817. Nevertheless, it would be
interesting to compare the resulting structures to related work in Ref. [35, 36]. The case of corrections
at order α′3 (eight derivatives) is of particular interest, as this is the order of the first corrections
in type II string theory, which are not completely known yet. The cosmological reduction of the
gravitational sector at order α′3 has recently been studied in Ref. [40], where agreement with T
duality has been shown. As mentioned in Chap. 1, double field theory seems unable to include these
corrections [63]. The approach we developed constitutes a new tool to study how T duality is realized
at order α′3 and could shed light on the obstacles encountered in double field theory. This technique
could also be used to predict the form of the higher-derivative corrections in higher dimension, as was
argued in Ref. [37–39] using reduction on a circle.

Finally, it will be interesting to further study the simplifications arising in the resulting actions
upon reduction to particularly low dimensions D. For D = 1, all terms other than the scalar couplings
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disappear from Eq. (4.35) and (4.59), and we recover the lowest-order result of Ref. [29, 33, 34]. At
D = 2, the two-form couplings disappear and the vector fields may be integrated out. Particularly
interesting is the three-dimensional case. At D = 3, the two-form may be integrated out. With a field
equation of the type

∇µ
(

e–Φ Hµνρ
)

= O
(
α′
)

, (5.1)

this introduces an integration constant which in particular turns the coupling (4.19) into a three-
dimensional analogue of the WZW model, c.f. Ref. [72]. Furthermore, in D = 3, the (abelian)
vector fields may be dualized into scalars. While this dualization is still possible in the presence of α′

corrections, the symmetry enhancement to O(d + 1, d + 1,R) encountered for the two-derivative action
breaks down at order α′ and is replaced by the appearance of the relevant automorphic forms [84, 85].
The manifestly O(d, d,R)-invariant action (4.35) makes it possible to explicitly study this symmetry
breaking.
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Appendix

Generating function for
the vector fields

There exists generic math results for generating function for plethysms (see for example Ref. [86,
87]). Here, we suggest a trick to compute them from the expression (3.36) and the product law for
Young tableaux. We will only consider the case of vector fields, but the technique generalizes easily to
the other cases.

Let us first recall the alphabet (3.34) of letters carrying the dilaton,

AΦ =
{
∇((µ1

. . .∇µn))Φ | n ∈ N∗
}

, (3.34)

and the associated generating function

ZΦ(u, q, vD) = u

(
1 – q2

(1 – q)vD
– 1

)
. (3.36)

In terms of Young tableaux, an SO(D) vector vD is represented as a box and the alphabet (3.34) can be
written as {

µ1 µn – traces | n ∈ N∗
}

. (A.1)

We then learn from Eq. (3.36) the associated generating function

∞∑
n=1

(
µ1 µn – traces

)
=

1 – q2

(1 – q)vD
– 1, (A.2)

where we have suppressed the factor u, as we count the plethysm without association to a specific field,
and kept the parameter q to count the number of derivatives. We can then compute the generating
function for the vector fields, whose alphabet is

{
∇((µ1

. . .∇µn))Fν1ν2
M – traces & Bianchi | n ∈ N

}
=
{

ν1 µ1 µn

ν2
– traces | n ∈ N

}
, (A.3)

using Eq. (A.2) and the product of Young tableaux. The product

ν2 ⊗ ν1 µ1 µn =
ν1 µ1 µn

ν2
⊕ ν1 ν2 µ1 µn (A.4)

can indeed be used to express the hook shaped tableaux in Eq. (A.3) in terms of the ones in Eq. (A.1).
We must however take into account the possible traces, and the exact product we need is

ν2 ⊗
(
ν1 µ1 µn – traces

)
=
(

ν1 µ1 µn

ν2
– traces

)
⊕
(
ν1 ν2 µ1 µn – traces

)
⊕ Tr

(
ν1 , ν2

)
×
(
µ1 µn – traces

)
.

(A.5)
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We then deduce from Eq. (A.2) the generating function for the vector fields alphabet:

∞∑
n=0

(
ν1 µ1 µn

ν2
– traces

)
= q vD ×

(
1 – q2

(1 – q)vD
– 1

)
–

(
1 – q2

(1 – q)vD
– 1

)

– q2 × 1 – q2

(1 – q)vD
.

(A.6)

We finally find the expression given in Eq. (3.50):

ZF ( f , q, vD) = f
∞∑

n=0

(
ν1 µ1 µn

ν2
– traces

)
= f

1
q

(
1 –

1 – vD q (1 – q2) – q4

(1 – q)vD

)
. (3.50)
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Explicit basis at order α′

In this appendix, we explicitly spell out the O(d, d,R)-invariant basis schematically given in
Eq. (3.68), whose existence we have deduced in Sec. 3.5 and which we have used in order to bring the
reduced action into manifestly O(d, d,R)-invariant form. The basis is built from 61 terms which we list
according to their different structures.

R2 : {
RµνρσRµνρσ

}
(B.1)

H4 : {
(H2)2, H2µνH2

µν , HµνρHµα
βHνβ

γHργ
α
}

(B.2)

(∇Φ)4 : {
∇µΦ∇µΦ∇νΦ∇νΦ

}
(B.3)

(∇S)4 : {
Tr
(
∇µS∇µS∇νS∇νS

)
, Tr
(
∇µS∇νS∇µS∇νS

)
, Tr
(
S∇µS∇µS∇νS∇νS

)
Tr
(
∇µS∇µS

)
Tr
(
∇νS∇νS

)
, Tr
(
∇µS∇νS

)
Tr
(
∇µS∇νS

)} (B.4)

F4 :{
FµνMFµνM FρσNFρσN,FµνMSM

NFµνN FρσPFρσP,FµνMSM
NFµνN FρσPSP

QFρσQ,

FµνMFρσM Fµν
NFρσN,FµνMSM

NFρσN Fµν
PFρσP,FµνMSM

NFρσN Fµν
PSP

QFρσQ,

FµνMFρσM Fµρ
NFνσN,FµνMSM

NFρσN Fµρ
PFνσP,FµνMSM

NFρσN Fµρ
PSP

QFνσQ,

FµνMFµρM FνσNFρσN,FµνMSM
NFµρN FνσPFρσP,FµνMSM

NFµρN FνσPSP
QFρσQ

} (B.5)

R H2 : {
RµνρσHµνλHρσλ

}
(B.6)

RF2 : {
RµνρσFµνMFρσM, RµνρσFµνMSM

NFρσN

}
(B.7)
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H2 (∇Φ)2 : {
H2
µν ∇µΦ∇νΦ, H2∇µΦ∇µΦ

}
(B.8)

H2 (∇S)2 : {
H2
µν Tr

(
∇µS∇νS

)
, H2 Tr

(
∇µS∇µS

)}
(B.9)

H2F2 : {
H2FµνMFµνM, H2FµνMSM

NFµνN, H2
µν FµρMFρνM, H2

µν FµρMSM
NFρνN,

HµνλHλρσ FµνMFρσM, HµνλHλρσ FµνMSM
NFρσN, HµνλHλρσ FµσMFρνM,

HµνλHλρσ FµσMSM
NFρνN

} (B.10)

(∇Φ)2 (∇S)2 : {
∇µΦ∇νΦ Tr

(
∇µS∇νS

)
,∇µΦ∇µΦ Tr

(
∇νS∇νS

)}
(B.11)

(∇Φ)2F2 : {
∇ρΦ∇ρΦFµνMFµνM,∇ρΦ∇ρΦFµνMSM

NFµνN,

∇µΦ∇νΦFρµMFρνM,∇µΦ∇νΦFρµMSM
NFρνN

} (B.12)

(∇S)2F2 : {
Tr
(
∇ρS∇ρS

)
FµνMFµνM, Tr

(
∇ρS∇ρS

)
FµνMSM

NFµνN,

Tr
(
∇µS∇νS

)
FµρMFνρM, Tr

(
∇µS∇νS

)
FµρMSM

NFνρN,

FµνM∇ρSM
N∇ρSN

PFµνP,FµνM∇ρSM
N∇ρSN

PSP
QFµνQ

FµνM∇νSM
N∇ρSN

PFµρP,FµνM∇νSM
N∇ρSN

PSP
QFµρQ,

FµνM∇ρSM
N∇νSN

PFµρP,FµνM∇ρSM
N∇νSN

PSP
QFµρQ

}
(B.13)

H∇ΦF2 : {
Hµνρ∇σΦFµνMFρσM, Hµνρ∇σΦFµνMSM

NFρσN

}
(B.14)

H∇S F2 :{
HµνρFµσM∇νSM

NSN
PFρσP, HµνρFµνM∇σSM

N FρσN, HµνρFµνM∇σSM
NSN

PFρσP

}
(B.15)

∇Φ∇S F2 :{
∇ρΦFµνM∇ρSM

NFµνN,∇µΦFµρM∇νSM
NFνρN,∇µΦFµρM∇νSM

NSN
PFνρP

}
(B.16)
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Appendix

Partial integration,
field redefinitions
and GL(d) decomposition

In this appendix, we give some details about the computations of the dimensionally reduced actions
presented in Sec. 4.1. We show explicitly how to eliminate all second-order derivatives by partial
integration up to terms appearing in the first column of Tab. 2.1, amenable to subsequent elimination
by field redefinitions.

C.1 R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂

Let us begin with the terms appearing in the reduction of R̂µ̂ν̂ρ̂σ̂R̂µ̂ν̂ρ̂σ̂, as presented in Sec. 4.1.3. We
give the explicit expression of the five last terms in Eq. (4.8) after integration by parts (and use of
Bianchi identities). Up to boundary terms (which we ignore), the first two terms can be rewritten as

α′

4

∫
dDx
√

–g e–ΦTr
(
∇µ∇νG–1G∇µ∇νG–1G

)
=
α′

4

∫
dDx
√

–g e–Φ
[
Tr
((
�G–1 –∇µΦ∇µG–1

)
G
(
�G–1 –∇νΦ∇νG–1

)
G
)

+2 Tr
((
�G–1–∇µΦ∇µG–1

)
G∇νG–1∇νG

)
–Tr
((
�G–∇µΦ∇µG

)
G–1∇νG∇νG–1

)
+ Tr

(
∇µG–1∇νG∇µG–1∇νG

)
+
(
Rµν +∇µ∇νΦ

)
Tr
(
∇µG–1∇νG

) ]
,

(C.1)

and

3α′

4

∫
dDx
√

–g e–Φ Tr
(
∇µ∇νG–1∇µG∇νG–1G

)
(C.2)

=
∫

dDx
√

–g e–Φ α′

4

[
3
2

Tr
( (
�G –∇µΦ∇µG

)
G–1∇νG∇νG–1

)
–

3
2

Tr
(
∇µG–1∇νG∇µG–1∇νG

)]
,

respectively. The last three terms can be manipulated similarly and their sum takes the following form

α′

4

∫
dDx
√

–g e–Φ
[
F(1) m
µν

(
G∇µ∇ρG–1G

)
mn

F(1)ρν n – 2∇ρF(1) m
µν Gmn∇µF(1)νρ n

– 6∇ρF(1) m
µν ∇µGmnF(1)νρ n

]
=
∫

dDx
√

–g e–Φ α′

4

[
2
(
∇µF(1) m

µν –∇µΦ F(1) m
µν

)
Gmn

(
∇ρF(1)ρν n –∇ρΦF(1)ρν n

)
– 2

(
Rµν +∇µ∇νΦ

)
F(1) m
µρ GmnF(1) ρ n

ν –
5
4

F(1) m
µν

(
�G –∇ρΦ∇ρG

)
mn F(1)µν n
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+ F(1) m
µν

(
∇ρG∇µG–1G

)
mn

F(1)νρ n + F(1) m
µν

(
∇µG∇ρG–1G

)
mn

F(1)νρ n

+ 3 F(1) m
µν ∇µGmn

(
∇ρF(1)ρν n –∇ρΦ F(1)ρν n

)
+ RµνρσF(1) m

µν GmnF(1) n
ρσ

]
, (C.3)

again up to boundary contributions. In the form (C.1)–(C.3), all the remaining second-order derivatives
are of the form appearing in the first column of Tab. 2.1. They can thus be reabsorbed into field
redefinitions as discussed in Sec. 2.2. Explicitly, this induces the order α′ field redefinitions

δΦ =
1
8

[
– 2 F(1) m

µν GmnF(1)µν n + Tr
(
∇µG–1∇µG

) ]
,

δgµν =
1
4

[
2 F(1) m

µρ GmnF(1)ρ n
ν – Tr

(
∇(µG–1∇ν)G

) ]
,

δBµν =
1
8

(
– 2∇ρF(1) m

ρµ + 2∇ρΦF(1) m
ρµ + HµρσHρσpGpm + F(1) p

µρ

(
∇ρGG–1

)
p

m

+ 2 Hµρp

(
G–1∇ρBG–1

)pm )(
A(2)
νm – BmnA(1)n

ν

)
–
(
µ↔ ν

)
,

δGmn =
1
4

[
– 2�Gmn + 2∇µΦ∇µGmn – GmpHµνpGnqHµνq –

3
2

F(1) m
µν F(1)µν n

–
(

G–1∇µG∇µG–1
)mn

+ 2
(

G–1∇µBG–1∇µBG–1
)mn ]

,

δA(1)m
µ =

1
4

[
– 2∇νF(1) m

νµ + 2∇νΦF(1) m
νµ + HµνρHνρnGnm

+ F(1) n
µν

(
∇νGG–1

)
n

m
+ 2 Hµνn

(
G–1∇νBG–1

)nm ]
,

δA(2)
µm =

1
4

[
2∇νF(1) n

νµ Bnm – 2∇νΦF(1) n
νµ Bnm – HµνρHνρn

(
G–1B

)n

m

– F(1) n
µν

(
∇νGG–1B

)
nm

– 2 Hµνn

(
G–1∇νBG–1B

)n

m

]
.

(C.4)

C.2 R̂µ̂ν̂ρ̂σ̂Ĥµ̂ν̂λ̂Ĥρ̂σ̂
λ̂

Here, we consider the four last terms in the reduction (4.12) of RHH. After partial integration, they
can be brought into the form

α′

4

∫
dDx
√

–g e–Φ Tr
(
∇µ∇νG–1∇µBG–1∇νB

)
=
α′

4

∫
dDx
√

–g e–Φ
[

– Tr
(
∇µB∇µG–1∇νB∇νG–1

)
+

1
2

Tr
(
∇µB∇νG–1∇µB∇νG–1

)
– Tr

( (
�B –∇µΦ∇µB

)
G–1∇νB∇νG–1

)
+

1
2

Tr
((
�G–1 –∇µΦ∇µG–1

)
∇νBG–1∇νB

)]
,

(C.5)

–
α′

4

∫
dDx
√

–g e–Φ Hµρm∇µ∇νGmnHνρn

=
α′

4

∫
dDx
√

–g e–Φ
[

–
(
∇µHµνm –∇µΦHµνm

)
∇ρGmnHνρn –

1
2

F(1) m
µν

(
∇ρB∇ρG–1

)
m

n
Hµνn

–
1
4

Hµνm

(
�G–1 –∇ρΦ∇ρG–1

)mn
Hµνn – F(1) m

νρ

(
∇µB∇ρG–1

)
m

n
Hµνn

]
,

(C.6)
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–
α′

2

∫
dDx
√

–g e–Φ∇µF(1) m
νρ

(
∇ρBG–1

)
m

n
Hµνn

=
α′

4

∫
dDx
√

–g e–Φ
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(
∇µHµνm –∇µΦHµνm

) (
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)m
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–
(
∇µF(1)µνm –∇µΦF(1)µνm

)(
∇ρBG–1

)
m

n
Hνρn +

1
2

F(1) m
µν

(
∇ρBG–1∇ρB

)
mn

F(1)µν n

–
1
2
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µν

(
∇ρB∇ρG–1

)
m

n
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1
2
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�B –∇ρΦ∇ρB
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m
n
Hµνn
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(
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(
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(
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)
mn

F(1) ρµ n
]
, (C.7)

α′

4

∫
dDx
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–g e–Φ 2 Hµνλ∇µF(1) m
νρ Hρλm

=
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dDx
√
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∇µHµνm –∇µΦHµνm

)
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1
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]
,

(C.8)

respectively. Again, all left-over terms carrying second-order derivatives can be converted to products
of first-order derivatives by means of the rules of Tab. 2.1. This induces the explicit field redefinitions

δBµν =
1
8

[
– A(1)m

µ

(
G∇ρG–1

)
m

n
Hνρn – A(1)m

µ ∇ρBmnF(1)n
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)
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)

mn

–
1
2

HµνmF(1)µν pGpn +
1
2

GmpF(1)µν pHµνn

]
,
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1
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C.3 GL(d) expressions of some O(d, d,R) terms

We present here the GL(d) decomposition of some of the O(d, d,R)-invariant terms, that are relevant
for the identifications made in Sec. 4.2.

Tr
(
∇µS∇νS

)
= 2 Tr

(
∇(µG∇ν)G

–1
)

+ 2 Tr
(
∇µBG–1∇νBG–1

)
. (C.10)

Tr
(
∇µS∇νS∇µS∇νS

)
= 2 Tr

(
∇µG–1∇νG∇µG–1∇νG

)
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(
∇µB∇νG–1∇µB∇νG–1

)
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(
G–1∇µBG–1∇νG∇µG–1∇νB

)
(C.11)

+ 2 Tr
(

G–1∇µBG–1∇νBG–1∇µBG–1∇νB
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, (C.12)
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FµνMSM
NFρσ N = F(1) m

µν GmnF(1) n
ρσ + HµνmGmnHρσ n, (C.14)

FµνMFρσM = F(1) m
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ρσm + F(1) m
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µνm, (C.15)
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FµνM∇ρSM
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– F(1) m
µν

(
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1

1 Chapter

Introduction

Supergravity is fundamental to the study of the AdS/CFT correspondence, which conjectures the
equivalence between some conformal field theories in d dimensions and string theories solutions
on d + 1-dimensional anti-de Sitter spacetime. In the weak coupling regime of string theory, this
correspondence involves supergravity solutions, compactified on a compact manifold. The AdS3/CFT2

correspondence is particularly promising, thanks to the good knowledge of conformal theories in two
dimensions. In this context, the knowledge of anti-de Sitter solutions in three dimensions is crucial, as
well as the need for efficient techniques to compute the Kaluza-Klein towers of massive fields resulting
from the compactification. This is the subject of this part, based on Ref. [A, D, E].

This chapter is dedicated to the introduction of the AdS/CFT correspondence and of the standard
methods of Kaluza-Klein spectrum calculation. We briefly review in Sec. 1.1 the main features of
the correspondence and the relevance of supergravity to study them. We introduce in Sec. 1.2 the
standard harmonic analysis needed to describe the compactification of supergravity theories on compact
manifolds, using the example of six-dimensional supergravity on AdS3 × S3. Sec. 1.3 finally gives the
outline of this part of the thesis.

1.1 AdS/CFT correspondence

The AdS/CFT correspondence is a conjectured relation between certain conformal field theories in
d-dimensional flat spacetime and superstring theories on backgrounds of the form AdSd+1 ×K, with K
a compact manifold of dimension 9 – d [88, 89]27. It states a duality between those quantum theories,
in the sense that there exists a one-to-one map between their fields and operators, and that their
dynamics agree.

A conformal field theory is a quantum field theory enjoying conformal invariance, i.e. invariant
under coordinate transformations xµ 7→ x′µ(x) that leave the metric unchanged up to a scale factor:

gµν(x) 7→ Ω(x)–2 gµν(x). (1.1)

These transformations do not preserve the norm of vectors, but preserve the angles between two vectors
(an example is given in Fig. 1.1). In d > 2-dimensional flat Lorentzian spacetime, i.e. for gµν(x) = ηµν ,
they form the group SO(2, d). For d = 2, the symmetry group features an infinite set of generators.
An AdSd+1 spacetime is a d + 1-dimensional spacetime with constant negative curvature. Its isometry
group is SO(2, d). An example of AdS2 geometry, embedded in three dimensions, is given in Fig. 1.2(a)
by a one-sheet hyperboloid of revolution. Such spaces can also be represented on the plane, like in
Fig. 1.2(b) which represents a tilling of the Poincaré plane with squares and triangles. The metric on
this plane is such that all the squares in the tilling share the same dimensions: it is as if a person walking

27See Ref. [90–92] for reviews.
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(a) (b)

Fig. 1.1 Example of a conformal transformation in two dimensions. The grid (a) is
mapped to (b) through the transformation z 7→ z2/10 in the complex plane. The angles
are preserved: pairs of orthogonal lines are mapped to pairs of orthogonal curves. The
norm is however not preserved.

in such a space sees the size of his legs decrease as he approaches the edge of the disk. Although drawn
finite, the Poincaré disk represents an infinite space: the perimeter of its edge is infinite.

In the AdS/CFT correspondence, the quantum field theory may be thought of as being defined on
the boundary of the anti-de Sitter spacetime, as schematically drawn in Fig. 1.3. As such, it is the most
promising realization of the holographic principle, that states that the content of a quantum theory
of gravitation in a given volume can be encoded in an effective theory living on the boundary surface
of the volume. First proposed by ’t Hooft and Susskind [93, 94], this principle is motivated by the
Bekenstein-Hawking formula for the entropy of a black hole, according to which the maximum amount
of entropy stored in a volume scales like the area of the black hole’s event horizon. The holographic
principle is pretty general, but the precise form of the boundary theory is usually unknown.

The power of the AdS/CFT correspondence is to predict both the bulk and boundary theories. It
can thus, in principle, be used to compute physical quantities on one side, using the tools of the other.
The duality furthermore relates the perturbative, i.e. weak coupling, regime in string theory to the non-
perturbative, i.e. strong coupling, regime of the gauged CFT, and vice versa. Let us emphasize that this

(a) (b)

Fig. 1.2 Examples of anti-de Sitter geometries. (a) One-sheet hyperboloid of revolution
embedded in flat three-dimensional space. (b) Tilling of the Poincaré plane with squares
and triangles. All squares, as the highlighted ones, are of same dimensions in this
geometry
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CFT2

AdS3

x

y
t

Fig. 1.3 Schematic representation of spacetime in the AdS3/CFT2 correspondence. The
CFT is defined on the boundary of the AdS spacetime, sketched here as a cylinder with
the Poincaré disk as a base.

duality is very different from the one we studied in Part I. T duality relates different backgrounds within
string theory, whereas the AdS/CFT correspondence links quantum field theories on flat spacetime to
string theories, that include gravity. The CFT, which was not originally intended to describe gravitation,
appears in fact as a promising tool to deal with highly non-trivial gravitational problems.

The most prominent example of the correspondence relates type IIB string theory on AdS5× S5 and
N = 4 super-Yang-Mills theory on four-dimensional Minkowski space. Another example is the one of
string theory on AdS3 × S3 ×K, with the compact 4-dimensional manifold K being S3 × S1, the four
torus T4 or a K3 surface, and certain two-dimensional superconformal field theories. Even if there is no
general derivation of the correspondence28, it has succeeded a large amount of tests, in the form of
calculations matching on the two different sides, and motivates many possible applications in different
fields, such as QCD, quark gluon plasma and condensed matter. As string theory is best understood
in the low-energy regime, where it is described by supergravity, the duality is often used to predict
results in strong coupled CFT using the tools of supergravity. We will restrict to this weaker form of the
correspondence in the following.

Let us now explore the predictions of the AdS/CFT correspondence more explicitly. The relation
between the objects of the two theories takes the form of a field-operator map, i.e. a dictionary between
the supergravity fields on AdSd+1 and the CFTd operators. This one-to-one map follows from the match-
ing of the symmetries on both sides of the correspondence: the bosonic subgroup of the superalgebra
on the CFT side can be identified with the isometry group of the string background AdSd+1 ×K. The
supergravity fields and CFT operators can then be organized into representations of these symmetries,
and the dictionary links fields ϕ and operators O belonging to the same representations. One can
furthermore show that the mass m of the supergravity field ϕ is related to the conformal dimension ∆

of the CFT operator O through the formula given in Tab. 1.1.
The field-operator map yields a relation between the generating functions on both sides. The

boundary value ϕ(0) of the supergravity field can be interpreted as a source for the CFT operator
O, and the correspondence gives the equivalence between the partition function of the supergravity

28See however Ref. [95] for the special case of the AdS3/CFT2 correspondence.
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Spin Relation between m and ∆

0
(
m`AdS

)2 = ∆(∆ – d)

1/2 |m`AdS| = ∆ – d/2

1
(
m`AdS

)2 = (∆ – 1)(∆ + 1 – d)

3/2 |m`AdS| = ∆ – d/2

2
(
m`AdS

)2 = ∆(∆ – d)

Tab. 1.1 Relation between the mass m of a supergravity field ϕ and the conformal
dimension ∆ of a CFT operator O identified through the AdS/CFT correspondence [96–
101]. `AdS is the characteristic length of the AdS spacetime.

theory, evaluated on the boundary, with the generating functional of CFT correlations functions, or,
schematically, 〈

exp
(∫

ddxOϕ(0)
)〉

CFT
= e– Ssugra[ϕ]

∣∣∣
boundary

, (1.2)

with Ssugra the supergravity action. This relation, together with holographic renormalization to
regularize the boundary behavior of the supergravity fields [102], could in principle be used to compute
all CFT correlation functions knowing the supergravity action, and explicit computations for 2- and
3-points functions have been strong supports for the correspondence. However, for higher-order
correlators, this recipe needs the non-linear couplings in the supergravity, which are in general hard to
compute: as already mentioned, the supergravity fields ϕ involved in the field-operator dictionary are
the ones of the low-dimensional theory on AdSd+1, and not the ones of the full theory on AdSd+1 ×K.
The fields ϕ are thus obtained by dimensional reduction of the ten-dimensional fields on K. This
reduction induces the appearance of infinitely many massive fields in the low-dimensional theory, often
called Kaluza-Klein towers, with highly non-trivial couplings. This dimensional reduction is the subject
of the next section.

1.2 Kaluza-Klein spectrum

The ideas of dimensional reduction were first introduced by Kaluza and Klein in the first half of the
twentieth century in the context of general relativity [103, 104]. They considered pure gravity in
five dimensions, and showed that the compactification of the fifth dimension leads to a unified field
theory of gravitation and electromagnetism. This idea was then extensively used in theoretical physics,
for example to describe how, in supergravity, a theory formulated in D dimensions can lead to an
observable spacetime in low dimensions.

One considers that the D-dimensional spacetimeMD is a direct product

Md ×KD–d (1.3)

of a manifold Md of dimension d < D, describing the low-dimensional spacetime, and a compact
internal space KD–d. The D-dimensional fields ϕD then depend on the spacetime coordinates xM =
{xµ, ym}, with M ∈ J1, DK, µ ∈ J1, dK and m ∈ J1, D – dK, and the low-dimensional supergravity fields
are obtained after expansion of the higher-dimensional ones in terms of a complete set of functions on
the internal space. The simplest example is given by the reduction on the circle S1, where the fields can
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be written as Fourier expansions:

ϕD(xµ, y) =
∑
n≥0

ϕn(xµ) eiyn/R, (1.4)

with R the radius of the internal space. From the point of view of supergravity in D – 1 dimensions, a
single higher-dimensional field gives then rise to an infinite number of fields ϕn. It turns out that the
modes with n 6= 0 are massive. Consider a massless scalar field φ(xµ, y) in D dimensions, obeying the
Klein-Gordon equation

�D φ = 0. (1.5)

With the Fourier expansion (1.4), the fields φn(xµ) satisfy(
�D–1 –

(n
R

)2
)
φn = 0, (1.6)

and are massive, considered as fields in the low-dimensional supergravity. Similar expansions can be
considered for all the fields in D dimensions. The supergravity onMD–1 contains then infinite towers
of massive fields, called Kaluza-Klein towers.

For reductions on spheres, one expands the fields in terms of spherical harmonics, that form a basis
of the space of all functions on the sphere. They are also eigenfunctions of the Laplacian. Denoting YΣ

the scalar spherical harmonics on the sphere, the expansion of a higher-dimensional scalar field takes
the form

φ(xµ, ym) =
∑
Σ

φΣ(xµ)YΣ(ym). (1.7)

For the round sphere Sn, the index Σ takes value in the tower of representations [m, 0, . . . , 0] of
SO(n + 1). However, as the dimensional reduction of fields with non-vanishing spin leads to low-
dimensional fields with non-trivial transformation under the Lorentz group on the internal manifold29,
the scalar harmonics YΣ are not sufficient and one needs several towers of spherical harmonics, with
non-trivial behavior under the internal Lorentz group. These additional harmonics can be determined
using group theoretical arguments [105], and are built from products of YΣ and their derivatives. The
computation of the Kaluza-Klein spectrum, i.e. the determination of the fields in the Kaluza-Klein towers
and their masses, is then in general much more involved than in the simple case we just described. It
demands, after linearization of the higher-dimensional equations of motion and the expansion of all
fields in harmonics of the internal space, to disentangle the resulting equations in order to deduce the
masses of the fields. This program has been successfully applied only for backgrounds that enjoy a
coset space structure (see Ref. [106–110] for examples), or for general backgrounds but restricting to
the spin-2 fields [111].

Let us consider as an example the reduction ofN = (2, 0) six-dimensional supergravity on AdS3×S3,
whose Kaluza-Klein spectrum has been computed in Ref. [110]. The theory describes a pure supergravity
multiplet, containing a graviton, four gravitini and five self-dual tensor fields, coupled to n tensor
multiplets, each of them composed of an anti-self-dual tensor field, four fermions and five scalars. We
restrict to a subsector of the spectrum, that results from the couplings between the metric gMN and the
self-dual Bi

MN, where i ∈ J1, 5K is the SO(5) vector index, and present schematically the steps of the

29The reduction of a D-dimensional vector AM gives for example rise to a d-dimensional vector Aµ and to D – d scalars Am,
transforming under SO(D – d).
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calculation. gMN and Bi
MN couple via the Einstein equations

RMN = Hi
MPQ Hi

N
PQ, (1.8)

where we disregarded all the other fields, and with Hi
MNP the field-strength associated to the two-form.

In the AdS3 × S3 background solution, the metric is g̊MN and one of the components of the self-dual
field strength is singled out and equal to the Levi-Civita tensor, while all other components vanish:

H̊i
µνρ =

1
`AdS

√
– g̊AdS3

εµνρ δ5
i, H̊i

mnp =
1

`AdS

√
g̊S3 εmnp δ5

i. (1.9)

Around this background, we parametrize the fluctuations as

gMN = g̊MN + hMN, Hi
MNP = H̊i

MNP + 3∂[Mbi
NP], (1.10)

and focus in particular on the trace of the internal metric and on the internal components of the
self-dual two-form:

hmn = Lmn + g̊mn N, bi
mn = εmnp U i p, (1.11)

where Lmn is traceless with respect to g̊mn. For these fields, the harmonic expansion reads

N(xµ, ym) =
∑

l

N(l,0)(xµ)Y(l,0)(ym),

U i
m(xµ, ym) =

∑
l

(
U i (l,±1)(xµ)Y(l,±1)

m (ym) + U i (l,0)(xµ) ∂mY(l,0)(ym)
)

.
(1.12)

The harmonics are labeled by SO(4) representations (l1, l2), and satisfy

∇2
S3Y(l1,l2) = –

1
`2AdS

(
l1(l1 + 2) + l22

)
Y(l1,l2),

∇2
S3Y(l1,l2)

m = –
1

`2AdS

(
l1(l1 + 2) + l22 – 2

)
Y(l1,l2)

m .
(1.13)

Inserting the expansions into the equations of motion (1.8), properly linearized with respect to
Eq. (1.10), gives, after some gauge fixing, two coupled equations for N(l,0) and U 5 (l,0):`2AdS�AdS3

U 5 (l,0) – l(l + 2) U 5 (l,0) – 2 N(l,0) = 0,

`2AdS�AdS3
N(l,0) – 8 l(l + 2) U 5 (l,0) –

(
l(l + 2) + 8

)
N(l,0) = 0.

(1.14)

This system is diagonalized as`2AdS�AdS3
N(l,0)

+ – l(l – 2) N(l,0)
+ = 0,

`2AdS�AdS3
N(l,0)

– –
(

l2 + 6l + 8
)

N(l,0)
– = 0,

with

N(l,0)
+ = N(l,0) – 2 (l + 2) U 5 (l,0),

N(l,0)
– = N(l,0) + 2 l U 5 (l,0).

(1.15)
Thus, the new variables N(l,0)

± describe massive scalar fields. We see in this simple example that the
computation of the Kaluza-Klein modes is far from straightforward, notably because these modes mix
components of different higher-dimensional fields.

Similar computations are needed to derive the masses of all fields around the vacuum (1.9). Once
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the eigenmodes and masses determined, it still remains to arrange the modes into representations
of the proper group, SU(2|1, 1) × SU(2|1, 1) for the present example. These representations could
mix eigenmodes from different levels l in the harmonic expansion. The task of computing the full
Kaluza-Klein spectrum around a given vacuum is thus involved, and nearly impossible for vacua
preserving few symmetries. Note that, here, we restricted the calculations to the linearized equations of
motion, as we were only interested in determining the masses. One needs to extend the computation
to higher orders to be able to use Eq. (1.2) and determine correlations functions.

1.3 Content of the part

As we outlined in the previous sections, supersymmetric anti-de Sitter backgrounds of string theory
and supergravity are of central importance in the holographic AdS/CFT correspondence. Within
higher-dimensional supergravity, these correspond to supersymmetric solutions of the form AdSd ×K.
After expansion of the higher-dimensional fields in terms of harmonics on K, the low-dimensional
supergravity features infinite Kaluza-Klein towers of low-dimensional fields. In order to deal with
a genuine supergravity theory, i.e. composed of a finite number of fields, one can truncate these
towers to a finite subset. Such a truncation is said to be consistent if it is a solution of the higher-
dimensional equations of motion. After consistent truncation, the low-dimensional theory is a gauged
supergravity in d dimensions with a stationary point in its scalar potential. The AdSd solution of the
low-dimensional theory with all scalars constant located at the stationary point then corresponds to the
higher-dimensional AdSd ×K solution.

A systematic approach to the classification of AdSd × K backgrounds may start directly from a
classification of supersymmetric AdSd backgrounds in d-dimensional gauged supergravity. These
supergravities are determined by the choice of a constant tensor, called the embedding tensor, which
encodes the gauge structure and couplings of the theories [112–114]. Rather than searching AdS
vacua within a given theory, one may instead determine the most general embedding tensor such
that the resulting theory admits a supersymmetric AdSd vacuum, thereby determining the relevant d-
dimensional theories together with their solutions. For half-maximal supergravities in d ≥ 4 dimensions,
such an analysis has been performed in Ref. [115–119], where the general gauging admitting a fully
supersymmetric AdS vacuum has been determined and analyzed. AdS3 vacua have so far escaped a
similar classification. This is mostly due to the fact that the structure of gauged supergravity theories
and their solutions in three spacetime dimensions is very rich. Already the maximal (N = 16) gauged
supergravity in three dimensions offers a plethora of fully supersymmetric AdS3 vacua [120]. This is in
marked contrast to higher dimensions, where there is a single maximally supersymmetric AdS vacuum
in d = 7 [121] and d = 5 [122], together with a one-parameter family of maximally supersymmetric
AdS4 vacua [123, 124]. Similarly, many AdS3 vacua have been identified in theories with N = 9 and
N = 10 supersymmetry [125, 126].

The wealth of three-dimensional structures is based on the particular properties of three-dimensional
gauge and gravitational theories. The gravitational (super-)multiplet in three dimensions is non-
propagating, which allows for the construction of a gravitational Chern-Simons action for any AdS3

supergroup [127]. Further coupling to scalar matter offers ample possibilities due to the on-shell duality
between scalar and gauge fields in three dimensions. Finally, the AdS3 isometry group SO(2, 2) '
SL(2,R)L × SL(2,R)R is not simple, but a product of two factors. Consequently, the supergroup of
AdS3 background isometries in general factors into a direct product of simple supergroups GL × GR for
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which there are various options [128, 129]. The supercharges accordingly split into N = (p, q) charges
transforming under GL and GR, respectively. As a result, there is an immense number of AdS vacua in
three dimensions.

In Ref. [A], with N. S. Deger and H. Samtleben we took a first step towards their classification,
by determining all chiral N = (8, 0) AdS3 vacua within half-maximal d = 3 gauged supergravity.
Half-maximal gauged supergravities in three dimensions have been constructed in Ref. [130, 131] by
deforming the half-maximal ungauged theory of Ref. [132]. They describe the couplings between the
non-propagating N = 8 supergravity multiplet to p scalar multiplets, and feature a SO(8, p) global
symmetry. Different gauge groups, embedded into SO(8, p), are realized using the embedding tensor
formalism. We performed the explicit analysis of consistency conditions on the embedding tensor,
leading to the classification, and computed for every vacuum the associated mass spectrum. This is
reviewed in Chap. 2 and 3.

For the low-dimensional AdS solutions that are effectively consistent truncations of a higher-
dimensional supergravity, one may ask the question whether it is possible to deduce the full Kaluza-Klein
spectrum from the low-dimensional theory. It is in principle always possible, knowing the solution in
higher dimensions, to follow the procedure detailed in Sec. 1.2. However, as we already mentioned, this
procedure is fairly involved. Recently, a new technique for Kaluza-Klein spectroscopy has been devel-
oped [133, 134]. It uses the framework of exceptional field theory [135–138], which provides a duality
covariant formulation of higher-dimensional supergravities, and in particular allows the construction
of consistent truncations via reduction ansätze of the higher-dimensional fields directly expressed in
terms of the ones of the low-dimensional gauged supergravity. For a given low-dimensional background
that arises from a consistent truncation, one can extend these ansätze so that they also describe the
linearized higher-dimensional fluctuations around the background. Thanks to this construction, the
diagonalisation problem that one usually encounters while computing a Kaluza-Klein spectrum is solved
prior to the reduction. This allows the direct computation of the mass matrices of the full Kaluza-Klein
towers and, in particular, makes it possible to compute the spectrum around vacua with few or no
remaining symmetries.

In Ref. [133, 134], this technique has been worked out for compactifications to five- and four-
dimensional maximal supergravities. In Ref. [D], these new tools have been extended to vacua that
sit in half-maximal supergravity in three dimensions. The relevant framework is the duality covariant
SO(8, p) exceptional field theory of Ref. [139]. We computed there the expressions of the mass matrices
for spin-2, vector and scalar fields around AdS3 vacua of three-dimensional half-maximal supergravity.
With G. Larios and H. Samtleben, we extended this work to the fermionic matrices in Ref. [E], adapting
the work of Ref. [140] to three dimensions. This is the subject of Chap. 4.

The part is organized as follows. In Chap. 2, we review the peculiar structure of gauged supergravity
in three dimensions. The set of algebraic constraints imposed onto the embedding tensors in order to
ensure consistency of the gauging and the existence of a supersymmetric N = (8, 0) AdS3 vacuum is
spelled out in Chap. 3. The analysis and solution of these constraints is presented in the particular case
of the supergroup OSp(8|2,R). We also collect some partial results on AdS3 vacua with N = (7, 1) and
N = (7, 0) supersymmetry. Chap. 4 is dedicated to the derivation of the Kaluza-Klein spectroscopy
tools for half-maximal supergravity in three dimensions. We first review the framework of the SO(8, p)
exceptional field theory and present then how to generalize the compactification ansätze to include
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Kaluza-Klein fluctuations. We derive the expressions of the mass matrices of the bosonic fields and state
the results for the fermionic ones. We finally illustrate the efficiency of the method on four examples,
including the AdS3 × S3 solution of N = (2, 0) six-dimensional supergravity considered in Sec. 1.2
and a family of non-supersymmetric vacua of six-dimensional supergravity. We finally summarize our
findings and conclude in Chap. 5.
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2
Chapter

Gauged supergravity
in three dimensions

In three spacetime dimensions, supergravity theories are special for two main reasons. First, general
relativity is topological, so that the gravitational sector does not carry any degrees of freedom. Second,
the on-shell duality between scalars and vectors allows for symmetry enhancement. The exceptional
E8(8) symmetry of the maximal theory needs indeed the dualization of all vector fields into scalars to
be exhibited. The same condition is needed in the half-maximal theory to enhance the symmetry to
SO(8, p). Vector fields are however necessary if one wants to gauge the theory. A novel mechanism is
then required, to gauge the theory while keeping all the scalars (and thus the enhanced symmetry).
We will see that the solution is to introduce the dual vectors via a Chern-Simons term, so that they
do not carry additional degrees of freedom. This new gauging procedure allows many more possible
gaugings than in higher dimensions. In this chapter, we introduce some relevant facts about the
three-dimensional half-maximal gauged supergravities. We first review the ungauged theory and the
relation between scalars and vectors. We then turn to the gauging procedure. As we will see, the gauge
structure is most conveniently encoded in a constant embedding tensor subject to a set of algebraic
constraints.

2.1 Ungauged theory

Half-maximal supergravity has first been constructed in Ref. [132]. This ungauged theory contains an
N = 8 supergravity multiplet composed of a dreibein eµα, defining a metric of signature (–1, 1, 1), and
eight Rarita-Schwinger fields ψ A

µ , where µ and α denote respectively the curved and flat spacetime
indices, and A is the index of the spinorial representation of the Minkowski R-symmetry SO(8). As
already mentioned, this multiplet does not carry propagating degrees of freedom in three dimension.
The matter fields combine into p copies of the N = 8 scalar multiplet, each one composed of eight
scalars and eight spin-1/2 fermions, transforming in the vectorial and cospinorial representations of
SO(8), respectively. We note φIr the resulting 8p scalar fields and χ Ȧr the 8p spin-1/2 fermions, with I
and r the vectorial indices of SO(8) and SO(p), respectively, and Ȧ the cospinorial index of SO(8).

The scalar matter forms an SO(8, p)/(SO(8) × SO(p)) coset space sigma model. The SO(8, p)
invariant tensor is defined as

ηM̄N̄ =

(
– δIJ 0
0 δrs

)
, (2.1)

and the generators of so(8, p), in the chosen representation, are given by

(
LM̄N̄)

P̄
Q̄ = 2 δP̄

[M̄ ηN̄]Q̄. (2.2)

Here, we combined the vectorial indices I and r into SO(8, p) vector indices M̄ = {I, r}. Then, {LIJ, Lrs}
form the generators of so(8)⊕ so(p), while the coset is parametrized by {LIr}. The 8p scalar fields φIr

79
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are thus described by the SO(8, p) matrix

MM̄N̄ = VM̄
P̄VN̄

Q̄ δP̄Q̄, (2.3)

with the coset representative
V(φ) = eφIrL

Ir
. (2.4)

It transforms as
V(φ′) = gV(φ) h–1(φ), (2.5)

with g ∈ SO(8, p) and h(φ) ∈ SO(8) × SO(p). Its coupling to fermions is described in terms of the
Maurer-Cartan form

V–1∂µV =
1
2

QIJ
µ LIJ +

1
2

Qrs
µ Lrs + PIrµ LIr, (2.6)

and the covariant derivatives
Dµψ A

ν = ∂µψ
A
ν +

1
4
ωµ

αβγαβψ
A
ν +

1
4

QIJ
µ ΓIJAB ψ

B
ν ,

Dµχ Ȧr = ∂µχ
Ȧr +

1
4
ωµ

αβγαβχ
Ȧr +

1
4

QIJ
µ ΓIJ

ȦḂ
χ Ḃr + Qrs

µ χ
Ȧs,

(2.7)

with the spin-connection ωµ
αβ , the three-dimensional γ matrices γα in flat spacetime with γαβ =

γ[αγβ], and products of the SO(8) Γ matrices ΓI
AȦ

. These matrices satisfy the algebra30

{
ΓI, ΓJ T

}
AB

= 2 δIJδAB,
{

ΓI T, ΓJ
}

ȦḂ
= 2 δIJδȦḂ, (2.8)

and we define the anti-symmetrized products of Γ matrices ΓI1I2...In = Γ[I1ΓI2 . . .ΓIn]. In our conven-
tions, ΓIJKLAB is self-dual, whereas ΓIJKL

ȦḂ
is anti-self-dual. Finally, the full supersymmetry variations are of

the form V–1δV = LIr ε̄A ΓI
AȦ
χ Ȧr,

δeµα = ε̄A γα ψ A
µ ,

δχ Ȧr =
1
2

ΓI
AȦ
γµ εA PIrµ ,

δψ A
µ = DµεA,

(2.9)

with supersymmetry parameter εA and γµ = eµαγα. They leave invariant the Lagrangian

e–1L = R + 2 γ µνρ ψ̄ A
µ Dν ψ A

ρ – P Irµ Pµ Ir – 2 χ̄ Ȧrγµ Dµχ Ȧr – 2 P Irµ χ̄
Ȧr ΓIAȦ γ

νγµ ψ A
ν , (2.10)

up to quartic fermionic terms, where e =
√
|det gµν |, R denotes the Ricci scalar and γµνρ =

– e–1 εµνρ, with the Levi-Civita density εµνρ. Note that the scalar kinetic term can be expressed

as
1
8

Tr
(
∂µM∂µM–1

)
.

2.2 Duality between scalar and vector fields

Let us now briefly discuss the duality between scalars and vectors. There are no vector field in the
ungauged Lagrangian, but they may be defined on-shell upon dualizing the Noether currents of the
global SO(8, p) symmetry. Denoting by JµM̄N̄ = Jµ[M̄N̄] those currents, associated to the SO(8, p)
generators (2.2), we introduce the abelian vector fields AµM̄N̄, and the associated field-strengths

30We refer to the appendices of Ref. [141] for an explicit representation of the SO(8) Γ matrices. See also Ref. [142] for
useful identities.
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FµνM̄N̄, via
εµνρ FνρM̄N̄ = eJ µ M̄N̄. (2.11)

The vectors are dual to the isometries of the theory, and not directly to the scalar fields. This is due to
the particular form of dualities involving scalar fields, which allow non-linear couplings, contrary to
dualities between p-forms, which are linear. The Bianchi identities for FµνM̄N̄ are then ensured on-shell
by the conservation laws

∂ µ
(

eJµM̄N̄
)

= 0, (2.12)

which are verified once the scalars satisfy their equations of motion. By construction, the vector fields
transform in the adjoint representation of SO(8, p). Their supersymmetry transformations can be
deduced from the ones obtained by dimensional reduction, or from the analogous structures in the
maximal theory [112, 143]. Their equations of motion follow from Eq. (2.11).

Through Eq. (2.11), the vectors are defined as non-linear and non-local functions of the scalar
fields. With this equation, the number of vectors we can introduce is only limited by the total number
of isometries. They are defined on-shell, and there is no Lagrangian formulation that contain the scalar
fields and their dual vector fields at the same time. The gauging procedure will allow for an off-shell
description of the dualization, as we will see in the next sections.

2.3 Gauging: the embedding tensor

Half-maximal gauged supergravities in three dimensions have been constructed in Ref. [130, 131] by
deforming the half-maximal ungauged theory of Ref. [132]. The gauging of the theory is described
using the embedding tensor formalism [112, 113]. We briefly review its main features in this context.
Gauging amounts to promoting a subgroup G0 ⊂ SO(8, p) to a local symmetry, in such a way that the
local supersymmetry remains preserved. The embedding of g0 in so(8, p) is given by the embedding
tensor ΘM̄N̄|P̄Q̄, so that the gauge group generators are embedded in XM̄N̄ as

XM̄N̄ = ΘM̄N̄|P̄Q̄ LP̄Q̄. (2.13)

The embedding tensor ΘM̄N̄|P̄Q̄ is antisymmetric in [M̄N̄] and [P̄Q̄], moreover symmetric under ex-
change of the two pairs31. It is thus contained in the symmetric tensor product of two adjoint
representations of SO(8, p) and may accordingly be decomposed into its irreducible parts:

ΘM̄N̄|P̄Q̄ ⊂ 1⊕ ⊕ ⊕ , (2.14)

where each box represents a vector representation 8 + p of SO(8, p). With this group-theoretical
representation, the constraint on ΘM̄N̄|P̄Q̄ that ensures supersymmetry of the gauged theory takes a
simple form [131]:

P ΘM̄N̄|P̄Q̄ = 0, (2.15)

31In order to allow for an action principle of the gauged theory, otherwise the resulting field equations include a gauging
of the trombone scaling symmetry [139].
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i.e. one has to project out the “Weyl-tensor” type representation32. This constraint is often called the
linear constraint. It can be explicitly solved by parameterizing ΘM̄N̄|P̄Q̄ as33

ΘM̄N̄|P̄Q̄ = θM̄N̄P̄Q̄ +
1
2

(
ηM̄[P̄ θQ̄]N̄ – ηN̄[P̄ θQ̄]M̄

)
+ ηM̄[P̄ ηQ̄]N̄ θ, (2.16)

where θM̄N̄P̄Q̄ is totally antisymmetric and θM̄N̄ is symmetric and traceless.
To ensure that this embedding defines a proper gauge group, the embedding tensor ΘM̄N̄|P̄Q̄ must

be invariant under transformations of g0 itself. Explicitly, this reads

(
XR̄S̄
)

M̄
K̄ΘK̄N̄|P̄Q̄ +

(
XR̄S̄
)

N̄
K̄ΘM̄K̄|P̄Q̄ +

(
XR̄S̄
)

P̄
K̄ΘM̄N̄|K̄Q̄ +

(
XR̄S̄
)

Q̄
K̄ΘM̄N̄|P̄K̄ = 0. (2.17)

Since XM̄N̄ are defined in terms of the embedding tensor (see Eq. (2.13)), this condition gives rise to
a set of equations bilinear in ΘM̄N̄|P̄Q̄, referred to as the quadratic constraints. Any solution to these
constraints defines a viable gauging. Determining the possible choices for G0 then amounts in solving
Eq. (2.17). This will be further detailed in Chap. 3.

2.4 Gauging: the Lagrangian

Once a proper embedding tensor identified, the gauging procedure follows the standard scheme. We
introduce dim(G0) vector fields Aµm using Eq. (2.11) and a projection with ΘM̄N̄|P̄Q̄:

Aµm tm = AµM̄N̄ XM̄N̄ = AµM̄N̄ ΘM̄N̄|P̄Q̄ LP̄Q̄, (2.18)

with m ∈ J1, dim(G0)K and tm the generators of g0. We then covariantize Eq. (2.6) by defining

V–1DµV = V–1∂µV +AµM̄N̄ V–1 ΘM̄N̄|P̄Q̄ LP̄Q̄ V =
1
2
QIJµ LIJ +

1
2
Qrs
µ Lrs + P Irµ LIr. (2.19)

The full covariant derivatives of the fermions read accordingly
Dµψ A

ν = ∂µψ
A
ν +

1
4
ωµ

αβγαβψ
A
ν +

1
4
QIJµ ΓIJAB ψ

B
ν ,

Dµχ Ȧr = ∂µχ
Ȧr +

1
4
ωµ

αβγαβχ
Ȧr +

1
4
QIJµ ΓIJ

ȦḂ
χ Ḃr +Qrs

µ χ
Ȧs.

(2.20)

This minimal coupling breaks supersymmetry and we need to introduce new terms to the La-
grangian (2.10) to restore it, specifically a Chern-Simons term for the vectors, fermionic mass terms
in the form of Yukawa-type couplings, and a scalar potential. Before presenting the full Lagrangian,
it is useful to introduce the so-called T tensor, that encodes these additional terms in the Lagrangian.
We define TM̄N̄|P̄Q̄ =

(
V–1)

M̄
Ī(V–1)

N̄
J̄(V–1)

P̄
K̄(V–1)

Q̄
L̄ ΘĪJ̄|K̄L̄, with the coset representative (2.4), or

equivalently 
TM̄N̄P̄Q̄ =

(
V–1)

M̄
Ī(V–1)

N̄
J̄(V–1)

P̄
K̄(V–1)

Q̄
L̄ θ̄IJ̄K̄L̄,

TM̄N̄ =
(
V–1)

M̄
P̄(V–1)

N̄
Q̄ θP̄Q̄,

T = θ.

(2.21)

32In Ref. [130], a stronger condition has been applied by projecting the embedding tensor on its totally antisymmetric and
trace parts. This explains the extra pieces in our fermion mass terms, given in Eq. (2.23) below.

33Note that, here, we have chosen different conventions from those of Ref. [A].
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The full Lagrangian is then given by

e–1 L = R + 2 γ µνρ ψ̄ A
µ Dν ψ A

ρ – P IrµPµ Ir – 2 χ̄ ȦrγµDµχ Ȧr + 2P Irµ χ̄ Ȧr ΓIAȦ γ
νγµ ψ A

ν

– e–1 εµνρ ΘM̄N̄|P̄Q̄AµM̄N̄
(
∂ν AρP̄Q̄ +

1
3

ΘR̄S̄|ŪV̄ f P̄Q̄,R̄S̄
X̄Ȳ Aν ŪV̄AρX̄Ȳ

)
(2.22)

– 2 AAB
1 ψ̄ A

µ γ
µν ψ B

ν + 4 AAȦr
2 χ̄ Ȧr γµψ A

µ + 2 AȦrḂs
3 χ̄ Ȧr χ Ḃs – V.

Here, f M̄N̄,P̄Q̄
K̄L̄ = 4 δ[K̄

[M̄ηN̄][P̄δL̄]
Q̄] describes the structure constants of so(8, p).

Thus, the vector fields required to gauge the theory appear with a Chern-Simons, rather than a
Yang-Mills, term. In doing so, they are introduced without adding propagating degrees of freedom and
the balance between bosonic and fermionic degrees of freedom is then preserved. The non-abelian
analogue to the duality relation (2.11) follows from the variation of Eq. (2.22) with respect to AµM̄N̄.
This construction is proper to three-dimensional supergravities, whose ungauged Lagrangians do not
carry vector fields. It is in stark contrast to the gauging procedures in higher dimensions, where vector
fields appear already in the ungauged theory and feature, once gauged, a Yang-Mills term.

The last four terms in Eq. (2.22) carry the fermionic mass matrices and scalar potential characteristic
for the given gauging. Explicitly, the fermionic mass tensors A1,2,3 are given by

AAB
1 = –

1
12

ΓIJKLAB TIJKL –
1
4
δAB (TII – 8 T),

AAȦr
2 = –

1
3

ΓIJK
AȦ

TIJKr –
1
2

ΓIAȦ TIr,

AȦrḂs
3 =

1
12

δrsΓIJKL
ȦḂ

TIJKL + 2 ΓIJ
ȦḂ

TIJrs – 4 δȦḂδrsT – 2 δȦḂTrs +
1
4
δȦḂδrsTII,

(2.23)

as functions of the T tensor (2.21) and products of the SO(8) Γ matrices ΓI
AȦ

, while the scalar potential
V is given by (Ref. [114] for the longer expression34)

V = – AAB
1 AAB

1 +
1
2

AAȦr
2 AAȦr

2

= –
4
3

(
TIJKLTIJKL +

1
4!
ε IJKLMNPQ TIJKLTMNPQ – 2 TIJKrTIJKr

)
–

1
2

(TII – 8 T)2 + TIrTIr

=
1

12
TK̄L̄M̄N̄ TP̄Q̄R̄S̄

(
δK̄P̄δL̄Q̄δM̄R̄δN̄S̄ – 6 δK̄P̄δL̄Q̄ηM̄R̄ηN̄S̄ + 8 δK̄P̄ηL̄Q̄ηM̄R̄ηN̄S̄ – 3 ηK̄P̄ηL̄Q̄ηM̄R̄ηN̄S̄

)
–

1
18

ε IJKLMNPQ TIJKLTMNPQ +
1
8

TK̄L̄ TP̄Q̄

(
2 δK̄P̄δL̄Q̄ – 2 ηK̄P̄ηL̄Q̄ – δK̄L̄δP̄Q̄

)
+ 4 T TK̄L̄ δ

K̄L̄ – 32 T2. (2.24)

These expressions will play a crucial role in Chap. 3, as they will allow us to simplify the quadratic
constraint (2.17) when searching for theories with vacua preserving a certain amount of supersymmetry.

34Following Ref. [144], a typo has been corrected in the fourth line.
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Let us finally give the full supersymmetry variations, that leave Eq. (2.22) invariant:

V–1δV = LIr ε̄A ΓI
AȦ
χ Ȧr,

δeµα = ε̄A γα ψ A
µ ,


δAµM̄N̄ = –

1
2
V –1 M̄N̄

IJ ε̄
AΓIJAB ψ

B
µ + V –1 M̄N̄

Ir ε̄
AΓI

AȦ
γµ χ

Ȧr,

δχ Ȧr =
1
2

ΓI
AȦ
γµ εA P Irµ + g AAȦr

2 εA,

δψ A
µ = DµεA + AAB

1 γµ ε
B,

(2.25)
where V –1 M̄N̄

P̄Q̄ =
(
V–1

)
[P̄

M̄
(
V–1

)
Q̄]

N̄.
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3 Chapter

Searching for AdS3 vacua

We have now all the tools needed to consider the classification of AdS3 vacua within half-maximal
d = 3 gauged supergravity. We will focus on vacua preserving N = (8, 0) supersymmetries, but
the techniques we outline are general. This example is the simplest one, with the most constrained
parametrization, and such vacua are realized in compactifications of ten- and eleven-dimensional
supergravities [145, 146]. For these vacua, the background isometries build a supergroup SL(2,R)L×GR,
where the simple supergroup GR features a SL(2,R) factor and eight supercharges. We first review
the set of algebraic constraints imposed onto the embedding tensors in order to ensure consistency of
the gauging and the existence of a supersymmetric AdS3 vacuum. Then, we identify all the possible
three-dimensional supergravities and their vacua in the case where GR = OSp(8|2,R). We compute for
every vacuum the associated mass spectrum. The full classification for other choices of supergroup
is then given. As a by-product of our constructions, we also identify a number of AdS3 vacua with
N = (7, 1) and N = (7, 0) supersymmetry, respectively. We finally raise and answer the question which
of the AdS3 vacua can in fact be further embedded as vacua in a maximal (N = 16) three-dimensional
supergravity. This translates into a couple of additional algebraic constraints to be imposed onto the
embedding tensor, which we check for all our vacua.

3.1 General procedure

In Ref. [A], with N. S. Deger and H. Samtleben, we addressed the issue of the classification of AdS3

vacua preserving N = (8, 0). Let us review the general procedure followed in this paper. Determining
an AdS3 vacuum amounts to:

(i) identifying a given gauged supergravity, i.e. an embedding tensor Θ satisfying the quadratic
constraint (2.17);

(ii) locating a configuration of the scalar fields, defined by a coset representative V as in Eq. (2.4),
that extremalize the scalar potential (2.24), with a negative cosmological constant V0 at the
extremum.

Explicitly, in the parametrization (2.16) and after contraction with an antisymmetric parameter ΛR̄S̄,
the quadratic constraint (2.17) decomposes into

0 = – ΛR̄S̄ θ
R̄S̄K̄L̄θK̄(M̄ηN̄)L̄ +

1
2
θR̄S̄ θR̄(M̄ ΛN̄)S̄ + θ θR̄

(M̄ΛN̄)R̄ , (3.1a)

0 = – ΛR̄S̄ θ
R̄S̄K̄L̄ θK̄[N̄P̄Q̄ ηM̄]L̄ +

1
2
θS̄K̄ θK̄[N̄P̄Q̄ ΛM̄]S̄

+
1
2

ΛR̄S̄ θ
R̄

[M̄ θS̄
N̄P̄Q̄] + θ θK̄

[N̄P̄Q̄ ΛM̄]K̄.
(3.1b)
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Accordingly, the condition for the potential (2.24) to feature an extremal point is

0 = δφV = –
4
3
δφIr

[
4 TIJKL TJKLr +

1
3
εIJKLMNPQ TMNPQTJKLr + 12 TIJKsTJKrs

–
3
2

(
TJJTIr – TIsTsr – TIJTJr – 8 T TIr

)]
.

(3.2)

To these conditions, one can add the relation

– AAC
1 ABC

1 +
1
2

AAĊr
2 ABĊr

2 =
1
8
δAB V, (3.3)

for the fermionic mass tensors, often referred to as a supersymmetric Ward identity. It follows from the
quadratic constraints (3.1).

Solving these equations for a general choice of the embedding tensor is a hard task, that could
be simplified by requiring the vacuum to preserve a given amount of supersymmetry. Around a
supersymmetric AdS vacuum, the matter content of the theory (2.22) organizes into supermultiplets
of the associated supergroup, that extends the spacetime isometry group. As the AdS3 isometry
group SO(2, 2) ' SL(2,R)L × SL(2,R)R is not simple, the corresponding supergroup in general is a
direct product GL × GR of two simple supergroups, whose even parts are isomorphic to the products
SL(2,R)L,R×GR-sym

L,R , of the AdS factor SL(2,R)L,R with the respective R-symmetry groups GR-sym
L,R . These

supergroups have been classified in Ref. [128], and further analyzed in Ref. [129]. Supersymmetry in
three dimensions is thus factorisable and admits the decomposition N = (p, q), where p and q are the
number of fermionic generators of GR and GL respectively.

The precise amount of preserved supersymmetry at a given vacuum can be read off from the
eigenvalues of the gravitino mass matrix AAB

1 of Eq. (2.23). In units of the AdS length `2AdS = 2/|V0|,
the condition for N = (p, q) supersymmetry takes the form

Aab
1 =

1
2
δab `–1

AdS,

Aȧḃ
1 = –

1
2
δȧḃ `–1

AdS,
(3.4)

and all other components vanishing, where we have split the index A according to A = {a, ȧ, i} with
a ∈ J1, pK, ȧ ∈ Jp + 1, p + qK and i ∈ Jp + q + 1, 8K. Together with Eq. (3.3), this implies, at the vacuum,AaȦr

2 = 0,

AȧȦr
2 = 0.

(3.5)

These equations further constrain the expression of the T tensors (2.21) and simplify the search for an
extremal point of the potential. Without loss of generality, one can search for vacua at the scalar origin
MM̄N̄ = δM̄N̄, or equivalently V = 1, since any extremal point located at a different V0 can be mapped
into an extremal point at the scalar origin of the theory with embedding tensor rotated by V–1

0 [147,
148]. We thus simultaneously solve the quadratic constraints (3.1a) and (3.1b) together with the
extremality condition (3.2) (evaluated at TM̄N̄|P̄Q̄ = ΘM̄N̄|P̄Q̄) and the supersymmetry conditions (3.4)
and (3.5). On top of that, the analysis is simplified by the symmetries of the desired vacuum: for a
given choice of supergroups GR,L, we parametrize ΘM̄N̄|P̄Q̄ as a singlet of the R-symmetry groups GR-sym

R,L .
Then, for every AdS3 vacuum identified, we determine the associated gauge group and compute the
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mass spectrum of fluctuations.

3.2 Supergravity spectrum around a given vacuum

For a given vacuum, the three-dimensional supergravity spectrum is entirely determined by the
embedding tensor ΘM̄N̄|P̄Q̄. In our conventions, the mass matrices for the spin s = 1/2, 1, 3/2 fields are
given by [131]

MȦrḂs
(1/2) = – AȦrḂs

3 , (3.6a)

M(1) Ir|Js = – 4 ΘIr|Js, (3.6b)

MAB
(3/2) = – AAB

1 , (3.6c)

with the tensors A1, A3 from Eq. (2.23)35. As for the scalars, their mass matrix is given by the second
order variation of the scalar potential (2.24), which yields

M2
(0) Lr,Ms = δLM

(
–

8
3
θIJKrθIJKs + 8 θIJrpθIJsp – θIIθrs + 8 θ θrs + θIrθIs + θprθps

)
+ δrs

(
–

8
3
θIJKLθIJKM + 8 θIJLpθIJMp –

2
9
θIJKRε

IJKRMNPQθLNPQ

– θIIθLM + θILθIM + θMpθLp + 8 θ θLM

)
+ 16 θILMpθIrsp – 16 θILspθIMrp –

2
3
θIJKNε

IJKNPQLMθPQrs

+
8
9
θIJKrε

IJKLMNPQθNPQs – 2 θLrθMs + 2 θLsθMr + 2 θLMθrs.

(3.7)

The masses of the fields are given by the eigenvalues m(1/2), m(1), m(3/2) and m2
(0) of the matri-

ces (3.6) and (3.7). In the context of holography, the spectrum is most conveniently given in terms of
the corresponding conformal dimensions ∆(s), which allow the identification of the supermultiplets. In
three dimensions, the conformal dimensions are related to the normalized masses through [96–101]∆(0)

(
∆(0) – 2

)
=
(
m(0)`AdS

)2 ,

∆(1) = 1 + |m(1)`AdS|,
and

∆(1/2) = 1±m(1/2)`AdS,

∆(3/2) = 1 + |m(3/2)`AdS|,
(3.8)

where the masses are normalized by the AdS length `AdS =
√

2/|V0|. Upon projecting out the Goldstone
scalars and goldstini, the spectrum organizes into G supermultiplets. As the supergroup G = GL × GR is
not simple, each ∆ decomposes itself as ∆ = ∆L + ∆R, with conformal dimensions ∆L,R associated to
the representations of GL,R. The spacetime spin s is identified as s = ∆R – ∆L, and the couples (∆, s)
then label the representations of the AdS3 group SO(2, 2).

35We give here the expression of the spin-1/2 fermions mass matrix before projecting out the goldstini. This is sufficient
for most of the following, since we are mainly dealing with fully supersymmetric vacua. See Ref. [131] for the complete
expression.
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3.3 N = (8, 0) supersymmetry

In the following, we will mainly focus on chiral N = (8, 0) vacua. For such vacua preserving all
supercharges, the condition (3.5) together with Eq. (2.23) imply

TIJKr = TIr = 0 (3.9)

at the vacuum. From this, it follows that the vacuum condition (3.2) is automatically satisfied. Moreover,
for N = (8, 0), Eq. (3.4) imposes A1 to be diagonal and Eq. (2.23) implies that the tensor TIJKL has to
be anti-selfdual at the vacuum.

To define proper parametrizations of the embedding tensor, let us study the symmetries at the
vacuum. For N = (8, 0), the even part of the supergroup is of the form

Even (G) = SL(2,R)L × SL(2,R)R × GR-sym
R . (3.10)

The relevant simple supergroups are given in Tab. 3.1, along with their even subgroups and the
representations of supercharges. In particular, the different R-symmetry groups are of the form
GR-sym ' SO(n)× SO(m), with n + m = 8 and n 6= 4. The supercharges originally transform in the
spinor representation of SO(8), chirally embedded according to

SO(8) ⊂ SO(8)× SO(p) ⊂ SO(8, p). (3.11)

According to Tab. 3.1, they remain irreducible A −→ A (as a real representation) when SO(8) is broken
down to the R-symmetry group GR-sym. For the vector representation of SO(8), this leaves two options.
Depending on performing or not a triality rotation of SO(8) before embedding the R-symmetry group,
the vector decomposes as

(i) : I −→ I, (3.12a)

(ii) : I −→ {i,α}, i ∈ J1, nK, α ∈ Jn + 1, 8K, (3.12b)

i.e. either (i) it remains irreducible, or (ii) it decomposes into the vector of SO(n) × SO(m). In the
first case, it is the cospinor of SO(8) which decomposes into the vector of SO(n) × SO(m), while it
stays irreducible in the second case. For OSp(8|2,R), i.e. n = 8, the two options are equivalent. The
breaking (3.12) determines how the vector of SO(8, p) transforms under the R-symmetry group, thus
the transformation of the various components of the embedding tensor (2.16).

The precise parametrization of the embedding tensor depends finally on how GR-sym
R is embedded

Supergroup G OSp(8|2,R) F(4) SU(4|1, 1) OSp(4∗|4)

Even (G) SO(8)× Sp(2,R) SO(7)× SL(2,R) U(4)× SU(1, 1) SO∗(4)× USp(4)

GR-sym SO(8) SO(7) U(1)× SO(6) SO(5)× SO(3)

Supercharges 8s 8 4+1⊕ 4̄–1 (4, 2)

Tab. 3.1 Supergroups G with SL(2,R) ' Sp(2,R) ' SU(1, 1) factor and eight super-
charges [128, 129]. We also list their even part Even (G) ' SL(2,R)× GR-sym and their
R-symmetry group GR-sym. The supercharges are given in representations of GR-sym.
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into the global symmetry group. In general, it may be embedded in different ways into the compact
SO(8)× SO(p) ⊂ SO(8, p), such that the representation of the supercharges branches into the relevant
representation collected in Tab. 3.1. All GR-sym

R admit a chiral embedding into SO(8) ⊂ SO(8)× SO(p)
according to either of the options from Eq. (3.12), while for sufficiently large p, the group GR-sym

R
or one of its factors may also admit a diagonal embedding into SO(8) × SO(p). With the proper
parametrization of ΘM̄N̄|P̄Q̄, we then solve the Eq. (3.1a), (3.1b), (3.2) and (3.4) to identify the vacua.
The gauge group of the theory is deduced from the algebra satisfied by the generators (2.13). At the
vacuum, it is spontaneously broken down to its compact subgroup.

3.4 The example of OSp(8|2,R)

The analysis we just detailed can be conducted separately for all the supergroups given in Tab. 3.1, with
the two possible embeddings of the R-symmetry groups SO(n)× SO(m) according to Eq. (3.12) [A].
We focus here on the supergroup OSp(8|2,R), for which the two possibilities are equivalent. We
furthermore restrict to p ≤ 8 matter multiplets36.

3.4.1 Constraining the embedding tensor

As explained above, upon implementing Eq. (3.4) and (3.5) in Eq. (2.23) for N = (8, 0), the remaining
possibly non-vanishing components of the embedding tensor are a priori given by

{
θIJ, θrs, θ = κ, θ–

IJKL, θIJrs, θIpqr, θpqrs
}

, (3.13)

where θ–
IJKL is anti-selfdual. The fact that the embedding tensor is singlet under the respective R-

symmetry group, embedded according to Eq. (3.12a), further restricts these components as{
θIJ = λ δIJ, θrs, θ = κ, θ–

IJKL = ξȦḂ ΓIJKL
ȦḂ

, θIJrs, θIpqr, θpqrs

}
, (3.14)

with traceless ξȦḂ of signature (n, m) (only non-vanishing for n 6= 8). A non-vanishing ξȦḂ induces the
breaking of R-symmetry from SO(8) to SO(n)× SO(m). We study in the following the solutions of the
first quadratic constraint (3.1a) using the parametrization (3.14), before turning to those of the second
quadratic constraint (3.1b) for OSp(8|2,R).

The first quadratic constraint (3.1a) with free indices chosen as (M̄, N̄) = (I, J) is identically satisfied
thanks to the parametrization. Choosing the free indices as (M̄, N̄) = (I, r) gives rise to the equations

θrp θps + 2κ θrs + λ (2κ – λ) δrs = 0, (3.15a)

λ θIJrs + θIJrpθps = 0, (3.15b)

λ θIpqr + θIpqsθsr = 0. (3.15c)

Eq. (3.15a) determines the eigenvalues of the matrix θrs to be

θ+ = –λ , θ– = λ – 2κ. (3.16)

Accordingly, we choose a basis in which θrs is diagonal, split the indices r into {r+, r–} and denote by

36This choice is discussed in Sec. 3.7.
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p± the multiplicities of these eigenvalues. Tracelessness of θM̄N̄ implies that

(8 + p+ – p–)λ = – 2 p– κ. (3.17)

If we now set all θM̄N̄P̄Q̄ = 0, all remaining quadratic constraints are satisfied. Up to an arbitrary overall
scaling factor, this yields an embedding tensor of the form

θIJ = 4 p– δIJ, θ = – 2 (8 + p+ – p–),

θr+s+ = – 4 p– δr+s+ , θr–s– = 4 (8 + p+) δr–s– ,
(3.18)

with all other components vanishing. The gauge group, defined via Eq. (2.13) by this embedding tensor,
is SO(8, p+)×SO(p–). The vacuum breaks this group down to its compact subgroup SO(8)×SO(p+)×
SO(p–). Together with the preserved N = (8, 0) supersymmetries and the AdS symmetries, the
isometry group of this vacuum is OSp(8|2,R). Following the discussion in Sec. 3.2, we may compute
the spectrum around this vacuum. The result is collected in Tab. 3.2, organized into OSp(8|2,R)
supermultiplets with the conformal dimensions obtained via Eq. (3.8).

It remains to analyze how the solution (3.18) can be extended to non-vanishing θM̄N̄P̄Q̄. The first
quadratic constraint (3.1a) with free indices chosen as (M̄, N̄) = (r, s) together with Eq. (3.15b) and
(3.15c) gives rise to the equations

(λ – κ) θpqr+s– = 0,

(λ – κ) θIJrs– = 0,

(λ – κ) θIpqr– = 0,

(3.19)

respectively. These equations could be simultaneously solved by choosing κ = λ. However, with
Eq. (3.17) this choice implies that in fact κ = λ = 0, resulting in θ = 0 = θM̄N̄. As a consequence, both
tensors AAB

1 and AAȦr
2 from Eq. (2.23) vanish at the vacuum, inducing a vanishing potential (2.24) and

thus a Minkowski vacuum, which is beyond the scope of the present analysis. In all the following we
thus assume that κ 6= λ. Eq. (3.19) then imply that, after complete resolution of the first quadratic
constraint (3.1a), the solution (3.18) can be extended to potentially non-vanishing components{

θIJ = λ δIJ, θr+s+ = –λ δr+s+ , θr–s– = (λ – 2κ) δr–s– , θ = κ,

θ–
IJKL = ξȦḂ ΓIJKL

ȦḂ
, θIJr+s+ , θIp+q+r+ , θp+q+r+s+ , θp–q–r–s–

}
,

(3.20)

∆L ∆R ∆ s SO(8) SO(p+) SO(p–)

5/4
3/4 2 –1/2 8c p+ 1

1/4 3/2 –1 8v p+ 1

1/4
3/4 1 1/2 8c 1 p–

1/4 1/2 0 8v 1 p–

Tab. 3.2 Mass spectra for the OSp(8|2,R) solutions with chiral embedding of the R-
symmetry group. The spectrum organizes into multiplets of OSp(8|2,R), given in
Eq. (5.3) of Ref. [129]. The gauge group is SO(8, p+)×SO(p–). For non-vanishing θpqrs,
the factor SO(p–) reduces to a subgroup K0, and the representation p– is replaced by
the corresponding representation of K0.
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where κ is a solution of Eq. (3.17).

The remaining quadratic constraints restricting these components follow from evaluating Eq. (3.1b).
For readability, we defer the full set of constraint equations to App. A, and in the following subsections
treat the chiral and diagonal embeddings of OSp(8|2,R) separately.

3.4.2 Chiral embedding

The R-symmetry group OSp(8|2,R) is SO(8). Let us first assume that it is chirally embedded into the
first factor of SO(8)× SO(p) ⊂ SO(8, p). Since the embedding tensor must be singlet under this group,
its possible non-vanishing components within θM̄N̄P̄Q̄ further reduce from Eq. (3.20) to

{
θp+q+r+s+ , θp–q–r–s–

}
. (3.21)

The second quadratic constraint is then reduced to two non-trivial equations, given by Eq. (A.4c) and
(A.5a). They take the explicit form

(λ – κ) θpqrs+ = 0, (3.22a)

λ θl–[q–r–s– θp–]u–v–l– = 2 p– (λ – κ)
(
δu–[p–θq–r–s–]v– – δv–[p–θq–r–s–]u–

)
. (3.22b)

Following the discussion after Eq. (3.19), we restrict to the case κ 6= λ, after which the first equation
implies that the only non-vanishing components of θpqrs is θp–q–r–s– . Next, we solve the remaining
equation (3.22b) by considering each value of p– ≥ 4 separately. Since θpqrs does not enter in the mass
formulas (3.6), (3.7), the spectra of all the resulting theories are still given by Tab. 3.2. But, we will
find in the following that non-vanishing θpqrs generically reduces the factor SO(p–) of the gauge group
to a subgroup K0, such that the representation p– in Tab. 3.2 is to be replaced by the corresponding
representation of K0.

p– = 4 Both sides of Eq. (3.22b) identically vanish, such that the general solution admits a non-
vanishing θp–q–r–s– ∝ ξ εp–q–r–s– , with a free parameter ξ. The full solution then extends Eq. (3.18) to

θIJ = 16 δIJ, θ = – 2 (4 + p+), θp–q–r–s– = (12 + p+) ξ εp–q–r–s– ,

θr+s+ = – 16 δr+s+ , θr–s– = 4 (8 + p+) δr–s– .
(3.23)

For |ξ| 6= 1 the gauge group is SO(8, p+)×SO(4), as in the ξ = 0 case. On the other hand, when ξ takes
a critical value ξ = ±1, the gauge group reduces to SO(8, p+)×SO(3)±, i.e. SO(4) = SO(3)+×SO(3)–

is broken down to one of its chiral factors.

p– = 5 Setting θp–q–r–s– = εp–q–r–s–t– ξ
t– , Eq. (3.22b) shows that non-vanishing ξt– implies that κ = λ,

thus κ = λ = 0 and the vacuum is not AdS.

p– = 6 Setting θp–q–r–s– =
1
2
εp–q–r–s–u–v– ξ

u–v– , Eq. (3.22b) leads to

(λ – κ) ξp–q– = –
1
4
εp–q–k–l–m–p– ξ

k–l–ξm–p– . (3.24)
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In particular, this implies that

ξp–r–ξr–q– =
δp–q–

4! (λ – κ)

(
εk–l–m–p–r–s– ξ

k–l–ξm–p–ξr–s–
)

. (3.25)

For κ 6= λ this implies that there is a basis such that37

ξp–q– = – (λ – κ)

–σ 0 0
0 σ 0
0 0 σ

 , where σ =

(
0 1
–1 0

)
. (3.26)

The full solution is then given by

θIJ = 24 δIJ, θ = – 2 (2 + p+), θr+s+ = – 24 δr+s+ , θr–s– = 4 (8 + p+) δr–s– ,

θp–q–r–s– =
1
2
εp–q–r–s–u–v–ξ

u–v– , ξu–v– = – (14 + p+)

–σ 0 0
0 σ 0
0 0 σ

 .
(3.27)

The gauge group in this case is SO(8, p+)× U(3), i.e. due to the presence of a non-vanishing θp–q–r–s– ,
the SO(6) factor is reduced to U(3) compared to solution (3.18).

p– = 7 Setting θp–q–r–s– = εp–q–r–s–u–v–w– ξ
u–v–w– , Eq. (3.22b) leads to

2 εm–p–p–q–r–s–[u– ξv–w–]q– ξm–p–p– = (λ – κ)
(
δr–[u– ξv–w–]s– – δs–[u– ξv–w–]r–

)
. (3.28)

For κ 6= λ, this implies

ξm–r–s–ξp–r–s– = –
Λ

7 (λ – κ)
δm–p– , (3.29)

with the constant Λ given by

Λ =
(
εp–q–r–s–u–v–w– ξk–p–q–ξk–r–s–ξu–v–w–

)
. (3.30)

This equation is solved by choosing ξm–r–s– proportional to the G2 ⊂ SO(7) invariant three-form
ωm–r–s–

38. The full embedding tensor is then given by

θIJ = 28 δIJ, θr+s+ = – 28 δr+s+ , θr–s– = 4 (8 + p+) δr–s– , θ = –2 (1 + p+),

θp–q–r–s– =
15 + p+

12
εp–q–r–s–u–v–w–ω

u–v–w– .
(3.31)

The gauge group is SO(8, p+)× G2, i.e. compared to solution (3.18) the group SO(7) is reduced to G2.

p– = 8 In this case, Eq. (3.17) implies κ = 0 and Eq. (3.22b) is solved by a self-dual θpqrs:

θpqrs = θ+
pqrs = Γ

pqrs
ab ξab, (3.32)

37The global sign of ξp–q– is fixed by the choice of convention for the Levi-Civita tensor εp–q–k–l–m–p–
. Here we chose

ε123456 = 1.
38We choose the normalization of ω so that ωu–v–w–ωu–v–w– = 42.
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with SO(8) Γ matrices Γ
pqrs
ab and traceless ξab subject to the equation

ξacξbc –
1
8
δab ξcdξcd =

λ

8
ξab. (3.33)

This implies that the eigenvalues of ξab are

ξ+ =
λ

16
8 – n

(4 – n)
, ξ– = –

λ

16
n

(4 – n)
, (3.34)

with multiplicity n and 8 – n respectively and n 6= 439. The full embedding tensor takes then the form:

θIJ = 32 δIJ, θrs = 32 δrs, θ = 0, θpqrs = Γ
pqrs
ab ξab,

where ξab =
2

4 – n
diag{8 – n, . . . , 8 – n︸ ︷︷ ︸

n

, – n, . . . , – n︸ ︷︷ ︸
8 – n

}, p 6= 4. (3.35)

There is an analogous solution for anti-selfdual choice of θpqrs. The gauge group is SO(8)× SO(8 – n)×
SO(n), i.e. SO(8) is reduced to SO(8 – n)× SO(n) compared to solution (3.18).

3.4.3 Diagonal embedding

For p = 8 matter multiplets, the R-symmetry group SO(8) alternatively allows a diagonal embedding
as

SO(8) = SO(8)diag ⊂ SO(8)× SO(8) ⊂ SO(8, 8). (3.36)

Moreover, there are inequivalent diagonal embeddings according to possible triality rotations in the two
SO(8) factors. In this case, and after resolution of the first quadratic constraint (3.1a), the condition of
being singlet under the R-symmetry group reduces the possible components of the embedding tensor
from Eq. (3.20) to{

θIJ = λ δIJ, θr+s+ = –λ δr+s+ , θr–s– = (λ – 2κ) δr–s– , θ = κ, θIJr+s+

}
, (3.37)

with either (p+, p–) = (8, 0) or (p+, p–) = (0, 8) and λ satisfying Eq. (3.17). For vanishing θIJr+s+ , we
are back to solution (3.18). A non-vanishing θIJr+s+ on the other hand implies (p+, p–) = (8, 0) and
from Eq. (3.17) we deduce that λ = 0 . We are then left with the following surviving components

{θ = κ, θIJrs} , (3.38)

where we suppressed the + subscript. The remaining equations of the quadratic constraints are given
by Eq. (A.2b), (A.3a), (A.3b) and (A.4c):

2 θusM[IθJK]rs + κ δM[IθJK]ru = 0,

Λuv
[
θuvL[IθJ]Lrs + κ θIJu[rδs]v

]
= 0,

ΛMN
[
θMNp[rθs]pIJ + κ θrsM[IδJ]N

]
= 0,

2 θMLu[pθqr]IL + κ δu[pθqr]IM = 0.

(3.39)

39The case n = 4 implies κ = λ thus again leading to a Minkowski vacuum.
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∆L ∆R ∆ s SO(8)

3/2

5/2 4 1 1

2 7/2 1/2 8s

3/2 3 0 28

1 5/2 –1/2 56s

1/2 2 –1 35c

Tab. 3.3 Mass spectra for the OSp(8|2,R) solution with diagonal embedding of the
R-symmetry group. The spectrum organizes into multiplets of OSp(8|2,R), given in
Tab. 7 of Ref. [129]. The gauge group is GL(8).

An SO(8)diag singlet in θIJrs can be parametrized as

θIJrs = ρ δr[IδJ]s. (3.40)

Then, Eq. (3.39) fix ρ = –κ, thus leading to an embedding tensor

θ = – 1, θIJrs = δr[IδJ]s. (3.41)

The gauge group induced by this tensor is GL(8). The spectrum around this vacuum is given in Tab. 3.3.

Upon triality rotation of the second factor in Eq. (3.36), the singlet in θIJrs would alternatively be
given by

θIJrs = ρΓIJrs . (3.42)

This however does not lead to a non-trivial solution of Eq. (3.39).

As mentioned above, with my collaborators we conducted in Ref. [A] a similar analysis for all the
supergroups in Tab. 3.1. The three-dimensional supergravities carrying AdS3 vacua identified there are
listed in Tab. 3.4. They are characterized by their gauge groups and by the external global symmetry
group Gext preserved by the vacuum. We refer to Ref. [A] for the explicit expressions of the associated
embedding tensors and for the supergravity spectra around the vacua.

3.5 Some N = (7, 1) and N = (7, 0) vacua

In this section, we present some partial analysis of vacua with N = (7, 1) and N = (7, 0) supersym-
metries, respectively. The relevant supergroups with N = 7 supercharges are OSp(7|2,R) and G(3),
whose R-symmetry subgroups are SO(7) and G2, respectively. The supergroup with one supercharge is
OSp(1|2,R).

In these cases, the constraints (3.4) and (3.5) get replaced by

N = (7, 1) :


Aab

1 =
1
2
`–1
AdS δ

ab ,

A88
1 = –

1
2
`–1
AdS ,

AaȦr
2 = 0 = A8Ȧr

2 ,

N = (7, 0) :


Aab

1 =
1
2
`–1
AdS δ

ab ,

A88
1 6= ±

1
2
`–1
AdS ,

AaȦr
2 = 0 ,

(3.43)
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p ≤ 8 matter multiplets Gauge group Gext Embedding max.

GR = OSp(8|2,R)

p+ + p– SO(8, p+)× SO(p–) SO(p+)× SO(p–) X
p+ + 4 SO(8, p+)× SO(4) SO(p+)× SO(4) X
p+ + 4 SO(8, p+)× SO(3) SO(p+)× SO(3) -
p+ + 6 SO(8, p+)× U(3) SO(p+)× U(3) X
p+ + 7 SO(8, p+)× G2 SO(p+)× G2 X

8 SO(8)× SO(8 – n)× SO(n) SO(8 – n)× SO(n) -
8 GL(8) - X

GR = SU(4|1, 1)

p+ + p– SO(6, p+)× SO(2, p–) SO(p+)× SO(p–) X
p+ + 2m SO(6, p+)× U(m, 1) SO(p+)× U(m) X
p+ + 2 SO(6, p+)× SO(2, 1) SO(p+) -
p+ + 2 SO(6, p+)× SO(2, 2) SO(p+)× U(1) X

6 ≤ p < 8 GL(6)× SO(2, p – 6) SO(p – 6) -
8 GL(6)× SO(2, 1) U(1) -
6 GL(6)× SO(2, 2) SO(2) X
p SO(6)× SO(2)× SO(p) SO(p) -
4 SO(6)× SO(2)× SO(4) SO(4) -
4 SO(6)× SO(2)× SO(3) SO(3) -
6 SO(6)× SO(2)× U(3) U(3) -
7 SO(6)× SO(2)× G2 G2 -
8 SO(6)× SO(2)× SO(8 – n)× SO(n) SO(8 – n)× SO(n) X
8 U(4, 4) U(4) X
8 SL(2)× Sp(4,R) U(1) X

2 + p– U(4, 1)× SO(p–) SO(p–)× U(1) -

Tab. 3.4 N = (8, 0) AdS3 vacua preserving a global SL(2,R)L × GR × Gext symmetry.
The last row indicates whether the theories can be embedded into maximal supergravity
when p = 8 (Sec. 3.6). This may require additional constraints [A].
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p ≤ 8 matter multiplets Gauge group Gext Embedding max.

GR = F(4)

p+ + p– SO(7, p+)× SO(1, p–) SO(p+)× SO(p–) X
p+ + 3 SO(7, p+)× SO(1, 3) SO(p+)× SO(3) -
p ≥ 7 GL(7)× SO(1, p – 7) SO(p – 7) -

p SO(7)× SO(p) SO(p) -
4 SO(7)× SO(4) SO(4) -
4 SO(7)× SO(3) SO(3) -
6 SO(7)× U(3) U(3) -
7 SO(7)× G2 G2 -
8 SO(7)× SO(8 – n)× SO(n) SO(8 – n)× SO(n) X

GR = OSp(4∗|4)

p+ + p– SO(5, p+)× SO(3, p–) SO(p+)× SO(p–) X
n ≥ 4 SO(5, n – 4)× G2(2) SO(n – 4)× SO(3) X
n ≥ 5 GL(5)× SO(3, p – 5) SO(p – 5) -
n ≥ 3 GL(3)× SO(5, p – 3) SO(p – 3) X

8 GL(5)× GL(3) - -
p SO(5)× SO(3)× SO(p) SO(p) -
4 SO(5)× SO(3)× SO(4) SO(4) -
4 SO(5)× SO(3)× SO(3) SO(3) -
6 SO(5)× SO(3)× U(3) U(3) -
7 SO(5)× SO(3)× G2 G2 -
8 SO(5)× SO(3)× SO(8 – n)× SO(n) SO(8 – n)× SO(n) X
8 Sp(2, 2)× SO(3) USp(4) X

Tab. 3.5 N = (8, 0) AdS3 vacua preserving a global SL(2,R)L × GR × Gext symmetry.
The last row indicates whether the theories can be embedded into maximal supergravity
when p = 8 (Sec. 3.6). This may require additional constraints [A].
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respectively, where the index A splits according to A = {a, 8} with a ∈ J1, 7K. For N = (7, 1) the
potentially non-vanishing components of the embedding tensor are thus given by

{
θIJ, θrs, θ, θIJKL, θIJrs, θIpqr, θpqrs

}
, (3.44)

where θIJKL now also has a selfdual contribution, unlike theN = (8, 0) case of Eq. (3.14). ForN = (7, 0)
vacua, the potentially non-vanishing components of the embedding tensor are

{
θIJ, θrs, θIr, θ, θIJKL, θIJKr, θIJrs, θIpqr, θpqrs

}
, (3.45)

again with a θIJKL which is not restricted to anti-selfdual tensors. In the rest of this section, we present
our findings for such vacua.

3.5.1 OSp(7|2,R)

For OSp(7|2,R), a pair of N = (7, 0) vacua is given by the embedding tensors

θJ = 56 δIJ, θrs = 56 δrs, θIr = ±32
√

3 δIr, θ = 0, θIJKL = –
3
2

ΓIJKLAB ξ
AB,

θIJKr = ∓
√

3 ΓIJKr
AB ξ

AB, ΘIJrs = – 2 ΓIJrsAB ξ
AB, θIpqr = ∓ 4√

3
Γ
Ipqr
AB ξAB,

θpqrs = –
8
3

Γ
pqrs
AB ξAB, with ξAB = diag

{
– 7, 1, . . . , 1︸ ︷︷ ︸

7

}
,

(3.46)

with p = 8. The gauge group is SO(8)× SO(7), which at the vacuum is spontaneously broken down to
a diagonal SO(7) subgroup. The spectrum is given in Tab. 3.6.

Closer inspection shows that these embedding tensors may be related to the embedding tensor of
Eq. (3.35) (with selfdual θpqrs) by an SO(8, 8) rotation of the form

VM
I(φ) =

(
cosh (φ) 18 sinh (φ) 18

sinh (φ) 18 cosh (φ) 18

)
, (3.47)

with
φ = φ± = ln

(
7± 4

√
3
)

/2. (3.48)

∆L ∆R ∆ s SO(7)

3/2

3 9/2 3/2 1

5/2 4 1 7

2 7/2 1/2 21

3/2 3 0 1⊕ 35

1 5/2 –1/2 7⊕ 35

1/2 2 –1 21

Tab. 3.6 Mass spectrum for the OSp(7|2,R) solution with N = (7, 0) supersymmetries.
The gauge group is SO(8)× SO(7).
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- - -

-

-

-

-

N = (8, 0)

N = (7, 0)

0
φ

φ– φ+

–1

0

V
(φ

)/
|V

(φ
±

)|

Fig. 3.1 Potential for the 1-scalar truncation (3.47) of the theory with gauge group
SO(8) × SO(7). The vacuum at the scalar origin φ = 0 preserves full N = (8, 0)
supersymmetry, while the two vacua at φ± = ln

(
7± 4

√
3
)

/2 spontaneously break
supersymmetry down to N = (7, 0).

In view of our discussion in Sec. 3.1, we have thus identified three vacua which all belong to the
same three-dimensional theory. This is not a surprise, as there is no three-dimensional supergravity
theory with N = 7 local supersymmetries and non-trivial matter content [149]. As a consequence,
N = (7, 0) vacua can only be realized within half-maximal N = 8 theories with 1/8 of supersymmetry
spontaneously broken at the vacuum.

To illustrate this structure, we evaluate the scalar potential (2.24) on the 1-scalar truncation (3.47)
to SO(7) singlets, which takes the form

V(φ) =
1024

9
(

– 250 + 105 cosh(2φ) – 150 cosh(4φ) + 7 cosh(6φ)
)
, (3.49)

that is sketched in Fig. 3.1. It exhibits the fully symmetric N = (8, 0) vacuum at the scalar origin φ = 0,
together with the two N = (7, 0) vacua at φ = φ± from Eq. (3.48).

3.5.2 G(3)

For the supergroup G(3), we present vacua with both N = (7, 1) and N = (7, 0) supersymmetry,
respectively.

N = (7, 1) The embedding tensor

θij = 4 (p + 1) δij, θ88 = –28, θrs = 28 δrs, θ = 2 (p – 6),

θijkl = –
(8 + p)

12
εijklxyz ω

xyz,
(3.50)

with i ∈ J1, 7K and the G2-invariant three-form ωxyz from Eq. (3.31), describes an N = (7, 1) vacuum
within an SO(p, 1)×G2 gauged theory whose gauge group at the vacuum is broken down to its compact
SO(p)× G2 subgroup. The associated spectrum is given in Tab. 3.7.
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∆L ∆R ∆ s G2 SO(p)

5/4 3/4 2 –1/2 1 p

5/4 1/4 3/2 –1 1 p

3/4 3/4 3/2 0 7 p

3/4 1/4 1 –1/2 7 p

Tab. 3.7 Mass spectrum for the G(3) solution with N = (7, 1) supersymmetry. The
gauge group is SO(p, 1)× G2.

N = (7, 0) For p = 7, a pair of G(3) solutions with N = (7, 0) supersymmetry is given by the
embedding tensors

θij = 508 δij, θ88 = 28, θrs = 512 δrs, θir = ±360
√

2 δir, θ8r = 0, θ = –2,

θijkl = 75 ω̃ijkl, θ8ijk = –135ωijk, θijkr = ±90
√

2 ω̃ijkr, θ8ijr = ∓90
√

2ωijr,

θijrs = 180 ω̃ijrs, θ8irs = –120ωirs, θipqr = ±660
√

2 ω̃ipqr, θ8pqr = ∓80
√

2ωpqr,

θpqrs =
575
2

ω̃pqrs,

(3.51)

with the index i ∈ J1, 7K, the G2 invariant three-form ωkmn from Eq. (3.31) and its dual defined by

ω̃ijkl ≡
1
6
εijklmnp ω

mnp. The gauge group is SO(7)× G2, broken down at the vacuum to a diagonal G2

subgroup. The spectrum is given in Tab. 3.8. Similarly to what happens for Eq. (3.46), the embedding
tensors (3.51) turn out to be related to N = (8, 0) solutions [A].

3.6 Embedding into the maximal theory

For a given supersymmetric vacuum, identified as a solution of Eq. (3.1a), (3.1b), (3.2) and (3.4),
the embedding tensor defines the gauge group generators according to Eq. (2.13) from which we
have determined the specific half-maximal theory that fulfills all the requirements. It is an interesting
question to ask, which of the vacua identified in this analysis can actually be embedded into a maximally
supersymmetric (N = 16) three-dimensional supergravity, thus spontaneously breaking half of the
supersymmetries of the theory. For d = 4 supergravities, the analogous question has been addressed in

∆L ∆R ∆ s G2

7/4

13/4 5 3/2 1

11/4 9/2 1 7

9/4 4 1/2 7⊕ 14

7/4 7/2 0 1⊕ 7⊕ 27

5/4 3 –1/2 7⊕ 27

3/4 5/2 –1 14

Tab. 3.8 Mass spectrum for the G(3) solution with N = (7, 0) supersymmetry. The
gauge group is SO(7)× G2.
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Ref. [150].

To answer this question, we first recall some of the basic structures of maximal d = 3 supergrav-
ities [112, 143]. In this case, the scalar sector describes an E8(8)/SO(16) coset space sigma model
and the embedding tensor, which defines the gauge group generators within E8(8) in analogy to
Eq. (2.13), transforms in the 1⊕ 3875 representation of E8(8). The maximal theory can be truncated
to a half-maximal subsector upon truncating the coset space

E8(8)/SO(16) −→ SO(8, 8)/(SO(8)× SO(8)). (3.52)

Under SO(8, 8), the embedding tensor of the maximal theory decomposes as

1⊕ 3875 −→ 1⊕ 135⊕ 1820⊕ 1920c, (3.53)

of which the first three parts reproduce the embedding tensor defined in Eq. (2.14) and (2.15) of
the half-maximal theory, whereas the last part drops out in the projection to the half-maximal theory.
Specifically, splitting the E8(8) generators according to{

L[M̄N̄], YA
}

, M̄ ∈ J1, 16K, A ∈ J1, 128K, (3.54)

into SO(8, 8) and its orthogonal complement (transforming in the spinor representation 128s of
SO(8, 8)), an embedding tensor of the maximal theory triggered by the first three terms in Eq. (3.53)
takes the form 

ΘM̄N̄|P̄Q̄ = θM̄N̄P̄Q̄ +
1
2

(
ηM̄[P̄ θQ̄]N̄ – ηN̄[P̄ θQ̄]M̄

)
+ ηM̄[P̄ ηQ̄]N̄ θ,

ΘA|B = –
1
2
θ ηAB +

1
96

ΓM̄N̄P̄Q̄
AB θM̄N̄P̄Q̄,

(3.55)

where ΓM̄N̄P̄Q̄
AB denotes the four-fold product of SO(8, 8) Γ matrices. Introducing covariant derivatives

Dµ = ∂µ – AµM̄N̄ ΘM̄N̄|P̄Q̄ L[P̄Q̄] – AµAΘA|B YB, (3.56)

in the maximal theory, the gauge group is thus given by an extension of the gauge group of the
half-maximal theory by the additional generators XA = ΘA|B YB. We may now address the following
question: given an embedding tensor (2.16) of the half-maximal SO(8, 8) theory, satisfying the quadratic
constraints (3.1), does the associated embedding tensor (3.55) satisfy the quadratic constraints of the
maximal theory and thereby define a consistent gauging of the maximal theory? By consistency of
the truncation, the N = (8, 0) vacuum of the half-maximal theory then turns into a vacuum of some
maximal gauged supergravity, breaking half of the supersymmetries spontaneously.

To answer this question, we recall that the quadratic constraints of the maximal theory transform in
the

3875⊕ 147250 (3.57)

under E8(8). Breaking these under SO(8, 8) and restricting to the representations that can actually
appear in the symmetric tensor product of two half-maximal embedding tensors shows that in order
to define a maximal N = 16 gauging, the components of the embedding tensor (3.55) must satisfy
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additional constraints transforming as 35⊕ 6435c, i.e.

⊕

anti–selfdual

, (3.58)

where the last term refers to the anti-selfdual contribution in the 8-fold antisymmetric tensor. These
additional conditions may be worked out explicitly in analogy to Eq. (3.1) and take the following form

0 = 6 θ θM̄N̄ + θM̄
P̄Q̄R̄θN̄P̄Q̄R̄ –

1
16

ηM̄N̄ θ
P̄Q̄R̄S̄θP̄Q̄R̄S̄,

0 = ΓK̄L̄M̄N̄P̄Q̄R̄S̄
ȦḂ

θK̄L̄M̄N̄θP̄Q̄R̄S̄.
(3.59)

The choice of anti-selfduality (v.s. selfduality) in Eq. (3.58) is a pure convention here, depending on
the embedding of SO(8, 8) into E8(8).

To summarize, an embedding tensor of the half-maximal theory which, in addition to the quadratic
constraints (3.1) of the half-maximal theory, satisfies the additional constraints (3.59) defines a
consistent maximal three-dimensional supergravity. The half-maximal theory is recovered upon trun-
cation (3.52). Vacua of the half-maximal theory then give rise to vacua within the maximal theory.
The additional constraints (3.59) can be checked for all the vacua we have identified. The results are
collected in Tab. 3.4 and 3.5.

3.7 Summary

We have presented a classification of N = (8, 0) AdS3 vacua in half-maximal d = 3 supergravities that
feature OSp(8|2,R) as superisometry group. Analyzing the consistency constraints on the embedding
tensor, we have determined the full set of possible gauge groups embedded in the SO(8, p) isometry
group of ungauged d = 3 supergravity, for p ≤ 8. There are three other classes of such vacua, with
superisometry groups F(4), SU(4|1, 1), and OSp(4∗|4), respectively. They all have been classified in
Ref. [A]. For each of the vacua, we have determined the explicit embedding tensor, the gauge group
embedded into the SO(8, p) and the physical mass spectrum, organized in terms of supermultiplets.
For all the vacua identified, we have furthermore determined if and under which conditions the
half-maximal theories admit an embedding into a maximal (N = 16) supergravity, with the gauge
group enhanced by additional generators according to Eq. (3.55) and (3.56) above.

As a by-product of our constructions, we have also identified a number of AdS3 vacua with
N = (7, 1) and N = (7, 0) supersymmetry, respectively. We have shown that the latter vacua are
realized in half-maximal theories that also admit fully supersymmetric N = (8, 0) AdS3 vacua as
different stationary points in their scalar potential, c.f. Fig. 3.1 above. In particular, this indicates the
existence of domain wall solutions interpolating between N = (8, 0) and N = (7, 0) AdS3 vacua. It
would be very interesting to generalize our findings to a classification of general fully supersymmetric
N = (n, 8 – n) vacua of the half-maximal theories. In this case, the classification will be organized by
products of smaller supergroups, which presumably leaves even more possibilities for the potential
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embeddings of their bosonic parts into SO(8, p). Another extension of the present analysis would be to
include AdS3 solutions with less supersymmetry and relate to known solutions and structures such as
Ref. [151–160].

Throughout, we have restricted the analysis to theories with p ≤ 8 matter multiplets. In this
range, our classification is exhaustive. For general p, we expect the classification to straightforwardly
extend to theories with chiral embedding of the R-symmetry group into the first factor of the compact
SO(8) × SO(p) invariance group. Indeed, we have identified various families of theories labeled by
integers p+, p– which are defined for arbitrary (unbounded) values of these integers. For diagonal
embedding of the R-symmetry group on the other hand, one may expect new patterns to arise, since
with increasing p, also the number of possible distinct embeddings of SO(8) into SO(p) increases. In
particular, there are maximal embeddings for arbitrarily high values of p. For N = (4, 4) vacua, many
theories based on different such embedding patterns have been identified in Ref. [161].
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4 Chapter

Kaluza-Klein spectroscopy

In the previous chapter, we considered three-dimensional supergravity solutions and computed
the mass spectra of their three-dimensional fields. We now turn to AdS3 vacua sitting in consistent
truncations of higher-dimensional theories. The spectrum of such vacua features Kaluza-Klein towers
on top of the three-dimensional spectrum. We have already mentioned the importance of having an
effective technique to compute Kaluza-Klein spectra around AdS vacua, as it is related to conformal
dimensions of CFT operators in the context of the AdS/CFT holographic correspondence. Such
a technique is provided by exceptional field theory [133, 134] for vacua sitting in four- and five
dimensional maximal supergravity. We extend here this technique to compactifications to half-maximal
supergravity in three dimensions, using SO(8, p) exceptional field theory [139].

After a brief review of the framework of the SO(8, p) exceptional field theory, we compute the
expressions of the mass matrices for spin-2, vector and scalar fields around AdS3 vacua of three-
dimensional half-maximal supergravity, and give the ones for gravitini and spin-1/2 fermions. We
then illustrate the efficiency of these new tools on several examples. We first test the formulas using
N = (2, 0) six-dimensional supergravity on AdS3 × S3. This example is particular, as its structure is
sufficiently constrained by supersymmetry to allow a computation of the spectrum using only group
theory [162]. We then turn to N = (1, 1) supergravity in six dimensions, where the same vacuum
AdS3×S3 preserves only half of the supersymmetries, so that group theory fails to predict the masses in
the spectrum. We also consider ten-dimensional supergravity on AdS3×S3×S3×S1, which constitutes
another example where representation theory is not sufficient and an explicit calculation is needed [163,
164]. We finally demonstrate the effectiveness of the method by computing the scalar masses of the
first Kaluza-Klein levels around the one-parameter family of non-supersymmetric vacua within the
N = (1, 1) AdS3 × S3 theory [144]. We show that there is an interval of the parameter within which
all these modes are stable.

4.1 SO(8, p) exceptional field theory

First constructed in Ref. [139], the SO(8, p) exceptional field theory is a duality-covariant formulation
of half-maximal supergravity, designed for studying compactifications to three spacetime dimensions40.
Its fields live on a set of coordinates which contains three-dimensional external coordinates {xµ},
µ ∈ J1, 3K, and internal coordinates {Y[MN]} that live in the adjoint representation of SO(8, p), with
fundamental indices M, N ∈ J1, 8+pK. All the fields of the theory depend on the full higher-dimensional

40The theories considered in Ref. [139] are more general and duality-covariant with respect to O(p, q). In addition to the
series SO(8, p) of half-maximal theories, it includes in particular the series of theories based on SO(4, p), which reproduces
the bosonic sector of certain quarter-maximal supergravities.
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spacetime
{

xµ, Y[MN]
}

, but the dependence on the latter is constrained by the section constraints

∂[MN ⊗ ∂PQ] = 0,

ηNP∂MN ⊗ ∂PQ = 0,
(4.1)

with SO(8, p) invariant metric ηMN, which will be used in the following to raise and lower the internal
indices. The notation ⊗ indicates that both derivative operators may act on different fields.

The bosonic fields of the theory are the following:{
gµν ,MMN,AµMN,BµMN

}
. (4.2)

gµν describes the external metric, with signature (–1, 1, 1), andMMN ∈ SO(8, p) the internal metric.
The vector fields AµMN and BµMN are labeled by internal indices in the adjoint representation of
SO(8, p). BµMN is covariantly constrained: it has to satisfy algebraic constraints similar to Eq. (4.1)
and compatibility conditions with the partial derivatives given byBµ [MN Bµ PQ] = 0,

ηNPBµMN Bµ PQ = 0,

Bµ [MN ∂PQ] = 0,

ηNPBµMN ∂PQ = 0.
(4.3)

Its presence is necessary for the closure of the non-abelian gauge transformations [139].

4.1.1 Generalized internal diffeomorphisms and Lagrangian

The theory is invariant under local generalized internal diffeomorphisms, defined by their action on a
vector VM:

L(Λ,Σ)V
M = ΛKL∂KLVM + 2

(
∂KMΛKN – ∂KNΛKM + 2 ΣM

N

)
VN. (4.4)

Their action on a tensor with an arbitrary number of fundamental SO(8, p) indices follows naturally.
The gauge parameters ΣMN are subject to the same constraints as BµMN:Σ[MN ΣPQ] = 0,

ηNPΣMN ΣPQ = 0,

Σ[MN ∂PQ] = 0,

ηNPΣMN ∂PQ = 0.
(4.5)

The covariant external derivatives associated to such transformations are defined as

Dµ = ∂µ – L(Aµ,Bµ), (4.6)

and ensure the invariance of the action.

The full Lagrangian has the following form:

L = LEH + Lkin + LCS –
√

– g V. (4.7)

LEH is the modified Einstein-Hilbert term, defined in terms of the external dreibein eµa and the
covariantized Riemann tensor R̂µνab:

LEH =
√

– g ea
µeb

ν
(

R̂µνab + FµνMN ea ρ ∂MNeρb
)

, (4.8)



4

4.1 SO(8, p) exceptional field theory 105

where the Yang-Mills field strength FµνMN has the expression

FµνMN = 2 ∂[µAν]
MN –A[µ

KL∂KLAν]
MN +A[µ

MN∂KLAν]
KL

+ 4A[µ
K[M∂KLAν]

N]L – 4A[µ
K[M∂N]LAν] KL,

(4.9)

as implied by the commutator of Eq. (4.6). The scalar kinetic term has the usual form

Lkin =
1
8
√

– g DµMMN DµMMN, (4.10)

and describes a SO(8, p)/
(
SO(8) × SO(p)

)
coset space σ-model. Finally, the Chern-Simons term is

given by41

LCS =
√

2 εµνρ
(

FµνMN BρMN + ∂µAν N
K ∂KMAρMN –

2
3
∂MN∂KLAµKPAνMNAρ P

L

+
2
3

AµLN ∂MNAνM
P ∂KLAρPK –

4
3
AµLN ∂MPAνM

N ∂KLAρPK
)

,
(4.11)

and the so-called potential is bilinear in internal derivatives42:

VExFT = –
1
8
∂KLMMN ∂PQMMNMKPMLQ – ∂MKMNP ∂NLMMQMPQMKL

+
1
4
∂MNMPK ∂KLMMQMP

LMQ
N + ∂MKMNK ∂NLMML

– g–1 ∂MN g ∂KLMMKMNL –
1
4
MMKMNL g–2∂MNg ∂KLg

–
1
4
MMKMNL ∂MNgµν ∂KLgµν .

(4.12)

Once restricted to a solution of the section constraints (4.1), the theory (4.7) describes higher-
dimensional supergravity.

4.1.2 Generalized Scherk-Schwarz ansatz

One of the main applications of exceptional field theories is the construction of consistent trunca-
tions [165–167]. These truncations can be defined by a generalized Scherk-Schwarz compactification
ansatz that encodes the dependence of the fields on the internal coordinates in a twist matrix and a
weight factor ρ(Y). The twist matrix is an SO(8, p)-valued matrix UM

N̄(Y), so that the compactification
ansätze for the fields take the form [139]43

gµν(x, Y) = ρ(Y)–2gµν(x),

MMN(x, Y) = UM
M̄(Y)UN

N̄(Y)MM̄N̄(x),

AµMN(x, Y) =
√

2 ρ(Y)–1UM
M̄(Y)UN

N̄(Y)AµM̄N̄(x),

BµMN(x, Y) = –
1

2
√

2
ρ(Y)–1UK

N̄(Y)∂MNUKM̄(Y)AµM̄N̄(x).

(4.13)

41εµνρ denotes the constant Levi-Civita density.
42This expression differs from the one given in Ref. [139]: we have corrected some coefficients.
43The conventions we adopt are not exactly the ones of Ref. [139]. We introduced

√
2 factors for the vector fields, and in

the expression of the embedding tensor in Eq. (4.16), to ensure that the three-dimensional theory is the one described in
Chap. 2.
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The indices M̄ ∈ J1, 8 + pK are flat, fundamental SO(8, p) indices and describe three-dimensional
quantities. They are the same indices as the ones encountered in Chap. 2. All the information of the
internal manifold is encoded in the twist matrix, and the fields that depend on the external coordinates
only are the fields of three-dimensional gauged supergravity. We also consider gauged parameters of
the following form:

ΛMN(x, Y) =
√

2 ρ(Y)–1UM
M̄(Y)UN

N̄(Y)ΛM̄N̄(x),

ΣMN(x, Y) = –
1

2
√

2
ρ(Y)–1UK

N̄(Y)∂MNUKM̄(Y)ΛM̄N̄(x).
(4.14)

The consistency of the truncation can then be written in terms of differential equations on the
weight factor and the twist matrix. Defining the embedding tensor

ΘM̄N̄|P̄Q̄ = θM̄N̄P̄Q̄ +
1
2

(
ηP̄[M̄θN̄]Q̄ – ηQ̄[M̄θN̄]P̄

)
+ θ ηP̄[M̄ηN̄]Q̄, (4.15)

with components

θM̄N̄P̄Q̄ = 3
√

2 ρ–1 ∂PQUM[M̄UM
N̄UP

P̄UQ
Q̄],

θM̄N̄ = 2
√

2 ρ–1 UM
M̄∂MNUN

N̄ – ηM̄N̄ θ – 2
√

2 ρ–2 UM
M̄UN

N̄∂MNρ,

θ =
2
√

2
8 + p

ρ–1 UPQ̄∂PQUQ
Q̄,

(4.16)

the consistency of the truncation is ensured if all the components of the embedding tensor are constant:
all dependences on the internal coordinates in the equations of motion are then factored out, and
ΘM̄N̄|P̄Q̄ captures the gauge structure of the three-dimensional theory. The quadratic constraint

ΘK̄L̄|P̄
R̄ΘM̄N̄|R̄

Q̄ – ΘM̄N̄|P̄
R̄ΘK̄L̄|R̄

Q̄ = 2 ΘK̄L̄|[M̄
R̄ΘN̄]R̄|P̄

Q̄, (4.17)

needed to ensure the closure of the gauged algebra (c.f. Chap. 2), is automatically satisfied thanks to
the section constraints (4.1). The consistency conditions for the twist matrix and the weight factor can
also be expressed as

L(ΛMN ,ΣMN) UP
P̄ = 2 ΛM̄N̄ΘM̄N̄|P̄

Q̄UP
Q̄, (4.18)

and accordingly as conditions of generalized parallelizability [139].

We further impose the tensor θM̄N̄ defined in Eq. (4.16) to be symmetric. Indeed, if its anti-symmetric
part is non-vanishing, the three-dimensional field equations include a gauging of the trombone scaling
symmetry [139] and, in turn, the resulting theory does not admit a three-dimensional action. Let us
finally note that the definition (4.16) together with the constraints (4.1) imposes

θ[K̄L̄M̄N̄θP̄Q̄R̄S̄] = 0. (4.19)

Thus, the only gaugings that can be reproduced by this generalized Scherk-Schwarz procedure are those
which satisfy this additional constraint. This is consistent with the fact that the potential (4.12) cannot
produce terms proportional to θ[K̄L̄M̄N̄θP̄Q̄R̄S̄], whereas the most general potential of three-dimensional
half-maximal gauged supergravity, given in Eq. (2.24), carries such a term.
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4.2 Fluctuation ansatz

We consider a fixed AdS3 × K supergravity background, with internal manifold K, which in the
three-dimensional supergravity variables takes the diagonal form

{gµν = g̊µν ,MM̄N̄ = ∆M̄N̄,AµM̄N̄ = 0}. (4.20)

As exposed in Chap. 1, to compute the full Kaluza-Klein spectrum around this background, we need to
consider linear fluctuations which we expand in terms of a basis of the fields on the internal manifold.
To do so, we exploit the powerful ansätze of Ref. [134]: by introducing the fluctuations directly in the
exceptional field theory ansätze (4.13), all the tensorial structure of the fields is factored out, so that
they are scalars on the internal manifold. We then only need a basis of scalar harmonics YΣ. We thus
consider the following linear fluctuations44:

gµν(x, Y) = ρ(Y)–2
(̊

gµν(x) + YΣ(Y) g̊µνΣ(x)
)

,

MMN(x, Y) = UM
M̄(Y)UN

N̄(Y)
(

∆M̄N̄ + YΣ(Y) jM̄N̄
Σ(x)

)
,

AµMN(x, Y) =
√

2 ρ(Y)–1UM
M̄(Y)UN

N̄(Y)YΣ(Y) AµM̄N̄,Σ(x),

BµMN(x, Y) = –
1

2
√

2
ρ(Y)–1UK

N̄(Y)∂MNUKM̄(Y)YΣ(Y) AµM̄N̄,Σ(x).

(4.21)

For the internal metricMMN to belong to SO(8, p), the scalar fluctuations jM̄N̄
Σ are such that

∆P̄(M̄ ηP̄Q̄jN̄)Q̄
Σ = 0. (4.22)

As the topology of the compactification is the same for any solution of the three-dimensional
theory, we consider harmonics that form representations of the largest symmetry group possible, noted
Gmax, which corresponds to the maximally supersymmetric point of the three-dimensional gauged
supergravity [134]. The action of the internal derivatives on the scalar harmonics is then given by

ρ–1UM
M̄ UN

N̄ ∂MNYΣ = –
√

2 TM̄N̄
ΣΩYΩ. (4.23)

The matrices TM̄N̄
ΣΩ correspond to the generators of Gmax in the representation of the scalar harmonics.

They are normalized with respect to the embedding tensor:[
TM̄N̄, TP̄Q̄

]
= – ΘM̄N̄|[P̄

K̄TQ̄]K̄ + ΘP̄Q̄|[M̄
K̄TN̄]K̄. (4.24)

We will further restrict ourselves to theories with compact Gmax. The matrices TM̄N̄ are then antisym-
metric: TM̄N̄

ΣΩ = –TM̄N̄
ΩΣ.

4.3 Mass matrices

We use in the following the ansätze (4.21) to compute the mass matrices around the background (4.20).
The Kaluza-Klein towers will contain massive spin-2 fields and massive vectors, which are, respec-
tively, induced by Goldstone modes in the vectors and scalars spectra via Brout-Englert-Higgs (BEH)

44We consider fluctuations for Bµ MN that depend on the ones ofAµ
MN to ensure the consistency of the linearized equations

of motion, as we will see in Sec. 4.3.2.



4

108 Part II Chapter 4 – Kaluza-Klein spectroscopy

mechanisms: each massive spin-2 field absorbs a vector and a scalar, all representatives of the same
representation, and each massive vector absorbs a massless scalar, also in the same representation.
These modes have to be eliminated from the spectra calculated from the mass matrices given below.
We refer to Ref. [134] for a complete account of these effects.

4.3.1 Spin-2 fields

The mass matrix for the spin-2 fields can be computed in the standard supergravity formulation by
solving a wave equation on the internal space [111]. In the context of exceptional field theory, it
features a universal form [134] (see also Ref. [168]), which we simply reproduce here45:

M2
(2)

ΣΩ = – 2 ∆M̄P̄∆N̄Q̄TM̄N̄
ΣΓTP̄Q̄

ΓΩ. (4.25)

In three dimensions each eigenstate of M2
(2)

ΣΩ gives rise to two degrees of freedom, one with helicity
s = 2 and one with helicity s = –2.

4.3.2 Vector mass matrix

To compute the vector mass matrix, we start from the variation of the Lagrangian (4.7) with respect to
the vectors AµMN and BµMN

δ(A,B)L = εµνρ
(
E(A) MN
µν δBρMN + E(B)

µνMN δAρ
MN
)

, (4.26)

where [139]

E(A) MN
µν =

√
2 FµνMN –

√
– g εµνρ jρMN,

E(B)
µνMN =

√
2 GµνMN +

√
– g εµνρ JρMN –

1
8
√

– g εµνρ jρK
L JMN

L
K + ∂MKE(A)

µν N
K.

(4.27)

The field strength FµνMN has been given in Eq. (4.9). GµνMN and the different currents are defined as
follows:

GµνMN = 2 D[µBν] MN –A[µK
P∂PQ∂MNAν]

KQ, (4.28a)

JMN,KL = ∂MNMLPMP
K, (4.28b)

jµMN = ηKLMK[MDµMN]L, (4.28c)

JµMN = –2 eµaeνb

[
∂MNων

ab – Dν
(

eρ[a∂MNeρb]
)]

, (4.28d)

with the spin connection ωνab. Injecting the fluctuations (4.21) in Eq. (4.9) and (4.28a)–(4.28d) and
considering the linearization with respect to the fluctuation AµM̄N̄,Σ, we get

FµνMN =
lin.

ρ–1UM
M̄UN

N̄ 2
√

2 ∂[µAν]
M̄N̄,Σ YΣ, (4.29)

GµνMN =
lin.

–
1√
2
ρ–1UK

N̄∂MNUKM̄ ∂[µAν]
M̄N̄,Σ YΣ, (4.30)

jµMN =
lin.

2 U[M
M̄UN]

N̄

(
∆M̄K̄∆N̄L̄ – ηM̄K̄ηN̄L̄

) [
ΘK̄L̄|P̄Q̄ δ

ΣΩ + 4 TP̄K̄
ΣΩ ηL̄Q̄

]
AµP̄Q̄,ΣYΩ. (4.31)

45The factor 2, which differs from the expressions in higher dimensions, comes from the conventions adopted in Eq. (4.23).
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Thus, once linearized, the variation (4.26) takes the form

δ(A,B)L =
lin.

– εµνρ ρ–1
(

ΘM̄N̄|ŪV̄ δ
ΣΩ + 4 TŪ[M̄

ΣΩηN̄]V̄

)
δAρŪV̄,∆ Y∆YΩ

×
[
2 ∂[µAν]

M̄N̄,Σ +
√

–̊g εµνσ M(1)
M̄N̄ Σ

P̄Q̄
Γ Aσ P̄Q̄,Γ

]
,

(4.32)

with the mass matrix of the vector fields

M(1)
M̄N̄ Σ

P̄Q̄
Ω =

(
ηK̄[M̄ηN̄]L̄ – ∆K̄[M̄∆N̄]L̄

)(
XK̄L̄|P̄Q̄δ

ΣΩ + 4 TK̄[P̄
ΣΩηQ̄]L̄

)
. (4.33)

As the equations of motion are of first order, each eigenstate of the mass matrix gives rise to a single
degree of freedom, whose helicity is given by the sign of its eigenvalue.

The second line of Eq. (4.32) is the equation of motion of a topologically massive vector in
three dimensions. In absence of the T tensors, it reproduces the Scherk-Schwarz reduction to three
dimensions, and M(1)

M̄N̄ Σ
P̄Q̄

Ω reduces to Eq. (3.6b), for ∆M̄N̄ = δM̄N̄ and in the basis where ηM̄N̄ is
diagonal. The T tensors capture the effect of internal derivatives on the harmonics. In Eq. (4.32),
the equation of motion is further contracted with another mass matrix (4.33). This imposes that the
eigenvectors of M(1)

M̄N̄ Σ
P̄Q̄

Ω with vanishing eigenvalues are projected out of the equation of motion,
and do not belong to the physical spectrum.

4.3.3 Scalar mass matrix

The computation of the scalar mass matrix, though more involved, follows the same steps as the ones of
the vector mass matrix. First, the variation of the Lagrangian (4.7) with respect toMMN has the form

δML = K(M)
MN δMMN. (4.34)

For readability, K(M)
MN is given in App. B. As MMN ∈ SO(8, p), it is a constrained field and one has

to project K(M)
MN onto symmetric coset valued indices to produce the equations of motion. It remains

then to inject the fluctuations (4.21) in K(M)
MN and to linearize with respect to jM̄N̄

Σ. Contrary to the
vectors, the equations of motion of the scalars are however of second order in internal derivatives,
which complicates considerably the task of factoring out the dependence on the internal coordinates.
The computation is however made easier by adopting the following strategy [134]: when an internal
derivative hits the linear fluctuations (4.21), it produces derivatives ∂U and ∂ρ of the twist matrix and
the weight factor, which will contribute to the embedding tensor (4.16), as well as derivatives ∂Y of
the harmonics, which will form T tensors following Eq. (4.23). As the equation of motion is of second
order in internal derivatives, the squared scalar mass matrix will be schematically organized into

M2
(0) = θθ + θT + T T . (4.35)

The θθ term is given by construction by the scalar mass matrix of the three dimensional gauged
supergravity, and it can be extracted from the three-dimensional potential (2.24), as we’ve done in
Eq. (3.7). We could then focus on the remaining terms while linearizing the equation of motion and
injecting the fluctuations ansätze. As we are not considering the θθ term, it is sufficient to contract
the linearization of K(M)

MN with jMN,Σ = UMM̄UNN̄jM̄N̄
Σ to restrict ourselves on symmetric coset valued
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indices. For example, the first term of the ExFT potential (4.12) contributes to K(M)
MN with a term

1
4
√

– g ∂MLMKP ∂NQMKPMLQ, (4.36)

which, once linearized and projected onto symmetric coset valued indices, gives

1
4
√

– g jMN,Σ ∂MLMKP ∂NQMKPMLQ

=
lin.

–
√

–̊g ρ–1jM̄N̄,ΣjP̄Q̄,ΩY∆ JR̄P̄|M̄K̄ ∆Q̄
R̄∆K̄L̄TN̄L̄

Ω∆ + (. . .),
(4.37)

where we noted JK̄L̄|P̄Q̄ = ρ–1∂PQUKK̄ UK
L̄UP

P̄UQ
Q̄. The ellipses denote the terms which do not

contribute to the θT + T T terms. After considering all the terms in K(M)
MN and restoring the θθ terms,

the linearization finally results in the following mass matrix:

M2
(0) M̄N̄

Σ
P̄Q̄

Ω jM̄N̄,ΣjP̄Q̄,Ω =
(

mM̄N̄,P̄Q̄ δ
ΣΩ + m′M̄N̄

Σ
P̄Q̄

Ω
)

jM̄N̄,ΣjP̄Q̄,Ω, (4.38)

where

mM̄N̄,P̄Q̄ = 4 θM̄P̄K̄L̄ θN̄Q̄R̄S̄ ∆K̄R̄∆L̄S̄ +
4
3
θM̄ŪK̄L̄ θP̄V̄R̄S̄ δN̄Q̄ ∆ŪV̄∆K̄R̄∆L̄S̄

– 4 θM̄P̄K̄L̄ θN̄Q̄
K̄L̄ – 4 θM̄ŪK̄L̄ θP̄V̄

K̄L̄δN̄Q̄ ∆ŪV̄ +
8
3
θM̄ŪK̄L̄ θP̄

ŪK̄L̄δN̄Q̄

+ 2 θM̄P̄ θN̄Q̄ – θM̄N̄ θP̄Q̄ + 2 θM̄K̄ θP̄L̄ δN̄Q̄ ∆K̄L̄

– θM̄P̄ θK̄L̄ δN̄Q̄ ∆K̄L̄ + 16 θ θM̄P̄ δN̄Q̄,

(4.39)

m′M̄N̄
Σ

P̄Q̄
Ω = 8 θM̄P̄R̄K̄ ∆N̄

R̄∆K̄L̄ TQ̄L̄
ΣΩ + 8 θM̄P̄R̄K̄ ∆Q̄

R̄∆K̄L̄ TN̄L̄
ΣΩ

– 8 ηM̄P̄ θN̄Q̄K̄L̄ ∆K̄R̄∆L̄S̄ TR̄S̄
ΣΩ + 8 ηM̄P̄ θN̄Q̄K̄L̄ T K̄L̄ ΣΩ

+ 8
(
θM̄P̄ + θ ηM̄P̄

)
TN̄Q̄

ΣΩ + 2 ηM̄P̄ ηN̄Q̄ ∆K̄R̄∆L̄S̄ TK̄L̄
ΣΛTR̄S̄

ΛΩ

+ 16 ∆M̄P̄ ∆K̄L̄ TQ̄L̄
ΣΛTN̄K̄

ΛΩ – 4 ∆M̄
K̄∆P̄

L̄ TQ̄L̄
ΣΛTN̄K̄

ΛΩ + 16 TM̄P̄
ΣΛTN̄Q̄

ΛΩ.

(4.40)

For ∆M̄N̄ = δM̄N̄ and in the basis (2.1) where ηM̄N̄ is diagonal, mM̄N̄,P̄Q̄ reduces to Eq. (3.7).

4.3.4 Fermions mass matrices

The exceptional field theory techniques of Ref. [133, 134] have recently been extended to include
mass matrices for gravitino and spin-1/2 fields for vacua sitting in maximal gauged supergravity in
four dimensions [140]. With my collaborators G. Larios and H. Samtleben, we applied the tools of
Ref. [140] to the half-maximal three-dimensional case in Ref. [E]. Our results are reproduced here.

As seen in Chap. 3, the mass matrices for the spin-3/2 and spin-1/2 fields are most simply expressed
in the basis (2.1), where the SO(8, p)-invariant tensor ηM̄N̄ is diagonal, and depend on the fermionic
matrices AAB

1 and AȦrḂs
3 , defined in Eq. (2.23). Extended to Kaluza-Klein fluctuations, they read

M(3/2)
AΣ, BΩ = – AAB

1 δΣΩ – 2 ΓIJAB V
–1 M̄N̄

IJ TM̄N̄
ΣΩ, (4.41a)

M(1/2)
ȦrΣ, ḂsΩ = – AȦrḂs

3 δΣΩ – 2 ΓIJ
ȦḂ
δrs V –1 M̄N̄

IJ TM̄N̄
ΣΩ + 8 δȦḂ V

–1 M̄N̄
rs TM̄N̄

ΣΩ, (4.41b)

where V –1 M̄N̄
P̄Q̄ =

(
V–1

)
[P̄

M̄
(
V–1

)
Q̄]

N̄, with the coset representatives VM̄
N̄ as defined in Eq. (2.3).
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Let us recall that, here, the indices A, B and Ȧ, Ḃ denote the spinor and cospinor indices of SO(8),
respectively.

The masses of the fields in the Kaluza-Klein spectrum are given by the eigenvalues m2
(2), m(1), m2

(0),
m(3/2) and m(1/2) of the matrices (4.25), (4.33), (4.38), (4.41a) and (4.41b). As discussed in Sec. 3.2,
we organize the spectrum using the conformal dimensions ∆(s) of Eq. (3.8), to which we add the one
of the spin-2 fields [96]:

∆(2)
(
∆(2) – 2

)
=
(
m(2)`AdS

)2 , (4.42)

still with the AdS length `AdS =
√

2/|V0|, where V0 is the potential (2.24) at the vacuum. We refer to
Sec. 3.2 for the definition of the left and right conformal dimensions ∆L,R and the spacetime spin s. We
illustrate in the following the tools developed in the previous sections using four examples: N6d = (2, 0)
and N6d = (1, 1) six-dimensional supergravities46 on AdS3 × S3, ten-dimensional supergravity on
AdS3 × S3 × S3 × S1 and a one-parameter family of non-supersymmetric vacua within the N = (2, 0)
and N = (1, 1) AdS3 × S3 theories.

4.4 Six-dimensional supergravities on AdS3 × S3

Six-dimensional minimal N6d = (1, 0) supergravity coupled to a tensor multiplet admits a consistent
truncation on the sphere S3 [169, 170]. The reduction gives rise to a three-dimensional theory, whose
scalars parametrize the coset space SO(4, 4)/

(
SO(4)× SO(4)

)
, so that the truncation can be described

in terms of SO(4, 4) exceptional field theory [139]. The theory in six dimensions features an AdS3 × S3

vacuum that preserves N6d = (1, 0) supersymmetry.
This six-dimensional theory can be embedded into half-maximal N6d = (2, 0) and N6d = (1, 1)

supergravities47. The AdS3×S3 vacuum then preserves all the supersymmetries in the caseN6d = (2, 0),
but only half of them within N6d = (1, 1). The associated three-dimensional theories have an SO(4)
gauge group and scalars organized in an SO(8, 4)/

(
SO(8)× SO(4)

)
coset space, and their potentials

possess stable supersymmetric AdS3 vacua preserving N = (4, 4) and N = (0, 4) supersymmetries,
respectively. Couplings to m other tensor multiplets can be added in six-dimensions for N6d = (2, 0),
and similarly to m vector multiplets for N6d = (1, 1), leading in the exceptional field theory description
to a coset space SO(8, 4 + m)/

(
SO(8) × SO(4 + m)

)
. The descriptions of the associated consistent

truncations in terms of generalized Scherk-Schwarz reductions have been described in Ref. [139] and
further analyzed in Ref. [144], using the framework of SO(8, 4 + m) exceptional field theory. We
illustrate here the techniques developed in Sec. 4.3 by computing their Kaluza-Klein spectra.

The group of isometries of six-dimensional supergravity on AdS3 × S3 is

SO(2, 2)× SO(4) ∼= SL(2,R)× SL(2,R)× SU(2)× SU(2). (4.43)

These isometries are captured within the N = 4 supergroup SU(2|1, 1), whose even part is precisely
SL(2,R) × SU(2) [129]. More precisely, in the case N6d = (2, 0), the relevant supergroup is G =
SU(2|1, 1)L × SU(2|1, 1)R, whereas it is G = (SL(2,R)× SU(2))L × SU(2|1, 1)R for N6d = (1, 1).

46N6d denotes the number of supersymmetries for theories in six dimensions, and should not be mixed up with its
three-dimensional analogue N .

47In the case N6d = (1, 1), the tensor multiplet is absorbed into the gravitational multiplet, whereas for N6d = (2, 0) it
stays a tensor multiplet.
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∆L,R SU(2)L,R global × SU(2)L,R gauge

(k + 2)/2
(
0, (k – 2)/2

)
(k + 1)/2

(
1/2, (k – 1)/2

)
k/2

(
0, k/2

)
Tab. 4.1 Short multiplet k + 1 of SU(2|1, 1)L,R for k ≥ 2 [129], in the notation of
Ref. [162]. The multiplet 2 is obtained by suppressing the first line for k = 1, and 1 the
two first lines for k = 0.

The supermultiplets of SU(2|1, 1) depend on the representations of two SU(2) factors [162]. The
first one is realized as part of the sphere isometries of Eq. (4.43) and is the R-symmetry group of
SU(2|1, 1). It is gauged in three-dimensions, and we will thus denote it SU(2)gauge. The second one
is the automorphism group of su(2|1, 1). It describes a global symmetry of the three-dimensional
supergravity, and will thus be noted SU(2)global. The multiplets relevant for our study are the short
ones, which we will denote k + 1. They are given in Tab. 4.1.

4.4.1 N6d = (2, 0)

The spectrum around the AdS3 × S3 vacuum of N6d = (2, 0) supergravity in six dimensions has
been computed in Ref. [110] by standard techniques, i.e. linearization of the equations of motion
around the AdS3 background, as we discussed in Chap. 1. In Ref. [162], group theoretical arguments
were used in the same purpose. The vacuum preserves indeed enough supersymmetries so that
one can deduce the entire spectrum, i.e. representations and masses, without lengthy calculation.
The spectrum is organized under the supergroup SU(2|1, 1)L × SU(2|1, 1)R, whose bosonic part
SU(2)L gauge × SU(2)R gauge

∼= SO(4)gauge corresponds to the isometry group of the sphere S3, and
global factors SU(2)L global × SU(2)R global

∼= SO(4)global and SO(m)global. It consists of a spin-2 and
two spin-1 Kaluza-Klein towers, one of them transforming as a vector under SO(m + 1). The relevant
multiplets are given in Tab. 4.2, in the notations of Ref. [162]: the spin-1 and spin-2 multiplets, which
are scalars under SO(m + 1), are noted [k + 1, k + 1]S and [p, p + 2]S + [p + 2, p]S, respectively.
The spin-1 multiplets, which are vectors under SO(m + 1), are noted [k + 1, k + 1](m+1)

S . The full
spectrum has been found to be48

S ′(2,0) =
∑
k≥2

[k + 1, k + 1]S +
∑
k≥1

[k + 1, k + 1](m+1)
S +

∑
p≥2

(
[p, p + 2]S + [p + 2, p]S

)
. (4.44)

We use this example as a warm up to test the tools we developed in Sec. 4.3.
To describe the three-dimensional theory, we decompose the “flat” index M̄ (see Eq. (4.13))

according to
{XM̄} −→ {XA, XA, Xα, Xα̂}, (4.45)

so that SO(8, 4 + m) is decomposed into GL(4)× SO(4, m). The GL(4) part is embedded into SO(4, 4)

48The multiplets [2, 2]S, [2, 4]S and [4, 2]S can be extracted from Tab. 4.2 by disregarding the lines with negative SU(2)
spins. The massless supergravity multiplets [1, 3]S and [3, 1]S do not carry any degree of freedom in three dimensions and
are not included in the spectra.
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∆L ∆R ∆ s SO(4)gauge SO(4)global

Spin-1 multiplet [k + 1, k + 1]S

k/2 k/2 k 0
(
k/2, k/2

) (
0, 0
)

k/2 (k + 1)/2 k + 1/2 1/2
(
k/2, (k – 1)/2

) (
0, 1/2

)
(k + 1)/2 k/2 k + 1/2 –1/2

(
(k – 1)/2, k/2

) (
1/2, 0

)
(k + 1)/2 (k + 1)/2 k + 1 0

(
(k – 1)/2, (k – 1)/2

) (
1/2, 1/2

)
k/2 (k + 2)/2 k + 1 1

(
k/2, (k – 2)/2

) (
0, 0
)

(k + 2)/2 k/2 k + 1 –1
(
(k – 2)/2, k/2

) (
0, 0
)

(k + 1)/2 (k + 2)/2 k + 3/2 1/2
(
(k – 1)/2, (k – 2)/2

) (
1/2, 0

)
(k + 2)/2 (k + 1)/2 k + 3/2 –1/2

(
(k – 2)/2, (k – 1)/2

) (
0, 1/2

)
(k + 2)/2 (k + 2)/2 k + 2 0

(
(k – 2)/2, (k – 2)/2

) (
0, 0
)

Spin-2 multiplet [p, p + 2]S

(p – 1)/2 (p + 1)/2 p 1
(
(p – 1)/2, (p + 1)/2

) (
0, 0
)

(p – 1)/2 (p + 2)/2 p + 1/2 3/2
(
(p – 1)/2, p/2

) (
0, 1/2

)
p/2 (p + 1)/2 p + 1/2 1/2

(
(p – 2)/2, (p + 1)/2

) (
1/2, 0

)
p/2 (p + 2)/2 p + 1 1

(
(p – 2)/2, p/2

) (
1/2, 1/2

)
(p – 1)/2 (p + 3)/2 p + 1 2

(
(p – 1)/2, (p – 1)/2

) (
0, 0
)

(p + 1)/2 (p + 1)/2 p + 1 0
(
(p – 3)/2, (p + 1)/2

) (
0, 0
)

p/2 (p + 3)/2 p + 3/2 3/2
(
(p – 2)/2, (p – 1)/2

) (
1/2, 0

)
(p + 1)/2 (p + 2)/2 p + 3/2 1/2

(
(p – 3)/2, p/2

) (
0, 1/2

)
(p + 1)/2 (p + 3)/2 p + 2 1

(
(p – 3)/2, (p – 1)/2

) (
0, 0
)

Tab. 4.2 Spin-1 [k + 1, k + 1]S and spin-2 [p, p + 2]S multiplets of SU(2|1, 1)L ×
SU(2|1, 1)R, for k ≥ 2 and p ≥ 3, constructed from the short multiplets of Tab. 4.1 [162].
The SO(4) representations are given by a couple of SU(2) spins. The conjugate spin-2
multiplet [p + 2, p]S is obtained by inverting ∆L with ∆R, taking the opposite spin –s
and exchanging the SU(2) spins inside each SO(4)gauge and SO(4)global representations.

and the SO(8, 4 + m) invariant tensor takes the form

ηM̄N̄ =


0 δA

B 0 0
δB

A 0 0 0
0 0 – δαβ 0
0 0 0 δ

α̂β̂

 . (4.46)

The embedding tensor (4.15) is

θABCD = 2 εABCD, θABC
D = εABCE δ

ED, (4.47)

with all other components vanishing. It induces a gauge group SO(4)gauge n T6, where T6 denotes



4

114 Part II Chapter 4 – Kaluza-Klein spectroscopy

an abelian group of six translations transforming in the adjoint representation of SO(4)gauge. As
shown in Ref. [139], the resulting theory is a consistent truncation that captures the S3 reduction
of N6d = (2, 0) six-dimensional supergravity coupled to m + 1 tensor multiplets. The associated
three-dimensional supergravity possesses a N = (4, 4) vacuum at the scalar origin MM̄N̄ = δM̄N̄.
This vacuum corresponds, from the three-dimensional point of view, to six-dimensional one given in
Eq. (1.9).

We construct a complete basis of scalar functions on S3, following closely the construction of
Ref. [134]. We consider the elementary round S3 harmonics YA, A ∈ J1, 4K, normalized as YAYA = 1.
The basis is given by all the polynomials in YA:

{YΣ} = {1,YA,YA1A2 , . . . ,YA1...An , . . .}, (4.48)

where we use the notation YA1...An = Y((A1 . . .YAn)), with double parenthesis denoting traceless
symmetrization. We will denote the integer n as the level of the harmonics tower.

To compute the spectrum, we need the expression of the T matrices defined in Eq. (4.23). They
can be extracted from the generalized Scherk-Schwarz reduction built in Ref. [139, 144]. The twist
matrix UM

M̄ is constructed from the harmonics YA and the round S3 metric hij = ∂iYA∂jYA, where ∂i

denotes the partial derivative with respect to the physical internal coordinates {yi}, i ∈ J1, 3K properly
embedded into {YMN}. The weight factor is defined by ρ = h–1/2. The only non-vanishing components
of the operator in Eq. (4.23) are

ρ–1UM
A UN

B ∂MN =
√

2 εABCD KCD i∂i, (4.49)

with the round S3 Killing vectors KAB i = hij∂jY[A YB]. Following Eq. (4.48) and (4.49), the matrices
TM̄N̄ are block-diagonal level by level and each block has the form

TM̄N̄
A1...An B1...Bn = nTM̄N̄ ((A1

((B1δA2
B2 . . . δAn))

Bn)), (4.50)

where we lowered the indices Ai in the right-hand side for readability. The level 1 block TM̄N̄
A B is

finally given by its only non vanishing components

TCD
A B = – εCDEF δ

AEδBF. (4.51)

We then have all the information needed to compute the mass matrices of Sec. 4.3. Injecting
the embedding tensor (4.47) and the T matrices (4.50) in the mass matrices (4.25), (4.33), (4.38),
(4.41a) and (4.41b), we extract the mass eigenvalues of all the fields. This is in sharp contrast to
the standard procedure, outlined in Chap. 1, for which a careful analysis of the equations of motion
was required to deduce how all the fields mix to form the Kaluza-Klein modes. We then deduce the
conformal dimensions (3.8) and (4.42) and compute the weights ∆L,R knowing the spins s. At levels 0
and n ≥ 1, fields combine into the multiplets

S(0)
(2,0) = [3, 3]S + [2, 2](m)

S ,

S(n)
(2,0) = [n + 1, n + 1]S + [n + 3, n + 3]S + [n + 2, n + 2](m)

S

+ [n + 1, n + 3]S + [n + 3, n + 1]S.

(4.52)
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The full spectrum is then
S(2,0) =

∑
n≥0

S(n)
(2,0), (4.53)

which precisely coincides with Eq. (4.44). Our method thus successfully reproduces the computations
of Ref. [110, 162], and allows to bypass standard harmonic analysis.

4.4.2 N6d = (1, 1)

Let us now turn to the compactification of N6d = (1, 1) six-dimensional supergravity on AdS3 × S3. As
mentioned above, the vacuum is only quarter-maximal and it preserves N = (0, 4) supersymmetries in
three dimensions. Contrary to the previous example, this amount of supersymmetries is no sufficient to
totally constrain the spectrum, which cannot be computed using group theory. One can however use
group theory to compute the bosonic representations that appear in the spectrum, and finds that they
formally combine into N = (4, 4) multiplets of SU(2|1, 1)L × SU(2|1, 1)R. According to Ref. [162], the
resulting spectrum is given by49

S ′(1,1) = [2, 2]S + 2
∑
k≥2

[k + 1, k + 1]S +
∑
k≥1

[k + 1, k + 1](m)
S

+
∑
p≥2

(
[p, p + 2]S + [p + 2, p]S

)
.

(4.54)

However, the vacuum has only N = (0, 4) supersymmetries, so that only the factor SU(2|1, 1)R is
preserved and the conformal dimensions assigned by Eq. (4.54) cannot be trusted. From SU(2|1, 1)L

survives only the even part SL(2,R)L × SU(2)L gauge and a global SU(2)L global. The relevant multiplets
are the short ones of SU(2|1, 1)R, given in Tab. 4.1, associated to a representation of SU(2)L global ×
SU(2)L gauge with conformal dimension ∆L. We will use the notation (k + 1)

(jgl,jga)
∆L

to denote those
multiplets, with jgl and jga spins of SU(2)L global and SU(2)L gauge, respectively, and add an exponent
m for multiplets transforming as vectors of SO(m). In these notations, the spectrum of Eq. (4.54)
decomposes into SU(2|1, 1)R multiplets as

S ′(1,1) = 2(0,1/2)
1/2 + 2(1/2,0)

1

+ 2
∑
k≥2

[
(k + 1)(0,k/2)

k/2
+ (k + 1)(1/2,(k–1)/2)

(k+1)/2
+ (k + 1)(0,(k–2)/2)

(k+2)/2

]
+
∑
k≥1

[
(k + 1)(0,k/2),m

k/2
+ (k + 1)(1/2,(k–1)/2),m

(k+1)/2
+ (k + 1)(0,(k–2)/2),m

(k+2)/2

]
+
∑
p≥2

[
(p + 2)(0,(p–1)/2)

(p–1)/2
+ (p + 2)(1/2,(p–2)/2)

p/2 + (p + 2)(0,(p–3)/2)
(p+1)/2

+ p(0,(p+1)/2)
(p+1)/2

+ p(1/2,p/2)
(p+2)/2

+ p(0,(p–1)/2)
(p+3)/2

]
.

(4.55)

As the factor SU(2|1, 1)L is not preserved, the conformal dimensions ∆L are not restricted to the values
given in Tab. 4.2 and could in fact be different from those predicted in the spectrum (4.55). As our
tools allow to compute the spectrum around vacua preserving few, or no, supersymmetries, we use
them in the following to adjust the masses in Eq. (4.55).

49The range of the sum is not explicit in Ref. [162] and requires further analysis.
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We use the same index split (4.45) as in the previous example. The theory in three dimensions is
described by the following embedding tensor:

θAB = 4 δAB, θABCD = 2 εABCD, (4.56)

and all other components vanish. The associated gauge group is SO(4)gauge n
(

T6 × (T4)4+m
)

,
where T4 and T6 denote abelian groups of 4 and 6 translations transforming in the vectorial and
adjoint representations of SO(4)gauge, respectively. The associated theory is a consistent truncation
of N6d = (1, 1) supergravity in six dimensions coupled to m vector multiplets on the round S3 [139].
Its potential has an AdS3 vacuum at the scalar origin MM̄N̄ = δM̄N̄ that preserves N = (0, 4)
supersymmetries.

The generalized Scherk-Schwarz reduction leading to Eq. (4.56) has been described in Ref. [139]
with the same geometrical data as in the previous section. The action of the operator in Eq. (4.23) is
now given by

ρ–1UM
A UN

B ∂MN = 2
√

2 KAB
i∂i, (4.57)

with the Killing vectors introduced in Eq. (4.49)50 and all other components vanishing. We then use the
same basis (4.48) of scalar functions on S3 as previously, so that the expression (4.50) of the matrices
TM̄N̄ is still valid, however with the level 1 block TM̄N̄

A B defined as

TCD
A B = –2 δ[C

AδD]
B. (4.58)

and all other components vanishing.
Again, we combine the expressions of the embedding tensor (4.56) and of the T matrices with the

mass matrices (4.25), (4.33), (4.38), (4.41a) and (4.41b) to compute mass eigenvalues of the fields.
We use Eq. (3.8) and (4.42) to define their conformal dimensions. At levels 0, 1 and n ≥ 2, fields
arrange into the multiplets

S(0)
(1,1) = 2(0,1/2),m

3/2 + 2(1/2,0),m
1 + 3(0,1)

1 + 3(1/2,1/2)
1/2 + 3(0,0)

2 ,

S(1)
(1,1) = 2(0,1/2)

1/2 + 2(1/2,1)
1 + 2(0,3/2)

3/2 + 2(1/2,0)
2 + 2(0,1/2)

5/2 + 3(0,1),m
2 + 3(1/2,1/2),m

3/2 + 3(0,0),m
1

+ 4(0,1/2)
1/2 + 4(1/2,1)

1 + 4(0,3/2)
3/2 + 4(1/2,0)

2 + 4(0,1/2)
5/2 ,

S(n)
(1,1) = (n + 1)(0,n/2)

n/2 + (n + 3)(0,n/2)
n/2 + (n + 1)(1/2,(n+1)/2)

(n+1)/2
+ (n + 3)(1/2,(n+1)/2)

(n+1)/2

+ (n + 1)(0,(n–2)/2)
(n+2)/2

+ (n + 3)(0,(n–2)/2)
(n+2)/2

+ (n + 1)(0,(n+2)/2)
(n+2)/2

+ (n + 3)(0,(n+2)/2)
(n+2)/2

+ (n + 1)(1/2,(n–1)/2)
(n+3)/2

+ (n + 3)(1/2,(n–1)/2)
(n+3)/2

+ (n + 1)(0,n/2)
(n+4)/2

+ (n + 3)(0,n/2)
(n+4)/2

+ (n + 2)(0,(n+1)/2),m
(n+3)/2

+ (n + 2)(1/2,n/2),m
(n+2)/2

+ (n + 2)(0,(n–1)/2),m
(n+1)/2

]
.

(4.59)

50The indices A, B are lowered using the identity matrix δAB.
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These spectra are displayed in details in App. B. Adding all the levels, we obtain the full spectrum

S(1,1) = 2(0,1/2)
1/2 + 2(1/2,0)

2

+
∑
k≥2

[
(k + 1)(0,k/2)

k/2
+ (k + 1)(1/2,(k–1)/2)

(k+3)/2
+ (k + 1)(0,(k–2)/2)

(k+2)/2

+ (k + 1)(0,k/2)
k/2

+ (k + 1)(1/2,(k–1)/2)
(k–1)/2

+ (k + 1)(0,(k–2)/2)
(k+2)/2

]
+
∑
k≥1

[
(k + 1)(0,k/2),m

(k+2)/2
+ (k + 1)(1/2,(k–1)/2),m

(k+1)/2
+ (k + 1)(0,(k–2)/2),m

k/2

]
+
∑
p≥2

[
(p + 2)(0,(p–1)/2)

(p–1)/2
+ (p + 2)(1/2,(p–2)/2)

(p+2)/2
+ (p + 2)(0,(p–3)/2)

(p+1)/2

+ p(0,(p+1)/2)
(p+1)/2

+ p(1/2,p/2)
p/2 + p(0,(p–1)/2)

(p+3)/2

]
.

(4.60)

This coincides with the spectrum of Eq. (4.55) from the point of view of the SU(2) representations, but
the multiplets differ: as expected from the supersymmetry breaking from N = (4, 4) to N = (0, 4),
the weights ∆L are not the ones of SU(2|1, 1)L multiplets. The spectrum (4.60) thus organizes into
genuine N = (0, 4) multiplets, and cannot be recombined into N = (4, 4) ones. Thus, S(1,1) describes
the entire spectrum of N6d = (1, 1) six-dimensional supergravity on AdS3 × S3, with representations
and masses.

4.5 Ten-dimensional supergravity on AdS3 × S3 × S3 × S1

We now turn to the spectrum of ten-dimensional maximal supergravity on AdS3 × S3 × S3 × S1, whose
vacuum preserves half of the supersymmetries. The group of isometries is given by two copies of the
large N = 4 supergroup: G = D1(2, 1;α)L × D1(2, 1;α)R, with α the ratio of the spheres S3 radii.

Even if half of the supersymmetries are preserved at the vacuum, supersymmetry does not constrain
the spectrum sufficiently to allow its computation using representation theory only. As pointed out in
Ref. [163], the Kaluza-Klein states fall into short multiplets of D1(2, 1;α)× D1(2, 1;α), most of which
could be combined to form long multiplets. As the conformal dimensions of the long representations
are not fixed, group theory fails to predict the masses that appear in the spectrum. In Ref. [164], the
scalar masses around the AdS3 vacuum have been computed by standard analysis, and further used to
infer the entire Kaluza-Klein spectrum of the theory. It confirmed that indeed most of the fields arrange
in long representations.

We compute here the masses of all the bosonic fields around the vacuum. As our tools apply to
half-maximal supergravity, we consider the truncation to N10d = 1 supergravity and we will reproduce
only a subsector of the spectrum. It turns out that, similarly to the construction in Sec. 4.4.2, the
vacuum in this truncation breaks another half of the supersymmetries and gives rise to an N = (0, 4)
vacuum in three dimensions. Accordingly, only the factor D1(2, 1;α)R is preserved and D1(2, 1;α)L is
broken to its even part. The even part of D1(2, 1;α) is isomorphic to SL(2,R)×SO(3)+×SO(3)– [129],
so that the bosonic symmetries at the vacuum are given by

SL(2,R)L × SO(3)+
L × SO(3)–

L × SL(2,R)R × SO(3)+
R × SO(3)–

R︸ ︷︷ ︸
⊂ D1(2, 1;α)R

. (4.61)

As in Sec. 4.4, the SL(2,R)L × SL(2,R)R factors combine into the AdS3 isometry group SO(2, 2), and
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the compact ones SO(3)+
L ×SO(3)+

R ×SO(3)–
L×SO(3)–

R build the isometry groups SO(4)± = SO(3)±L ×
SO(3)±R of the two spheres, which we denote by S3±. The three-dimensional theory then features
SO(4)+ × SO(4)– as a gauge group and the scalars form the coset space SO(8, 8)/ (SO(8)× SO(8)).

We need to build an appropriate three-dimensional theory that is a consistent truncation from ten
dimensions on S3 +×S3 –×S1. Let us first consider the reduction on S3 +×S3 – to four dimensions, with
isometry group SO(4)+ × SO(4)–. The generic construction of consistent truncations on an internal
space of isometry group G× G, with G a Lie group of dimension d, has been considered in Ref. [171]
using double field theory. It results in a low-dimensional theory carrying gauge fields, a two-form
and scalar fields parameterizing the coset space SO(d, d)/

(
SO(d)× SO(d)

)
. The construction is not

specific to three dimensions, so that the embedding tensor do not take the form (4.15) but rather the
generic expression Fmn

p, with SO(d, d) indices m, n, p ∈ J1, 2 dK. We are specifically interested in this
construction for G = SO(4). Splitting the SO(6, 6) indices m according to

{Xm} −→ {Xi, X ı̂, Xr, X r̂}, (4.62)

with i, ı̂, r, r̂ ∈ J1, 3K and writing the SO(6, 6) invariant tensor as

ηmn =


–δij 0 0 0
0 –δ̂ı̂ȷ 0 0
0 0 δrs 0
0 0 0 δr̂̂s

 , (4.63)

the embedding tensor Fmnp = Fmn
qηpq takes the formFijk = εijk,

F̂ı̂ȷk̂ = α ε̂ı̂ȷk̂,

Frst = – εrst,

Fr̂̂ŝt = –α εr̂̂ŝt,
(4.64)

and all other components vanishing. Eq. (4.64) shows that α is the relative coupling constant between
the isometry groups of the two spheres.

We further compactify on a circle S1 down to three dimensions, where the scalar coset is en-
hanced to SO(7, 7)/ (SO(7)× SO(7)). The embedding tensor (4.64) induces a potential that does
not admit any AdS stationary point [171]. However, in the same spirit as what has been done in
Ref. [170] for the reduction of six-dimensional supergravity on S3, we can take advantage in the
fact that the low-dimensional theory lives in three dimensions to stabilize the potential. In three
dimensions, the two-form is auxiliary and can be integrated out. It gives rise to an enhanced scalar
coset SO(8, 8)/ (SO(8)× SO(8)) and an additional contribution to the scalar potential, which can be
tuned to give rise to a stationary AdS3 point.

The SO(8, 8) flat indices M̄ are split according to

{XM̄} −→ {Xm, X+, X+̂, X–, X –̂}, (4.65)

and the associated invariant tensor is

ηM̄N̄ =

ηmn 0 0
0 0 12

0 12 0

 , (4.66)
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with 12 the 2× 2 identity matrix. We then construct the three-dimensional embedding tensor ΘM̄N̄|P̄Q̄
using Fmnp, and adding a component ξ associated to the integration of the two-form:

θmnp+ = Fmnp, θ++ = ξ. (4.67)

The potential is stabilized at the scalar originMM̄N̄ = δM̄N̄ if ξ = –4
√

2
√

1 + α2, and it then takes the
value V0 = –(1 + α2)/2. The spacetime at the vacuum is AdS3 and only half of the supersymmetries
are preserved: N = (0, 4). The gauge group is

(
SO(4)+ n

(
T3 × T3

))
×
(
SO(4)– n

(
T3 × T3

))
× (T1)2,

where T3 denotes an abelian group of three translations transforming in the vectorial representation of
SO(3), and T1 stands for a translation singlet under SO(4)+ × SO(4)–.

We now turn to the definition of suitable TM̄N̄ matrices. In the previous examples, we used explicit
constructions of twist matrices to define TM̄N̄. We can in fact bypass the construction of a twist matrix by
imposing the condition that the matrices TM̄N̄ should correspond to the generators of SO(4)+ × SO(4)–

in the representation of the chosen scalar harmonics, normalized as in Eq. (4.24). We then consider
two sets of SO(4) harmonics {Y Ȧ}Ȧ∈J1,4K and {Y Â}Â∈J1,4K, defined as functions of the internal physical

coordinates {yα̇}α̇∈J1,3K and {yα̂}α̂∈J1,3K respectively, and form the SO(4)+ × SO(4)– scalar harmonics

{YA} = {Y Ȧ,Y Â}, A ∈ J1, 8K, which depends on the physical coordinates {yα} = {yα̇, yα̂}, α ∈ J1, 6K,
and are normalized as YAYA = 1. We still use Eq. (4.48) to define the full basis of scalar functions.
With this parametrization, we again take profit of the expression (4.50) of the matrices TM̄N̄, which
allows to build the level one matrices TM̄N̄

A B only. Given Eq. (4.64), we define
Ti

Ȧ Ḃ = δi
[Ȧδ4

Ḃ] +
1
2
εi 4 ĊḊ δĊ

[ȦδḊ
Ḃ],

Tr
Ȧ Ḃ = –δr[Ȧδ4

Ḃ] +
1
2
εr 4 ĊḊ δĊ

[ȦδḊ
Ḃ],

(4.68)

so that [Ti, Tj]Ȧ Ḃ = –εijk Tk
Ȧ Ḃ,

[Tr, Ts]Ȧ Ḃ = –εrst Tt
Ȧ Ḃ.

(4.69)

We define accordingly T̂ı
Â B̂ and Tr̂

Â B̂ by adding a global factor α and changing all Ȧ, Ḃ to Â, B̂ in
Eq. (4.68). Finally, we embed these matrices in TM̄N̄

A B as follows:Ti+
Ȧ Ḃ = Ti

Ȧ Ḃ,

T̂ı+
Â B̂ = T̂ı

Â B̂,

Tr+
Ȧ Ḃ = Tr

Ȧ Ḃ,

Tr̂+
Â B̂ = Tr̂

Â B̂.
(4.70)

Together with Eq. (4.64), (4.67) and (4.69), this definition ensures that Eq. (4.24) is satisfied, assuring
that the matrices TM̄N̄ generate SO(4)+ × SO(4)– with the appropriate normalization.

We finally put the expressions (4.67) and (4.70) into the mass formulas of Sec. 4.3 and compute
the mass eigenvalues. The spectrum organizes into representations of D1(2, 1;α), which are labeled
by two half integer parameters (`+, `–)51 [163]. With our construction, the representations (`+, `–)
appearing at level n satisfy

`+ + `– =
n
2

. (4.71)

51The `± in our conventions correspond to the j± of Ref. [164].
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We obtain scalar masses that feature a highly non trivial dependence on α:

(
m`+,`– `AdS

)2
=

4
1 + α2

(
`+
(
`+ + 1

)
+ α2 `– (`– + 1)

)
,

(
m(±)
`+,`– `AdS

)2
= – 1 +

(
2±

√
1 +

4
1 + α2

(
`+
(
`+ + 1

)
+ α2 `– (`– + 1)

))2

.
(4.72)

The masses of the vector, spin-2 and fermionic fields accordingly complete the associated D1(2, 1;α)
long representations. The expressions of the scalar masses in Eq. (4.72) reproduce exactly the ones
computed in Ref. [164]. Our construction allows to bypass lengthy calculations and extends the analysis
to the spin-1, spin-2 and fermionic sectors. As we describe a vacuum of the half-maximal theory, the
constructed theory cannot reproduce the full D1(2, 1;α)L × D1(2, 1;α)R spectrum. It reproduces
however a subsector thereof. This subsector together with supersymmetry is sufficient to deduce the
entire spectrum of the maximal theory in terms of long multiplets of D1(2, 1;α)L × D1(2, 1;α)R.

Our analysis can be extended to the maximal theory. The truncation described by the embedding
tensor (4.67) properly embedded into E8(8) exceptional field theory [138] is indeed consistent by
construction, and leads to the maximal three-dimensional supergravity constructed in Ref. [172]. It
shows that this theory is a consistent truncation. Extending our mass formulas of Sec. 4.3 to the full
E8(8) exceptional field theory would then explicitly reproduce the complete mass spectrum.

4.6 Non-supersymmetric vacua

Apart from bypassing the standard harmonic analysis, the most interesting feature of the Kaluza-
Klein spectrometer developed In Ref. [133, 134, 173] is its ability to compute the spectra around
vacua with few or no remaining symmetries, as illustrated in Ref. [174] in the case of the non-
supersymmetric SO(3) × SO(3)-invariant AdS4 vacuum of eleven-dimensional supergravity, and in
Ref. [175] for the G2-invariant non-supersymmetric AdS4 solution of massive IIA supergravity. The
question of the stability of those non-supersymmetric vacua is of prior interest in the context of the AdS
swampland conjecture [176], which speculates that all non-supersymmetric AdS vacua within string
theory are unstable. In d-dimensional anti-de Sitter spacetime, scalar fields are stable if they satisfy the
Breitenlohner-Freedman bound [177, 178]

m2
(0) `

2
AdS ≥ –

(d – 1)2

4
. (4.73)

For the SO(3) × SO(3)-invariant AdS4 vacuum mentioned above, though the lowest modes of the
consistent truncation to four dimensions are above the Breitenlohner-Freedman bound [179], the
higher Kaluza-Klein modes are tachyonic so that the vacuum is perturbatively unstable [174]. On the
other hand, Ref. [175] proved the pertubative stability of the Kaluza-Klein spectrum around the AdS4

G2-invariant non-supersymmetric solution of massive IIA supergravity, thus challenging the Swampland
conjecture.

The question of the stability of non-supersymmetric vacua may also be asked in three dimensions.
Let us consider an example. As pointed out in Ref. [144, 180], the theory described in Eq. (4.56)
features a one-parameter family of non-supersymmetric vacua for the scalar matrix

MM̄N̄ = diag
(
eη, eη, e–η, e–η, e–η, e–η, eη, eη, 1, 1, 1, 1

)
, (4.74)
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for m = 0 in Eq. (4.45). At the supergravity level, the masses of the scalar are given by

m2
(0) `

2
AdS : 0 [1], 8 [1], – 4 + 4 e±2η [2 + 2], (4.75)

where the numbers [n] indicate the multiplicities of each eigenvalues. This lowest level spectrum is
then stable, in the Breitenlohner-Freedman sense m2

(0) `
2
AdS ≥ –1 of Eq. (4.73), if

√
3

2
≤ eη ≤ 2√

3
. (4.76)

We use in Ref. [E] the mass matrices of Sec. 4.3 to compute the spectrum around this vacuum for
the first Kaluza-Klein levels, and ask the question whether the stability survives at all levels. The scalar
masses we get at levels 1, 2 and 3 are plotted in Fig. 4.1. As one can observe, at each level there are
only two modes that become unstable for some values of η. Explicitly, the masses of these modes are

n = 1 : – 6 + 9 e±2η [2 + 2],

n = 2 : – 8 + 16 e±2η [2 + 2],

n = 3 : – 10 + 25 e±2η [2 + 2].

(4.77)

The full first, second and third levels spectra are then stable for

n = 1 :

√
5

3
≤ eη ≤ 3√

5
,

n = 2 :

√
7

4
≤ eη ≤ 4√

7
,

n = 3 :
3
5
≤ eη ≤ 5

3
,

(4.78)

respectively. All the intervals include the one in Eq. (4.76).
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Fig. 4.1 Masses of the scalar fields around the non-supersymmetric vacuum of Eq. (4.74)
as functions of the parameter η, up to level 3 in the Kaluza-Klein tower. The
Breitenlohner-Freedman bound is plotted in black. There are only two different modes
per level that violate this bound for some η. The colored areas indicate the stability
ranges at each level. The stability range of the level 0 is common to all levels.
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From these preliminary results, we conjecture that, at level n, there are only two different modes
that become instable, given by the masses

– (4 + 2 n) + (2 + n)2 e±2η [2 + 2]. (4.79)

This would give rise to the following stability interval at level n:

√
3 + 2 n
2 + n

≤ eη ≤ 2 + n√
3 + 2 n

. (4.80)

The range of the interval is increasing with n, so, if this conjecture is confirmed, the entire spectrum is
stable within the interval (4.76). Together with Ref. [175], the solution (4.74) would constitute the
second AdS vacuum that enjoys pertubative stability of the full Kaluza-Klein tower.

4.7 Summary

In this chapter, we developed tools to compute the Kaluza-Klein spectrum around any vacuum of a
half-maximal gauged supergravity in three dimensions that arises from a consistent truncation of higher-
dimensional supergravity. To do so, we used the framework of SO(8, p) exceptional field theory. This is
an extension of the techniques developed in Ref. [133, 134], which focused on reduction to maximal
gauged supergravity in four and five dimensions. Our main results are the mass matrices (4.25), (4.33),
(4.38), (4.41a) and (4.41b) for spin-2, vector, scalar, gravitini and spin-1/2 fields, respectively. They
are expressed in terms of an embedding tensor, which describes the three-dimensional supergravity,
and of so-called T matrices, which encode the linear action on scalar harmonics associated to the
compactification.

We have illustrated the efficiency of the method by compactly reproducing the spectrum of six-
dimensional N = (2, 0) supergravity on AdS3 × S3, originally computed in Ref. [110, 162], and the
highly non-trivial masses of the AdS3×S3×S3 vacuum computed in Ref. [164], which are organized into
multiplets of the supergroup D1(2, 1;α). We also derived the spectrum of six-dimensional N = (1, 1)
supergravity on AdS3 × S3 and corrected the predictions of Ref. [162]. Finally, we computed the scalar
masses, of the first Kaluza-Klein levels, around a one-parameter family of non-supersymmetric vacua
within the N = (1, 1) supergravity on AdS3 × S3. We showed that, up to level 3 in the Kaluza-Klein
tower, there is an interval of the parameter within which all the scalar modes are stable. We conjecture
that this stability survives at all levels. This would challenge the AdS swampland conjecture [176].
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Conclusion

We have explored the structures of three-dimensional gauged supergravities, both by studying their
vacua and the spectra around them. We focused on the half-maximal theories, which feature N = 8
supercharges and enjoy a global SO(8, p) symmetry. We first classified the anti-de Sitter solutions that
preserve chiral N = (8, 0) supersymmetries. As expected from similar works for three-dimensional
supergravities preserving more supersymmetries, the classification features a very large amount of
vacua. Then, we developed a highly efficient tool to compute the Kaluza-Klein spectra around the AdS3

vacua of half-maximal supergravity that are consistent truncations of higher-dimensional solutions. This
new method uses the framework of exceptional field theory, that gives a SO(8, p)-covariant formulation
already in higher dimensions. It allows to express the harmonic expansion of the Kaluza-Klein procedure
directly in terms of the three-dimensional fields, whereas the standard method involves an intricate
analysis to determine the modes in three dimensions. These two works pave the way for a better
understanding of the links between AdS3 supergravity solutions and two-dimensional conformal field
theories.

Probably the most outstanding issue about the vacua we classified, and the associated theories,
concerns their possible higher-dimensional origin. More precisely, it would be very interesting to
embed the identified half-maximal d = 3 supergravities as consistent truncations into ten- or eleven-
dimensional supergravities, such that in particular the AdS3 vacua would uplift to full d = 11 or IIB
solutions, subject to the constraints from higher-dimensional classifications and no-go results [181–
183]. All AdS3 solutions preserving N = (8, 0) supersymmetry in ten and eleven dimensions have
been recently classified in Ref. [146]. Some of these N = (8, 0) vacua, together with N = (7, 0) ones,
had already been identified in Ref. [145] as particular type IIA AdS3 compactifications, preserving
the exceptional supergroups F(4) and G(3), respectively. For N = (8, 0), the compactification is
made on a six sphere S6 = SO(7)/SO(6) fibered over an interval. For N = (7, 0), it includes fluxes
responsible for the breaking of the R-symmetry group down to G2. It would be interesting to see if
these compactifications can be embedded into consistent truncations to the d = 3 supergravities we
constructed. In particular, for the solution with F(4) superisometry, Tab. 3.5 offers several candidates
with gauge group factors SO(7) potentially realized as the isometry group of the round six sphere.

A systematic approach for higher-dimensional uplifts builds on the reformulation of the higher-
dimensional supergravities as exceptional field theories based on the group SO(8, p) outlined in
Chap. 4 [139]. In this framework, consistent truncations are described as generalized Scherk-Schwarz
reductions, leaving the task of solving the consistency equations for suitable Scherk-Schwarz twist
matrices. An apparent obstacle to a standard geometrical uplift of many of the theories collected in
Tab. 3.4 and 3.5 is the rank and the size of their gauge groups which do not admit a geometric realization
as the isometry group of a seven- or eight-dimensional internal manifold. It remains to be seen if the
rich structure of three-dimensional supergravity hints at some more general reduction mechanisms
specific to three-dimensional theories. In this context, it may be advantageous to exploit the possibility
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of embedding the d = 3 half-maximal theory into maximal higher-dimensional supergravities via their
formulation as an E8(8) exceptional field theory [138] upon suitable generalization of the methods
developed in Ref. [184]. A similar analysis has recently been successfully conducted in Ref. [185] to
study the consistent truncations of M-Theory around half-maximal AdS5 vacua; using E6(6) exceptional
field theory [136]. Another interesting option to explore is the possible existence of Scherk-Schwarz
twist matrices realizing these gauged supergravities while explicitly violating the section constraints,
although the higher-dimensional interpretation of such a construction remains somewhat mysterious.

One may also wonder if the Kaluza-Klein spectroscopy could be used to infer if a given AdS3 vacuum
could be embedded as a consistent truncation into higher-dimensional supergravities. Indeed, since
the mass formulas do not require an explicit twist matrix, we can extract information on the possible
truncation using the three-dimensional theory only: possible internal spaces could be guessed from
the gauge group and used to build the associated T tensors. The masses computed from these tensors
could then be compared to the expected Kaluza-Klein spectrum on this given internal space.

As we already mentioned, the possibility to efficiently compute Kaluza-Klein spectra around AdS
vacua finds also applications in the context of the AdS/CFT correspondence. The masses of the Kaluza-
Klein modes encode the conformal dimensions of operators in the dual theory, which often cannot be
computed directly, except for protected operators. The knowledge of the whole spectrum can also be
used as a test of the duality, as has been done in Ref. [186, 187] in the context of string theory on
AdS3 × S3 × S3 × S1. A similar analysis could e.g. be conducted for the N = (0, 4) solutions of massive
type IIA supergravity with AdS3 × S2 factors exhibited in Ref. [188, 189].

Another advantage of the method is to provide access to the origin of the mass eigenstates in the
higher-dimensional theory. The method does not only provide the mass eigenvalues, it also provides
the associated eigenvectors in the variables of exceptional field theory. We can then translate them
back into the original higher-dimensional variables using the explicit dictionary relating the exceptional
field theory fields with the higher dimensional supergravity. Such a dictionary has been established in
Ref. [144] for the examples of Sec. 4.4.

It will finally be relevant to extend the formalism to maximal three-dimensional supergravity using
E8(8) exceptional field theory [138]. The maximal SO(8)× SO(8) gauged theory of Ref. [143] admits
a large amount of vacua, and at least a non-supersymmetric one with stable lowest level [120], whose
higher Kaluza-Klein modes stability should be examined.
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Second quadratic constraint

We list here the full set of independent equations contained in the second quadratic constraint (3.1b)
with parametrization (3.13) for the various values of the free indices.

(M̄N̄P̄Q̄) = (IJKL)

ΛMN
[
θMNP[IθJKL]P + θM[IθJKL]N – κ δM[IθJKL]N

]
= 0, (A.1a)

θuvP[IθJKL]P = 0. (A.1b)

(M̄N̄P̄Q̄) = (IJKr)

3 θuvs[IθJK]rs – θuvrLθIJKL = 0, (A.2a)

–12 θusM[IθJK]rs – 3 δM[IθJK]rsθsu + 3 θM[IθJK]ru – 6κ δM[IθJK]ru

+4 θurMLθIJKL + (θur + 2κ δur) θIJKM – δur θMLθIJKL = 0. (A.2b)

(M̄N̄P̄Q̄) = (IJrs)

Λuv
[
θuvp[IθJ]prs – θuvL[IθJ]Lrs – θuvp[rθs]pIJ +

1
2
θupθIJp[rδs]v +

1
2
θIJu[rθs]v – κ θIJu[rδs]v

]
= 0, (A.3a)

ΛMN
[
θMNL[IθJ]Lrs + θMNp[rθs]pIJ + θM[IθJ]Nrs – κ δM[IθJ]Nrs

]
= 0, (A.3b)

4 θMup[IθJ]prs – 4 θMup[rθs]pIJ + δM[IθJ]rspθpu + 2κ δM[IθJ]rsu – θM[IθJ]rsu = 0. (A.3c)

(M̄N̄P̄Q̄) = (Ipqr)

Λuv
[
θIuvsθspqr – θuvILθLpqr + 3 θIs[pqθr]uvs – 3 θIL[pqθr]uvL

–
3
2
θvsθIs[pqδr]u +

3
2
θIv[pqθr]u + 3κ θIv[pqδr]u

]
= 0, (A.4a)

ΛMN
[

– θMNILθLpqr + 3 θIs[pqθr]sMN + θMIθNpqr – κ δMIθNpqr
]

= 0, (A.4b)

4 θMIusθspqr – 12 θIs[pqθr]usM – 12 θIL[pqθr]uML + δMIθusθspqr + 2κ δMIθupqr

–θMIθupqr – 3 θMLθIL[pqδr]u + 6κ θIM[pqδr]u + 3 θIM[pqθr]u = 0. (A.4c)
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(M̄N̄P̄Q̄) = (pqrs)

Λuv
[
4 θuvl[pθqrs]l – 4 θLuv[pθqrs]L – 2 δu[pθqrs]lθlv – 2 θu[pθqrs]v – κ δu[pθqrs]v

]
= 0, (A.5a)

–4 θMLu[pθqrs]L + 4 θMlu[pθqrs]l + δu[pθqrs]LθML – 2κ δu[pθqrs]M – 2 θu[pθqrs]M = 0, (A.5b)

θMNl[pθqrs]l = 0. (A.5c)



B

B
Appendix

Equations of motion
and spectra

We give in this appendix the explicit equations of motions for the scalar fields in the SO(8, p)
exceptional field theory. We also display the full spectrum (4.59) around the vacuum at the scalar
origin of the N6d = (1, 1) theory (4.56).

B.1 Scalar fields equations of motion

In the exceptional field theory described in Chap. 4, the equations of motion of the scalar fields are
given by the variation of the Lagrangian (4.7) with respect toMMN, which has the form

δML = K(M)
MN δMMN, (4.34)

where

K(M)
MN =

√
–g
[

–
1
4
�MMN –

1
8

g–1∂µg ∂µMMN +
1
4
∂MLMKP ∂NQMKPMLQ

–
1
2
∂PQMMN ∂KLMKPMLQ –

1
4
∂KL∂PQMMNMKPMLQ –

1
8

g–1∂KLg ∂PQMMNMKPMLQ

–2 ∂NLMPQ∂PKMMQMKL – 2 ∂NLMPQMMQ ∂PKMKL – 2 ∂NL∂PKMPQMMQMKL

+∂PKMM
Q∂QLMN

PMKL + ∂KMMLP∂LNMKQMPQ – g–1∂PKg ∂NLMPQMMQMKL (B.1)

+∂NLMPQ∂PKMM
LMQ

K +
1
2
∂NLMPQMM

L∂PKMQ
K +

1
2
∂PK∂NLMPQMM

LMQ
K

+
1
4

g–1∂PQg ∂NLMPQMM
LMQ

K + 2 ∂LN∂MKMKL + g–1∂LNg ∂MKMKL

+g–2∂NLg ∂MKgMKL – g–1∂NL∂MKgMKL –
1
2
∂NLgµν ∂MKgµνMKL

]
.

AsMMN ∈ SO(8, p), it is a constrained field and one has to project K(M)
MN onto symmetric coset valued

indices to produce the equations of motion.

B.2 Detailed spectrum for N6d = (1, 1)

The spectra around the vacuum at the scalar origin of the N6d = (1, 1) theory (4.56) are listed below.
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∆L ∆R ∆ s SO(4)L SO(4)R SO(m)

3/2
1 5/2 –1/2 (

0, 1/2
) (

1/2, 0
)

m 2(0,1/2),m
3/21/2 2 –1

(
0, 1/2

)
1

1 2 0 (
1/2, 0

) (
1/2, 0

)
m 2(1/2,0),m

11/2 3/2 –1/2
(
0, 1/2

)
2

2 4 0 (
0, 0
) (

0, 0
)

- 3(0,0)
2

3/2 7/2 –1/2
(

1/2, 1/2
)

1 3 –1
(
0, 1
)

1
2 3 1 (

0, 1
) (

0, 0
)

- 3(0,1)
1

3/2 5/2 1/2
(

1/2, 1/2
)

1 2 0
(
0, 1
)

1/2

2 5/2 3/2 (
1/2, 1/2

) (
0, 0
)

- 3(1/2,1/2)
1/2

3/2 2 1
(

1/2, 1/2
)

1 3/2 1/2
(
0, 1
)

Tab. B.1 Spectrum at level 0 around the vacuum at the scalar origin of the N6d = (1, 1)
theory (4.56).
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∆L ∆R ∆ s SO(4)L SO(4)R SO(m)

5/2
1 7/2 –3/2 (

0, 1/2
) (

1/2, 0
)

- 2(0,1/2)
5/21/2 3 –2

(
0, 1/2

)
2

1 3 –1 (
1/2, 0
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1/2, 0
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(
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)
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(
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)
1
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1/2, 1
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)
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11/2 3/2 –1/2
(
0, 1/2

)
1/2

1 3/2 1/2 (
0, 1/2

) (
1/2, 0

)
- 2(0,1/2)
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2
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0, 1
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2

3/2 7/2 –1/2
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1/2, 1/2
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0, 1
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0, 0
)
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3/2

3/2 3 0
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1 5/2 –1/2
(
0, 1
)

∆L ∆R ∆ s SO(4)L SO(4)R SO(m)

1
2 3 1 (

0, 0
) (

0, 0
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m 3(0,0),m
1

3/2 5/2 1/2
(
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1 2 0
(
0, 1
)

5/2

5/2 5 0 (
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0, 1/2

)
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2
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)
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22 4 0
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1/2, 1
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5/2 4 1 (
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)
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3/2 3 0
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1

5/2 7/2 3/2 (
1/2, 1
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)
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12 3 1
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1/2, 1
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5/2 3 2 (
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)
Tab. B.2 Spectrum at level 1 around the vacuum at the scalar origin of the N6d = (1, 1)
theory (4.56).
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Tab. B.3 Spectrum at level n ≥ 2 around the vacuum at the scalar origin of the
N6d = (1, 1) theory (4.56).







General conclusion

In this thesis, we have presented the work published in Ref. [A–D], and some preliminary results to
appear in Ref. [E]. In Part I, we focused on higher-derivative corrections and their interplay with string
dualities. We determined the complete spacetime action to first order in α′ for the bosonic supergravity
compactified on a d-dimensional torus, and analyzed its T-duality invariance. We showed that this
requires a Green-Schwarz type mechanism, under which the familiar O(d, d,R) transformations get
α′-deformed. We also proved that, up to a global prefactor, the four-derivative corrections to the
bosonic supergravity are uniquely determined by T-duality invariance. This illustrates the power of
dualities to constrain higher-derivative corrections.

The Green-Schwarz type mechanism we revealed has recently been encountered in Ref. [190],
where the authors studied whether the worldsheet action of bosonic string theory admits a global
O(d, d,R) symmetry. They showed that, after appropriate truncations, the action can be made manifestly
O(d, d,R)-covariant, but that the symmetry is anomalous. The anomaly cancellation requires precisely
the Green-Schwarz transformation above. The resulting O(d, d,R)-invariant worldsheet theory was
subsequently used in Ref. [191] to derive an effective action, in the same spirit as what we presented in
Chap. I.1, where the T-duality invariance is built in. The authors indeed computed the Weyl anomaly
at one-loop, and showed that its vanishing implies the equations of motion of the Maharana-Schwarz
action. This work opens the way to new techniques, and its extension to higher loops could offer new
perspectives to study T duality in the context of higher-derivative corrections.

The explicit T-duality invariant action (4.35) could also be used in a phenomenological context,
for example to infer α′ corrections to black holes entropy, or to study duality constraints on the weak
gravity conjecture as initiated in Ref. [192].

In Part II, we analyzed the AdS vacua of three-dimensional supergravity and their spectra. We
examined the classification of these vacua, in particular with chiral supersymmetry. To do so, we used
the embedding tensor formalism, which allows to translate the search for consistent vacua into a set of
equations on a single tensor. We also formulated a very effective technique to compute the mass spectra
of Kaluza-Klein fluctuations around AdS3 solutions of half-maximal supergravity. This method exploits
a reformulation of half-maximal supergravities as an exceptional field theory based on an SO(8, p)
duality group. It allows to bypass standard harmonic analysis and give access to vacua with few or no
supersymmetries.

This new Kaluza-Klein spectroscopy technique, originally developed for vacua of four- and five-
dimensional maximal supergravity, has already found lots applications. In Ref. [134, 140, 173, 193],
it has been used to compute all the previously unknown Kaluza-Klein spectra around AdS4 × S6 and
AdS4 × S7 vacua of d = 11 and type IIA supergravity. As we already mentioned, the Kaluza-Klein
spectrometer gives access to the study of the perturbative stability of non-supersymmetric vacua. It
has successfully led to the discovery of the first example of unstable higher Kaluza-Klein modes in
Ref. [174], and in Ref. [175] to the identification of the first non-supersymmetric, yet perturbatively
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stable, solutions of ten-dimensional supergravity. In Ref. [194], this technique successfully shed light on
the ten-dimensional background of some AdS4 vacua of maximal supergravity: some global properties
of the background, invisible from the four-dimensional perspective, can be deduced from the Kaluza-
Klein spectrum. Finally, one of the most attractive application of the method is its use in the context
of the AdS/CFT correspondence, for example to infer the properties of protected and unprotected
CFT operators from the Kaluza-Klein modes. Such a study has been conducted in Ref. [195] for the
Leigh-Strassler SCFT. Our work allows for similar applications for three-dimensional vacua.

We outlined in Chap. II.1 that the AdS/CFT correspondence is best understood in the point-particle
limit α′ → 0 of string theory, where the AdS side is described by supergravity. A first step to go beyond
this limit is to consider stringy corrections in the form of higher-derivative terms. One ideal tool to
explore this regime would be an extension of the exceptional Kaluza-Klein spectrometer capable of
including higher-derivative corrections.

The search for such an extension is at the crossroads of the two projects presented in this thesis.
It requires an α′-corrected formulation of exceptional field theory. Although double field theory has
already been successfully deformed to include four-derivative couplings, such a construction appears to
be much more involved for exceptional field theories. This can be understood by comparing T and U
dualities, which are at the origin of the double and exceptional field theories, respectively. Contrary to
T duality, which is directly expressed in terms of the fields that appear in the reduction ansatz, U duality
necessitates dualization of certain of those fields [196]. The simplest example of such a symmetry is
the so-called Ehlers symmetry of pure d + 3-dimensional gravity compactified on a torus down to three
dimensions [197]52. Upon dualization of all the Kaluza-Klein vectors into scalars, the global GL(d,R)
symmetry associated to the torus is enhanced to SL(d + 1,R). A similar symmetry enhancement
occurs in the case of the bosonic supergravity in d + 3 dimensions compactified on Td, where the
dualized O(d, d,R) vectors combine with the low dimensional dilaton and the generalized metric to
parametrize an O(d + 1, d + 1,R)/

(
O(d + 1,R)× O(d + 1,R)

)
coset space. Similar dualizations occur

for eleven-dimensional supergravity reduced on Td, leading to the exceptional symmetries Ed(d). These
symmetry enhancements are present in the classical Lagrangians only. It is known from string theory
that they do not survive quantum effects, such as higher-derivative corrections. Rather, the symmetry is
thought to be broken into a discrete subgroup of the U duality group [198].

Bosonic supergravity compactified to three dimensions constitutes the ideal toy model to explore
this symmetry breaking. It contains all the interesting ingredients (dualization, α′ corrections) and
is simple enough to allow computations at the four-derivative level: using the results of Part I, one
can perform explicitly the dualization of all vectors and exhibit the O(d + 1, d + 1,R) parametrization.
The exceptional field theory that describes the two-derivative action has been developed in Ref. [139]
and reviewed in Chap. II.4. It is the exceptional field theory closest to double field theory. This allows
to explore possible embeddings of the α′ deformations of double field theory into exceptional field
theory. Such an embedding would pave the way towards the study of higher-derivative corrections to
exceptional field theory.

52The Ehlers symmetry was originally identified upon reduction of four-dimensional pure gravity on the circle, where the
symmetry enhancement is from GL(1,R) = R to SL(2,R).
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[82] Z. Elgood, T. Ortin, and D. Pereñiguez, “The first law and Wald entropy formula of heterotic
stringy black holes at first order in alpha prime,” 2020. arXiv: 2012.14892 [hep-th].

[83] E. A. Bergshoeff and M. de Roo, “The Quartic Effective Action of the Heterotic String and
Supersymmetry,” Nucl. Phys. B, 328, pp. 439–468, 1989. DOI: 10.1016/0550-3213(89)90336-
2.

[84] N. Lambert and P. C. West, “Enhanced Coset Symmetries and Higher Derivative Corrections,”
Phys. Rev. D, 74, p. 065 002, 2006. DOI: 10.1103/PhysRevD.74.065002. arXiv: hep-th/
0603255.

[85] L. Bao, M. Cederwall, and B. E. W. Nilsson, “Aspects of higher curvature terms and U-duality,”
Class. Quant. Grav., 25, p. 095 001, 2008. DOI: 10.1088/0264-9381/25/9/095001. arXiv:
0706.1183 [hep-th].

[86] J. Patera and R. T. Sharp, “Generating functions for plethysms of finite and continuous groups,”
Journal of Physics A: Mathematical and General, 13 (2), pp. 397–416, 1980. DOI: 10.1088/0305-
4470/13/2/008.

[87] M. Couture, C. J. Cummins, and R. T. Sharp, “Generating functions and elementary young
tableaux,” Journal of Physics A: Mathematical and General, 23 (11), pp. 1929–1957, 1990. DOI:
10.1088/0305-4470/23/11/018.

[88] J. M. Maldacena, “The Large N limit of superconformal field theories and supergravity,”
Adv. Theor. Math. Phys., 2, pp. 231–252, 1998. DOI: 10.1023/A:1026654312961. arXiv:
hep-th/9711200.

[89] O. Aharony, S. S. Gubser, J. M. Maldacena, H. Ooguri, and Y. Oz, “Large N field theories, string
theory and gravity,” Phys. Rept., 323, pp. 183–386, 2000. DOI: 10.1016/S0370-1573(99)
00083-6. arXiv: hep-th/9905111.

[90] M. Ammon and J. Erdmenger, Gauge/gravity duality: Foundations and applications. Cambridge:
Cambridge University Press, 2015. DOI: 10.1017/CBO9780511846373.
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[103] T. Kaluza, “Zum Unitätsproblem der Physik,” Sitzungsber. Preuss. Akad. Wiss. Berlin (Math.
Phys. ), 1921, pp. 966–972, 1921. DOI: 10.1142/S0218271818700017. arXiv: 1803.08616
[physics.hist-ph].

[104] O. Klein, “Quantum Theory and Five-Dimensional Theory of Relativity,” Z. Phys., 37, J. C.
Taylor, Ed., pp. 895–906, 1926. DOI: 10.1007/BF01397481.

[105] A. Salam and J. A. Strathdee, “On Kaluza-Klein Theory,” Annals Phys., 141, pp. 316–352, 1982.
DOI: 10.1016/0003-4916(82)90291-3.

[106] F. Englert and H. Nicolai, “Supergravity in eleven-dimensional space-time,” in 12th International
Colloquium on Group Theoretical Methods in Physics, 1983.

[107] E. Sezgin, “The Spectrum of the Eleven-dimensional Supergravity Compactified on the Round
Seven Sphere,” Phys. Lett. B, 138, pp. 57–62, 1984. DOI: 10.1016/0370-2693(84)91872-0.

[108] B. Biran, A. Casher, F. Englert, M. Rooman, and P. Spindel, “The Fluctuating Seven Sphere
in Eleven-dimensional Supergravity,” Phys. Lett. B, 134, p. 179, 1984. DOI: 10.1016/0370-
2693(84)90666-X.

[109] H. J. Kim, L. J. Romans, and P. van Nieuwenhuizen, “The Mass Spectrum of Chiral N=2 D=10
Supergravity on S**5,” Phys. Rev. D, 32, p. 389, 1985. DOI: 10.1103/PhysRevD.32.389.

https://doi.org/10.1063/1.531249
https://arxiv.org/abs/hep-th/9409089
https://doi.org/10.1007/JHEP02(2020)136
https://arxiv.org/abs/1911.00378
https://doi.org/10.1016/S0550-3213(99)00387-9
https://arxiv.org/abs/hep-th/9905104
https://doi.org/10.1016/S0370-2693(98)00559-0
https://arxiv.org/abs/hep-th/9803251
https://doi.org/10.1103/PhysRevD.58.041901
https://arxiv.org/abs/hep-th/9804035
https://doi.org/10.1103/PhysRevD.58.106006
https://arxiv.org/abs/hep-th/9805145
https://doi.org/10.1016/S0370-2693(99)00009-X
https://doi.org/10.1016/S0370-2693(99)00009-X
https://arxiv.org/abs/hep-th/9811097
https://doi.org/10.1088/1126-6708/1998/09/022
https://arxiv.org/abs/hep-th/9809009
https://doi.org/10.1007/s002200100381
https://arxiv.org/abs/hep-th/0002230
https://doi.org/10.1142/S0218271818700017
https://arxiv.org/abs/1803.08616
https://arxiv.org/abs/1803.08616
https://doi.org/10.1007/BF01397481
https://doi.org/10.1016/0003-4916(82)90291-3
https://doi.org/10.1016/0370-2693(84)91872-0
https://doi.org/10.1016/0370-2693(84)90666-X
https://doi.org/10.1016/0370-2693(84)90666-X
https://doi.org/10.1103/PhysRevD.32.389


144 Bibliography

[110] S. Deger, A. Kaya, E. Sezgin, and P. Sundell, “Spectrum of D = 6, N=4b supergravity on
AdS3 × S3,” Nucl. Phys. B, 536, pp. 110–140, 1998. DOI: 10.1016/S0550-3213(98)00555-0.
arXiv: hep-th/9804166.

[111] C. Bachas and J. Estes, “Spin-2 spectrum of defect theories,” JHEP, 06, p. 005, 2011. DOI:
10.1007/JHEP06(2011)005. arXiv: 1103.2800 [hep-th].

[112] H. Nicolai and H. Samtleben, “Maximal gauged supergravity in three-dimensions,” Phys. Rev.
Lett., 86, pp. 1686–1689, 2001. DOI: 10.1103/PhysRevLett.86.1686. arXiv: hep-th/0010076.

[113] B. de Wit, H. Samtleben, and M. Trigiante, “On Lagrangians and gaugings of maximal super-
gravities,” Nucl. Phys. B, 655, pp. 93–126, 2003. DOI: 10.1016/S0550-3213(03)00059-2.
arXiv: hep-th/0212239.

[114] J. Schon and M. Weidner, “Gauged N=4 supergravities,” JHEP, 05, p. 034, 2006. DOI: 10.
1088/1126-6708/2006/05/034. arXiv: hep-th/0602024.

[115] J. Louis and H. Triendl, “Maximally supersymmetric AdS4 vacua in N = 4 supergravity,” JHEP,
10, p. 007, 2014. DOI: 10.1007/JHEP10(2014)007. arXiv: 1406.3363 [hep-th].
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