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Résumé en français

Les naissances prématurées, définies comme survenant avant 37 semaines d’âge gestationnel,
représentent environ 10,6% des naissances dans le monde [1]. Leur prévalence en Europe varie
de 6 à 12%, selon les pays. Les enfants nés prématurément présentent des taux de morbidité et
de mortalité élevés, une durée d’hospitalisation plus longue et une incidence de réadmission plus
élevée à l’hôpital après la première sortie [2, 3].

Il existe une grande variété de conditions qui affectent les nouveau-nés prématurés pendant
la période postnatale. Beaucoup ont des conséquences à court et à long terme sur leur santé et
leur développement. L’approche privilégiée pour améliorer l’état de santé de cette population
particulièrement vulnérable consiste à diagnostiquer le plus précocement possible ces patholo-
gies. Ceci explique que ces dernières décennies, un effort considérable a été mené pour intégrer
des approches relevant de l’intelligence artificielle et de l’apprentissage automatique dans les
systèmes de surveillance des nouveau-nés.

C’est dans cette optique qu’est né le projet Digi-NewB soutenu par la commission Union
Européenne. Ce projet visait à proposer un nouveau système de surveillance pour les soins des
prématurés. Son originalité reposait sur le fait qu’il avait pour ambition d’associer les mesures
traditionnelles utilisées en unités de soins intensifs (signaux physiologiques, signes cliniques) à
des nouvelles mesures jamais explorées ce jour en unités de soins intensifs telles que la video et
les pleurs des bébés. Digi-NewB avait deux objectifs principaux : la proposition d’un système
d’aide à la décision (DSS) pour la détection précoce de l’infection nosocomiale tardive, et on la
dénotera dans la suite avec la notation anglaise Late Onset Sepsis (LOS), chez les prématurés
et la proposition d’un système de surveillance pour la quantification de la maturation cardio-
respiratoire et neuro-comportementale des prématurés pendant leur hospitalisation. Ce projet a
été réalisé grâce à la collaboration de plusieurs partenaires publics et privés situés en Finlande,
en France, en Irlande et au Portugal. Il a permis de recueillir des données sur plus de 600
prématurés dans six hôpitaux de la région ouest de la France.

Le travail décrit dans ce mémoire s’inscrit pleinement dans les objectifs de Digi-NewB et a été
réalisé entièrement sur des données issues du projet. Cependant, il convient de préciser que cette
thèse s’est concentrée exclusivement sur les applications fondées sur les signaux physiologiques,
plus précisément sur les données de variabilité de la fréquence cardiaque, de variabilité de la
fréquence respiratoire et les événements bradycardiques. Plus précisément, il s’agissait :

— D’introduire des nouveaux indices pour la caractérisation de la variabilité de la fréquence
cardiaque et de mesurer leur impact sur les performances des modèles de détection du
LOS.

— D’identifier les fenêtres temporelles optimales d’apprentissage des algorithmes d’apprenti-
ssage supervisé.
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— De mettre en œuvre un modèle de détection précoce du LOS basé sur les données de
variabilité de la fréquence cardiaque. Ce système a été pensé en tenant du fait qu’il
devait être déployé en tant que système d’aide à la décision non invasif fonctionnant en
temps réel dans une unité de soins intensifs néonatale (USIN).

— De proposer une métrique permettant d’évaluer objectivement le développement de la
maturation des prématurés, sur la base de signaux physiologiques, pendant leur séjour à
l’hôpital.

— D’exploiter ce modèle afin d’estimer et de détecter les perturbations de la maturation
chez des prématurés présentant des troubles de développement.

Dans les sections suivantes, nous présentons les concepts de base exploités tout au long de
la thèse et l’état de l’art sur lequel nos contributions ont été inspirées. Puis, nous détaillons les
contributions apportées par cette thèse.

Les soins intelligents en néonatologie et la proposition Digi-NewB

L’intelligence artificielle est une branche de l’informatique dans laquelle s’inscrit l’apprentissa-
ge automatique ou machine learning en anglais. L’apprentissage automatique fait référence à la
capacité des algorithmes à s’améliorer automatiquement en apprenant de l’expérience. Il existe
de nombreux d’algorithmes capables d’apprendre et qui ont été développés ces dernières décen-
nies. Parmi les plus courants et les plus utilisés, et qui ont été comparés dans ce travail, on peut
citer : les K plus proches voisins (KNN), la régression linéaire, la régression logistique, les forêts
aléatoires, les machines à vecteurs de support (SVM), les algorithmes génétiques et les réseaux
neuronaux artificiels.

Bien que l’intelligence artificielle et l’apprentissage automatique ne soient pas des concepts
nouveaux, ils ont connu un essor considérable ces dernières années avec l’arrivée des nouvelles
technologies et d’Internet. En effet, ceci a rendu disponibles de grandes quantités de données
permettant une généralisation à partir d’exemples différents. Dans le même temps, la néona-
tologie a profité de cet engouement puisque les unités de soins intensifs sont aussi capable de
générer de grands volumes de données. On estime que plus 40 téraoctets de données par lit et
par an sont produits [4].

Basés sur des algorithmes de machine learning, les premiers travaux ont visé donc à proposer
des modèles pour la détection précoce du LOS en se basant sur une combinaison de signes
cliniques, de résultats de tests de laboratoire et de signaux physiologiques. De très bonnes
performances ont été atteintes. Toutefois, ces approches présentent l’inconvénient de reposer
sur des données qui doivent être manuellement annotées par le personnel médical. Outre l’erreur
humaine incontournable, ceci induit également un retard dans la prise de décision dans la mesure
où l’on doit disposer des résultats des tests de laboratoire, qui plus est, sont invasifs. Ces constats
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limitent de fait l’utilisation de ces modèles invasifs en temps réel. Une étude récente a proposé
une solution pour contourner ces obstacles en exploitant uniquement les données de fréquence
cardiaque [5]. Cette étude a montré que l’on pouvait réduire la mortalité des prématurés dans
les USIN [6] en dépit de performances inférieures aux approches plus traditionnelles. Sur le plan
décisionnel et du traitement du signal, ce travail s’appuie sur la régression logistique, reconnue
comme un des algorithmes d’apprentissage automatique les plus simples, et exploite seulement
trois caractéristiques de la variabilité de la fréquence cardiaque. Ces quelques limites soulignent
donc tout l’intérêt de proposer une nouvelle approche non invasive pour la détection précoce du
LOS en introduisant d’une part une comparaison avec des algorithmes plus récents du machine
learning et d’autre part un plus grand nombre de caractéristiques liées à la variabilité cardiaque.

Comparée à la détection du LOS, la quantification de la maturation des prématurés par
des applications d’apprentissage automatique a fait l’objet de moins de travaux. La plupart des
études sur ce sujet se sont concentrées exclusivement sur l’évaluation directe de la maturation
cérébrale à partir de données d’imagerie par résonance magnétique ou d’électroencéphalogramme.
Certaines études ont suggéré l’estimation d’un âge de maturation cérébrale [7] ou fonctionnelle
[8] à partir de ces données. Cependant, ces approches peuvent difficilement être applicables en
USIN et on s’est interrogé si les données de fréquence cardiaque (HRV) ou de fréquence respi-
ratoire (RRV), mesurées de manière continue en USIN, ne pourraient pas être exploites pour le
suivi de la maturation des prématurés.

Le projet Digi-NewB visait donc à répondre à ces questions laissées sans réponse dans la
littérature récente. En ce qui concerne le LOS, son objectif était de proposer un système d’aide
à la décision (DSS) basé sur l’intégration de plusieurs signaux physiologiques, en améliorant à
la fois les informations placées à l’entrée des algorithmes de machine learning et les algorithmes
eux-mêmes. Digi-NewB visait également à fournir un système de suivi de la maturation des
nouveaux nés sur le plan cardio-respiratoire et neurodéveloppemental en explorant d’autres
sources de données, à ce jour jamais exploitées en USIN, qui peuvent être acquises de manière
non invasives comme la vidéo et/ou les pleurs. L’objectif final était de proposer un système non
invasif, sans nécessiter d’équipement supplémentaire en contact direct avec le prématuré (afin
d’éviter toute perturbation supplémentaire de son environnement). Cependant, ces nouveaux
systèmes de surveillance doivent également restés fiables, conviviaux et capables de fonctionner
aussi près du temps réel que possible. C’est dans cet esprit que s’est déroulé ce travail et plusieurs
contributions majeures ont été réalisées et sont résumées ci-après.
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Intérêt des graphes de visibilité pour le diagnostic précoce de
l’infection tardive chez les prématurés

Les indices dérivés des graphes de visibilité ont été proposés pour caractériser la variabilité
cardiaque. Ils sont estimés à partir d’une transformation en réseau des séries temporelles de
la variabilité de la fréquence cardiaque (HRV) [9]. Nous avons évalué l’intérêt d’introduire ces
indices conjointement avec les caractéristiques du domaine temporel, des domaines fréquentiel
et non linéaire qui sont généralement utilisées pour caractériser la HRV. Nous avons également
testé i) l’impact sur les performances des modèles d’apprentissage automatique de l’utilisation
de différentes périodes de calibration pour s’adapter à la HRV de base de chaque enfant, ii)
différentes tailles de fenêtre pour l’apprentissage. Ce dernier problème est crucial puisque la
date exacte d’infection du prématuré ne peut être connue. Pour ce faire, une population de
49 prématurés (24 infectés et 25 contrôles) ont été utilisés. Quatre algorithmes d’apprentissage
automatique : le KNN, la régression logistique, les forêts aléatoires et les SVM ont été comparés
pour cette étude.

Nous avons constaté que, sur les quatre algorithmes d’apprentissage automatique, trois
ont obtenu les meilleurs résultats lorsque la période de calibration du comportement HRV de
base de chaque prématuré avait une durée de 48 heures. Seul, l’algorithme SVM a obtenu de
meilleurs résultats avec une période de calibration de 72 heures. En ce qui concerne les fenêtres
d’apprentissage, nous avons constaté que l’algorithme le plus performant, à savoir la régres-
sion logistique, a obtenu ses meilleures performances avec une fenêtre d’apprentissage de 42
heures précédant la prise d’antibiotique. En d’autres termes, les prématurés du groupe LOS
ont été étiquetés infectés 42 heures avant le diagnostic clinique de LOS par le clinicien. Bien
que les autres algorithmes n’aient pas obtenu leurs meilleures performances avec cette fenêtre,
ils ont tous atteints des performances très satisfaisantes lorsqu’ils ont été entraînés sur cette
période. Par conséquent, nous avons admis que les 42 heures précédant le diagnostic clinique
de LOS représentaient un bon compromis pour étiqueter les échantillons pour un algorithme
d’apprentissage supervisé.

Sur le plan des performances, nous avons montré que trois des quatre algorithmes pro-
posés obtenaient de meilleures performances lorsque les indices de graphes de visibilité étaient
introduits dans l’ensemble de données. L’exception étant, une fois encore, l’algorithme SVM.
L’algorithme le plus performant, la régression logistique, a atteint une surface maximale sous la
courbe opérationnelle de réception (AUROC) de 87,7% lorsqu’il a été évalué dans les six heures
précédant le diagnostic clinique. Cette AUROC était supérieure de 6,8% à celle que l’algorithme
avait pour la même période d’évaluation lorsque les caractéristiques du graphique de visibilité
étaient exclues. Une analyse du rapport de vraisemblance a confirmé que cette amélioration était
statistiquement significative.
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Cette étude a donc conduit à un système de décision complet associant les graphes de visibilité
et les paramètres classiques liés à la variabilité cardiaque et une période de calibration initiale de
48h. La décision étant prise par régression logistique. En ce qui concerne les annotations, notre
travail a permis de montrer qu’une période de 42 heures précédant le diagnostic clinique pouvait
être considérée comme positive pour la période d’infection et permettre ainsi l’entraînement des
algorithmes d’apprentissage supervisé.

Réseaux neuronaux récurrents pour le diagnostic précoce de l’in-
fection chez les prématurés fondés sur la variabilité de la fréquence
cardiaque

Les réseaux neuronaux récurrents (RNN) se caractérisent par des connexions récurrentes
qui lui confèrent une capacité de mémoire. Par conséquent, les RNN sont particulièrement bien
adaptés pour traiter les séries temporelles. Ils sont capables de détecter des modèles temporels
complexes et d’identifier des dépendances. Des études antérieures ont suggéré leur utilisation
pour la détection de l’infection chez l’adulte [10]. A notre connaissance, ces derniers n’ont pas
été utilisés pour le diagnostic précoce de l’infection chez les prématurés fondés sur la variabilité
de la fréquence cardiaque. Nous avons donc testé leur intérêt dans ce travail.

Nous avons conçu deux modèles RNN différents. Le premier utilise en entrée la série HRV
temporelle brute correspondant à 1024 battements (approximativement 6 min d’enregistrement).
Le second modèle exploite les paramètres usuels qui caractérisent la variabilité. Pour le second
modèle, et en tenant compte de nos résultats précédents, nous avons inclus les indices du graphe
de visibilité dans l’ensemble des caractéristiques. Une nouvelle fois, et en tenant compte de nos
expérimentations menées au chapitre précédent, l’apprentissage des modèles a été mené sur un
horizon de 42h avant le diagnostic d’infection par le clinicien. Tous les échantillons correspondant
à des intervalles de temps antérieurs à cette période ont été étiquetés comme contrôles. La
différence fondamentale avec l’approche du chapitre précédent est que nous n’avons pas utilisé
de période de calibration. La nature même des RNN et leur capacité à prendre en compte les
changements dépendant du temps ont justifié cette stratégie.

L’évaluation a été réalisée sur une population de 259 prématurés (218 dans le groupe contrôle
et 41 dans le groupe LOS) répartis dans un ensemble d’apprentissage et de test. Les performances
du premier modèle RNN (qui s’appuie sur les données HRV brutes) sur l’ensemble de test ont
présenté une AUROC maximale de 70,7%, sur une période d’évaluation de six heures avant le
diagnostic d’infection. Bien que les résultats soient médiocres, cette expérimentation met en
évidence la capacité du modèle à prédire à partir de l’ensemble d’apprentissage l’infection mais
induit vraisemblablement un surapprentissage. Ceci s’explique par le fait que la base de données
est réduite (en regard de la taille des paramètres inclus dans le modèle). Ces constats suggèrent
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de ne pas abandonner cette approche mais bien de la poursuivre avec une base de données plus
importante.

En revanche, le modèle RNN qui utilisait les caractéristiques de la HRV en entrée présente
des résultats intéressants. L’AUROC maximale mesurée avoisine les 90% sur l’ensemble de test
pour la fenêtre d’évaluation de six heures avant le diagnostic clinique de l’infection. En outre,
nous avons observé que l’ AUROC était constamment supérieure à 80% pour une période de 24
heures précédant le diagnostic clinique.

Évaluation de la maturation des prématurés par un algorithme
d’apprentissage ensembliste utilisant des signaux physiologiques

Dans cette deuxième partie, nous avons proposé un modèle d’apprentissage ensembliste pour
l’estimation d’un âge de maturation fonctionnelle (FMA) basé sur des données physiologiques et
plus particulièrement celles relevant du système cardiovasculaire. Nous avons ici supposé que le
FMA, et son écart éventuel par rapport à l’âge postmenstruel (PMA) déterminé cliniquement,
peut être un indicateur du niveau de maturation des prématurés.

Le modèle que nous avons proposé intègre (i) une sélection automatique des paramètres, par
le biais d’une étape de filtrage qui élimine les caractéristiques qui sont très faiblement corrélées
au PMA, (ii) un algorithme génétique appliqué aux caractéristiques restantes. Les caractéris-
tiques choisies par l’algorithme génétique constituent l’entrée de l’algorithme d’apprentissage
ensembliste. Ce dernier associe une régression linéaire et une régression par forêts aléatoires.
Sur le plan pratique, cela signifie que deux instances de l’algorithme génétique sont appliquées
: l’une pour optimiser l’ensemble des caractéristiques pour la régression linéaire, et l’autre pour
optimiser l’ensemble de caractéristiques pour la régression par forêts aléatoires. Le modèle de
régression linéaire (alimenté par les caractéristiques retenues pour ce modèle) est appliqué en
premier et estime alors le FMA en prenant pour cible le PMA. Cette estimation est placée alors
comme une caractéristique supplémentaire dans la régression par forêts aléatoires qui exploitent
les autres indices choisis pour ce modèle par l’algorithme génétique. Le FMA estimé par ce
second modèle est alors le résultat final de l’algorithme d’apprentissage ensembliste.

Bien que ce modèle ait été initialement conçu pour fonctionner sur les données de HRV,
il a ensuite été généralisé pour traiter différents types de données disponibles dans le projet
Digi-NewB. Nous avons donc testé trois instances différentes du modèle : l’une, comme déjà
mentionné, sur l’ensemble des caractéristiques de la HRV, l’autre sur un ensemble de caractéris-
tiques de la variabilité de la fréquence respiratoire (RRV), et la troisième sur un ensemble de
caractéristiques dérivées des événements bradycardiques.

Les expérimentations et tests de ces modèles ont été réalisés sur une population de 50
prématurés, d’âges gestationnels différents. Dans cette première expérimentation, nous avons
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retenu une population de prématurés où aucun retard neurodéveloppemental pendant la période
d’évaluation n’a été observé. En d’autres termes, cette population a été jugée comme notre popu-
lation contrôle. Nous avons constaté que, sur cette population, le modèle était capable d’estimer
un âge FMA très proche du PMA réel des prématurés, avec une erreur absolue moyenne (MAE)
de 0,93 semaine lorsqu’on utilise l’ensemble des caractéristiques HRV, et une MAE de 1,39
semaines lorsqu’on utilise les caractéristiques RRV et /ou des événements bradycardiques.

Évaluation du modèle d’apprentissage ensembliste sur une pop-
ulation de prématurés présentant une maturation anormale

Dans cet ultime chapitre, le modèle d’apprentissage ensembliste proposé au chapitre précé-
dent a été exploité pour détecter des anomalies de maturation des prématurés. L’idée simple est
que si le FMA estimé s’écarte de manière significative du PMA réel des prématurés alors une
altération de la maturation neuro-développementale est peut-être suspectée.

Pour tester cette hypothèse, nous avons entraîné trois modèles (l’un pour la HRV, le sec-
ond pour la RVV et le dernier sur les événements bradycardiques) sur une population de 40
prématurés sans anomalie de développement. Le modèle construit a été testé sur les caractéris-
tiques correspondantes d’une population test de dix prématurés contrôles et d’une population
de 54 prématurés présentant une maturation anormale. Les prématurés de cette population re-
groupait : (i) une population présentant des lésions neurologiques (NL) (liées en particulier soit
à une hémorragie interventriculaire, soit à une leucomalacie périventriculaire ); (ii) une popu-
lation de dysplasie broncho-pulmonaire (DBP) ; (iii) une population de prématurés souffrant
d’entérocolite nécrosante (ECN) ; (iv) et enfin une population de prématurés recouvrant deux
ou plusieurs des affections précédentes.

Les performances ont été évaluées une nouvelle fois en étudiant la MAE mais aussi la corréla-
tion avec mesures répétées entre le FMA estimé par les modèles et le PMA déterminé clinique-
ment. Nous avons constaté que pour les trois types de données testées, la MAE le plus faible et la
corrélation la plus élevée ont été obtenues pour la population test de prématurés en bonne santé.
Parmi les sous-classes de la population présentant une maturation anormale, celle qui présentait
ensuite l’écart le plus faible était la DBP. En utilisant les ensembles de caractéristiques déduites
de la HRV et de la RRV, la population NL a montré la MAE la plus élevée et la corrélation
la plus faible avec le PMA. En exploitant les caractéristiques des bradycardies, les populations
NEC puis celle avec des conditions multiples ont montré la MAE la plus grande et la plus faible
corrélation.

Ces quelques résultats sont intéressants et montrent que le modèle d’estimation du FMA
pourrait être utilisé pour identifier les prématurés présentant une trajectoire de maturation
anormale et pour quantifier ces anomalies de croissance.
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Conclusion et Travaux Futurs

En synthèse, ce travail a permis de proposer différents modèles d’apprentissage qui peuvent
potentiellement être utilisés comme systèmes d’aide à la décision pour le diagnostic précoce
d’infection et pour l’évaluation de la maturation des prématurés dans le contexte des unités de
soins intensifs néonatales.

Pour l’infection, un modèle à base de réseaux neuronaux récurrents alimentés par des paramè-
tres extraits de la variabilité cardiaque a permis d’atteindre une AUROC supérieure à 90%, 6h
avant la décision clinique.

Pour la maturation, un modèle d’estimation de la FMA a été développé. On a montré que
ce dernier peut être habilement exploité pour détecter des anomalies de croissance en USIN.

L’un des points forts de notre travail est que, pour chaque modèle que nous avons proposé, à
la fois pour les objectifs d’infection et de maturation, notre souci a été de développer une preuve
de concept en unités de soins intensifs capable de travailler en temps réel. Plusieurs cas d’usage
sont reportés dans ce manuscrit pour illustrer notre propos. Ce résultat est majeur et montre
tout le bien fondé de notre démarche en proposant un système d’aide à la décision.

Les perspectives liées à ce travail sont multiples et pourraient se concentrer sur d’autres types
de données dans les modèles proposés. Dans le cas du modèle d’infection, il pourrait s’agir, par
exemple, de données sur la RRV. Dans le cas du modèle d’évaluation de la maturation, on
envisage à très court terme d’inclure les caractéristiques, déjà disponibles dans le projet Digi-
NewB, telles que les données du mouvement, les pleurs et le sommeil.

Sur un plan plus clinique, le modèle de détection d’infection et le modèle d’évaluation de la
maturation doivent maintenant être validés sur un ensemble de données plus importants, incluant
de préférence des données externes au projet Digi-NewB. Enfin et comme ultime challenge, des
essais cliniques long terme doivent être menés pour déterminer si les modèles proposés peuvent
contribuer à la réduction de la morbidité, de la mortalité et de la durée d’hospitalisation dans
les USIN.
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Introduction

Contextualizing the Problem: Incidence of Preterm Births and
Associated Risks

Preterm births are defined by the World Health Organization as all births before 37 com-
pleted weeks of gestation or, equivalently, before 259 completed days from the first day of the
mother’s last menstrual period [1]. According to the latest statistics, based on global data from
2014, preterm births account for approximately 10.6% of live births worldwide [2]. The rate of
preterm births in Europe is very similar. According to the latest Euro-Peristat report, based
on data corresponding to the year 2015 from 31 European countries, the rate of preterm births
among the countries in the study varied from 6% to 12% of live births [3]. In contrast, on the
same Euro-Peristat report, preterm infants accounted for 73.5% of all neonatal deaths.

Besides being associated with increased morbidity and mortality [4], preterm birth is also
linked with increased duration of hospital stay [5], and higher probability of hospital readmission
after initial discharge [6], as well as during the first years of life [7]. Both of these factors also
lead to psychological distress for the parents [8], and increased financial costs to the health care
system ([9, 10, 11]).

Premature neonates are at higher risk of a plethora of short-term complications, including
respiratory distress syndrome [12], early onset sepsis [13], late onset sepsis ([14, 15]), necrotiz-
ing enterocolitis ([16, 17]), intraventricular hemorrhage ([18, 19]), periventricular leukomalacia
([20, 21]), neonatal jaundice, and hypoxic-ischaemic encephalopathy [22]. Furthermore, this pop-
ulation also presents an increased risk of multiple long-term morbidities, including bronchopul-
monary dysplasia ([23, 24]); retinopathy of prematurity [25] and other types of visual impairment
[26]; hearing impairments [27]; behavioral and cognitive sequelae [28], such as attention deficit
hyperactivity disorder [27], epilepsy [22], and cerebral palsy [27].

The outcome and prognosis of preterm infants is closely related with their gestational age
(GA), which is defined by the American Academy of Pediatrics [29] as the time elapsed between
the first day of the mother’s last menstrual period and the day of delivery. In fact, all the
aforementioned health risks increase with decreasing GA. Moreover, even though these conditions
have a higher incidence in preterm infants, early term infants (born between 37 to 38 weeks of
GA) [30] still have a higher rate of morbidity and admissions to neonatal intensive care units
(NICU) than full term infants (born at 39 weeks of GA or older) [31].
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The Impact of Modern Medicine in Mortality and Morbidity
Rates Among Preterm Infants

Although the morbidity and mortality rates are considerably high for these vulnerable pop-
ulations, that does not mean that there have not been significant improvements in the past
decades in the area of neonatal medical care. Starting with the introduction of widespread use
of assisted ventilation in the late 1960s and early 1970s, which saw the survival rates for preterm
infants increase by more than 10% between 1968 and 1978 [32]. This was quickly followed by
the introduction of the administration of antenatal corticosteroids to women at risk of preterm
birth, in order to accelerate fetal lung maturation, which further helped reduce mortality rates
among preterm infants, as well as some of the most common associated complications, such as
respiratory distress syndrome [33]. Later, the introduction of surfactant in the late 1980s further
decreased mortality among preterm infants [34].

These improvements in neonatal medicine also lead to changes in the attitude of physicians
towards intensive care, which started being offered to preterm infants with very low GA which
might have been considered nonviable in previous decades. This led to an increase in the number
of extremely preterm infants admitted in NICUs, and a subsequent decrease in the mortality
rates among these infants [35].

The combination of all these factors has lead to an increase in the survival rates of preterm
infants of all GAs since the last decades of the previous century. This trend has continued into
the 21st century, with Euro-Peristat recording decreases in the mortality rate of preterm infants
with regard to its previous reports [3]. However, the increase in survival rates has also meant
an increase in number of hospital readmission [7] and patients presenting long-term risks factors
associated with preterm birth [36].

Current Challenges and Opportunities

These recent trends in morbidity and mortality in the preterm population have translated
into a current need for increased research, not only on how to further reduce mortality, but also
on how to improve the outcome for prematurely born patients [37]. One of the possible ways to
reduce long-term morbidity is through early diagnosis of diseases that affect this population in
the perinatal period.

For example, a meta-analysis of 17 studies, involving 15,331 preterm or very low birth weight
infants, showed that neonates who survived sepsis in the neonatal period are at higher risk for
long-term neurodevelopmental disability [38]. Consequently, early diagnosis of sepsis, leading
to prompt and adequate treatment, could help reduce not only mortality but also long-term
morbidity rates among preterm infants. Similarly, early diagnosis of cerebral palsy could lead
to timely interventions regarding task-specific training and parental support, as well as prompt
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diagnosis of comorbidities such as pain, sleep disorders, visual and hearing impairments; such
early interventions have been associated with improved outcomes for these children [39].

Fortunately, the last decades have seen an increase in the research and development of
early diagnosis tools in neonatal care, inspired by the popularization of big data and artificial
intelligence and their application to the medical field.

Big data is a vaguely defined concept, but which in general refers to very large datasets,
enclosing various features in a complex structure, which makes them hard to manage and inter-
pret using conventional approaches ([40, 41, 42]). On the other hand, artificial intelligence has
been described in the field of computer science in terms of rational agents, defined by Stuart
Russell and Peter Norvig as computer programs that “operate autonomously, perceive their en-
vironment, persist over a prolonged time period, and adapt to change,” with the aim to achieve
“the best outcome or, when there is uncertainty, the best expected outcome” [43]. As such, arti-
ficial intelligence and machine learning are well suited for extracting information from big data
to construct models or make predictions that can be more easily interpreted and analysed by
humans [44].

In the health care sector, including neonatal medicine, large amounts of data can be acquired
from electronic medical records, from periodical or continuous vital signs monitoring, and from
medical imaging. This data can later be fed to artificial intelligence algorithms that can be
trained to identify complex patterns in the data that lead to earlier diagnosis of a certain
diseases and thus serve as a decision support system ([45, 46]).

NICUs, in particular, gather vast amounts of data, given that generally the patients’ vital
signs are frequently annotated, and physiological signals such as heart rate, respiration rate,
and oxygen saturation are continuously monitored. In fact, it has been estimated that in a well
functioning NICU, around 40 Terabytes of data are generated per bed per year [47]. The variety
of information gathered in NICU can be analyzed by machine learning algorithms that can aid
physicians in diagnosis and decision-making. Therefore, it is not surprising that a recent review
of the use of machine learning in child and adolescent health [48] found that most of the studies
in this category belonged to the field of neonatology, which has seen a persistently high level
of interest in artificial intelligence and machine learning techniques throughout the last three
decades.

One of the most recent projects targeted at improving neonatal health care through data
gathering and the use of machine learning and artificial intelligence is the Europe-based Digi-
NewB project [49].
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Digi-NewB

Digi-NewB is a research project, founded by the European Union, that aims to improve
health care for neonates through the development of a new generation monitoring system, with
a particular focus on the detection of sepsis risk and evaluation of the maturation in premature
infants.

The project was carried out by seven partners, from both public and private sectors, and
coming from four European countries: France, Finland, Ireland, and Portugal. The project was
conducted between March 2016 and May 2020, in collaboration with the University of Rennes
1 (France), the University of Galway (Ireland), the Institute for Systems and Computer Engi-
neering, Technology and Science (Portugal), Tampere University (Finland), and two small and
medium-sized enterprises: Syncrophi (Ireland) and Voxygen (France). It was led by the West-
ern Network of University Hospitals in France (GCS HUGO). As part of the project, electronic
health records, recordings of vital signs, video and sound data were gathered in the NICU of six
university hospitals in the western region of France, namely the University Hospitals of Angers,
Brest, Nantes, Poitiers, Rennes, and Tours.

The main objective of the Digi-NewB project was the development of a decision support
system (DSS) that aims to assist the physician in decision-making processes. The DSS is meant to
be based on a non-invasive monitoring system, and be able to aid in the early detection of sepsis,
and in the quantification of the infants’ cardio-respiratory and neurobehavioral maturation. Such
DSS could lead to novel preventive and therapeutic strategies that could further lower mortality
rates among preterm infants as well as improve their long-term outcome.

The work presented in this thesis is entirely framed in the Digi-NewB project, as it was carried
out using data emerging from this project, and with the aim to help in the accomplishment of
the Digi-NewB goals.

Objectives

The objectives of this dissertation are aligned with those of the Digi-NewB project, and
therefore are concerned with improving sepsis risk assessment tools and proposing a method for
the objective quantification of maturation of preterm infants. However, as previously mentioned,
Digi-NewB collected several different types of data and is a project carried out through the
collaboration of multiple partners.

Therefore, the scope of our work will be limited to applications involving cardio-respiratory
data, derived from heart rate monitoring, for the achievement of the Digi-NewB goals. Specifi-
cally, the objectives of this thesis are:

— Evaluating the impact of including novel features for the characterization of heart rate
variability in the performance of machine learning models for the early detection of late-
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onset sepsis (LOS) in premature infants.
— Identifying optimal time windows previous to the clinical diagnosis of LOS to label as

septic samples for the purpose of training supervised learning algorithms.
— Implementing a machine learning model for early LOS diagnosis based on heart rate

variability data, that has the potential of being deployed as a non-invasive and real-time
DSS in NICUs.

— Proposing a metric to objectively evaluate the maturational development of preterm
infants, based on physiological signals, during their hospital stay.

— Proposing a machine learning model that can accurately assess the maturation of preterm
neonates based on the aforementioned metric, and which can detect disruptions in the
normal maturation pattern of the infants.

Outline

The remainder of this dissertation is organized as follows:
— In Chapter 1 we review some background concepts that will be used throughout the rest

of the dissertation, such as artificial intelligence and machine learning. Then, we present
the state of the art in regards to the use of machine learning techniques for the early
diagnosis of sepsis in premature infants and for the evaluation of the neonates’ maturation.
Finally, we describe in more detail the Digi-NewB project, in which all subsequent studies
presented in the thesis are framed.

— In Chapter 2 we study the impact of different training windows and the inclusion of
the visibility graph indexes as additional features for the characterization of the heart
rate variability, and their impact on the performance of four different types of machine
learning algorithms. This study was done with a population of 49 premature infants.

— In Chapter 3 we proposed a recurrent neural network model, which uses heart rate vari-
ability data, to diagnose LOS in preterm infants. This method was developed with a
population of 259 infants, and for its design we took into consideration the findings pre-
sented in the previous chapter.

— In Chapter 4 we design, develop, and test an ensemble machine learning model on a
population of 50 healthy infants, for the purpose of evaluating their maturation through
the estimation of their maturational age. The model proposed in this chapter was tested
using heart rate variability, respiration rate variability, and bradycardia data.

— In Chapter 5 we validate the model presented in Chapter 4 on both healthy infants,
based on the same population used in said chapter, and on a population of preterm
infants who were diagnosed in the postnatal period with medical conditions that have
been documented to have negative impact in the neurodevelopmental outcome.
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— In the Conclusion we offer some final remarks about the outcome of the research presented
in this dissertation, and present a summary of our findings, regarding both the LOS and
maturation objectives, as well as the strengths and limitations of our study. Finally, we
present some insights regarding possible future directions to continue this line of research.
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CHAPTER1
Smart Care in Neonatalogy and
the Digi-NewB Proposal

In this chapter we present the concepts of artificial intelligence and machine learning, which
will serve as a background to our work. We also offer a brief description of the machine learning
algorithms that will be used throughout this dissertation. Then, we discuss the state of the art
regarding machine learning approaches in the field of neonatology, focusing specifically in the
two areas of interest for the present work: early diagnosis of late onset sepsis, and evaluation
of the maturation of prematurely born infants. Finally, we discuss the Digi-NewB project, in
which this work is framed, and how its proposal could improve the advances that have already
been achieved in this field, which could help reduce mortality rates, length of hospitalization,
and long-term risk factors for preterm infants.

1.1 Artificial Intelligence and Machine Learning

Artificial intelligence (AI) was broadly defined by computer scientist and one of the founders
of the field, Professor John McCarthy, as follows [1]:

The science and engineering of making intelligent machines, especially intelligent
computer programs.

This definition leads to many questions about what is intelligence and how to determine if
a machine or a computer program is intelligent. The answer to these questions usually comes
in the form of comparison to human intelligence or human performance, which might also vary
considerably. Stuart Russell and Peter Norvig offer a more precise definition of artificial intel-
ligence, by referencing to computers that are capable of operating autonomously, perceiving
their environment and being able to adapt to it, and with the goal to achieve the best expected
outcome at a certain task [2].

Machine learning is considered to be a branch of AI [3], which has been defined as computer
algorithms that can improve automatically, or in other words learn, through experience [4]. This
is in fact the key difference between AI and machine learning: while the only requirement of AI
is that it is or seems smart, regardless of how this is achieved, machine learning requires that it
is achieved through learning from experience [5]. However, it is common to find the two terms
being used interchangeably, as many advancements in the field of AI have happened specifically
in the subset of machine learning.

39



Chapter 1 – Smart Care in Neonatalogy and the Digi-NewB Proposal

The history of AI and machine learning dates back to the 1950s. However, it became more
popular and widely used in the last decades [2], with the improvement of computers and the
widespread use of Internet, which led to the production and storage of large amounts of data,
from which machine learning algorithms (MLA) can learn. Currently, there is a large variety of
MLAs, each of which can be applied to a multitude of seemingly very different problems. There
are also many ways in which to classify MLAs.

One of the most common classifications is based on how they learn. In this sense, there are
four main categories [2]:

Supervised Learning. In supervised learning the algorithm learns by observing labeled data.
This means that it must receive input examples as well as the output associated with them, and
then learn the functions that map each input to its associated output.

Reinforcement Learning. In this type of learning the algorithm receives rewards or punish-
ments based on the results it gives. These rewards and punishments are commonly presented
in the form of cost functions, which associate wrong results to high costs and correct results
to lower costs. The algorithm then must be able to decide which of its actions prior to the
reinforcement were most responsible for the outcome and improve accordingly.

Unsupervised learning. In this case only the input is given, without an associated output.
The MLA must learn by finding patterns in this unlabeled data. The most common application
of unsupervised learning is clustering, in which the algorithm learns to group the input examples
into clusters.

Semi-supervised Learning. For semi-supervised learning the MLA must learn from a large
dataset of unlabeled examples, with some labeled examples in it.

Another way to classify MLAs is based on the type of output they are trained to produce.
In this regard they are mainly classified in three types:

Classification Algorithms. The output of these algorithms is a finite set of values. It might
be binary or Boolean classification, if there are only two classes of possible outputs, or multiclass,
if there are more than two categories of possible outputs [2].

Regression Algorithms. This type of MLAs produces continuous numeric values as output.
These algorithms learn to approximate as best as possible the true value of the output based on
conditional expectations given by the input [2].
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Clustering Algorithms. These algorithms find patterns in order to produce as output a
partition of the data into sub-groups. The main difference with classification algorithms is that
clustering is associated with unsupervised learning, so the number of clusters or sub-groups
in which it can possibly partition the data is not known a priori, unlike in the classification
algorithms for which the number of possible classes is known [6].

Finally, MLAs can also be classified into different models based on the type of algorithm they
employ. There is plethora of types of machine learning algorithms or models that are frequently
used for a large variety of problems. In the next paragraphs we give an overview of only those
that have been employed in this work or that have most often been used in recent projects aimed
to improve neonatal care.

1.1.1 K-Nearest Neighbors

K-nearest neighbors models (KNN) are a type of supervised learning algorithm, and they are
among the simplest types of machine learning. They can be applied both to classification, either
multiclass and binary, and to regression problems, and they work similarly to lookup tables.
Given a query xq, the algorithm finds the k examples (or neighbors) that are nearest to xq[2].

For classification problems, KNN assigns the class label of the majority of the k nearest
neighbors in the data space [7]. To avoid ties, an odd number is usually chosen as the value of k.
For regression problems, the mean or median of the k nearest neighbors is returned, or a linear
regression can be fitted on the neighbors [2].

1.1.2 Linear Models

Linear models are among the simplest and oldest machine learning approaches, as they
originate from statistical modeling [8]. Linear models, as their name suggests, are based on
linear functions, and they can be used for regression problems as well as for binary classification
problems. In the first case they are referred to as linear regression models, and in the later as
logistic regression.

Linear Regression

Linear regression (LR) models output a continuous value. In the case of a multivariate
problem, where the input has more than one variable attribute or feature, the input can be
defined as the vector X, given by [x1, x2, ... xj ], with j as the number of variables features in
the data, and by defining W as the vector [w0, w1, ... wj ], hW (X) can be defined as:

hW (X) = w0 + w1x1 + w2x2 + ...+ wjxj (1.1)
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where w0, w1, ... wj are the weights to be learned by the model, and the task of the linear model
is to find the function hW (X) that best fits the data [2].

A loss function that compares the value of hW (X) to the true output y (given in the labeled
examples) is used by the algorithm to find the best fit to the data. A common choice is the L2
loss function, given by:

Loss(hW (X)) =
N∑

n=1
(yn − hW (Xn))2 (1.2)

where N is the total number of examples in the training data, and yn is the true output for a
given example n.

Thus, the algorithm learns the weights that best fit the data by minimizing the loss function.
In this sense, linear models use supervised learning, because they need labeled data to learn from,
but they also use reinforcement learning, as incorrect results during training yield a high cost
or loss, which the algorithm uses for learning.

Logistic Regression

Logistic regression (LogR) models are used for binary regression, and are very similar to
the LR models. The main difference is on how the function hW (X) is calculated. For logistic
regression hW (X) is given by the sigmoid function:

hW (X) = 1
1 + e−X·W (1.3)

Thus, the predictions are values between zero and one, which can be interpreted as the
probability of the sample belonging to the class labeled 1.

As with LR, these models learn the best values for the weights W by minimizing a cost
function, which can also be the L2 function given in Equation 1.2.

1.1.3 Random Forest

Random forests are a type of supervised machine learning algorithm, based on the idea of
decision trees. Decision trees are functions that take a vector of attributes or features as input,
and returns a single output value [2]. They reach the output by performing tests at each node
based on one or more input features, and then each node is branched into the possible values of
those features. A tree might have several layers of nodes and branches, until it reaches the leaf
nodes, which specify the output to be returned. Both the input and output of the decision trees
can be discrete or continuous.

Random forests are built by using multiple decision trees, where each decision tree only takes
as input a randomly chosen subset of the input data. Thus, to generate the nth tree, a random
vector θn is generated, independent of the past random vectors but with the same distribution
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Figure 1.1 – Diagram of a simple random forest classifier

[9]; these vectors are generated as either a subset of the total examples in the input data, or
as a subset of the total features associated with each example, or a combination of both. This
technique helps the random forest avoid overfitting to the training data. The final output of the
random forest is usually given by a majority vote of the all decision trees in the forest [10].

Same as for the decisions trees which construct it, random forest’s input and output can be
discrete or continuous, hence they can be applied to either classification or regression problems.
Random forest models applied to classification problems are commonly referred to simply as
Random Forest (RF). When they are applied to regression problems, they are referred to as
Random Forest Regression (RFR).

In Figure 1.1 we show an example of a simple random forest, with n decision trees. The
nodes are represented by the circles, and the branches by the arrows. We observe that each tree
has four layers of nodes. In this case, each node gives only two branches, except for the nodes in
the bottom row, which are the leaf nodes which represent possible final outcomes. Highlighted
in red are the nodes that represent the trees’ decision at each layer. Finally, the decision from
each tree participates in a majority vote, the result of which is the final output.

1.1.4 Support Vector Machines

Support vector machine (SVM) models are a popular type of supervised learning algorithms.
They are most commonly used for either binary or multiclass classification problems [11], but
can also be extended for use in regression problems [12].

SVMs work by creating a linear separating hyperplane, given as [2]:

0 = W ·X + b (1.4)
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where X is the input,W is the vectors of the weights to be learned by the model, and has as many
elements as features there are in the dataset, and b is the real-valued intercept. This is similar to
the linear regression equation. However, instead of minimizing the expected empirical loss on the
training data, SVMs attempt to minimize expected generalization loss, under the assumption
that any future samples will be drawn from the same distribution as the training samples. This
is achieved by choosing the hyperplane that not only separates the training samples, but which
is also furthest from all of these samples; this hyperplane is referred to as the maximum margin
separator [2].

When the data is not linearly separable by a hyperplane in the original input space, SVMs
map the data into a higher dimensional feature space by means of nonlinear mapping functions
[13], which are referred to as kernel functions [14]. In the feature space the data can be separated
by a hyperplane given by Equation 1.4, which is not linear in the original input space [2].

1.1.5 Genetic Algorithms

Genetic algorithms are population-based stochastic machine learning algorithm, inspired by
Charles Darwin’s theory of evolution [15]. They fall under the category of reinforcement learning
and are typically used for optimization problems.

Genetic algorithms start with a set of randomly generated states, referred to as the pop-
ulation, where each state is an individual or chromosome. Each chromosome corresponds to a
possible solution and is composed by a finite number of parameters, or genes. Each individual
is then evaluated using a fitness function and rated according to their fitness score.

The next generation is built by randomly choosing individuals from the current generation;
this can be done through different functions, but always giving the fitter individuals a higher
probability of being chosen. At this points, pairs of the chosen individuals (parent individuals)
are combined by swapping genes with each other, thus producing two new individuals (offspring
individuals); this step is called crossover or recombination. Finally, the genetic algorithms also
use the idea of mutation, by randomly selecting one or more genes in each offspring individual to
have its value changed. The mutation rate should be set low, or otherwise the genetic algorithm
becomes a random research, but it is an important step in order to maintain the diversity of the
population, which helps to avoid local solutions ([2, 15]).

1.1.6 Artificial Neural Networks

Artificial neural networks (ANN) are inspired in biological neural networks. They fall un-
der the category of supervised learning, and both their input and output can be discrete or
continuous, which makes them well suited for either regression or classification problems.

Similarly to biological neural networks, ANNs are built by combining multiple nodes or
units, which are the equivalent to neurons in biological neural networks. And, like neurons,
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these receive inputs from several other nodes, and send their output to several other units. The
units themselves are very simple, as they take the input and combine it in a weighted sum,
similar to the one presented in Equation 1.1 for LR models, and then applys to the result an
activation function ([2, 16]). The activation function is a threshold function, for which common
choices are the sigmoid function, hyperbolic tangent [17], and rectified linear units (ReLU) [18].

This is exemplified in Figure 1.2a, where we show a diagram of a typical unit or neuron in
an ANN. In this case, the vector of x1 through xn is the input of the unit, each of which is
multiplied by its corresponding weight (w) before being added. The result of this weighted sum
is then passed to the activation function (a), which yields the final output of the unit. The values
of the weights are the parameters which the algorithm has to adjust through learning from the
training data.

The complexity and high performance of ANN is then given by combining multiple units.
The typical architecture for this is through layers. The first layer of the network is called input
layer, and receives as input the features of the dataset, and the last layer is the output layer.
Between these two layers there might be multiple hidden layers, with multiples units in each
layer. Every unit in a given hidden layer receives as inputs the results of the activation functions
of every unit in the previous layer, and sends the output of its own activation function to every
unit in the next layer.

Figure 1.2b shows a very simple example of this architecture. In this case, the input layer
has only three units, and is followed by a single hidden later with four units in it. This type of
layers in which every unit receives connections from every unit in the layer before it, and sends
its output to every unit in the next layer are also referred to as fully connected layers. The final
layer is the output layer, which in this diagram has two units. However, the number of units in
each layer, as well as the number of hidden layers, might vary great. Usually, the more layers
and units per layer the ANN has, the more powerful it is, but also the more computationally
expensive it is to train and the most likely it is to overfit to the training data. Hence, very
complex networks require more data to perform at their best capacity.

Furthermore, there are typically two distinct categories of ANN based on their architecture:
feed-forward networks, and recurrent neural networks (RNN). Feed-forward networks are charac-
terized by having connections in only one direction; an example of this type of architecture is the
diagram presented in Figure 1.2b. Within this category fall the convolutional neural networks
(CNN) [19], which are a type of ANN specially well suited for the analysis of images and which
have been widely used to this end in recent years.

On the other hand, RNNs are characterized by having feedback connections. This implies
that in this type of architecture, the response of the network to a given input depends on its
initial state, which may depend on previous inputs. As a result, this type of ANN have short-term
memory and, therefore, are well suited to analyse time series and sequential data [20].
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(a) Diagram of a single unit in a neural network. (b) Diagram of a simple ANN architecture.

Figure 1.2 – Diagram of typical units and architecture for ANNs. Adapted from [21]

1.2 Artificial Intelligence in Neonatal Medicine: State of the Art

Neonatology has been among the medical specialties that have witnessed most advancements
in the application of artificial intelligence and machine learning to design diagnostic and prog-
nostic tools to help clinicians better assess their patients [22]. This fact is likely the result of a
combination of factors.

On one hand, patients admitted to neonatal intensive care units (NICU) have elevated rates
of morbidity and mortality, and are at high risk of infections, respiratory problems, neurological
problems, among others. Neonatology could benefit from machine learning approaches to help
in the diagnosis of any of these conditions, which makes it an area full of opportunities for the
integration of AI.

On the other hand, NICUs produce large amounts of data, coming from the continuous
monitoring of the patients’ vital signs, such as heart rate, respiration rate, and oxygen saturation.
Additional data regarding clinical signs is also meticulously measured regularly and frequently
by nurses and physicians. Further tests such as blood cultures, electroencephalograms (EEG),
magnetic resonance imaging (MRI), and laboratory tests are also often done to NICU patients
to better assess their situation. This abundance of data allows for AI and machine learning
applications to flourish in this field.

As a consequence, machine learning approaches in neonatology vary a lot on the type of data
they take as input, with some studies focusing exclusively on one type of data (for example, heart
rate, or MRI images), and other studies combining several types of data. Likewise, there is also
a lot of variety in the objective of the machine learning approaches being proposed, ranging
from the prediction of clinically relevant hyperbilirubinemia [23], to the identification of preterm
infants at risk of presenting language impairment [24].

Therefore, in the following sections we present an overview of the most recent and relevant
studies on the application of MLAs in neonatal medicine focusing on the two targets which
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concern this dissertation: the early detection of late onset sepsis (LOS), and the evaluation of
the maturation of the premature infants.

1.2.1 Detection of Late Onset Sepsis

A common approach in current literature for LOS detection through MLAs includes the
use of data available in electronic health records (EHR). One of the studies with this approach
was proposed by Mani et al. [25], in which they used antibiotic, microbiology, laboratory test,
and clinical data from the EHRs of 299 infants from a single hospital; while the antibiotic
and microbiology data was used only for generating the labels for the dataset, laboratory and
clinical data were used as the input to train the MLAs. Regarding the type of algorithm, this
study tested nine different types of MLAs, including SVM, KNN, LogR, RF, decision trees, and
a variety of Bayesian models [2]. The best performance was obtained by one of the Bayesian
models (Naïve Bayes), with an area under the receiver operator characteristics curve (AUROC)
([26, 27, 28]) of 78%.

A similar approach was taken in a study by Masino et al. [29], in which EHR data from
618 infants was used to evaluate the performance of several MLAs, which included KNN, SVM,
LogR, RF, Naïve Bayes, AdaBoost [30], and gradient boost [31]. This study did not distinguish
between early and late onset sepsis, however it did differentiate two sepsis groups: one included
only the infants diagnosed with sepsis who had a positive blood culture, and the other included
all infants diagnosed with sepsis, regardless of whether they had a positive blood culture or not.
They achieved the best results with the second population, achieving an AUROC of 89% for
predicting sepsis four hours before clinical recognition.

While these approaches have good results, and there is clearly clinical and predictive value in
data from laboratory test results, including this type of data has the disadvantage of requiring
invasive test, which cannot be performed so frequently and also need time to turn back result.
This makes these approaches invasive, and unfit to give a real-time, continuous prediction of
sepsis. However, excluding laboratory tests results might come at the cost of loosing valuable
information.

Nonetheless, there have been several studies dedicated to the study of machine learning
approaches for LOS detection using only vital and clinical signs. One of the most prominent
proposals is RALIS, an algorithm developed by Integralis Ltd. (Israel) [32]. While the MLAs
it employs are not specified, this approach relies only on routinely measured signs: heart rate,
respiration rate, episodes of bradycardia, oxygen saturation, body temperature, and weight.

For the RALIS approach, all the aforementioned vital signs should be measured every two
hours, except the weight which should be measured every 24 hours. These measurements must
be recorded into the RALIS system by the medical personal, in parallel to the routine medical
documentation. This system also needs a 72-hour training period to produce a patient-specific
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calibration [33]. This approach was initially tested on a population of 118 infants from two
different NICUs, achieving an AUROC of 82% for detecting LOS on the same day of clinical
diagnosis. Furthermore, it showed it could detect sepsis as early as three days before clinical
diagnosis [33]. RALIS was later validated by Mithal et al. [34], with a cohort of 155 infants
from a different hospital. They reported an AUROC of 89.9%, and that the RALIS detection
occurred, on average, 33 hours before clinical suspicion.

This approach shows that MLAs can have a good performance detecting LOS even if labo-
ratory tests are excluded from the input. However, it has the disadvantage of needing inputs to
be given by the medical personnel every two hours, as it requires manual annotation in parallel
to the usual medical record. This makes it prone to human error, incurs in more work for med-
ical personnel, and because of the time delay of two hours between inputs, it cannot produce a
real-time, continuous detection.

An approach that overcomes both these disadvantages is the HeRO monitoring system [35].
This system is based on the study by Griffin et al. [36], which proposes the evaluation of the risk
of sepsis through logistic regression and relying exclusively on features derived from the heart
rate. Specifically, they used three features derived from the time series formed by the inter-beat
intervals to characterize heart rate variability (HRV), which were the standard deviation, sample
entropy, and sample asymmetry. The method was developed on a population of 316 infants from
the NICU of one hospital, and validated on 317 infants from the NICU of a different hospital.
The HeRO system has the advantage of being able to receive as input electrocardiographic
data collected from existing NICU monitors, without need for additional sensors to be in direct
contact with the infants, and produces a score which is calculated in real-time and updated
hourly.

The original study [36] reports an AUROC of 75%, which is lower than the AUROC reported
by other studies we have discussed. However, a randomized clinical trial conducted on 3003
infants from NICUs of nine different hospitals across the United States of America, reported
that the mortality rate of the HeRO display group was 22% lower than that of the nondisplay
group, with no statistically significant differences in the other outcomes [37].

Although the HeRO results are impressive, it is noteworthy that it only uses three features to
characterize the HRV. There are currently multiple features that are accepted in the literature for
the characterization of HRV [38], including time-domain and frequency-domain features, as well
as non-linear measurements. In addition, features derived from visibility graphs constructed from
the inter-beat time series have recently been suggested as candidates to improve HRV analysis
for neonatal sepsis detection, after promising results in animal experimentation [39]. These facts
raise the question of whether a similar approach, based solely on heart rate data but including
more features, could achieve even better results.

Another observation regarding the studies discussed in this section is that they use more
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traditional MLAs. Therefore, it is worth considering if better results could be obtained in the
detection of LOS by implementing approaches based on more complex techniques, such as ANNs.

1.2.2 Evaluation of the Maturation

Several studies have aimed at predicting the outcome of prematurely born infants based on
their MRI data. One of such studies, proposed by Saha et al. [40], used diffusion MRI acquired
when the infants had between 29 and 35 weeks of postmenstural age (PMA) as input data to
predict abnormal motor outcome. The infants included in the study underwent clinical evaluation
at two years of corrected age [41] to determine their true motor outcome. With this data, the
researchers trained and tested a CNN, and achieved an AUROC of 72% on the identification of
infants who had an abnormal motor outcome.

A similar approach was used in several studies by a group of researchers based in Stanford,
California, to predict the outcome preterm infants would have at 18 months to two years of age,
on a variety of conditions. Similarly to the study by Saha et al., these studies used diffusion
MRI acquired at near term PMA, and clinical evaluations done at 18 months to two years of
age to construct their datasets. The prediction method was different, however, as this group of
studies favored linear models. Nonetheless, in the first of the studies they were able to predict
cognitive impairment with an AUROC of 100%, and motor impairment with an AUROC of
91.2% [42]. In a second study, they were able to classify correctly the preterm infants at high
risk of impaired gait velocity, reporting 93% sensitivity and 79% specificity [43], as well as predict
specific characteristics of the gait also with very high sensitivity and specificity. In their most
recently published studied, they successfully identified the infants at high risk for different types
of language impairments, also achieving high sensitivity and specificity [24].

These studies suggest that long-term prognosis could be achieved through machine learning
techniques, based on MRI data acquired during the hospitalization period. This could allow
for early intervention, leading to better management and possible better outcomes for preterm
infants who develop these conditions.

Another approach, also based on MRI data, was proposed by Smyser et al. [44]. In their
study, they acquired resting state functional MRI data from 50 preterm infants when they were
at term-equivalent age, and from 50 term-born infants within their first week of life. Then
they used SVM regression to estimate the birth gestational age (GA) of the infants. The mean
difference between the true GA and the GA estimated by this method was four weeks, and true
and estimated GAs showed to be highly correlated, with a p-value of 0.98.

A more recent study, by Galdi et al. [45], uses a very similar approach, by taking MRI data
from 59 preterm infants and 46 term infants who were scanned between 38 and 45 weeks of
PMA. The images were processed and fed to a linear regression algorithm with the target to
predict, in this case, the PMA at the time of the images’ acquisition, and SVM to classify the
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infants in preterm and full-term populations. This method was able to estimate the PMA with
a mean absolute error (MAE) of 0.70 ± 0.56 weeks, and was able to correctly classify the infants
as preterm or full-term with 92% accuracy.

The results obtained by Smyser et al. and by Galdi et al. suggest that the machine learning
approaches are capable of detecting disruptions in the brain maturation of preterm infants, and
characterize typical maturation based on MRI data. However, one shortcoming of this approach
is that it evaluates the preterm infants only at term-equivalent age, (meaning, at 38 weeks of
PMA or older), which makes it unsuitable for real-time monitoring in a NICU setting.

Stevenson and his colleagues have proposed a similar approach, but based on EEG data,
which overcomes this issue. In the original study [46] they used EEG data from 39 preterm
infants born before 28 weeks of GA, and who presented normal neurodevelopmental outcome at
12 months of age. The EEG recordings were performed from 24 to 38 weeks PMA. This data
was used in a SVM regressor to estimate the infants’ PMA. They found that the estimated PMA
and the clinically determined PMA were highly correlated (p-value = 0.936), suggesting that
the PMA thus estimated could be used as a surrogate measure of the brain maturation. These
findings were corroborated in a later study [47] carried out on a bigger population of infants
from NICUs of two different hospitals in different countries. The methodology was very similar,
with the exception that in this study they also included infants who had an abnormal neurode-
velopmental outcome. Once again, they observed a strong correlation between the estimated
PMA and the clinically determined one, with a MAE of 0.7 weeks. Furthermore, they reported
that a persistently negative difference between estimated PMA and true PMA was associated
with poor neurodevelopmental outcome.

Furthermore, in a posterior study [48], Stevenson et al. compared the performance of seven
experts on the estimation of the PMA from EEG data, with that of their proposed method, and
found that their method provided the most accurate maturity assessment. These three studies
establish a proof of concept for growth charts for brain function in NICU, based on EEG data
and machine learning, as a new tool to assist clinical evaluation and identification of infants who
might benefit from early intervention.

However, it is interesting to observe that there has been a lack of research on the evaluation
of maturation of preterm infants based on other physiological signals which are continuously
available in the NICU setting, such as heart rate, respiration rate, or apnea and bradycardia
events. This is specially noteworthy in the case of heart rate analysis, given that differences in
the HRV between healthy preterm neonates and infants born at term have been extensively doc-
umented [49], and that these differences persist even when the infants reach term-equivalent age
([50, 51]). Therefore, the exploration of similar techniques to the ones that have been discussed
in this section, but relying on other heart rate and respiration rate related data, could prove
useful for neonatologists, and help them better assess the health of preterm infants during their
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stay in NICU.

1.3 The Digi-NewB Proposal

The Digi-NewB project aimed to answer some of the question left unanswered by current
scientific literature in the topic of neonatal care, specifically in regards to LOS diagnosis and
objective evaluation of the infants’ maturation. This project received founding from the European
Union’s Horizon 2020 research and innovation program under grant agreement No. 689260, and
was carried out between March 2016 and May 2020.

The project proposed the design of a decision support system (DSS) to assist physicians in
the early diagnosis and treatment of perinatal infection, and to contribute to limit the risk as-
sociated with cardio-respiratory events, intermittent hypoxia, and sleep disturbances. Achieving
this could lead to reduce the mortality rate, decrease the risk of neurodevelopmental impairment,
shorten the duration of hospitalization, and lower health-care costs.

This DSS would be the result of composite indices that will incorporate and combine avail-
able clinical data, and multi-signal analysis, including heart rate, respiration rate, video, and
sound signals. These indices would then be able to give adequate, clinically relevant, and con-
tinuously updated information, cutting across multiple underlying physiological processes, to
aid physicians in the assessment of perinatal health status and development. Also, part of the
project’s concern is to present these indices in a user friendly interface, that allows interactive
interaction with the DSS, so that physicians can easily interpret it, thus increasing usability and
acceptability of the system among the healthcare personnel.

The goals of the project are divided in two targets: the main one being the early diagnosis of
LOS, and the second one the evaluation of cardio-respiratory, neurobehavioral, and sleep matu-
ration. Specifically, in regards to LOS detection, the Digi-NewB proposal is to identify significant
and quantifiable increases in the risk of sepsis, to allow the setting of new, individualized, and
accurate evaluation of the evolution of perinatal health, leading to new and earlier therapeutic
intervention strategies.

Regarding the maturation objective, the Digi-NewB goal is to develop new, secure, and objec-
tive indices that lead to a better informed decision making in terms of when to stop monitoring,
to stop assisted ventilation, and to discharge patients from the NICU. The resulting system
should also be able to help identify infants who are at a high risk of apparent life threaten-
ing events, so that physicians can design specific strategies to monitor this at risk population,
specially after stressor events. Finally, it should also help identify infants at significant risk of
neurodevelopmental impairment and motor deficits, to allow for early intervention leading to
improved long-term outcomes.

One important characteristic of the Digi-NewB proposal, is that it aims to achieve these goals
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using only traditionally available data, and sound and video recording. Therefore, it wouldn’t
require any extra tests or examinations to be done, nor any additional sensors or hardware to
be in direct contact with the infants’ skin.

In Figure 1.3 we show a real-life example of the Digi-NewB set up for data collection in the
NICU of the University Hospital of Rennes. As it can be observed in the picture, the baby is
connected only to the usual heart rate monitoring system; cameras and microphones have been
set up, to record the movements and sounds of the infants, but these are not in direct contact with
the infants. This proposal allows for real-time continuous monitoring, without further disrupting
the infants’ environment in the NICU, which could negatively impact their neurodevelopmental
maturation, and without posing any extra difficulties for the healthcare personnel or for the
parents to interact with the infants.

Through these characteristics the Digi-NewB project addresses some of the weaknesses of
current practices in the NICUs. For instance, one of the main difficulties currently faced in
neonatal diagnosis is that the useful clinical signs and functional analyses are mainly qualitative
and are interpreted with a significant amount of subjectivity. Digi-NewB would offer an objective
and interpretable measurement derived from these clinical and physiological signs. Another
obstacle is that biological markers have a low specificity. However, by applying state-of-the-art
machine learning techniques that might help extract the most relevant information from these
biomarkers, and facilitate the combination of several signals into one single metric, the Digi-
NewB project could offer a higher specificity diagnostic metric. Furthermore, the evaluations of
maturity or LOS risk are not continuous and frequently invasive. By using physiological signals
that are continuously available, such as ECG, the DSS proposed could be used as a non-invasive
and continuously real-time diagnostic tool.

The Digi-NewB proposal could also be an improvement on the already existing AI-based
approaches. For instance, by proposing new features for the characterization of the HRV, it
might potentially offer better results for early LOS detection than currently accepted and used
in monitoring systems, such as HeRO. By integrating different physiological signals into the
system, it could offer a more continuous solution than systems such as RALIS. Similarly, on the
maturation target, by including ECG, respiration, video, and sound data, it could complement
the information given by currently proposed approaches, which are based on the study of the
function of the brain through EEGs and MRI.

The scope of the Digi-NewB project was very wide, ranging from data acquisition to the
presentation of the resulting monitoring systems in a user-friendly interface, and including many
intermediate steps such as data processing and feature extraction, data exploitation through
machine learning and data analysis techniques. Furthermore, this process had to be applied
simultaneously for several types of data (clinical signs, physiological signals, video image and
sound) with very different characteristics.
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Figure 1.3 – Real-life setting of the Digi-NewB NICU data acquisition system. The elements of
interest labeled in this picture are as follows: (1) Vital signs monitor (heart rate, respiration, and
oxygen saturation). (2) Digi-NewB cables for data acquisition from the vital signs monitor. (3)
Digi-NewB camera and microphone. (4) Radiant warmer control monitor [52]. (5) Digi-NewB
camera. (6) Digi-NewB computer for the acquisition and monitoring systems.

Therefore, different teams specialized in certain phases of the data processing or on specific
data types. The first stages of data acquisition were handled by physicians and nurses and a
team of engineers who handled the data collection from each of the hospitals involved in the
study and its transfer to the Signal and Image Processing Laboratory (LTSI, Rennes, France),
from which it was then made available to the other partners involved in the project. These data
was then processed and exploited by different researches in the project according to the data
type and stage of the processing.

In regards to the video data, multiple members of the LTSI were involved in processing
the data and exploiting it for several different objectives, including the automated detection of
the presence of infants in the incubators [53], and the estimation and characterization of the
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neonates’ movements [54]. Several studies have been done on the audio data as well, focusing
on the automatic detection [55] and tracking [56] of the infants’ spontaneous cries. Both video
and audio data were also exploited for the analysis of sleep stages in the infants ([57, 58].

Regarding physiological data, algorithms that had been previously developed in the LTSI
for the characterization of respiration rate [59] and bradycardia [60] in neonates were used for
the extraction of this type of features. For the analysis of the ECG signal [61] and extraction of
heart rate variability features [62] new methods were proposed under the frame of the Digi-NewB
project. The scope of the work done in this dissertation is a continuation of the work previously
done in this regard, and is limited to the exploitation of these features derived from heart rate,
respiration rate, and bradycardia signals that were acquired in the Digi-NewB project, through
the use of data analysis and machine learning techniques towards the objectives of early LOS
detection and maturation evaluation.

1.4 Conclusion

In this chapter we offered a definition of artificial intelligence and machine learning, and
explained the basic mechanism of some machine learning algorithms that have been widely used
for applications in the field of neonatology, and that will be used in the next chapters of this
dissertation. Then, we discussed the state of the art in the field of AI applied to neonatal care,
focusing in the current approaches to early LOS diagnosis, and the evaluation of maturation
in the preterm infants. Finally, we discussed the Digi-NewB project, in which the work of this
thesis is framed, and how it could improve current practices and machine learning approaches
in neonatal medicine.

From this discussion, it became apparent that in the area of early LOS diagnosis, improve-
ments could be made by introducing more features that can better characterize changes in heart
rate associated with infection. Also, by introducing more complex machine learning models that
might be better suited to capture variations in the heart rate over time. Regarding the matu-
ration target, we observed that there is currently a need for models that take into account the
physiological signals that are routinely and continuously available in NICU, such as a heart rate
and respiration rate. The next chapters of this dissertation will focus on addressing these needs.
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CHAPTER2
Early diagnosis of late onset sepsis in
premature infants using visibility graph
analysis of heart rate variability

2.1 Introduction

In the previous chapters we discussed the prevalence of late onset sepsis (LOS) in premature
infants and the fact that it is one of the main causes of morbidity and mortality in this population
[1]. Studies have found that prompt diagnosis and administration of antibiotics can significantly
reduce mortality ([2, 3]). However, the indiscriminate use of antibiotics must also be avoided,
as it can cause harmful side effects to the patients ([4, 5]) and further increase the level of
antimicrobial resistance [6], which is already considered a threat to global public health by the
World Health Organization [7].

Therefore, prompt and accurate diagnosis, leading to adequate use of antibiotics is the key to
decrease sepsis-related morbidity and mortality, while also protecting patients from unnecessary
antibiotic treatment. However, blood cultures and other laboratory tests used to diagnose sepsis
are invasive, take time, and present variations in their predictive value, especially in the early
phases of infection [8]. Alternatively, changes in the heart rate have been associated with neonatal
sepsis and have been suggested as a biomarker for LOS diagnosis. [9].

Heart rate variability (HRV) is defined as the variation of the duration of the interval between
consecutive heartbeats over a period of time. Diagnosis relying on heart rate and HRV have the
advantage of being non-invasive and readily and continuously available in the context of neonatal
intensive care unit (NICU). HRV analysis typically relies on three different categories of features:
time-domain, frequency-domain, and non-linear measurements. Previous studies have shown that
machine learning algorithms using HRV, based on these features as input, can be useful in early
detection of sepsis both in infants and adults ([10, 11, 12, 13]). More recently, network-based time
series analysis has also been applied to HRV ([14, 15]), and visibility graph features have shown
to be of interest for the diagnosis of different conditions known to alter HRV characteristics
([16, 17]).

Studies have found that some of the features derived from the visibility graph analysis of
the HRV time series have a weak correlation to the traditional features, both in adults [18] and
infants [19], which suggest that these features might add complementary information to HRV
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analysis. One previous study used network analysis of heart rate and blood pressure as input
features, alongside multiscale entropy features and clinical measurements from the patients’
electronic medical record, for a machine learning algorithm (MLA) that successfully predicted
sepsis in adults, achieving an area under the receiver operating characteristics curve (AUROC)
of 80% on the test population; an improvement of 7% over the AUROC obtained by their model
trained on only the multiscale entropy features and clinical measurements [20].

With the study discussed in this chapter, we aimed to test the diagnostic value of HRV
analysis integrating new visibility graph indexes when used in MLAs, in combination with the
traditional HRV features, to discriminate between septic and non-septic infants in a selected
population of premature infants.

In the following sections, we describe the database used for the study, and the chain of
treatment from acquisition of the electrocardiogram (ECG) to computation of the HRV features.
We describe the preprocessing of the data and generation of different variants of the feature set,
and the MLAs employed to predict sepsis in our population. Finally, we present the evaluation
of the machine learning models used on the different variants of the feature set, and then present
the results for two sample cases as examples of the differences in HRV between septic and non-
septic infants, and the predictions made by the best performing MLA. In the last section we
discuss these results and compare them with other results reported in the literature.

2.2 Materials and Methods

2.2.1 Population

The data used in this study is part of the database of the Digi-NewB cohort (NCT02863978,
EU GA n°689260). The cohort prospectively included preterm infants born before 30 weeks of
gestation, hospitalized in the NICU of six university hospitals in the western region of France
(University Hospitals of Rennes, Angers, Nantes, Brest, Poitiers, and Tours) in 2017-2019. The
collection of the data was carried out after approval by the ethics committee (CPP Ouest 6-598)
and informed parental consent. All the patients with available data having received more than
five days of antibiotics, beginning at least 72 hours after birth, were included in the LOS group.
The control group consisted of infants who did not receive antibiotics after the first three days
of life. For this study, we used data coming from 24 infants who developed LOS, and 25 control
infants.

The clinical characteristics of the preterm infants studied is presented in Table 2.1. The
results are presented as either median and interquartile range (IQR) or as the number of cases
and corresponding percentage. Comparisons between the two populations were performed using
Mann-Whitney U test or Chi-squared.

Patients in the LOS group were more premature than in the control group. LOS occurred at
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LOS Group (n=24) Control Group (n=25)
Gestational age (weeks) 26.5 (25.3-28) 28 (27-28.5) p <0.01

Birth weight (g) 840 (740-1025) 1107 (925-1260) p <0.01
Apgar at 1 minute 8 (5-9) 7 (2-8) NS
Apgar at 5 minutes 9 (8-10) 9 (8-9) NS

Male/Female 15/9 12/13 NS
Surfactant 17 (71%) 13 (52%) NS
Twins 5 (21%) 6 (25%) NS

Premature rupture of
membranes >12h 5 (21%) 7 (28%) NS

Cesarean section 12 (50%) 15 (60%) NS
Postnatal age at start of

antibiotics (days) 8.4 (5.6-10.5)

Delay between blood culture
and start of antibiotics (hours) 1 (1-2.5)

Table 2.1 – Characteristics of the study population.

8.4 (5.6-10.5) days after birth, with 17 cases of cocci gram positive bacteria on blood cultures.
The LOS group consisted of 17 cases of central line-associated bloodstream infection, five cases
of central line-associated infection without positive blood culture, and two clinically suspected
infections in patients without central line. The bacteria involved were Staphylococcus Haemolyti-
cus (n=5), Staphylococcus Epidermidis (n=4), Staphylococcus Warnerii (n=3), Staphylococcus
Capitis (n=2), Staphylococcus Aureus (n=2) and Enterococcus faecalis (n=1).

2.2.2 Proposed approach

The general approach we propose is described in Figure 2.1. In general terms, we acquired
the ECG data from both septic and non-septic patients. This data was processed to detect the
R peak and thus obtain the R-R peak interval time series, which was then segmented in periods
of 30 minutes. The HRV features were then extracted from each of these periods.

Afterwards there was a labeling process for each neonate, in which the first hours of mea-
surements were used as a calibration period, to which the measurements from the remaining
hours are compared. Then the hours before the beginning of antibiotic therapy, in the case of
septic infants, were labeled as infected. For the control population, we randomly selected a time
between the third and tenth day of life (corresponding to the time of late onset sepsis diagnosis
in the LOS group), and the hours before it were labeled as no-sepsis.

Different methods were then used to select the features to be passed as input to four different
MLAs. We used the leave-one-out cross-validation (LOOC) method, leaving one infant out in
each iteration, so each infant was at some point the test patient, while the rest formed the
training set. We used 8-fold cross validation, grouped by patients, in the training set to optimize
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Figure 2.1 – Proposed approach.

the hyperparemeters for each MLA.
The following sections will explain in greater detail each of the steps of our proposed ap-

proach.

2.2.3 Signal Processing

The ECG from the infants were obtained with a sampling rate of 500Hz. The RR intervals
were detected using a modified version of the Pan and Tompkins algorithm, with filter coeffi-
cients specifically adapted for newborns, as proposed in [21]. Afterwards, a sliding window of
30 minutes, with no overlap, was applied to calculate the RR series and from it all the HRV
parameters that will be described in section 2.2.4.

2.2.4 Extraction and Analysis of HRV Parameters

Time-Domain Measurements The time domain parameters calculated for this study were
the mean of the RR intervals (meanRR), the standard deviation (sdRR), the root mean square
of successive RR intervals (RMSSD), the maximum and minimum value for the RR intervals in
the time series (maxRR and minRR, respectively)[22], skewness, kurtosis [23], and AC and DC,
which characterize the acceleration and deceleration capacity, respectively, of the heart rate [24].

Frequency-Domain Measurements In the frequency domain we calculated the low fre-
quency power (LF), with limits 0.02-0.2Hz, the high frequency power (HF), with limits 0.2-2Hz.
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We also calculated these features in normalized units (LFnu and HFnu, respectively), and the
LF/HF ratio [22].

Non-linear Measurements The non-linear parameters include the sample entropy (Sam-
pEn) and approximate entropy (ApEn), which estimates the level of regularity and predictabil-
ity of the signal; the coefficients α1 and α2, obtained from the detrended fluctuation analysis
of the time series, and which represent, respectively, the short-range and long-range fractal cor-
relations of the signal; and the parameters SD1 and SD2, derived from the Poincaré plot, and
which reflect the short and long term variability, respectively [22].

Visibility Graph Indexes The visibility graph (VG) is a network-based time series analysis;
it converts the series into a graph that inherits several of its properties, by transforming every
data point of the time series into a node. For this we used the visibility graph criterion proposed
by Lacasa et al. in [25]. The horizontal visibility graph (HVG) is a subset of the VG, which we
calculated using the HVG criterion proposed by Luque et al. in [26].

Several indexes were computed to characterize each graph:
— The mean degree (MD_VG and MD_HVG, respectively) of all the nodes in the graph,

where the degree of a node is defined as the number of connected edges of the node. The
mean degree is a measure of the complexity of the network [27].

— The cluster coefficient (C_VG and C_HVG, respectively) is the average of the local
cluster coefficient of all the nodes in the graph, where the coefficient of a node is a
measure of how much its neighbors are also connected to each other, and is defined as
the ratio between all triangles involving that node, and the number of connected triples
centered on that node [27].

— The transitivity (Tr_VG and Tr_HVG, respectively) is a global version of the cluster
coefficient, and is obtained as the ratio between the number of triangles in the graph,
and the number of connected triples [27].

— The assortativity (r_VG and r_HVG), which is a correlation between the degrees of all
nodes on two opposite ends of an edge, with a graph being assortative if the connected
nodes have comparable degree (r > 0), and disassortative otherwise (r < 0) [28].

The details of how the graphs were constructed and how the indexes were calculated are
presented in appendix 2.A.

2.2.5 Data Analysis and Machine Learning

To prepare the data for analysis and machine learning, we first excluded all the 30-minute
segments with a maxRR greater than one second, or a minRR of less than 0.19 seconds. Af-
terwards, for the infected infants we selected all the remaining segments prior to the time of
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administration of antibiotics, which is the time we use as the time of LOS onset (t0); for the
infants in the control group we selected a moment at random between the third and tenth day
of recording as t0 (due to the fact that for our LOS group the median value for infection onset
is eight days after birth), and selected all the segments prior to that moment. Then, for each
infant we calculated the median value of each parameter over a calibration period; we tried three
different lengths of calibration period: (i) the first 24 hours of recording, (ii) the first 48 hours
of recording, and (iii) the first 72 hours of recording. For the rest of the 30-minute segments
of each infant, we subtracted from each feature the median value of that feature obtained over
the calibration period. In this way we obtained the calibrated features (∆features). Thus, we
generated three variants of the feature set, one for each different length of the calibration period.
Additional variants of the feature set were obtained by changing the time we considered as the
learning window (ti): we considered all cases starting from ti = -72 hours (that is, 72 hours
before t0) [29], until ti = -6 hours, with six hours increments. For the infected group we labeled
the entire duration of the learning window as infected, and for the control group as not infected.
Finally, for each variant of the feature set we considered two cases: one including the visibility
graph features, and one were they were excluded.

For the statistical analysis and machine learning process we used the LOOC method, leaving
one patient out in each iteration. For each variant of the feature set, we used the Mann-Whitney
U test to compare the LOS and control population in the training set on each HRV feature,
and thus retain only the features that yielded a p-value under 0.1 (MW). Then, we performed
principal component analysis (PCA) on the training data with all the features, as well as PCA
with only the features with p-value < 0.1 (PCA_MW); in both cases we retained the components
for 95% of the variance of the feature set. Thus, we created two different sets of features based
on PCA. We created a third set with only the features for which p-value < 0.1, which were
standardized (S_MW) before being passed to the MLAs.

We used each of these sets of features to train four different machine learning algorithms:
k-nearest neighbors (KNN), logistic regression (LogR), random forest (RandF), and support
vector machine (SVM). We used grid search with a per subject 8-fold cross validation split in
the training set to find the best hyperparameters specific to each algorithm to maximize recall
for each MLA. The list of the hyperparameters tested, as well as the best hyperparameters for
each algorithm, are presented in the appendix 2.B.

Finally, each algorithm trained with the best hyperparameters was tested on the patient
left out. This process was repeated until every infant in the database had been used as the
test subject (the patient left out). The probability curve thus obtained for every patient was
then smoothed by calculating for each point in time (equivalent to a 30-minute segment), the
probability of infection as the median value between the current predicted probability, and the
probability of the two previous segments.
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2.2.6 Evaluation Method

The evaluation of the performance of each MLA has been done in terms of its area under
the receiver operating characteristics curve (AUROC). Our main analysis focused on the perfor-
mance on the time window comprising the six hours before t0. However, we were also interested
in evaluating the performance during earlier periods of time to determine how early the infection
could be detected by the MLAs tested. For this purpose, we evaluated the AUROC on a sliding
window with a duration of six hours, starting at the interval between -6h to t0, and ending at
-48h to -42h, sliding with a 50% overlap. For both analyses the AUROC was calculated when
combining the predictions made for each patient. Confidence intervals for the AUROCs were
calculated using the methods and R library described in [30].

To analyse the value added by the visibility graph indexes to the models, we performed a
likelihood ratio test ([31, 32]) on the best performing model, to compare its performance when
the visibility graph indexes are included in the feature set to when they are not included. With
this test, a p-value under 0.05 means that the information added to the model by the new
features causes a statistically significant improvement on the model.

For the purpose of analysis and visualization of the predictions given by a particular MLA,
trained on a given variant of the feature set, and for a specific patient, we compared the predicted
probability of infection to a fixed threshold of 0.5 for all MLAs, although this might not be the
optimal threshold for that MLA. We chose this method to simplify the comparison between the
results from different MLAs, by comparing them all based on a set threshold. Thus we considered
a false negative as a probability lower than 0.5 for an infected infant, and a false positive as a
probability greater than 0.5 for a control patient.

2.3 Results

In this section we first present the behavior of certain measurements of the HRV analysis in
the whole population. Afterwards we report the predictive performance of the MLAs with the
different variants of the feature set. For simplicity, we only present the best results obtained.
Next, we present the HRV measurements which showed statistically significant differences be-
tween LOS and control group, and then we analyze the effect of varying the calibration and
learning windows on the predictive performance of the algorithms. Subsequently we consider
the effect of including the visibility graph indexes. Finally we present the results for two pa-
tients of our population, one from the control group and one from the LOS group, as sample
cases and to exemplify how our method could be used for monitoring in the NICU.
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Figure 2.2 – Median value of the ∆features over several days.

2.3.1 General Behaviour of Some HRV Parameters

In Figure 2.2 we present the comparison between the median values of the 24 infected in-
fants (in red) and the 25 control infants (in blue) for some of the calibrated HRV parameters
(∆features), for which a difference between both groups was easily observable. The green line
represents the time t0. The features shown in the figure were calculated using a calibration
period of 48 hours.

Figure 2.2a shows the median value of the ∆minRR for the control and sepsis groups, and it
can be observed that the value is generally higher for the LOS group, which is consistent with
an expected increase of the occurrence of bradycardia in the infected patients. In Figure 2.2b
we observe that the ∆LFnu is generally lower in the infected population in the days around the
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t0, as compared to the control group; this could reflect alterations in baroreflex induced changes
in HRV during sepsis. The ∆SD2 is also generally lower in the infected group, as observed in
Figure 2.2c, which correlates to the decreased HRV associated with sepsis. Similarly, Figure 2.2d
also shows evidence of a decrease of the ∆MD_VG in the infected infants, which also signals
decreased HRV in this group.

2.3.2 Predictive Performance of the MLAs

We evaluated the predictive performance of all the MLAs using every variant of the feature
set, created as explained in section 2.2.5, for a time window comprising the six hours before t0.
These results are presented in Table 2.2, where we show the variant of the feature set that gave
the best result, in terms of greatest AUROC, for each of the four types of MLAs we tested. The
upper part of the table shows the results when the visibility graph indexes were included in the
feature set, while the lower half displays the results obtained when these features were excluded.
The Features column specifies which feature selection technique was used to construct the feature
set (PCA, S_MW, or PCA_MW); the Calibration column indicates how many hours were used
for the calibration period; the ti column shows how many hours before t0 were used for the
training window. Finally, in the AUROC column we present the AUROC, and its corresponding
95% confidence interval (CI), achieved by the algorithm using the given variant of the feature
set on both the training and testing data.

In Table 2.2 we observe that the best performance for detecting whether a test patient is
infected or not during the six hours before t0 was obtained by the LogR algorithm, on the
feature set that included the visibility graph indexes, with 87.7% AUROC on the testing data.

MLA
Including Visibility Graph Features

Feature Set Variation AUROC (% [95% CI])
Feature Selection Calibration ti Training Testing

KNN S_MW 48h -30h 89 [88.7, 89.3] 77.7 [73.1, 82.3]
LogR PCA_MW 48h -42h 88.4 [87.9, 88.9] 87.7 [83.3, 92.2]
RandF PCA_MW 48h -6h 99 [98.6, 99.4] 81 [75.7, 86.3]
SVM PCA 72h -12h 91.5 [90.4, 92.6] 78.3 [72.1, 84.5]

MLA
Excluding Visibility Graph Features

Feature Set Variation AUROC (% [95% CI])
Feature Selection Calibration ti Training Testing

KNN PCA 48h -24h 87.9 [87.5, 88.3] 73.2 [66.9, 79.5]
LogR PCA_MW 48h -42h 82.2 [81.7, 82.7] 80.9 [75.9, 85.9]
RandF PCA_MW 48h -6h 98.4 [97.8, 99] 73 [66.4, 79.6]
SVM PCA 72h -6h 92.6 [91.7, 93.3] 82.3 [77.4, 87.2]

Table 2.2 – Best feature set variants for the six hours evaluation window and their respective
AUROC. AUROC are presented as median value and 95% confidence interval.
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All the MLAs performed better when the visibility graph indexes were included in the feature
set, except the SVM which performed better without the visibility graph indexes. Similarly, all
MLAs performed better when the calibration period used was of 48 hours, except the SVM
which performed better with a calibration period of 72 hours. This might be due to a more
robust calibration when using a 72h period, making it less sensitive to the HRV changes normally
associated with the first hours of life in neonates [33]; SVM might benefit from this more than
the other MLAs given its sensitivity to any noise or outliers in the training data [34].

Regarding the feature selection, LogR and RandF performed better when trained with the
PCA_MW features, while KNN performed better on the set of S_MW features, and SVM had
a better performance on the PCA of all the features. Finally, the best training window for KNN
was 30 hours before t0, for LogR it was 42 hours before t0, while for RandF and SVM the best
training window was when ti = -6 hours.

We also observe that, as expected, the AUROCs obtained from the predictions for the training
data are bigger than those obtained from the predictions for the testing data. For the KNN,
RandF, and SVM the difference between training and testing AUROC ranges from 11.3% to
25.4%. Instead, for the LogR the difference between the training and testing AUROCs is smaller,
at 0.7% when visibility graph features are included, and 1.3% when they are not. This suggests
that the main reason why the LogR, despite being one of the simplest of the MLAs we tested,
outperforms more powerful algorithms such as RandF and SVM, is because it is not over fitting
on the training data, while the other algorithms are.

In Figure 2.3 we show how the AUROC from the testing data changes for each algorithm
when evaluated on a sliding window of six hours, with a 3-hour overlap, between t0 and t0 =
-48 hours. For this, each algorithm was evaluated using its optimal variant of the feature set, as
presented in Table 2.2. We observe that all algorithms have an AUROC above 60% for all time
windows. Furthermore, LogR, RandF, and SVM have an AUROC above 70% since at least 42
hours before t0. In general, their AUROCs begin rising at 24 hours before t0 and until t0, with
LogR, RandF, and SVM ending with AUROCs of over 80%. We observe that the AUROC for all
algorithms present some oscillations over time, with the LogR being the most stable of the four.
This suggests that the oscillations might be due to the overfitting on the training data which,
as observed in Table 2.2, was more marked in the other three MLAs, and overfitting can cause
small changes in the test data to translate into significant changes in the predictions made.

When visibility graph indexes were excluded, the LogR model had a very similar performance
to the SVM, which was the best performing MLA in this case, with a difference in AUROC of
only 1.4%, and similar confidence intervals. Also, LogR is a simpler algorithm, faster to train
than the others, less prone to overfitting, and it outperformed all other algorithms when the
visibility graph features were included. for these reasons, from this point on we focus our results
and analysis concerning feature selection and the effect of visibility graph indexes on the results
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Figure 2.3 – Progress of the AUROC for the best performing MLAs configurations evaluated on
a sliding time window.

obtained with the LogR algorithm, using the feature set variant as presented in Table 2.2.

2.3.3 Feature Selection

For every variant of the feature set, we also implemented the Mann-Whitney U test to com-
pare the HRV calibrated features (∆features) of the control group to those of the infected group.
We applied this to the training data in every iteration of the LOOC procedure. For simplicity,
in this section we present the measurements that had p-value < 0.1, when the calibration pe-
riod was set at 48h, and the learning window at -42h, as presented in Table 2.2 for the best
performing MLA, LogR. In Table 2.3 we present the HRV features which had statistically sig-
nificant differences (p-value < 0.1) between LOS and control group in at least 50% of the LOOC
iterations for said configuration. The column Occurrence shows the percentage of the LOOC
iterations for which the given measurement showed statistically significant differences.

We observe that out of 28 HRV measurements considered, 24 were relevant (p-value < 0.1)
in at least 50% of the cases, when using a calibration window of 48h and a learning window of
-42h. Particularly, from the visibility graph features, four were relevant in 100% of the iterations:
MD_VG, Tr_VG, r_VG, and MD_HVG.
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HRV Feature Occurrence HRV Feature Occurrence
meanRR 100% HFnu 100%
sdRR 96.4% LF/HF 100%

RMSSD 100% SD1 100%
maxRR 98.2% SD2 96.4%
minRR 100% SampEn 100%
Skewness 100% ApEn 94.6%
Kurtosis 100% α1 73.2%

AC 98.2% α2 100%
DC 98.2% MD_VG 100%
LF 100% Tr_VG 100%
HF 98.2% r_VG 100%
LFnu 100% MD_HVG 100%

Table 2.3 – HRV measurements with statistically significant differences (p-value < 0.1) between
control and infected population. The column Occurrence provides the percentage of LOOC
iterations for which the feature is significant.

2.3.4 Optimization of the Calibration Period and Learning Window

To analyze the effect of varying the calibration window and learning hours, we evaluated
the AUROC for each possible combination when evaluated in the period of six hours before t0.
We did this for each MLA separately, and training and testing them on datasets built using the
feature selection method that gave the best result for that MLA, which were shown in Table
2.2. The results for this analysis are presented in Figure 2.4.

For the KNN, using S_MW as the feature selection, the results are shown in Figure 2.4a. We
observe that the best results are obtained when using 48 hours for calibration, and ti between
-42 and -24 hours. Although setting ti to -54 and -6 hours, still using 48 hours for calibration,
also gave results of at least 70%. For all the other configurations the AUROC remained below
70%, but greater than 57%.

In Figure 2.4b we present the results for the LogR algorithm, using the PCA_MW method
for feature selection for the training and test datasets. In this case the best results were also
mostly obtained when using the 48 hours calibration period, with the minimum AUROC for
that case being of 84.8%. Using 72 hours of calibration also gave good results; the best AUROC
for this case was obtained when using -42 hours in the learning window, at 86.7%, only 1% below
the best AUROC for this algorithm, which was also obtained with ti = -42h, but calibration
hours set to 48. Using the calibration period of 24 hours resulted in the lowest AUROCs for
the LogR. The lowest AUROC for this MLA was of 76.4%, obtained when using 24 hours for
calibration and -72 hours for the learning window.

The performance of the RandF algorithm was analyzed using the PCA_MW feature selection
method for the training and testing datasets, and the results are presented in Figure 2.4c. In this
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Figure 2.4 – Variations of the AUROC of the MLAs as the calibration hours and learning
windows change.

case the best results were also obtained using 48 hours before calibration and, in general, with
the learning window between -42 and -6, with the best case of all being 48 hours for calibration
and -6 hours for learning, which yielded an AUROC of 81%. In general, this algorithm performed
worse when using 72 hours for calibration, with the lowest AUROC (63.2%) obtained when using
ti = -30 hours, and 72 hours as the calibration period.

For the SVM we used the PCA feature selection method for analyzing the performance of the
algorithm, as the calibration and learning windows varied. These results are shown in Figure 2.4d.
For this algorithm we observed the greatest variation in the AUROC; even though SVM gave
the second best overall result of all the algorithms (82.3%, when using 72 hours for calibration
and -6 hours in the learning window), it is also the only algorithm that had AUROCs under
50%, with the worst performance being obtained using 72 hours for calibration and -66 hours
for learning, which yielded an AUROC of 28%. For this MLA, in fact, we observed an inverse
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relation between calibration hours and learning window: with a 24 hour calibration period, it
performed better with a wide learning window of between -72 to -60 hours; when the calibration
period increased to 48 hours, it performed better in the intermediate values of the learning
window, getting AUROCs over 70% with ti set to -48, -42, -30, and -18 hours; instead, with
the calibration window set to 72 hours, all learning windows wider than 12 hours had AUROCs
under 50%, but the best results for this algorithm were obtained using the calibration period of
72 and learning windows of -12 and -6 hours (AUROCS of 74.5% and 82.3%, respectively).

2.3.5 Effect of Visibility Graph Indexes

As it was shown in Table 2.2, the MLA with the best predictive performance for the six
hours before the infection was the LogR, using a calibration period of 48 hours and the time
for the onset of the infection set at 42 hours before the administration of antibiotics, using as
input features the principal components of the features with p-value < 0.1 (PCA_MW), and
including the visibility graph indexes in the feature set. This setting obtained an AUROC of
87.7%, which is presented as the blue solid line (Visibility) in Figure 2.5.

When excluding the visibility graph features, the LogR model, using the same calibration
period, learning window, and feature selection method as before, obtained an AUROC of 80.9%,
which is presented as the green dotted line (No Visibility) in Figure 2.5.

Thus introducing the visibility graph indexes in the feature set increased the performance
of the MLA by 6.8%. Furthermore, we performed a likelihood ratio test to determine if the
improvement obtained by the inclusion of the the visibility graph indexes to the feature set
is statistically significant, obtaining a p-value of 3.5e−6 in the training set, and 2.9e−4 in
the testing set. This indicates that the information added by the visibility graph leads to an
statistically significant improvement in the fit of the model.

2.3.6 Sample Cases

The two cases presented in this section illustrate the results obtained for two patients: one
from the LOS group and one from the control group. The patient from the control group was an
extreme preterm male, born at 27 weeks gestation, with birth weight of 1220g and Apgar score
of 2/8, and received 48 hours of antibiotics at birth for an unconfirmed suspicion of early onset
sepsis. He was treated with caffeine and nasal continuous positive ventilation with 23% oxygen.
He did not develop any infection during his stay in neonatology.

The patient from the LOS group developed LOS with positive blood culture which identified
an Enterococcus Faecalis on the 14th day of life. This patient was also an extreme preterm male,
born at 25 weeks of gestation, with birth weight of 730g and Apgar score of 5/7. The patient
received 48 hours of antibiotics at birth for an unconfirmed suspicion of early onset sepsis. He
was treated with caffeine and nasal intermittent positive ventilation with 28% of oxygen, and
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Figure 2.5 – Best predictive performance with and without visibility graph indexes six hours
before administration of antibiotics.

(a) Sepsis patient. (b) Non-sepsis patient.

Figure 2.6 – RR time series for 30-minute segments observed three hours before t0.

fed through a venous central line. At the time of clinical suspicion of LOS an isolated increase
in cardio-respiratory events was observed without other clinical signs. The results below show
that the proposed method would have been able to diagnose the emerging infection at least 12
hours before the clinical suspicion.

In Figure 2.6a we observe the RR time series from the LOS patient, corresponding to a period
of 30 minutes, three hours before the beginning of administration of antibiotics. In Figure 2.6b
we present the RR time series of a 30-minute segment from the control patient. In this figure
a difference we observe that the infected patient displays less variability in its heart rate in
comparison with the patient from the control group.
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(a) Sepsis patient.
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(b) Non-sepsis patient.

Figure 2.7 – RR time series and its corresponding visibility graph

In Figure 2.7 we present the visibility graph obtained from the RR time series presented in
Figure 2.6. To facilitate the visual interpretation of the graph, for both patients we have zoomed
into a window of only 300 beats of the time series, which is shown in the left side of the figures;
we have also highlighted some interesting beats and their respective nodes in the visibility graph:
in green, red, and magenta we highlight local maxima of the RR time series, and in grey local
minima. We observe that the beats that are local minima in the time series, in the visibility
graph convert into nodes that have very few connections and that are in the outer part of the
clusters. On the other hand, the nodes that are local maxima convert into nodes that connect
different clusters. In Figure 2.7a we observe that the low heart rate variability of the infected
baby translates into a visibility graph with less connections within clusters. In comparison, in
Figure 2.7b we observe that for the non-septic patient, the connections within each cluster are
denser.

The HRV measurements of these patients were calculated and calibrated. Thus, we obtained
the features that would be used by the MLA, some of which are shown in Figure 2.8, where
we compare the ∆features for the same non-septic (blue solid line) and septic (red dashed
line) patients shown in Figure 2.6, during the 12 hours before (t0). Differences in the HRV of
the non-septic and LOS patient can be observed in the four different types of measurements
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Figure 2.8 – Calibrated Features for Sample Cases.

we considered: time-domain (exemplified by minRR in Figure 2.8a), frequency-domain (LFnu
in Figure 2.8b), non-linear measurements (SD2 in Figure 2.8c), and visibility graph indexes
(MD_VG in Figure 2.8d). It’s important to note that the ∆features shown in Figure 2.8 are the
same as those shown in Figure 2.2, and that the features for these two sample patients follow
the same tendency observed when comparing the entire LOS group to the control group.

Finally, the predictions of the probability of infection over time for both sample patients
were calculated using the LogR model, with the configuration which yielded the best results in
the six hours before t0, and including and excluding the visibility graph indexes, as presented
in section 2.3.2. In Figure 2.9 we present the predicted probability during the 24 hours before
t0, and highlight in yellow the period corresponding to the six hours before t0.

The results for the infected infant are presented in Figure 2.9a, with the top row showing the
predicted probability (in blue) when the visibility graph features were included, and the bottom
row presenting the predicted probability (in blue) when these features were excluded from the
feature set. The black dotted line represents the threshold probability of 0.5. In the case where
the visibility graph indexes are included, observe that while the probability gets very close to
the threshold in the period between -24h and -22h, it never actually crosses the line, so there are
no false negatives. On the other hand, when these features are excluded there is a false negative
in the period between -24h and -22h.

In the case of the patient from the control group, presented in Figure 2.9b, when visibility
graph indexes were excluded there were false positives in the predicted probability of infection
(bottom figure), which was not the case when these features were included in the feature set
(top figure).
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(a) Septic patient. (b) Non-septic patient.

Figure 2.9 – Predictions six hours before t0.

2.4 Discussion

This study proposes a method for estimating the probability of LOS in premature neonates
using MLAs, with the aim to aid an earlier and more accurate diagnosis. Our proposed method
is based on extracting HRV features from the continuous heart rate (HR) monitoring, and
then using those features as input for the MLA. For this we use the traditional HRV features:
time-domain, frequency-domain, and non-linear measurements. However, we also propose the
inclusion of more novel measurements based on visibility graph indexes.

Previous studies have demonstrated that MLAs can detect sepsis in both adults and in-
fants. Unlike the method we have proposed here, most of these studies rely not only on HR
measurements, but may also include respiratory rate, blood pressure, motion, clinical signs, and
laboratory tests ([35, 36, 37, 38, 29, 39, 40, 41]). And among those studies that have focused
exclusively on HR or HRV measurements ([12, 10, 11]), we did not find any study that included
visibility graph indexes or network-based analysis. In fact, we could find only one previous study
that used visibility graph indexes of HR and blood pressure to diagnose sepsis in adults using
MLA, which found a improvement of 7% in the AUROC when these measurements were included
[20]. But to our knowledge, no previous study has used visibility graph indexes for diagnosis of
sepsis on premature infants.

Thus, one of our main findings was the contribution of visibility graph features to the per-
formance of the MLAs. We found that the AUROC of the best performing MLA improved by
6.8% when the visibility graph indexes were included. The likelihood ratio suggests that the
improvement introduced by these features is statistically significant, with p-value < 3e−4.

Another important aspect of our method is that we use the median value of HRV features
for each individual patient during a calibration period as a baseline reference for that patient,
and it is the difference between this reference value and the value measured for the following
segments what is actually passed as input to the MLA. A similar approach has been proposed
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before, both in adults, where one study reports using the mean value of the HRV metrics over
the first 24 hours of recording as reference value [42], and in premature infants, where another
study used a calibration period of 72 hours to predict sepsis based on HR, respiratory rate,
and clinical signs [29], however this study does not specify how the calibration was performed.
But this type of method might be specially useful in the case of evaluating HRV in premature
infants, for different studies have shown that differences in gestational age can imply significant
differences in the HRV of the infant. In our study the best results were obtained when using the
first 48 hours of recording as the calibration period.

In regards to the different MLAs evaluated, we found that LogR had a better performance
than the others, even though it was also the simplest one used. This might be due to the fact
that we did not have a very large population, and precisely due to its simplicity, LogR is less
likely to overfit on the training set. This is supported by that fact that all the other MLAs had a
significantly bigger AUROC on the training data than on the testing data, while this difference
was very small with the LogR. However, with a larger population better results could possibly
be obtained using more complex MLAs.

The fact that best performance was achieved when training the MLA using the 42 hours
before t0, for both infected and control patients, might be due to this yielding a bigger dataset
for the training of the MLA.

Concerning the preprocessing for feature selection, we obtained the best results when choos-
ing the measurements for which the comparison between LOS and control population had p-value
under 0.1, and then performing a PCA on those, finally passing the components that represented
95% of the variance as input for the MLA. This might be explained by the fact that different
relevant HRV metrics might reflect the same underlying information, and PCA helps to reduce
this information into fewer features.

The method we propose could be deployed in real time in a NICU setting, updating the
probability of late onset sepsis every half hour, based exclusively on the heart rate of the patient.
Although this method would require a 48h observation period before the first prediction is made,
in order to calibrate the system for the individual infant, this is not an impediment given that
late onset sepsis is defined as sepsis occurring after the first 72h of life.

2.5 Conclusion

Based on our findings, we propose a method for LOS diagnosis in premature neonates using
MLA based on HRV. Our first recommendation is to include visibility graph indexes, which are
a novel method for HRV analysis, alongside the traditional metrics for HRV, to construct the
feature set. Likewise, we recommend using a calibration period of 48 hours, proposing the median
value over this time as the baseline for each individual infant, and then measuring the variation
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in regards to this value. For training the MLA we recommend using the period of 42 hours before
the beginning antibiotic treatment in the case of the infected population, and continuous periods
of equal duration in the control population. For feature selection we recommend performing PCA
over the features with p-value under 0.1 when comparing the measurements for sepsis versus
non-sepsis population. Finally, for studies with a small population we recommend using logistic
regression for making the predictions.

It is also worth mentioning that an article based on the study presented in this chapter was
published in the IEEE Journal Biomedical And Health Informatics.

One drawback of this study, however, is that it was done on a small dataset, which might
have been one of the factors that favored logistic regression models over more complex MLAs.
It also required extensive feature selection and feature engineering to account for changes over
time in the HRV characteristics on the infants.

As more infants were added to the database in later stages of the work for this thesis, we were
able to overcome these disadvantages by testing more complex MLAs, such as recurrent neural
networks. While these models require larger datasets to train on, they offer the advantage of
possibly having better results and requiring less feature engineering, given that recurrent neural
networks are well suited to capture time patterns in the data that are related to the evolutive
process of infection onset. In the next chapter we dive into the details of the usage of these
models in our context.
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Appendices

2.A Construction of the Visibility Graphs and Calculation of
their Indexes

To construct the visibility graph (VG) every data point of the RR time series is transformed
into a node, and the connectivity between nodes is defined with the visibility criterion proposed
by Lacasa et al. [25]. By this criterion, two data values of the time series (ta, ya) and (tz, yz)
have visibility, and therefore are connected, if any other data point (ti, yi) placed between them,
so that ta < ti < tz fulfill the following condition:

yi < yz + (ya − yz) tz − ti
tz − ta

The horizontal visibility graph (HVG) is a subset of the VG, in which the connectivity
between nodes is defined by the criterion proposed by Luque et al. [26], by which (ta, ya) and
(tz, yz) have visibility, and therefore are connected, if:

∀ti ∈ ta, tz : ya > yi and yz > yi

We then calculated four indices from the VG and HVG thus obtained, in order to give a
numerical characterization of their properties.

2.A.1 Mean Degree

The degree of a node is the number of connections (or edges) it has. The mean degree (MD)
of the graph is then calculated as:

MD = 1
N

N∑
n=1

dn

Where N is the total number of nodes in the graph, and dn is the degree of node n [27].

2.A.2 Cluster Coefficient

The cluster coefficient (C) index quantifies how connected the neighbours of a node are. The
local cluster coefficient of node yn, cn, is given by:

cn = number of triangles connected to yn

number of connected triples centered on yn
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Where a triangle corresponds to three nodes that are connected to each other, and a con-
nected triple is a set of three nodes which can be reached from each other. In other words, a
connected triple is equivalent to a path formed by two edges, and in this case with node yn as
the central node.

Finally, the cluster coefficient C is calculated as the average of all the local cluster coefficients
of all the nodes in the graph [27]:

C = 1
N

N∑
n=1

cn

2.A.3 Transitivity

The transitivity (Tr) index also measures the density triangles in the graph, and is a global
version of the cluster coefficient. It is calculated as:

Tr = 3 x number of triangles in the graph
number of connected triples in the graph

The factor three assures that 0 ≤ C ≤ 1, given the fact that each triangle can be seen as
three different connected triples, one with each of the data points as the central nodes [27].

2.A.4 Assortativity

Assortativity (r) is a correlation coefficient between the degrees of the nodes on opposite
ends of an edge. It is calculated as:

r =
1
N

∑N
n=1 jnkn − [ 1

N

∑N
n=1

1
2(jn + kn)]2

1
N

∑N
n=1

1
2(j2

n + k2
n)− [ 1

N

∑N
n=1

1
2(jn + kn)]2

Where jn and kn are the degrees of the nodes at each end of the nth edge, and N is the total
number of edges in the graph.

A network is assortative if the connected nodes have comparable degree (r > 0 ), otherwise
the network is disassortative (r < 0 ) [28].

2.B Optimization of Hyperparameters

For each MLA we tested the same hyperparameters for every variation of the dataset, in each
iteration of the of the LOOC method. As explained in section 2.2.5, we did this by implementing
a grid search with an 8-fold cross validation split of the training dataset. However, for simplicity,
in this section we will show the different hyperparameters tested for each of the four MLAs, and
the combination of hyperparameters that was chosen most frequently (as percentage of the times
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it was chosen in the LOOC procedure) as the best configuration for the MLA when predicting
on the variation of the dataset that gave the best results in the window of 6 hours before t0,
and which was presented in Table 2.2.

Possible Combinations Best Hyperparameters
Number of Neighbors Weights Best Combination Occurrence
[5, 7, 11, 15, 21, 25, 31] [uniform, distance] [5, distance] 47.1%

Table 2.B.1 – Best hyperparametrs for KNN when trained with the best performing dataset for
the 6 hour evaluation window.

As presented in Table 2.B.1, for the KNN algorithm we adjusted two hyperparameters:
the number of neighbours to be considered, and the weights with which they were considered.
Uniform weight gives the same weight to all the points in the neighborhood, while distance
weight gives a higher weight to neighbours that are closer. The combination chosen most often
when training with the best variation of the dataset was with 5 neighbors, and weighted distance.
This combination was observed in 47.1% of the LOOC iterations.

Possible Combinations Best Hyperparameters
Penalty C Solver Best Combination Occurrence

l1 [0.001, 0.01, 0.1,
1, 10, 100, 1000] [liblinear, saga] [l2, 0.1, lbfgs] 97.1%

l2 [0.001, 0.01, 0.1,
1, 10, 100, 1000] [lbfgs, saga]

Table 2.B.2 – Best hyperparametrs for LogR when trained with the best performing dataset for
the 6 hour evaluation window.

Regarding LogR, we tested two different sets of combinations of hyperparameters, which are
presented in the left rows of Table 2.B.2. The combinations were restricted in this manner due
to the fact that the liblinear (Library for Large Linear Classification) solver does not support l2
penalty, while the lbfgs solver (based on the Limited-memory Broyden–Fletcher–Goldfarb–Shanno
algorithm) does not support l1 penalty. For this algorithm the best combination, as shown, was
observed in 97.1% of the LOOC iterations.

Possible Combinations Best Hyperparameters

Max. Depth Min. Samples
Split Num. Estimators Best Combination Occurrence

[50, 100, None] [2, 3] [300, 600, 1000] [50, 2, 600] 26.5%

Table 2.B.3 – Best hyperparametrs for RandF when trained with the best performing dataset
for the 6 hour evaluation window.

The results for the RandF are presented in Table 2.B.3. For this MLA we adjusted three
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different hyperparamters: the maximum depth of the tree (shown in column Max. Depth), the
minimum number of samples required to split a node (Min. Samples Split), and the number of
trees (Num. Estimators). In this case the best combination of hyperparametrs was a maximum
depth of 50, with minimum sample split of 2, and 600 decision trees; even though this was the
most frequently chosen as best combination, it occurred in only 26.5% of the LOOC iterations.

Possible Combinations Best Hyperparameters
Kernel Gamma C Degree Best Combination Occurrence

rbf [auto, scale] [0.01, 0.1, 1, 10,
20, 50, 100] - [rbf, auto, 0.1] 83.3%

poly [auto, scale] [0.01, 0.1, 1, 10,
20, 50, 100] [3, 5, 7, 9]

Table 2.B.4 – Best hyperparametrs for SVM when trained with the best performing dataset for
the 6 hour evaluation window.

For the SVM we adjusted the kernel, gamma, and C. In the case where the kernel was a
polynomial function (poly), there was a fourth hyperparameter to consider, which was the degree
of the polynomial. As shown in Table 2.B.4, in this case the most recurrent best combination
was chosen in 83.3% of the iterations of our method.
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CHAPTER3
Recurrent Neural Networks for Early
Diagnosis of Late Onset Sepsis in Premature
Infants Using Heart Rate Variability

3.1 Introduction

In Chapter 2 we discussed how changes in physiological signs, such as changes in heart
rate variability (HRV), have been associated with neonatal late onset sepsis (LOS) [1], and
detailed a study, carried out on a population of 49 premature infants, in which we showed that
a simple machine learning algorithm, using only HRV features as input data, could detect LOS
as early as 42 hours before the start of administration of antibiotics. In said study we showed
the improvement of the models’ performance when visibility graph indexes were included in the
feature set, which allowed us to achieve an area under the receiver operating characteristics
curve (AUROC) of 87.7% for the period of six hours before the start of antibiotics. However,
that method required significant feature engineering, including a calibration period of 48 hours
for each patient, to account for differences between the starting state of the patients and their
end state.

This is an important consideration when working with preterm infants, given that their HRV
characteristics undergo considerable changes during their stay in neonatal intensive care unit
(NICU), as their autonomic nervous system continues to mature [2]. Moreover, the process of
sepsis onset and its effect on HRV might also evolve over time.

Therefore, in this chapter we propose the use of recurrent neural networks (RNN) for the
diagnosis of LOS in preterm infants based on HRV. RNNs are a type of artificial neural network
specially well suited to analyse time series and exploit time-dependant patterns, because, as
explained in Chapter 1, the recurrent connections in the network allow it to have memory. Thus,
it would eliminate the need for intensive feature engineering or calibration periods in order to
succeed at the task of early LOS detection in premature infants. However, it would still have
the advantages of the method we previously proposed, of being non-invasive and continuously
available in NICU settings, and yielding a probability of LOS in close to real-time.

For this study we used a population of 259 premature infants, from whom we acquired
and processed the ECG signal to extract the HRV time series and features. Two models were
constructed: one using the HRV time series as input, and the other using the same HRV features
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as described in Chapter 2. The population was split into a training set, used to train the RNN
models, and the test set, used to evaluate the performance of the models. The evaluation was
done using the AUROC as the main metric. Finally, we also evaluate results from sample cases
to analyse how the proposed models could be used as a decision support system (DSS).

3.2 Materials and Methods

3.2.1 Population

The data used in this study is part of the Digi-NewB cohort (NCT02863978, EU GA
n°689260). The cohort prospectively included infants born between 25 and 42 weeks of ges-
tation, hospitalized in the NICU of six university hospitals in France (University Hospitals of
Rennes, Angers, Nantes, Brest, Poitiers, and Tours) in 2017-2019. Data collection was done with
approval by the ethics committee (CPP Ouest 6-598) and informed parental consent.

For this study, we considered only the premature infants in the cohort, born before 30 weeks
of gestational age; this included the infants in the population used for the study presented in
Chapter 2 and additional infants who were added to the database after said study was carried
out. Further selection of the patients was done retrospectively by a group of experts in neonatal
medicine, who classified the infants into either LOS or control group. This classification was
done according to the NEO-KISS protocol for nosocomial infection surveillance [3].

The resulting population consisted on 259 infants, of which 218 were in the control group,
and 41 in the LOS group. Both groups were further split by randomly choosing 75% of the
population of each group for the training set, and the remaining 25% for the test set. The final
number of infants in each group is detailed in Table 3.2.1. We used only the infants in the train
set to train the models, and reserved the test set only for the evaluation of the models.

Group Control LOS Total
Train Set 163 30 193
Test set 55 11 66
Total 218 41 259

Table 3.2.1 – Population

3.2.2 Signal Processing and HRV Features Extraction

The electrocardiograms (ECGs) were obtained with a sampling rate of 500Hz. R-peak de-
tection was done with a modified version of the Pan-Tompkins algorithm, with filter coefficients
adapted for neonates [4]. This was done in the same manner as described in section 2.2.3. Af-
terwards, the R-R interval time series were extracted; this is referred to as the HRV time series.
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At this point, two different segmentations of the HRV time series were done to generate two
different feature sets.

To generate the first feature set, we split the time series into smaller segments with a fixed
length of 1024 beats each; this is equivalent to approximately six minutes for an infant with a
heart rate of 150 beats per minute. We retained the timestamp of the first beat in the segment as
the timestamp associated with the segment. We refer to the feature set formed by these shorter
HRV times series as the HRV1024 time series.

To generate the second feature set, the original HRV time series were split into segments
with a fixed duration of five minutes. From each of the five minutes segments, we extracted the
same HRV features detailed in Chapter 2, which are categorized in four different types: time-
domain, frequency-domain, non-linear measurements [5], and visibility graph indexes. Finally,
five minutes periods corresponding to 30 continuous minutes were grouped together by calculat-
ing the median value of each of their corresponding HRV features. This was done to minimize
any noise in the data that could have resulted from artifacts in the ECG. Thus, the final feature
set consists of the time series of 28 features that characterize the HRV, sampled in periods of
30 minutes. We refer to this time series as HRVfeatures.

3.2.3 Data labeling

Given that the objective of early diagnosis systems is to reduce delays in the beginning of
treatment, we have defined the time of the LOS onset (denoted as t0) as the time of beginning
of administration of antibiotics.

For the training phase of the algorithm, both the HRV1024 and the HRVfeatures datasets were
labelled according to the following considerations. For the patients in the LOS group we included
all available data before t0. Based on the findings presented in Chapter 2, for the patients in
the training set belonging to this group we labeled all the time segments within the period of 42
hours before t0 as LOS, and any previous segments as not infected. For patients in the control
group we included all available data up to the eighth day of life, so the average length of the
time series for each patient in both groups would match. For the purpose of comparison with the
LOS group when evaluating the performance of the machine learning models, we assigned the
time of the last segment within this period as the t0 for each patient in the control population.

It is important to note that the labeling for the evaluation of the model phase, particularly of
the infants in the LOS group, was done differently. For the purpose of evaluating the behaviour
of the performance of the machine learning models in the entire population in terms of the
AUROC, the infants who belong to the LOS group were considered as always infected. We refer
to this as the population label, as it was done on a population basis: patients who belong to the
LOS population are labeled as LOS, and the patients in the control population as control. For
the purpose of observing the behaviour of the predictions for a single patient, we labeled each
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segment for the patients in the test set in the same manner as described for the training phase.
We refer to this as the segment label, as it is done on a segment basis; for patients from the
LOS group this means that only the segments belonging to the period of 42 hours before t0 are
labeled as LOS, while segments prior to this are labeled as control and, as usual, all segments
for the control patients are labelled as control.

3.2.4 Recurrent Neural Network

RNN are a type of artificial neural networks characterized by having recurrent connections
[6]. In this type of architecture, each unit has a hidden recurrent state whose activation at each
time step depends on the previous step. This feature allows RNNs to have memory, making them
specially well suited to analyse time series and detect time-dependant patterns and changes.

Another characteristic of RNNs is that they can handle input sequences of variable length
[6]. This makes RNNs a good choice for the problem of LOS diagnosis, given that the length of
the input time series might vary for each infant in the dataset, based on when they developed
LOS, or how much available data they have.

For the present study we used two types of RNNs units that are widely popular in recent
literature: long short-term memory (LSTM) units and gated recurrent units (GRU). Both types
of units have the capacity to capture dependencies of different time scales.

The characteristic feature of LSTM units [6, 7] is that they maintain a memory cell. The
output of the LSTM unit is then a function of the current input and of the content of the memory
cell. This is regulated by the output gate, which modulates the amount of memory content
exposure at the output. Furthermore, LSTM units also have a forget gate, which modulates how
much of the memory content is forgotten, while the input gate modulates how much new content
is added to the memory cell. Thus, the memory cell can be updated by partially forgetting the
existing memory and adding new content. Finally, both the output and the content of the
memory cell are transmitted to the next time-step. This is the characteristic that allows LSTM
units to easily carry relevant information over many time-steps in the input sequence, thus
capturing long-distance dependencies.

This is exemplified in the diagram presented in Figure 3.2.1a, where we observe that the
LSTM unit for a time-step t, receives the output from the previous time-step, yt−1, the contents
of the memory cell from the previous output, ct−1, and the input for the current time-step, xt.
These three inputs then pass through the forget cell, denoted by the dashed red line in Figure
3.2.1a, which decides which of the previous contents of the memory cell to forget. Next is the
input gate (yellow dashed line), which decides what new content to update in the memory cell.
Finally is the output gate (green dashed line), which using the contents of the input, the previous
output, and the updated memory cell, calculates the output of the current time-step. Both the
updated contents of the memory cell ct and the output yt are passed to the next time-step.
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Figure 3.2.1 – Diagram of the RNNs units. Adapted from [8] and [9]

GRUs [6, 10], unlike LSTM units, do not have memory cells. However, they are still able to
capture time dependencies, as they also have gates that regulate the flow of information inside
the unit. As shown in Figure 3.2.1b, the output of the GRU is a function of the output of the
previous time-step and the input of the current one. This is modulated by a reset gate, enclosed
in the red dashed lines in Figure 3.2.1b, which decides how much of the previous output to
forget, and an update gate (yellow dashed line), which regulates how much of the unit’s content
is updated at each time-step.

Each gate within the unit, whether it is an LSTM or a GRU, is similar to a single neuron or
unit in a feed-forward artificial neural network, in that it multiplies the inputs of the gate by a
matrix of weights before adding them, and then applies an activation function to the result of the
weighted sums. In this case, the activation function is either a hyperbolic tangent (represented
by th in the Figure 3.2.1) or a sigmoid function (represented by σ) [11]. The most standard
and widely used configuration of these units is using the activation functions as presented in
Figure 3.2.1. The x and + signs in the diagram represent pointwise product and pointwise sum,
respectively. The dimensions of the output, which are the same as the dimensions of the memory
cell in the case of LSTM, are determined by the dimension of the weight matrices in every gate.
Therefore, while the number of columns of the weight matrices might vary, depending on if it is
the weights associated with the input or with the output of the previous time-step, the number
of rows must be the same for every matrix and it is also the size of the output. This is the
dimension which is referenced to as the size of the cell or the size of the unit.

In RNNs, as in most machine learning algorithms, the weights are the parameters which
the model needs to learn and adjust during the training phase. However, unlike classical feed-
forward artificial neural networks, RNNs are not composed by multiple units in every layer.
Instead, one layer uses the exact same unit (with the same weights) on each input. The output
corresponding to the current time-step forms a feedback loop, connecting back to the same unit,
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when it receives the input for the next-step. Thus, the RNNs architecture for each layer consists
of exactly the same unit connected sequentially, hence the name recurrent neural networks. This
is also the characteristic that allows the same model to adapt to sequences of different length as
the input.

3.2.5 Proposed Models

In this study we aimed to test the performance of RNN models on two variants of the
dataset. The first variant, as explained in Section 3.2.2, was constructed by taking the HRV1024

times series, thus using the raw HRV signal. The second variant was constructed by using the
HRVfeatures time series, thus using more processed features, but still without requiring the
same level of extensive feature engineering and feature selection methods as used in the study
presented in Chapter 2.

Based on preliminary tests in which we varied the architecture and hyperparameters of
the RNN, we chose slightly different RNN architectures for each variant of the dataset. The
different model variations that were tested are presented in Appendix 3.A, while in the following
paragraphs we describe only the models that had the best performance, and on which the results
presented in this Chapter are based.

RNN model for raw HRV times series

The model we implemented for LOS detection based on the raw HRV time series, HRV1024

consists of an input layer, three hidden layers, and an output layer. The input layer takes
the raw HRV time series with length of 1024 beats, which is equivalent to one time-step in
the input sequence. The first two hidden layers use LSTM units. Specifically, the first LSTM
layer has internal cell size equal to 256, and the second LSTM has internal cell size equal to
64. The third layer consists of a fully connected layer, which is the typical feed-forward layer
architecture presented in Section 1.1.6. This layer was constructed with 32 fully-connected units,
using the rectified linear units (ReLU) [12] function as activation function. Finally, the output
layer consists of one unit with a sigmoid activation function that returns the probability of LOS
for each time-step as output.

RNN model for HRV featues time series

The model we implemented for LOS detection based on the time series of HRV features
consists of an input layer, two hidden layers, and an output layer. The input layer takes the 28
HRV features from one time-step (equivalent to 30 minutes) at a time. The two hidden layers
combine different types of RNN units, using a GRU, with internal sell size of 128, in the first
hidden layer, and a LSTM unit, with internal cell size of 64 in the second layer. The third layer
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consists of a fully-connected unit with a sigmoid activation function that returns the probability
of LOS for each time-step as output.

Both models were optimized using binary cross-entropy as the loss function, which is a
standard approach for binary classification problems, and the Adam algorithm as optimizer [13].

One important observation is that the data is strongly unbalanced, with more infants in
the control than in the LOS group. Furthermore, for infants in the LOS groups, all time-steps
belonging to the period previous to the 42 hours before t0 are also labeled as control, further
contributing to the data unbalance. Therefore, we assigned different weights to the samples of
each class in the train set, according to the following rule:

Sample Weight =


1 if the sample is labeled as control
Total number of control samples
Total number of LOS samples if the sample is labeled as LOS

(3.1)
Like so, the weighted sum of all the samples of one class will be equal to the weighted sum of

the other, thus avoiding a bias of the loss function in favor of the majority class during training.

3.3 Results

In this section we first present the performance of the model for the HRV1024 dataset, followed
by the results obtained with the HRVfeatures dataset. Then we present use cases of the best
performing model with infants from both the control and the LOS group, to demonstrate how
this approach could be employed as a DSS in a NICU setting.

3.3.1 Predictive Performance of the Model Using the Raw HRV Time Series

Using the same evaluation methods as in Chapter 2, the proposed model for the HRV1024

dataset achieved an AUROC on the test set of 70.7%, with 95% confidence interval (CI) [68.6%,
72.9%], when evaluated on the six-hour window preceding t0. In Figure 3.3.1 we show how the
AUROC evaluated on the test set (shown in blue) changes on a sliding window of six hours,
with a 3-hour overlap, during the 72 hours preceding t0. We observe that the RNN model has
an AUROC above 65% during the 18 hours before t0. After that point, the AUROC begins to
drop, reaching a minimum for the evaluation window of -36 to -42 before t0. The CI does not
display significant changes over the entire evaluation period.

However, we observe that the AUROC for the train set (shown in red) is consistently close to
100% for all the windows belonging to the period of 42 hours before t0. This corresponds to the
period that was labeled as LOS for the patients in the training set belonging to the LOS group.
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Figure 3.3.1 – Progress of the AUROC achieved by the RNN model on the raw HRV time series,
evaluated on a sliding time window of six hours, with 50% overlap. In blue we present the results
for the test set, and in red for the training set. The error bars represent the 95% CI.

After this point the AUROC drops dramatically, reaching nearly 60% for the last evaluation
window, 72 hours before t0. This is consistent with the fact that the model was trained using
segment labels, so it only learned to detect sepsis for the 42 hours before t0, and it is now
being evaluated on the population label. Therefore classifications before the -42 hours as not
infected for patients in the LOS group are penalized as miss classifications. The AUROC doesn’t
drop lower than 60% because the classification of control patients is the same with the segment
labels as with the population labels, so the predictions for control infants are correct under this
evaluation metric. From these observations we can infer that the model is strongly overfitting
the training set.

3.3.2 Predictive Performance of the Model Using the HRV Features Time
Series

Using the same evaluation methods, the model proposed for the HRVfeatures dataset achieved
an AUROC on the test set of 90.4%, with 95% confidence interval (CI) [88.1%, 92.6%], when
evaluated on the six-hour window preceding t0. In Figure 3.3.2 we show how the AUROC for
the HRVfeatures test set (shown in blue) changes on a sliding window of six hours, with a 3-hour
overlap, during the 72 hours preceding t0. We observe that the RNN model has an AUROC
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Figure 3.3.2 – Progress of the AUROC achieved by the RNN model on the HRV features time
series, evaluated on a sliding time window of six hours, with 50% overlap. In blue we present
the results for the test set, and in red for the training set. The error bars represent the 95% CI.

above 60% for all time windows. Furthermore, the AUROC is consistently above 70% since 48
hours before t0, and above 80% for the 24 hours before t0, until it peaks at 90.4% six hours
before t0. We also observe how the range of the CI is smaller for evaluation windows closer to the
infection onset, at approximately ±2% for the 12 hours before t0. It then gets progressively larger
for evaluation windows further from t0, peaking at 6.2% for the earliest evaluation window.

Similarly to the model for the HRV1024 dataset, we observe that the AUROC on the training
set (shown in red) is also approximately 100% for during the 42 hours before t0. This suggests
that this model is also overfitting the data. However, the fact that it still manages a good
performance, with AUROC of up to 90% on the test set indicates that the overfitting is less
pronounced for this case and still manages to generalize reasonably well to data previously
unseen by the model.

As this was the best performing model, in the next section we will observe in more detail its
behaviour by examining the results for some individual patients.

3.3.3 Sample Cases

To exemplify how the proposed method could be used as a DSS, in Figure 3.3.3 we show
the performance of the best model on three sample cases of patients belonging to test set. In
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(a) LOS Group Patient 1 (b) LOS Group Patient 2

(c) Control Group Patient

Figure 3.3.3 – Examples of the predicted probabilities of a patient having LOS. The blue solid line
represents the label assigned to a time period, and the red dashed line represents the probability
of LOS calculated by the RNN model.

this section we focus only on the RNN model that was trained and tested on the HRVfeatures

dataset, due to the fact it significantly outperformed the model that used the HRV1024 dataset.
In Figure 3.3.3a, we present the results obtained for a patient from the LOS group (LOS

group patient 1). As mentioned in Section 3.2.3, for the patients in this group we labeled the
period of the 42 hours before t0 as infected, and the rest as not infected. However, we observe that
the model estimates a very low probability of LOS from the beginning of the studied period and
until approximately 20 hours before t0, at which time it starts detecting a very high probability
of LOS for this patient; the probability remains very close to one until the end of the studied
period.

In contrast, in Figure 3.3.3b we observe the results for another patient belonging to the
LOS group (LOS group patient 2), for whom the probability of LOS estimated by the model
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rises before the 42 hour period labeled as sepsis. In fact, for this patient the probability of LOS
estimated by the model increases around 80 hours before t0, after which it remains close to one
for the reminder of the time.

Finally, in Figure 3.3.3c, we present a control patient for whom we observe that the prob-
ability of LOS estimated by the model is close to zero for the duration of the entire studied
period.

3.4 Discussion

The main contribution of the work presented in this Chapter is the proposal of a machine
learning model, based on RNN architecture, that uses only HRV data to produce reliable, early
diagnosis of LOS in preterm infants. The best model was based on the same features described
in Chapter 2, including the visibility graph features, and achieves an AUROC of 90.4% for
the period of six hours before infection onset, using only HRV features as input. This type of
architecture offers the advantage of being able to detect patterns that develop over time, without
requiring extensive feature engineering or feature selection processes.

Previous studies have suggested the use of RNN models, with vital signs and other clinical
data as input, for detecting sepsis in adults ([14, 15, 16, 17, 18, 19]). Studies targeted to sep-
sis diagnosis in neonates using artificial neural networks have mostly focused on convolutional
neural networks also using multiple signals as input [20]. One study proposed the use of a convo-
lutional neural network model with HRV features as input, which could potentially detect sepsis
approximately 22 hours before clinical diagnosis [21] .

Therefore, the method presented in this chapter represents a novel approach to LOS diagnosis
in preterm infants, and it has the advantage relying exclusively on HRV data, which can be
automatically processed from heart rate monitoring readings that are done continuously and
routinely in NICU. This also allows it to produce the LOS detection nearly in real time, being
able to measure an updated probability of LOS every 30 minutes. These characteristics make
the proposed method easy and practical to potentially implement in a NICU setting as a DSS,
complementing other clinical signs.

An interesting aspect of the results we obtained is that the AUROC of the best model
increases as the evaluation window gets closer to t0, while its 95% CI reduces. This is consistent
with the fact that the labeling of the samples, although based on the results of our previous
study, is still arbitrary as it is impossible to determine exactly when a particular patient became
infected, but as the evaluation gets closer to t0, the certainty that a patient is infected increases.
This is exemplified in the two sample cases of LOS patients we presented, where for patient 1 the
detection of LOS by the model occurred approximately 20 hours before t0, while for patient 2,
it occurred approximately 80 hours before t0. These differences between the results of individual
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patients might reflect the differences in the time each patient was infected, rather than periods
of incorrect detection.

Finally, regarding model built with the HRV1024 dataset, even though its performance was
not very good, with a maximum AUROC of 70.7% (nearly 20% lower than the model with the
HRV features time series), it is not be disregarded completely. As we observed in Figure 3.3.1,
although the AUROC is relatively low for the test set, in the training set it is fairly high for the
period of 42 hours before t0, which is the period in which the algorithm was trained to detect
LOS in infected patients. This suggests that the reason why the performance of the model is
so low is due to overfitting on the training set. This is not surprising, given that for the RNN
models, the number of parameters the algorithm has to learn depends on the number of input
features. In this case, each time-step has 1024 input features, as every point in the time series is
treated as a feature. Therefore, this model has considerably more parameters to learn than the
model using HRV features, which only has 28 features as input, but the population size is the
same for both cases.

However, the fact that the raw HRV time series model is able to fit so accurately to the
training data signals that the model is indeed capable of learning the characteristics of the HRV
time series that are associated with LOS, but that it would require more training data to be able
to generalize well to previously unseen inputs. This is also not surprising, as complex artificial
neural networks usually require thousands of data points to train on.

Thus, it would be recommendable to do further studies with RNN models using HRV time
series, or even the ECG directly, on a larger population of infants, as we now know this type
of model can extract the relevant information from this less processed data. And this type of
model not only has the advantage of needing even less preprocessing of the raw data, but also
they can work even closer to real-time. For instance, for an infant with an average heart rate
of 150 beats per minute, which is normal for a very preterm infant [22], a time series of 1024
beats is equivalent to approximately six minutes. This means that a model such as the one we
proposed for HRV time series could give an updated probability of LOS every six minutes, on
average.

3.5 Conclusion

In this chapter we proposed a method for early LOS diagnosis in a preterm infants, based
on recurrent neural networks.

We found evidence that suggests that such methods are capable of learning to differentiate
between LOS and control patients even when using raw HRV data as input. However, due
to the large amount of parameters the model needs to learn for this, further research with
bigger databases need to be done in order to avoid overfitting and achieve better results in data
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previously unseen by the model. Alternatively, other methods such as data resampling or data
interpolation to augment the database could also be tested.

We were also able to propose a model with a very high performance that uses HRV features,
including visibility graph indexes, for early LOS detection. This method achieves an AUROC of
more than 80% for the 24 hours before the clinical diagnosis of LOS and beginning of antibiotic
treatment, and it had a maximum AUROC of 90.4% for the period of six hours previous to LOS
onset. We also observed the behaviour of the model’s prediction in sample cases from individual
patients taken from the test set, both from the LOS and the control group. This serves as a proof
of concept that such an approach can potentially be deployed as a decision support system in
NICUs where, compounded with other clinical observations and the expertise of the healthcare
personnel, it could aid to achieve an earlier and accurate LOS diagnosis.

However, further studies should be done to evaluate the feasibility of applying such an
approach in real-life. Specifically, the model should be validated on an entirely new database of
infants, and adjusted if necessary. After this validation, we recommend the system to be tested
on a clinical trial, to evaluate its impact in infants’ mortality and length of hospital stay.

Finally, the methodology and results regarding the RNN model based on HRV features were
accepted as a conference paper to Computing in Cardiology 2021. This conference will take place
in September 2021 in Brno, Czech Republic.
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Appendices

3.A Optimization of the Model Architecture and Hyperparam-
eters

To optimize architecture and hyperparameters of the recurrent neural network (RNN) models
we tested eight different models for both the HRV1024 feature set and the HRVfeatures feature
set. Each of the eight models had the same architecture for both feature sets, meaning that they
had the same number of layers as well as the same type of unit per layer. However, given the
considerable difference in size of the input for each feature set, the units in the HRV1024 models
generally had a bigger internal cell size than those of the HRVfeatures models. The types of units
used to build the models were gated recurrent units (GRU), long short-term memory (LSTM)
units, and fully connected (FC) units, which are also referred to in the literature as densely
connected units.

In Table 3.A.1 we describe the eight models tested for each feature set. For each model we
present the layers from bottom layer (closer to the input) to upper layer (closer to the output).
The last layer, or output layer, of the models is always a fully connected layer with a single
unit, so that the models’ output is always a single number, which represents the probability
of LOS for the time-step given as input. As mentioned before, in the Table we observe that
the architecture, given by the type and number of layers, is the same for both HRV1024 and
HRVfeatures models, and only the cell size of the unit in each layer varies between the HRV1024

and HRVfeatures for each of the tested model architectures.
As mentioned in Section 3.2.5, the best performing model, in terms of the highest area under

the receiver operating characteristic curve (AUROC), for the HRV1024 input was different than
the best performing model for the HRVfeatures input.

— The best model for HRV1024 was model number 5, with two consecutive LSTM layers, of
256 and 64 internal cell size, respectively, followed by two FC layers, of cell size 32 and
1, respectively. This model is presented in Figure 3.A.1.

— For the HRVfeatures input the best model was number 4, with a layer consisting of GRU
with internal cell size of 128, followed by an LSTM unit layer of size 64, and finally the
FC layer with a single unit. This model is presented in Figure 3.A.2.

104



3.A. Optimization of the Model Architecture and Hyperparameters

Model Layers Cell Size/Number of Units
HRV1024 Model HRVfeatures Model

1

LSTM 256 128
LSTM 128 64
LSTM 64 32
FC 1 1

2
LSTM 256 128
LSTM 64 64
FC 1 1

3
LSTM 256 128
GRU 64 64
FC 1 1

4
GRU 256 128
LSTM 64 64
FC 1 1

5

LSTM 256 128
LSTM 64 64
FC 32 32
FC 1 1

6

GRU 256 128
GRU 128 64
LSTM 64 32
FC 1 1

7
GRU 128 64
LSTM 64 32
FC 1 1

8
GRU 256 128
GRU 64 64
FC 1 1

Table 3.A.1 – Architectures and Hyperparameters Tested to Optimize the RNN Models. The
layers for each model are presented from bottom or input layer, to upper or output layer. In
the case of the LSTM and GRU layers, the Cell Size/Number of Units columns refer to the size
of the unit, while in the case of FC layers, the Cell Size/Number of Units columns refer to the
number of units in the layer.
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Figure 3.A.1 – Architecture of the best performing model for the HRV1024 input feature set,
given by model 5 in the Table 3.A.1. X0 represents the input corresponding to the first time-
step for a given patient, in this case equivalent to 1024 consecutive beats, and Y0 represents
the corresponding output, which gives the probability of LOS for that time-step. Xn and Yn

represent the input and output, respectively, for the last time-step of the series corresponding
to the patient.
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Figure 3.A.2 – Architecture of the best performing model for the HRVfeatures input feature
set, given by model 4 in the Table 3.A.1. X0 represents the input corresponding to the first
time-step for a given patient, in this case equivalent 30 consecutive minutes, and Y0 represents
the corresponding output, which gives the probability of LOS for that time-step. Xn and Yn

represent the input and output, respectively, for the last time-step of the series corresponding
to the patient.

.
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CHAPTER4
Evaluation of maturation in preterm infants
through an ensemble machine learning
algorithm using physiological signals

4.1 Introduction

In Chapters 2 and 3 we used heart rate variability (HRV) to evaluate the risk of late onset
sepsis (LOS). However, HRV can also be an useful and non-invasive tool for evaluating the
status of the autonomic nervous system (ANS) [1]. In neonates and infants, HRV measurements
could be used to evaluate the process of maturation of their ANS ([2, 3]). HRV might also
have diagnostic value for different clinical situations in neonates and infants which are linked
to either congenital or acquired autonomic dysregulation. For instance, sudden infant death
syndrome (SIDS) [4], neonatal seizures [5], and hypoxic-ischemic encephalopathy [6] have been
associated with altered HRV.

Infants born prematurely are more susceptible to some of the aforementioned conditions when
compared to term infants ([7, 8, 9, 10, 11, 12, 13]). Therefore, premature infants constitute a
population of particular interest for the evaluation of their HRV as it is linked to the maturation
of their ANS.

However, healthy preterm neonates present an altered HRV compared to that of infants
born at term [14]. This translates into significant differences in time-domain [15], frequency-
domain ([16, 17, 15]), and non-linear HRV measurements ([16, 17, 15]). Furthermore, significant
differences have been found in the HRV of premature infants with different degrees of prematurity
[16], with HRV measurements approaching normal values with increased gestational age (GA)
[18]. Although the HRV parameters show an improvement with chronological age [19], these
differences in HRV continue to prevail even when the postmesntrual age (PMA) of the preterm
infants reach term equivalent age ([17, 20]), and for months afterwards [21]. While normative
data for the HRV of full-term neonates has been proposed ([2, 3]), this is not the case for preterm
newborns.

All these factors pose an obstacle for evaluating the maturation of preterm infants based
on their HRV. Moreover, using the HRV of preterm infants as a potentially diagnostic tool for
clinical conditions associated to autonomic dysregulation presents a greater difficulty, as even
the HRV of healthy preterm infants at theoretical term will seem abnormal if compared to that

111



Chapter 4 – Evaluation of maturation in preterm infants through an ensemble machine learning
algorithm using physiological signals

of healthy neonates born at full-term [22].

Previous studies have reported successfully using machine learning algorithms for the esti-
mation of the maturity of preterm infants. As we discussed in Section 1.2.2, one study used
functional magnetic resonance imaging of preterm infants at term equivalent age for predicting
the GA of the infants, which the authors proposed as a surrogate measure of the brain maturity
[23]. Another study used features derived from the electroencephalogram of preterm infants to
predict the PMA, which the authors proposed as a surrogate measure for the brain maturation
of the infants [24]. However, while the link between HRV, GA, and brain maturity (particu-
larly of the ANS) has been largely reported in the literature, and the use of HRV and machine
learning has been suggested to predict the prognosis of infants in the perinatal period [25], we
did not find any previous study that used HRV and GA in combination with machine learning
techniques, to evaluate the maturation process of infants during the period after birth.

Therefore, in this chapter we propose a method based for the use of a machine learning, with
HRV measurements and GA as inputs, and a functional maturational age (FMA) as output.The
FMA thus predicted, and its deviation from the PMA, which is measured clinically, could poten-
tially help physicians evaluate the maturation of premature infants throughout their stay in the
neonatal intensive care unit (NICU). This could also aid to the early detection of abnormalities
in the neurological development of the infants as they manifest in the HRV.

As we have mentioned, this study is framed in the Digi-NewB project, which has collected
not only HRV data from the neonates in its cohort, but also respiration, movement, bradycardia,
cry, and sleep data. Therefore, and although the method proposed in this study was initially
designed and developed for estimation of the maturation based on HRV features, we wanted the
approach and resulting algorithm to be general enough that it could be used for FMA estimation
using other types of data available in the project. Thus, we also tested the proposed method on
respiration rate variability (RRV) and bradycardia features, which were available in the project
at the time of this study. Similarly to HRV, RRV and bradycardia also show different patterns
with increasing GA and PMA of the infants ([26, 27, 28]), as well with certain pathologies in
neonates ([29, 30, 31]).

In the following sections, we describe the population used for the study, and the signal
processing from acquisition of the electrocardiogram (ECG) to extraction of the HRV features.
We describe the data analysis performed, as well as the machine learning algorithm we developed
to evaluate the maturation of the infants, and we explain the method used to evaluate the
resulting predictions. We also explain the steps taken to make the approach generic to different
data types available in the Digi-NewB project. Finally, we present the HRV features that were
used by the algorithm and the evaluation of the performance of the machine learning model
using these features, as well as with the other datasets used to validate the generalization of our
approach. Then we show the results for some sample cases. In the last section we discuss these
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results and compare them with others reported in the literature.

4.2 Materials and Methods

4.2.1 Population

The data used in this study is also part of the database of the Digi-NewB cohort (NCT02863978,
EU GA n°689260). The cohort prospectively included infants born between 25 and 42 weeks of
gestation, hospitalized in the NICU of six university hospitals in western France (University
Hospitals of Rennes, Angers, Nantes, Brest, Poitiers, and Tours) in 2017-2019. The collection of
data was carried out after approval by the ethics committee (CPP Ouest 6-598) and informed
parental consent.

The selection of the population of infants used for this study was done based on a three-step
clinical evaluation performed by two senior neonatologists. First, they selected the newborns
from the Digi-NewB cohort who did not present any of the following exclusion criteria: chest
compression for resuscitation at birth; severe neurological lesions (grade 3 or 4 intraventricular
haemorrhage, white matter lesions, hypoxic-ischemic encephalopathy); early onset sepsis; late
onset sepsis; enterocolitis; severe malformations; and preterm infants with a birth weight lower
than the 10th percentile for their GA. Second, both nenonatologists verified that, based on the
clinical health reports, the pre-selected infants presented trajectories during the entire period of
observation that could be considered normal for their GA. Third, both neonatologists met to
verify and share their evaluation, and in case of doubt or disagreement in one case, that infant
was excluded from the population.

The population was split into five categories, according to the GA of the infant: extreme
preterm (EP), very preterm (VP), late preterm (LP), early term (ET), and full term (FT). The
cut-off GA for each group, as well as the number n of infants in each group is detailed in Table
4.2.1. The definition of GA, PMA, and chronological age that we use throughout this chapter is
that proposed by the American Academy of Pediatrics [32].

The HRV, RRV, and bradycardia population were built from the same base population of

Group GA (weeks) HRV population
(n = 50)

RRV population
(n = 48)

Bradycardia
population
(n = 43)

EP [24, 28[ 9 9 9
VP [28, 32[ 14 14 14
LP [32, 37[ 12 12 11
ET [37, 39[ 6 4 3
FT ≥ 39 9 9 6

Table 4.2.1 – Population characteristics
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Figure 4.2.1 – Proposed approach.

50 infants, and the differences in the number of infants between them is due to the exclusion of
neonates which did not have enough recordings of good quality in the case of the RRV population;
or, in the case of the bradycardia population, because their data had not been processed yet for
the detection of bradycardia episodes and the extraction of the associated features.

For preterm infants, the data was collected from continuous monitoring, during 24 hours a
day, for the first three weeks of life. Afterwards, the monitoring was done also for 24 continuous
hours, but every ten days. In the case of ET and FT infants, the data was collected only for 24
continuous hours after the third day of life, to avoid the phase of early adaptation to extrauterine
life.

4.2.2 Proposed Approach

The general approach we propose is described in Figure 4.2.1. In general terms, we acquired
and processed the raw signals from each patient, in this case the electrocardiogram (ECG) which
was used for HRV, RRV, and bradycardia detection. The data is then segmented into shorter
periods of time, which length might vary according to the data type. From these periods the
features used to describe the HRV, RRV, or bradycardia are extracted.

Given the limited number of infants in our database, we used a subject based leave-one-out
cross-validation (LOOC) technique. Using the LOOC technique can help minimize over-fitting
of the machine learning algorithm, and the literature suggests it generally introduces less, or at
most equal, variance and bias as using a K-fold technique [33]. Thus, all the subsequent steps
of our algorithm iterate over the entire population, in each iteration one patient is used as the
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test set (the patient left out), and the rest of the patients are used as the training set.
Next we used a genetic algorithm for feature selection and an ensemble machine learning

(EML) algorithm [34] for the estimation of the PMA, which serves as the functional maturational
age (FMA). The EML algorithm we propose combines the output of linear regression (LR) and
random forest regression (RFR).

The following sections will explain in greater detail the different steps of our proposed ap-
proach. For signal processing and feature extraction we will detail only the HRV data, as this
data type was the main focus of our study. Details concerning the signal processing to obtain
the RRV data were proposed by Navarro et al. [35], and further information about the RRV
features used in this study are given in the appendix 4.A. The signal processing for bradycardia
detection was described by Altuve et al. [36], and information about the features used for this
study are given in appendix 4.B. However, the subsequent steps regarding feature selection and
the EML model are general and applicable to the different types of data.

4.2.3 Signal Processing and Extraction of the HRV Features

Using the same method described in Section 2.2.3, the ECGs were obtained with a sampling
rate of 500Hz. R-peak detection was done with a modified version of the Pan and Tompkins
algorithm, with filter coefficients adapted for neonates, as proposed in [37]. Afterwards, we
extracted the R-R interval (RRI) time series, and then segmented it into 30 minutes periods,
each of which was time-stamped so it could be associated to the corresponding PMA of the
infant.

For each infant in the database, we selected only the available data corresponding to the
first 12 weeks after birth. From each of the 30 minutes segments within the selected data we
extracted the HRV features. These are the same features described in Section 2.2.4, which are
categorized in four different types: time-domain ([38, 39, 39, 40]), frequency-domain [38], non-
linear measurements [38], and visibility graph indexes ([41, 42]). These HRV features, along
with the GA, compose our entire feature set and are shown in Table 4.2.2. We also retain the
time-stamp to be able to calculate the true PMA of the infant associated to the features from
each segment.

4.2.4 Data Analysis and Genetic Algorithm for Feature Selection

As a first step of our method for automatic feature selection, we calculated the Spearman
correlation between all variables and the PMA in the training set, and eliminated all the features
with a very weak absolute correlation to the PMA, (|ρxy| < 0.1). We did not eliminate any
features based on their correlation to each other.

Next, we standardized the remaining features, as it is recommended to do when using linear
regression models. Then we used a genetic algorithm [43] on the standardized features to find the
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Category Feature Abbreviation

Time-Domain

Mean duration of the RRIs meanRR
Standard deviation of the RRIs sdRR
Root mean square of the RRIs RMSSD

Maximum RRI maxRR
Minimum RRI minRR

Skewness of the RRI time series Skewness
Kurtosis of the RRI time series Kurtosis
Acceleration of the heart rate AC
Deceleration of the heart rate DC

Frequency-Domain

Low frequency power (0.02-0.2Hz) LF
High frequency power (0.2-2Hz) HF

LF in normalized units LFnu
HF in normalized units HFnu

The ration between LF and HF LF_HF

Non-linear
Measurements

Sample entropy SampEn
Approximate entropy ApEn

Short-range fractal correlation of the time series α1
Long-range fractal correlation of the time series α2

Short term variability derived from the Poincaré plot SD1
Long term variability derived from the Poincaré plot SD2

Visibility Graph
Indexes

Mean degree of the nodes in the VG MD_VG
Cluster coefficient of the VG C_VG

Transitivity of the VG Tr_VG
Assortativity of VG r_VG

Mean degree of the nodes in the HVG MD_HVG
Cluster coefficient derived from the HVG C_HVG

Transitivity of the HVG Tr_HVG
Assortativity of the HVG r_HVG

Non-HRV related Gestational age GA

Table 4.2.2 – Category, description, and abbreviation of all features included in the feature set

optimal combination for our EML algorithm. The genetic algorithm was configured as follows:

Population We used a population of 20 chromosomes. In a genetic algorithm context, a chro-
mosome encodes the information to be optimized. For this study, each chromosome had a length
equal to the number of features, so each gene corresponded to one feature. The genes were binary,
indicating if the corresponding feature was to be included or not in the final feature set. The
first generation was initialized randomly, and subsequent generations were generated through a
process of crossover and mutations.

Cost function To evaluate the cost (or fitness) of each chromosome, we used the mean abso-
lute error (MAE) between the estimated FMA and the true PMA as cost function. For this, we
trained the machine learning algorithm for which we were trying to optimize the features (either
LR or RFR), on the feature set corresponding to each chromosome and calculated the resulting
MAE of the FMA on the test set. The MAE was then used as the measure of cost, with a lower
MAE indicating a lower cost. The algorithm stores the chromosome with the lowest cost as well
as its associated cost. When a chromosome with an even lower cost is found, this information is
updated.
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Construction of new generations After the cost function was calculated for every chromo-
some of a given generation, a new generation would be constructed by ordering the chromosomes
of the last generation from lowest to highest cost, and taking the top 30% (that is, the 30% best
performing chromosomes) without changes and passing them on to the next generation. The
remaining 70% of the new generation would be constructed by taking the top 50% of the last
generation and designating them as the parent population; this population then undergoes a
crossover and mutation process to generate their offspring which will pass on to the next gener-
ation.

Crossover The algorithm selects two chromosomes from the parent population at random,
and performs a crossover operation, in which a new chromosome is created by taking half the
genes from one parent, and the remaining half from the other.

Mutation The offspring chromosome resulting from a crossover operation goes through a
mutation process, in which 10% of its genes are randomly chosen to change their value.

Stopping criteria The genetic algorithm would stop after reaching a maximum 150 genera-
tions or if the minimum cost remained constant for 30 continuous generations.

As the genetic algorithm is applied using the LOOC split of the population, it will result
in one optimized set of features for each infant. Thus, to get one unique feature set to use in
the EML algorithm, we retain only the features that appear in 50% or more of the optimized
feature sets.

Since the ensemble model we propose uses both LR and RFR, we implemented two instances
of the genetic algorithm: one with the target to minimize the MAE of the FMA (in weeks)
obtained by a LR model, and one with the target to minimize the MAE of FMA estimated by
the RFR model. Through this technique we obtained two new sets of features: one with the
optimal features for LR and one for RFR, both optimized to minimize the MAE.

4.2.5 Ensemble Machine Learning

Based on preliminary inspections of the behaviour of the HRV features, we observed that
some features displayed a linear relation to the PMA, while others seemed to have a non-linear
behaviour. During the early stages of the study we also observed that LR and RFR favored
different features. Therefore, we suggest the use of an EML model that combines LR and RFR.
This allows the exploitation of both linear and non-linear correlations between the features
derived from the physiological data and the PMA of the infants.

To build the EML model we first used the features selected as optimal for LR, by the method
explained in the previous section, to train the LR part of the model. The FMA estimated by
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this model, F̂MALR, is then added as an additional feature to the set of features selected as
optimal for the RFR by the method described in section 4.2.4. Then the RFR is trained using
this modified feature set as input, thus completing the training of EML model. Then, predictions
are made on the test patient. When there are multiple observations (equivalent to 30-minute
segments in the case of the HRV data) for the same day, the median value of all the FMAs
corresponding to the same day and, therefore, to the same true PMA, is calculated and given
as the predicted FMA for that day. Thus, the algorithm always gives only one FMA per day,
regardless of the amount of available observations.

The same process is repeated for every iteration of the LOOC method, until every infant in
the population has been used, at some point, as test patient.

4.2.6 Evaluation Method

To evaluate the accuracy of the model we compare the estimated FMAs with the PMAs of
each infant in terms of the mean absolute error (MAE) in weeks, which is given by:

MAE =
∑N

n=1 |FMAn − PMAn|
N

(4.1)

where FMAn is the age estimated by the model for a certain observation n, while PMAn is
the true PMA corresponding to the same observation. N is the total number of observations or
predictions for each infant.

Given that we used a LOOC technique to train and test the model, so each infant in the
population was at some point the test patient, we were able to calculate the MAE for each infant.
Therefore, we then calculated the mean MAE, its 95% confidence interval (CI), the range of the
MAE, and standard deviation (SD) over the entire population.

4.2.7 Generalization of the proposed method

In order to make the method described applicable to different types of data available in the
project in which this study is framed, we had to make several considerations.

Handling missing values While data types such as HRV and RRV do not have any missing
values in any time period for which recordings are available, this might not be the case for every
type of data. For instance, in bradycardia data there might be missing values which correspond
to features that would usually describe a type of bradycardia episode which did not occur during
a period of observation. Thus, it was necessary to include a method that would allow to handle
missing values.

The method incorporates different options for how to handle these cases. The user can choose
to drop the features for which more than a certain percentage of observations are missing, with
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the threshold also being adjustable by the user. To impute values on the missing data on the
remaining features, the user can choose between using the mean, the median, or the most frequent
value for that feature.

As a result, every feature F which has missing values, will be replaced by the feature F’,
which is constructed as follows:

F ′ =

f if the value was not missing in F

fi otherwise
(4.2)

where f is the value in the original feature F, and fi is the value calculated by the chosen
imputation method.

Whichever imputation method is chosen, for every feature that has at least one missing value
a new associated feature, F_wasMissing, is added to the dataset. This new feature is constructed
as follow:

F_wasMissing =

1 if the value was missing in F

0 otherwise
(4.3)

This feature is added because the information of whether a value was missing or not might
be relevant [44]. This is the case for bradycardia, where the number of bradycardia episodes
are expected to decline with increased PMA, so more missing values might be related to higher
PMA.

Feature filtering by Spearman Correlation In this step we excluded the features with
weak Spearman correlation to the PMA, before continuing to the genetic algorithm for feature
selection. For this, we set the threshold at 0.1, so that features with an absolute correlation value
under this threshold (|ρxy| < 0.1) would be eliminated from the feature set. We set such a low
threshold because a combination of features that are weakly correlated to the target variable
could contribute to the final prediction.

While datasets with many features, and many of which show a strong correlation with the
PMA, might benefit from this filtering step, datasets with less features, or which have a weak
correlation to the PMA, might not benefit from this. Thus, we have made this step optional.

Handling Categorical Features While HRV and RRV data only have numerical features,
other data types might contain categorical features, or these categorical features might result
from the missing data imputation process. Thus, we included the necessary provisions for the
method to be able to handle both numerical and categorical features. Under these provisions,
categorical features will be transformed into binary variables using one-hot encoding.
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Figure 4.2.2 – Overview of the generic tool proposed. Optional phases and steps are represented
framed by dashed lines. Phases and steps that are applied regardless of the data type are
represented framed by solid lines.

The resulting generic tool is represented in Figure 4.2.2 and can be viewed as a series of
blocks or phases. We represent phases or steps within each phase which are optional by framing
them in dashed boxes; the phases or steps that are general, regardless of the data type used as
input, are framed by solid lines. As observed in the figure, the method we propose takes the
data, regardless of type, as input, and produces an estimation of the FMA as output. The first
phase of the algorithm handles missing data by the method previously explained. This phase
is optional as it applies only to data with missing values. The next phase is feature selection.
While this phase is common to all data types, the step concerning filtering out the features with
weak Spearman correlation to the target variables, as it was previously explained, is optional.
The third phase is the EML model itself, where the FMA estimated by the LR model (FMALR)
is used as an additional input feature by the RFR, thus producing the final estimated FMA.

All the data analysis, feature selection, EML algorithm, and evaluation process were devel-
oped in a Python environment.

4.3 Results

In this section we first focus on the results related to the HRV data, presenting the results
of the feature selection method and the EML model for this data. Afterwards, we present the
results obtained when applying the same method to RRV and bradycardia data. Finally, we
show the results for two infants as sample cases.
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Figure 4.3.1 – Spearman correlation between HRV features and the target variable (PMA).

(a) Tr_HVG. (b) LF_HF.

Figure 4.3.2 – Weekly average of the Tr_HVG (left) and the LF_HF (right) features for the
entire HRV population. The error bars represent the standard error of the mean.

4.3.1 Selected HRV Features

The first step of the feature selection process was filtering out the features with a very weak
Spearman correlation to the PMA (|ρxy| < 0.1). Figure 4.3.1 shows the correlations between
all the HRV features, plus the gestational age, and the target variable (PMA). Based on this
criteria, at this stage the only HRV features to be eliminated from the feature set were meanRR,
maxRR, and Tr_VG.

The next step was using two instances of the genetic algorithm, each to optimize the feature
set for training a LR model and a RFR model, respectively. This was done using the LOOC
method, so we only retained for the final model the features that were present in at least 50%
of the LOOC iterations. The features obtained by this technique are listed in Table 4.3.1, and
in parenthesis we present the percentage of the LOOC iterations for which the feature was
chosen. We observe that the LR model favors mostly the time-domain features and visibility
graph indexes derived from the HRV, while the RFR model relies mostly on frequency-domain
features. From the non-linear measurements, both models use only one feature (ApEn), and also
both models use the GA, which is the only feature in the set which is not derived from the HRV.

The use of different features by the two different models indicates that some HRV charac-
teristics might have a linear correlation to the PMA (mostly time-domain features and visibility
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Category Linear Regression Random Forest Regression

Time-domain

sdRR (50%)
minRR (70%)

Skeweness (84%)
Kurtosis (56%)

minRR (92%)

Frequency-domain LFnu (62%)
HFnu (58%)

LF (74%)
HF (56%)

LFnu (100%)
HFnu (56%)

LF_HF (76%)
Non-linear measurements ApEn (60%) ApEn (78%)

Visibility Graph Indexes

MD_VG (72%)
C_VG 56%)
r_VG (50%)

C_HVG (80%)
Tr_HVG (76%)

C_HVG (88%)

Non-HRV related GA (90%) GA (92%)

Table 4.3.1 – List of features selected by the genetic algorithm for the linear regression and
random forest regression models. The percentage of LOOC iterations for which the feature was
chosen is presented in parenthesis.

graph indexes), while others (mostly the frequency-domain features) might have a non-linear
correlation to the PMA. This is exemplified in Figure 4.3.2, where we show the weekly aver-
age of two features for the entire HRV population. One of the features selected by the genetic
algorithm exclusively for the LR model was Tr_HVG, shown in Figure 4.3.2a, for which we
observe that its behaviour is, in general, monotonically related to the PMA. While Figure 4.3.2b
we display the behaviour of the LF_HF feature, one of the features which was selected by the
genetic algorithm exclusively for the RFR model and which does not show a linear relation to
the PMA.

4.3.2 Performance of the EML model on HRV data

Data type HRV RRV Bradycardia
Mean MAE (weeks) 0.93 1.39 1.39
Max. MAE (weeks) 2.01 4.33 4.31
Min. MAE (weeks) 0.03 0.02 0.03

SD (weeks) 0.54 0.93 0.99
95% CI (weeks) [0.78, 1.08] [1.12, 1.66] [1.08, 1.69]

Table 4.3.2 – Performance of the model on the HRV, RRV, and bradycardia data, as measured
by the mean, maximum, and minimum MAE, its SD and 95% CI.

We evaluated the accuracy of the EML model to estimate the functional maturational age
(FMA) on the test patient in every iteration of the LOOC process. To this end we calculated
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F

Figure 4.3.3 – PMA versus FMA for all infants in the HRV population, grouped by term.

the MAE, in weeks, of the FMA estimated by the model in relation to the PMA, for every
patient. From this we obtained the mean MAE, maximum MAE (Max. MAE), minimum MAE
(Min. MAE), the standard deviation (SD), and 95% confidence interval (95% CI) for the entire
population. These results are summarized in the first column of Table 4.3.2. We observe that the
mean MAE over the population is under one week, with the maximum at just over two weeks.
This, accompanied by a low SD and a narrow 95% CI suggests that the method is robust for
estimating the FMA.

Furthermore, in Figure 4.3.3 we observe the scatter plot of the PMA versus the FMA for the
entire population, grouped by terms. We observe that most observations fall reasonably close to
the dotted line which represents a perfect prediction, for which the PMA and the FMA would
be equal.

Most of the observations that are far from this line belong to EP infants (blue). This is also
the case for some VP infants (green). While LP (yellow), ET (red), and FT infants (magenta)
tend to have less error.

4.3.3 Validation of the Model on RRV and bradycardia Data

We also evaluated the performance of the EML model when it was trained and tested on
the bradycardia and the RRV data, respectively. The list of the selected features for these data
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F

Figure 4.3.4 – PMA versus FMA for all infants in the RRV population, grouped by term.

types can be found in the Appendix 4.B and Appendix 4.A, respectively. The results regarding
the estimation of the FMA are summarized in Table 4.3.2. We observe that both data types
have very similar results. The mean MAE is low, at under 1.4 weeks for both cases. However,
the performance is not as good as the one obtained on the HRV data, where we had a mean
MAE of 0.93 weeks. Likewise, the Max. MAE is also higher for these data types, with a Max.
MAE at around 4.3 weeks. On the other hand, the Min. MAE remains quite low and the result
is comparable to that obtained with the HRV data. The SD for these data remains under one
week, and the 95% CI also remains reasonably narrow. These results suggest that the method
we propose for FMA estimation can be used on different data types with reliable results.

The higher error obtained when using the RRV and bradycardia data might be explained by
the fact that these data types have, in general, a weaker correlation to the PMA as compared
to the HRV data. This is particularly true in the case of RRV data, for which we opted to not
perform the feature filtering by Spearman correlation, as it reduced the feature set to only a
few variables. Another factor which might contribute to a lower performance is that both the
RRV and bradycardia population (n=48 and n=43, respectively) were smaller than the HRV
population (n=50), which translates into fewer data to train the model on, a difference that is
specially marked for the bradycardia population, which is 14% smaller than the HRV population.

In Figure 4.3.4 we present the PMA versus FMA scatter plot for all the infants in the
RRV population, while in Figure 4.3.5 we present the results from the bradycardia population.
Although the results are more dispersed than for the HRV data, the general behaviour is the
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F

Figure 4.3.5 – PMA versus FMA for all infants in the Bradycardia population, grouped by term.

same, with EP (in blue) and VP (in green) infants presenting a smaller deviation in the FMA
for smaller PMAs, and the deviation increasing as they approach the term equivalent age.

4.3.4 Sample Cases

In Figure 4.3.6 we display the scatter plot of the true PMA versus the FMA estimated by
our model (in weeks) for two sample cases.

On the left (Figure 4.3.6a) we present the results obtained, with all three different types of
data, for an EP female born by C-section at 27 weeks and 6 days (27.86 weeks) of GA. She
was antenatally treated with corticosteroids and magnesium sulfate as recommended. Her birth
weight was 930 g with good adaptation to extra-uterine life (Apgar scores: 8-10) and no particular
complications during her hospital stay. We observe that for this baby, as the true PMA increases
so does the FMA estimated by our model. While this is true for all three data types used, we
observe that the FMA estimated using HRV data (presented in blue) are always closer to the
dotted line which represents a perfect prediction (for which the FMA and the PMA would be
equal). The results obtained with the bradycardia data (shown in magenta) are also relatively
close to this line, while it is the RRV data (presented in yellow) which displays the greater
dispersion and strays further from the dotted line. However, it is worth noting that for all the
data types the FMA is usually below the PMA for the observations that correspond to greater
PMAs. This is consistent with the fact that preterm infants display different characteristics than
full-term infants, even when they reach term-equivalent age [17].
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F

(a) EP infant.
F

(b) VP infant.

Figure 4.3.6 – True PMA versus Estimated FMA for sample cases, using HRV (in blue), RRV
(yellow), and bradycardia (magenta) data.

On the right figure (Figure 4.3.6b) we presents the results obtained for a VP female born by
C-scetion at 29 weeks of GA. She was antenatally treated with corticosteroids and magnesium
sulfate as recommended. Her birth weight was 1045 g with good adaptation to extra-uterine
life (Apgar scores: 2-10) and no particular complications during her hospital stay. Similar to
the previous case, we observe in this figure that as the true PMA increases, so does the FMA
estimated by our EML model with each data type. In this case both the HRV (blue) and
bradycardia (magenta) estimations stay closer to the line which represents the perfect prediction,
while once again it is the estimation obtained with the RRV data which shows the biggest error,
especially for the observations surrounding the 37.5 weeks of true PMA.

4.4 Discussion

In the study presented in this chapter we developed an automated estimator of the FMA for
preterm and full-term infants, which can be used as a surrogate measure of the maturational
age. The estimator is based on an EML model which is capable of making estimations using
different types of data as input, which could be extracted from the heart rate monitoring of the
infants, which is typically done in a NICU. While we focused our study on using HRV data to
estimate the FMA, we also showed that the model we propose can make estimations using RRV
and bradycardia data.

Previous studies took similar approaches, using brain imaging [23] or electroencephalogram
recordings of preterm infants [24] in combination with machine learning algorithms to estimate a
functional maturational age of the infants. However, we did not find any previous study that used
HRV data to produce such an estimation of the FMA. Thus, this study proposes a novel and non-
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invasive approach to the evaluation of the maturation of infants using HRV data. Furthermore,
all the previous studies we found that use machine learning to estimate a maturational age of
infants were dedicated to a specific data type. We did not find any previous studies that propose
a generic method for estimation of the maturational age using machine learning that can be
applied to different types of data acquired in a NICU setting.

Another novel feature of this study is that it includes visibility graph indexes to characterize
the HRV. This type network-based analysis has begun to be applied to HRV in the last decade
[45], and its use for the analysis of the HRV of premature infants has only recently been suggested
[46]. However, we showed in Chapter 2 that the inclusion of the visibility graph features add new
information about the HRV characteristics, resulting in better performance of machine learning
algorithms.

The EML model we propose combines LR and RFR to make the final predictions. This
allows the model to exploit information from the features in the data, whether their correlation
with PMA is linear or non-linear. To select the optimal feature set to train the EML model
we used genetic algorithms. The feature selection process was done separately for the LR and
for the RFR portions of the EML model, so that each element of the EML model would only
use the features optimal for it. In the case of HRV, this yielded interesting results, showing
that while LR predominantly favored time-domain and visibility graph features, RFR favored
frequency-domains features, suggesting that the later have a non-linear correlation to the PMA
of the infants.

An important characteristic of the method proposed in this chapter is that in the population
we used to train and validate the model we included preterm infants with varying degrees of
prematurity, as well as full-term infants, none of which manifested clinical signals of abnormal
maturation for their GA. Consequently, this method is well suited to evaluate infants regardless
of their GA. This is specially important in the case of the preterm infants because, to our
knowledge, no normative HRV data has been proposed for this population.

The performance of the model was very accurate, with a mean MAE under one week when
using the HRV data, and under 1.4 weeks when using the RRV and bradycardia data. Part of
the error in the estimations done by our model might be accounted for by the inherent error
associated to the PMA, due to the difference between the day of conception and the day of the
last menstrual period.

However, another interesting observation was that EP and VP infants presented more devi-
ation in their FMA when compared to their PMA. This might be explained by the fact that,
as mentioned before, there are differences in the HRV of preterm infants at term equivalent age
and that of infants born at term ([17, 20]). This explanation is supported by the fact that, for
both the EP and the VP groups, the observations with the biggest difference between the PMA
and the FMA occur for PMAs that are closer to term equivalent age. Thus, the increased error
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as the preterm infants reach term equivalent age reflects this expected delay in the maturation
of the preterm infants and suggests that the models we propose offers a good measure of the
maturational age of the infants.

This suggests that the model we propose might be a reliable tool for estimating the FMA
of neonates based on different physiological signals, and use it as surrogate measure of their
maturational age. In a NICU setting, this estimated FMA and its deviation from the PMA
could help physicians evaluate the maturation process of the infants in real time and without
need for invasive or additional tests.

4.5 Conclusion

In this chapter we proposed an automated, non-invasive method for estimation of the matu-
ration of infants during their first months of life, based on machine learning using different HRV,
RRV or bradycardia features. As these features are extracted from the heart rate or respiration
rate monitoring of the patients, this method has the potential to be used in real time and as a
bed-side tool in NICU settings, given that the EML model would require only a minimum of 30
minutes of continuous heart rate or respiration rate monitoring to produce an estimation of the
functional maturational age.

The method we proposed uses genetic algorithms to find the optimal features for the machine
learning algorithm, and combines linear regression and random forest regression to estimate the
FMA of the infant. We propose this estimated FMA as a surrogate measure of the maturation
of the infants. This measurement and its possible deviations from the PMA, which is measured
clinically, could assist clinicians in making decisions regarding assisted ventilation, discharge,
sleep management, and environmental care of the infants.

The study presented in this chapter was also the subject of an article which was recently
accepted with minor revisions in the IEEE Journal of Biomedical Informatics. It also led to the
development of a software which is currently being licensed.

This chapter focused on the evolution of healthy infants during their hospitalization in NICU.
In the next, we will test this method on a population of infants who presented complications
during their hospitalization in NICU. This would allow us to test the hypothesis that for these
infants the FMA estimated by the EML model should differ even more from the PMA than it
does for the population of healthy infants presented here.
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4.A RRV Features

For extracting the features used to describe the RRV, the respiration signal was acquired from
clinically applied ECG leads using the trans-thoracic impedance. The signal thus obtained was
first segmented into 30-minutes periods. From each segment, three time series were computed:

— Inspiration phase (Tin): This time series reflects the variability in the duration of the
inspiration phase, and was computed as the time differences between consecutive minima
and maxima in the respiration signal.

— Expiration phase (Tex): This time series reflects the variability in the duration of the
expiration phase, and was computed as the time differences between consecutive maxima
and minima in the respiration signal.

— Breathing cycle (Ttot): This time series reflects the variability in the duration of the entire
breathing cycle, and was computed as the time differences between consecutive minima
in the respiration signal.

From each of the these time series different features were extracted, resulting also in three
category of features. A fourth category of RRV features was used to quantify the number of
episodes of apnea.

The category, name, and a brief description of the features is presented in Table 4.A.1. For
simplicity, we only present the features that were selected by the genetic algorithm for either
the LR or RFR model, or both. The last two columns of the table represent whether the feature
was included or not in the LR and/or RFR feature sets.

Feature Category Feature Feature Description LR RFR

Ttot

Mean_Ttot Mean of the Ttot time series Yes No
Kurt_Ttot Kurtosis of the Ttot time series Yes No
Sk_Ttot Skewness of the Ttot time series Yes No
Med_Ttot Median Value of the Ttot time series Yes No
SD1_Ttot Standard deviation of the points perpendicular to the line of symmetry of the Poincaré plot Yes No
SD2_Ttot Standard deviation of the points along the line of symmetry of the Poincaré plot Yes No

SD2xSD1_Ttot The multiplication of SD2_Ttot and SD1_Ttot Yes No
SD2/SD1_Ttot The ration between of SD2_Ttot and SD1_Ttot Yes No
Rejection rate The number of rejected Ttot values due to the respiration being saturated Yes No

Tin
Median_Tin Median value of the Tin time series No Yes
SlopeInsp Median value of the slope of the inspiration phase Yes No

Tex Median_Tex Median value of the Tex time series Yes No

Apnea

nbApnea3s Number of apneas defined as cessation of breathing for more than three seconds Yes Yes

nbApnea2cyc Number of apneas defined as cessation of breathing with more than two missed
respiratory cycles Yes Yes

nbApnea3s2cyc Number of apneas with cessation of breathing for more than three seconds and more
than two missed respiratory cycles No Yes

nbApnea10s Number of apneas defined as cessation of breathing for more than ten seconds Yes No
Non-RRV related GA Gestational age Yes Yes

Table 4.A.1 – Category, name, and description of all RRV features included in either the LR or
RFR feature set.
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4.B Bradycardia Features

For the extraction of the bradycardia features, the bradycardia episodes were classified in
four groups, depending on the method used for bradycardia detection and the threshold of beats
per minute (BPM) considered:

— Yellow (Yel): Bradycardia episodes detected by the Philips monitor and which triggered
a yellow alarm.

— Red: Bradycardia episodes detected by the Philips monitor and which triggered a red
alarm.

— Under 100 BPM : Bradycardia episodes detected from the ECG signal using the method
described by Altuve et al. [36], and for which the heart rate fell under 100 BPM.

— Under 80 BPM : Bradycardia episodes detected from the ECG signal by the method
previously cited, and for which the heart rate fell under a threshold 80 BPM.

All four groups of bradycardia data were segmented into six-hour periods, from which several
features were extracted:

— Length (len): Duration of each bradycardia episode.
— T_min Time between the moment when the bradycardia episode was detected, and the

time of the minimum BPM for that episode.
— TDiifStart: Time between two consecutive bradycardia episodes.
— minBPMP rev: The difference, in BPM, between the heart rate previous to the detection

of the bradycardia, and the minimum BPM during the episode.
— minBPMF irst: The difference, in BPM, between the heart rate at the moment of detection

of the bradycardia, and the minimum BPM during the episode.
— SlopeP rev: Describes how fast the heart rate fell from the normal value previous to the

bradycardia episode, to the minimum BPM during the episode. It is calculated by the
following equation:

SlopeP rev = minBPMnP rev

T_min + 0.1s (4.4)

— SlopeF irst: Describes how fast the heart rate fell during the bradycardia episode. It is
calculated by the following equation:

SlopeF irst = minBPMF irst

T_min (4.5)

Finally, for each of these variables, in each of the four groups of detected bradycardia episodes,
the median value and standard deviation (SD) over the six-hour segment were calculated. Those
median values and SD were the features used as input for the FMA estimation algorithm de-
scribed in this study.

Some types of bradycardia episodes studied might not have been present in all six-hour
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segments in the database, resulting in missing or null values. Thus, some categorical features to
indicate whether a value was missing or not were generated by the algorithm when handling the
missing values, as explained in Section 4.2.7.

The final features sets selected by the genetic algorithm for the LR and RFR model, including
both features from the original feature set, and features generated during the handling of missing
data, are presented in Table 4.B.1.

131



Chapter 4 – Evaluation of maturation in preterm infants through an ensemble machine learning
algorithm using physiological signals

Feature LR RFR
lenYel (median) Yes Yes

TDiffStartYel (median) No Yes
TminYel (median) No Yes

lenYel (SD) Yes No
minBPMP revYel (SD) No Yes

T_minYel (SD) Yes Yes
lenRed (median) Yes Yes

T_minmRed (median) No Yes
lenRed (SD) No Yes

minBPMF irstRed (SD) Yes Yes
T_minRed (SD) Yes Yes

SlopeP rev100 (median)_wasMissing Yes No
SlopeF irst100 (median)_wasMissing No Yes

minBPMP rev100 (median)_wasMissing Yes No
TDiffStart100 (median)_wasMissing No Yes

len100 (median)_wasMissing No Yes
minBPMF irst100 (median)_wasMissing No Yes

SlopeF irst100 (SD)_wasMissing Yes Yes
TDiffStart100 (SD)_wasMissing Yes Yes

minBPMF irst100 (SD)_wasMissing Yes No
len100 (SD)_wasMissing No Yes

T_min100 (SD)_wasMissing Yes Yes
SlopeF irst80 (median)_wasMissing Yes Yes
SlopeP rev80 (median)_wasMissing Yes Yes
TDiffStart80 (median)_wasMissing Yes Yes

len80 (median)_wasMissing Yes Yes
T_min80 (median)_wasMissing Yes No

minBPMP rev80 (median)_wasMissing No Yes
minBPMF irst80 (median)_wasMissing No Yes

SlopeF irst80 (SD)_wasMissing Yes Yes
SlopeP rev80 (SD)_wasMissing No Yes

minBPMP rev80 (SD)_wasMissing Yes No
minBPMF irst80 (SD)_wasMissing Yes No

T_min80 (SD)_wasMissing Yes No
GA Yes Yes

Table 4.B.1 – Bradycardia features included in either the LR or RFR feature set. The name
of the features correspond to the name or abbreviation of the variable (len, TDiffStart, etc.),
followed by the bradycardia group (Yel, Red, 100, and 80), and in parenthesis if it is the median
value or the SD. Features with _wasMissing at the end indicate these are categorical features
added to indicate if the value in the original feature was missing or not.
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CHAPTER5
Evaluation of the Ensemble Machine
Learning Model on a Population of Preterm
Infants with Abnormal Maturation

5.1 Introduction

In Chapter 4 we proposed an automated method for the evaluation of maturation in healthy
premature infants based on an ensemble machine learning (EML) model. The proposed model
works by taking as input physiological signals and estimating a functional maturational age
(FMA) based on that information. We showed that this FMA had a small error in comparison
to the postmenstrual age (PMA) of the infants, and hypothesized that this error should be more
significant in a population of infants with abnormal maturation.

We base this hypothesis on the findings from previous studies, which were discussed at length
in Section 1.2.2. Some of these studies were able to determine, based on magnetic resonance
imaging of the brain from the perinatal period, which infants would present cognitive [1], motor
[2], or language [3] impairment at two years of age. This suggests that information acquired
during the perinatal period and neonatal intensive care unit (NICU) hospitalization can shed
light on the long-term maturation and development of preterm infants.

Another series of studies, proposed by Stevenson et al., also discussed in more detail in Section
1.2.2, had an approach more similar to ours, by also estimating a functional maturational age,
but based on electroencephalogram (EEG) data, and comparing it to the PMA. In the first of
these studies [4] they developed a machine learning model to estimate the PMA based on the
EEG data from healthy preterm babies who had normal outcomes at 12 months of age. In their
next study [5], Stevenson et al. included premature infants with abnormal neurodevelopmental
outcome at 12 months of age, and showed that they presented a larger difference between the
maturational age estimated from the EEG data acquired during the perinatal period and the
PMA than those with normal outcomes.

The findings from these studies further suggest that abnormal maturational outcomes in
preterm infants can be detected in the postnatal period, and that comparing a functional matu-
rational age estimated through machine learning models from physiological data, to the clinically
determined PMA of the infants, might serve as an objective metric to detect maturational de-
lays. This is consistent with the results we obtained on Chapter 4, where we showed we were able
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to estimate a FMA based on heart rate variability (HRV), respiration rate variability (RRV),
and bradycardia data, with a mean absolute error (MAE) that ranged from 0.93 to 1.39 weeks
compared to the PMA.

Consequently, in this chapter we aim to test our hypothesis that the difference between
the FMA estimated from physiological data and the PMA will be bigger for a population of
infants who had abnormal maturation during their stay in NICU. To do this we will train the
model designed in Chapter 4 in a population of premature infants who did not present any
complications or signs of abnormal maturation during their NICU stay. Then, we will test the
model on both healthy preterm babies with no obvious signs of delayed maturation during their
hospitalization, and on a population of infants who presented complications associated with
delayed maturation, to then compare the results obtained for each population. Similarly to the
previous chapter, we use HRV, RRV, and bradycardia features.

In the next sections we describe the population of infants used in this study, and how it was
classified into healthy and unhealthy populations, based on a number of conditions associated
with negative neurodevelopmental outcomes. We then explain how the data was split in training
and testing set. Afterwards we explain the evaluation metrics used to describe the results, and
then detail the results obtained by applying the model described in Chapter 4 on this train and
test set and compare the results obtained on the healthy test patients, to the ones obtained for
the unhealthy population. Finally, we discuss these results and their significance.

5.2 Constitution and Classification of the Study Population

The data used in this study is also part of the database of the Digi-NewB cohort (NCT02863978,
EU GA n°689260), which prospectively included infants born between 25 and 42 weeks of gesta-
tion, hospitalized in the NICU of six university hospitals in western France (University Hospitals
of Rennes, Angers, Nantes, Brest, Poitiers, and Tours) in 2017-2019. The collection of data was
carried out after approval by the ethics committee (CPP Ouest 6-598) and informed parental
consent.

The population of healthy infants used in this study is exactly the same as described in
Section 4.2.1, for all three datasets: HRV, RRV, and Bradycardia. Therefore the selection criteria
was the same as described in said section, and the data acquisition, processing and feature
extraction are also the same as described in Chapter 4. Although this population includes infants
born prematurely, which by its very nature is associated to inherent medical complications and
developmental delays compared to infants born at term, we will refer to this population as the
healthy population throughout this chapter, to differentiate it from the population of infants
who presented additional complications and who presented a delayed maturation even compared
to other infants born at a similar GA.
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Data Type HRV Features
Train/Test Set Train Test

Term GA
(weeks)

Healthy
(n = 40)

Healthy
(n= 10)

Abnormal Maturation (n = 54)
NL

(n = 6)
BPD

(n = 24)
NEC

(n = 2)
Multi.

(n = 22)
EP [24, 28[ 7 2 2 12 1 13
VP [28, 32[ 11 3 4 12 1 8
LP [32, 37[ 10 2 0 0 0 1
ET [37, 39[ 5 1 0 0 0 0
FT ≥39 7 2 0 0 0 0

Table 5.2.1 – Distribution by age and classification of the population in the HRV dataset. The
Multi. column refers to the infants who presented multiple conditions from the inclusion criteria
for the unhealthy population.

For the population of infants who presented abnormal maturation, the selection was done
by the same medical experts as for the healthy infants. The inclusion criteria were premature
infants who were diagnosed with at least one of the following conditions during their NICU hos-
pitalization: (i) interventricular hemorrhage (IVH) [6]; (ii) periventricular leukomalacia (PVL)
[7]; (iii) bronchopulmonary dysplasia (BPD) [8]; (iv) necrotizing enterocolitis (NEC) [9]. These
conditions where chosen as the inclusion criteria because all of them have been associated with
negative long-term neurodevelopmental outcomes for infants ([10, 11, 12, 13, 14, 15, 16]).

5.2.1 Classification of the Study Population Based on Data Type

For this study we will use three datasets: HRV features dataset, RRV features dataset,
and bradycardia dataset. The data acquisition, data processing, and feature extraction for each
dataset was done in the same manner as described in Chapter 4. Furthermore, as the feature
selection was already done in the previous study, here we will only use those features that the
genetic algorithm chose as optimal for each of the types of the dataset. These features were
shown in Tables 4.3.1, 4.A.1, 4.B.1, respectively.

It is important to note that that all three datasets were built using the same population of
infants, both for the healthy population and the population with abnormal maturation. There-
fore, any differences in the number of infants in each of these datasets is due to the exclusion of
neonates which did not have enough recordings of good quality in the case of the RRV popula-
tion; or, in the case of the bradycardia population, because their data had not been processed
yet for the detection of bradycardia episodes and the extraction of the associated features.

The information regarding number of infants in each dataset, as well as how these infants are
distributed in terms of their gestational age (GA) and medical history, is presented in Table 5.2.1
for the HRV dataset, Table 5.2.2 for the RRV dataset, and 5.2.3 for the bradycardia features
dataset.
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Data Type RRV Features
Train/Test Set Train Test

Term GA
(weeks)

Healthy
(n = 38)

Healthy
(n = 10)

Abnormal Maturation (n = 54)
NL

(n = 6)
BPD

(n = 24)
NEC

(n = 2)
Multi.

(n = 22)
EP [24, 28[ 7 2 2 12 1 13
VP [28, 32[ 11 3 4 12 1 8
LP [32, 37[ 10 2 0 0 0 1
ET [37, 39[ 3 1 0 0 0 0
FT ≥39 7 2 0 0 0 0

Table 5.2.2 – Distribution by age and classification of the population in the RRV dataset. The
Multi. column refers to the infants who presented multiple conditions from the inclusion criteria
for the unhealthy population.

Data Type Bradycardia Features
Train/Test Set Train Test

Term GA
(weeks)

Healthy
(n = 35)

Healthy
(n = 8)

Abnormal Maturation (n = 52)
NL

(n = 6)
BPD

(n = 24)
NEC

(n = 2)
Multi.

(n = 20)
EP [24, 28[ 7 2 2 12 1 12
VP [28, 32[ 11 3 4 12 1 7
LP [32, 37[ 9 2 0 0 0 1
ET [37, 39[ 3 0 0 0 0 0
FT ≥39 5 1 0 0 0 0

Table 5.2.3 – Distribution by age and classification of the population in the Bradycardia dataset.
The Multi. column refers to the infants who presented multiple conditions from the inclusion
criteria for the unhealthy population.

5.2.2 Classification of the Study Population Based on Gestational Age

The population was split into five categories, according to the gestational GA of the infant:
extreme preterm (EP), very preterm (VP), late preterm (LP), early term (ET), and full term
(FT). The cut-off GA for each group was determined based on the recommendations for preterm
birth [17] and for term birth [18] classification. The same rule was applied to every data type
(HRV, RRV, and bradycardia) and to both the healthy and unhealthy populations. This is also
consistent with how the classification by term and GA was done in Chapter 4.

The cut-off GA for every term group as well as the number n of infants in each group, for
both healthy and unhealthy population, in the HRV, RRV, and Bradycardia datasets is detailed
in Tables 5.2.1, 5.2.2, and 5.2.3, respectively.

The definition of GA, PMA, and chronological age that we use throughout this article is
that proposed by the American Academy of Pediatrics [19].
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5.2.3 Classification of the Study Population Based on Medical History

For the purpose of this study, the infants included in the population with abnormal matu-
ration (PAM) were further split into four categories. The first category is infants who presented
only IVH, PVL, or both, which we refer to as the neurological lesion (NL) population. The
second category is infants who only presented BPD, which we refer to as the BPD population.
The third category contains the infants who only presented NEC, which we refer to as the NEC
population. Finally, in the fourth category are all the infants who presented more than one of
the conditions listed in the inclusion criteria. We did this classification in order to be able to
evaluate if the model is more sensitive to some conditions than to others.

The fifth category under the classification based on medical history are the infants belonging
to the healthy population, who were considered to have a normal maturation pattern for infants
born at their GA. These, as we mentioned before, are the same infants included in the population
used for the study presented in Chapter 4, and the inclusion criteria for this population was
presented in Section 4.2.1.

5.2.4 Classification of the Study Population into Train Set and Test Set for
EML Model

The main difference in the methodology we will use in this chapter as compared to the
previous one is regarding how the EML model is trained and tested. In the study presented in
Chapter 4, we trained and tested the proposed model using the leave-one-out cross-validation
technique. However, although we retain the features that were selected as explained in Chapter
4, and we will use the same ensemble machine learning model architecture, in the present study
we will use a train/test split of the data and retrain the model on the training data.

We chose to use the train/test method in this occasion because we want to have one single
trained model for each data type, on which we can then test both the healthy test population and
the population of neonates with abnormal maturation. Using the leave-one-out cross-validation
method would instead yield a slightly different trained model for every healthy patient in the
population, making harder the comparison between results from the healthy and unhealthy
population.

Therefore, for the train set we have retained 80% of the healthy population in each dataset.
These were chosen randomly, but choosing the same percentage from every term group to avoid
bias towards any GA. Given that our hypothesis is that the model will estimate FMAs that differ
more from the clinically determined PMA for the infants that presented abnormal maturation in
comparison to those that were healthy during their NICU stay, no infants from the population
with abnormal maturation were used to train the model, as this could introduce a bias in the
model.

143



Chapter 5 – Evaluation of the Ensemble Machine Learning Model on a Population of Preterm Infants
with Abnormal Maturation

For the test set we retained the remaining 20% of the healthy population in each dataset. Also,
all the infants in the abnormal maturation populations were used exclusively as test patients.

5.3 Evaluation Metrics

In order the evaluate and compare the results obtained on the healthy test population to
those obtained in the population with complications related to abnormal neurodevelopmental
outcomes, we will calculate the mean, maximum, and minimum MAE for each category of the
population in the test set, as well as its standard deviation (SD) and 95% confidence interval
(CI). These are the same metrics we used in the previous chapter for the evaluation of the
model’s performance.

Additionally, to be able to objectively compare the results for each category of the population
in the test set we used the repeated measures correlation described in [20], and its associated
R language package [21]. We used this to study the correlation between the PMA and the
FMA estimated by the model. This type of correlation is specially well suited for cases such
as this, where each population might have a different number of patients, and the number of
measurements for each patient may vary, but every measurement is paired. This is so because
for every measurement of the FMA we also have its associated PMA, and vice versa.

The result of the repeated measures correlation is interpreted similarly to other correlation
metrics: a correlation of -1 indicates that the data has a perfect negative intra-individual associ-
ation between the variables; a correlation of 0 signals that the variables has no intra-individual
association; a correlation equal to 1 indicates that the data has a perfect positive intra-individual
association between the variables. Each correlation also has an associated p-value.

5.4 Results

In this section we present the results obtained by using the EML model we proposed in
Chapter 4 on the test set of each dataset of the population described in Section 5.2. Specifically,
we detail the results for the healthy test patients and for all the patients in the abnormal
maturation population, both for the entire population with abnormal maturation (PAM), and
for each of the categories into which we classified this population, as detailed in section 5.2.3.

5.4.1 Performance of the Model on Healthy and Unhealthy Population using
HRV Data

In Table 5.4.1 we present the results obtained in the HRV test set. We observe that the healthy
population has a very low MAE, of 0.92 weeks, and has a very strong correlation between the
PMA and FMA (0.91, p-value < 0.0001). All the other categories in the test population have
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Mean MAE
(weeks)

Max. MAE
(weeks)

Min. MAE
(weeks)

SD
(weeks)

95% CI
(weeks) Correlation p-value

Healthy (n = 10) 0.92 1.53 0.04 0.48 [0.57, 1.26] 0.91 < 0.0001
NL (n = 6) 1.91 3.31 0.56 1.07 [0.78, 3.03] 0.459 < 0.0001

BPD (n = 24) 1.14 2.33 0.05 0.78 [0.81, 1.48] 0.832 < 0.0001
NEC (n = 2) 2.50 2.65 2.36 0.2 [2.36, 2.65] 0.685 0.0009

Multi. (n = 22) 2.09 4.83 0.63 1.12 [1.59, 2.58] 0.705 < 0.0001
PAM (n = 54) 1.66 4.83 0.05 1.05 [1.38, 1.95] 0.74 < 0.0001

Table 5.4.1 – Performance of the model on the HRV test set, as measured by the mean, maximum,
and minimum MAE, and its SD, 95% CI, and correlation between PMA and FMA and its p-
value.

a lower correlation and higher mean MAE, maximum MAE (Max. MAE), and minimum MAE
(Min. MAE). The SD and the range of the 95% CI is also smaller for the healthy population than
for any other, except for the NEC population. This fact is probably due to the NEC population
having only two infants.

The bigger dispersion in the FMA values for the unhealthy population is also noticeable in
the scatter plot presented in Figure 5.4.1, where it can be observed that the healthy population
(in orange) tends to have results that are closer to the line for which the PMA and FMA are the
same, with only a few outliers. In comparison, all the populations with abnormal maturation
show more dispersion, displaying mostly an overestimation of the FMA in comparison with
the PMA between weeks 24 and 28. This is followed by an underestimation of the FMA in
comparison with the PMA, which becomes more accentuated starting on the 32nd week.

In the table we can also observe that the population with the least correlation between PMA
and FMA is the NL population, with a correlation of 0.46 (p-value < 0.0001). This population
also has a high mean MAE, at 1.91 weeks. This is almost one week more than the healthy
population. From all the subcategories of the unhealthy population, the one with the highest
correlation between PMA and FMA is the BPD population, with 0.83. This population also has
the lowest mean MAE among the population with abnormal maturation.

5.4.2 Performance of the Model on Healthy and Unhealthy Population using
RRV Data

Mean MAE
(weeks)

Max. MAE
(weeks)

Min. MAE
(weeks)

SD
(weeks)

95% CI
(weeks) Correlation p-value

Healthy (n = 10) 1.44 4.12 0.106 1.26 [0.54, 2.34] 0.655 < 0.0001
NL (n = 6) 2.06 2.91 1.24 0.54 [1.49, 2.62] 0.153 0.046

BPD (n = 24) 1.63 3.36 0.18 0.82 [1.28, 1.97] 0.461 < 0.0001
NEC (n = 2) 3.05 4.15 1.96 1.55 [1.96, 4.15] 0.453 0.068

Multi. (n = 22) 2.68 5.47 0.90 1.24 [2.13, 3.23] 0.333 < 0.0001
PAM (n = 54) 2.16 5.47 0.18 1.11 [1.85 2.46] 0.37 < 0.0001

Table 5.4.2 – Performance of the model on the RRV test set, as measured by the mean, maximum,
and minimum MAE, its SD, 95% CI, and correlation between PMA and FMA and its p-value.
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Figure 5.4.1 – PMA versus FMA for all infants in the HRV test set, grouped by population
classification based on medical history

Table 5.4.2 shows the results for the RRV test set. We observe that once again the healthy
population has the highest correlation between PMA and FMA and the lowest mean and mini-
mum MAE. From the unhealthy infants, those belonging to the BDP subcategory are the ones
with the highest correlation between PMA and FMA (0.461), and lowest mean and minimum
MAE. On the opposite end of the spectrum is the NL population, with a very low correlation
between PMA and FMA (0.153, p-value = 0.046), followed by infants that presented multiple
conditions (Multi.), for whom the correlation is 0.333 (p-value < 0.0001).

In Figure 5.4.2 we observe that the healthy infants (in orange) seem to be generally closer
to the diagonal for which FMA and PMA would be equal, while the population with multiple
conditions (in purple) seems to deviate from this line.

5.4.3 Performance of the Model on Healthy and Unhealthy Population using
Bradycardia Data

The results obtained on the Bradycardia test population are presented in Table 5.4.3. In this
case we also observe that the healthy population presents the smallest mean MAE (1.53), and
the biggest correlation between PMA and FMA (0.602, p-value < 0.0001), followed closely by
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Figure 5.4.2 – PMA versus FMA for all infants in the RRV test set, grouped by population
classification based on medical history

Mean MAE
(weeks)

Max. MAE
(weeks)

Min. MAE
(weeks)

SD
(weeks)

95% CI
(weeks) Correlation p-value

Healthy (n = 10) 1.53 2.76 0.02 0.88 [0.80, 2.26] 0.638 < 0.0001
NL (n = 6) 1.77 2.31 1.31 0.44 [1.31, 2.23] 0.353 0.0015

BPD (n = 24) 1.85 9.09 0.16 1.81 [1.10, 2.60] 0.602 < 0.0001
NEC (n = 2) 2.98 3.51 2.45 0.88 [2.45, 3.51] 0.178 0.525

Multi. (n = 20) 2.76 6.37 0.5 1.57 [2.03, 3.49] 0.341 < 0.0001
PAM (n = 52) 2.31 8.73 0.29 1.55 [1.89, 2.74] 0.441 < 0.0001

Table 5.4.3 – Performance of the model on the Bradycardia test set, as measured by the mean,
maximum, and minimum MAE, its SD, 95% CI, and correlation between PMA and FMA and
its p-value.

the BDP population with correlation 0.602 (p-value < 0.0001).
The NEC population is the one with the highest mean MAE, at 2.98 weeks, and lowest

correlation, at 0.178, however the p-value associated with the correlation is very high, at 0.525,
suggesting that this result is not statistically significant. This is not surprising, given the small
size of this population (n = 2). The population with the next highest mean MAE and lowest
correlation, is the population with multiple conditions (Multi.), with correlation 0.341 (p-value
< 0.0001) and mean MAE of 2.76 weeks.

In Figure 5.4.3 we present the scatter plot of PMA versus FMA for this population. We
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Figure 5.4.3 – PMA versus FMA for all infants in the Bradycardia test set, grouped by population
classification based on medical history

observe that the healthy population (in orange), even though it presents some outliers, tends to
have its results closer to the diagonal for PMA equal to the FMA, while the subcategories of
the PAM present more dispersion.

5.5 Sample Cases

In Figure 5.5.1 the results from four infants from the test set, to exemplify how the results
could be presented and analysed on an individual basis. The type of spider graph presented in
the figure, which was designed and implemented by other members of the Digi-NewB team, is
an alternative to the scatter plot visualization we presented for sample cases in Chapter 4. This
graph allows the presentation of the results along different axes, each one of them displaying
the functional maturational age related to a specific data type. Another axis displays the PMA,
in order to facilitate the interpretation of the results. These graphs could be easily adapted to
include more axis, if more data types were analysed, and they can also handle cases there are
data points missing for any of the axis.

In the graphs presented Figure 5.5.1, there are three axis corresponding to FMAs, one axes
for the FMA based on each data type we studied, namely HRV, RRV, and bradycardia (presented
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5.5. Sample Cases

(a) VP infant from the healthy population. (b) VP infant from the NL population.

(c) EP infant with BPD and NEC. (d) EP infant with NL, BPD, and NEC.

Figure 5.5.1 – Estimated FMA along each axes for sample cases from the test set.

as Brady in the graph). The fourth axes represents the PMA. The larger white circumference
corresponds to 38 weeks for any axes, while the smaller white circle corresponds to 34 weeks. For
any given PMA for which a FMA was estimated in at least one of the FMA axis, a quadrilateral
is drawn, with its vertexes anchored in each of the axis. In this figure we present the results
from multiple days in the same graph. If the FMA for a certain axis was calculated for that day
(corresponding to a specific PMA), the vertex in the corresponding axes is marked with a circle,
in the place that corresponds to the value of the estimated FMA, and solid lines are used to
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draw the sides of the quadrilateral connecting it to other vertexes. If the FMA for a certain axis
corresponding that day is missing, then for visualization purposes, the vertex is marked without
the circle, and is placed in the value along the axes that corresponds to the true PMA for that
day, with dotted lines connecting it to the neighboring vertex.

Figure 5.5.1a shows the results obtained for an infant in the healthy population of the test set.
This is a very preterm female infant, born at 29 weeks of gestational age, and who was considered
by the neonatologists in the team to have a normal maturational trajectory for infants born at
a similar GA. We observe that for this patient, the quadrilaterals in the graph corresponding to
different days all have approximately square shapes, which suggests that the FMAs calculated
from each data type were similar, and that they were also similar to the PMA. We observe that
the last data point corresponds to approximately 38 weeks of PMA, the FMAs corresponding to
this day along the HRV and bradycardia (denoted as Brady) axis, even though they are bellow
38 weeks, they are still reasonably close to the 38 weeks, which seems to suggest there is no major
neurodevelopmental delay in this infant. Along the RRV axis we observe that, while there were
several days with data available, the data corresponding to the last two days with measurements
did not have RRV data, this is denoted by the type of vertex drawn and the dashed lines.

In Figure 5.5.1b we show the results for a VP female infant born at 30 weeks and 5 days of
GA. This infant belonged to the NL population, who was diagnosed with IVH. For this infant
we observe that the shape of the quadrilateral is more irregular, with the highest PMA value,
which is slightly over 38 weeks, corresponding to very low values along all FMA axis, where
the value is closer to the circle that corresponds to 34 weeks. This suggest that the FMA is
considerably lower than the PMA for all the data types we analysed.

Figure 5.5.1c corresponds to the results from an EP female patient born at 28 weeks and
6 days of GA. This patient belonged to the population with multiple conditions. Specifically,
she was diagnosed with BPD and NEC. We observe that this is one of the patients for whom
there was no bradycardia available. In the graph, this is denoted by the drawing of the vertex
itself, which is not marked with a circle, and the dashed lines that connect it to the neighboring
vertexes. Therefore, for the bradycardia axis, each vertex is placed in the value corresponding to
the PMA. On the other hand, for the HRV and RRV, there are a lot of data points, which allows
to observe how for the earlier days of life (represented by the darker blue quadrilaterals closer to
the center), the PMA and the FMAs estimated from the HRV and RRV data were very similar,
resulting in the corresponding quadrilaterals being nearly square. However, in later days, as the
PMA continues to increase, the HRV and RRV FMAs lagged behind, and never measured more
than 34 weeks, even when the last measurements correspond to a PMA of more than 38 weeks.

Finally, in Figure 5.5.1d we present the results from a VP male infant, born at 28 weeks
and 3 days of GA. This infant was also in the population with multiple conditions, and was
in fact diagnosed with NL, BPD. and NEC. For this infant we observe that the quadrilaterals
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drawn for each day have very irregular shape. Also, the estimated FMAs have a very erratic
behaviour, as some of the FMAs corresponding to a higher PMA have lower values than the
FMAs corresponding to a lower PMA. This is particularly clear in the RRV axis, where we can
observe that while the FMA corresponding to approximately 34 weeks of PMA was estimated
with a very small error, the FMA estimated for a PMA of over 38 weeks was considerably below
34 weeks and also below the FMA estimated at 34 weeks PMA. However, and even though
the HRV FMA was also severely underestimated, with at least four weeks of error, the biggest
underestimation was for the bradycardia FMA. For this data type, the estimated FMA never
reached the 34 weeks, even when the last PMA was over 38 weeks.

5.6 Discussion

In this chapter we applied the ensemble machine learning model we developed in Chapter 4
to try and estimate the functional maturational age of neonatess who presented complications
during their NICU hospitalization, which have been documented to have a negative impact in the
short and long-term neurodevelopmental outcomes of the infants. We referred to this population
as the population with abnormal maturation, or PAM, and our hypothsesis was that the FMA
estimated for these infants would differ more from their PMA than for a population of healthy
infants. To test this hypothesis, we retrained the EML model on a population of only healthy
infants who did not present any health complications or signs of abnormal maturation for infants
of born at their gestational age. We estimated the FMA for a test population of healthy infants
and for the PAM, and calculated the difference between PMA and FMA in terms of the MAE
and the correlation between the two. To determine if the model was more sensitive to some
medical conditions than other, we also did this analysis for subcategories of the PAM.

Our main finding was that, as hypothesized, the healthy test population displayed a lower
MAE and a higher correlation between PMA and FMA than the PAM and than any subcategory
of the PAM. This was true for each of the datasets we tested, which were the HRV, RRV, and
Bradycardia datasets. The results obtained in this population were also consistent with the
results we obtained in Chapter 4, where we only focused on a healthy population for the purpose
of developing and validating the model.

We also observed that, of the three datasets, HRV had the least MAE and the highest
correlation for the healthy infants, with the Bradycardia dataset being in the opposite end of
the spectrum. This might be due to a combination of factors. The first being that there are
differences in the size of the train set for each dataset due to the available data. The HRV train
set was the biggest (n = 40), followed by the RRV train set (n = 38), and bradycardia being the
smallest (n = 35). This might cause the model to perform better on HRV data just by having
more examples to train on and thus being able to generalize better. The other contributing

151



Chapter 5 – Evaluation of the Ensemble Machine Learning Model on a Population of Preterm Infants
with Abnormal Maturation

factor might be that, as discussed in Chapter 4, RRV and Bradycardia features are less strongly
correlated to the PMA than HRV features. Therefore, these data types might need even larger
datasets for the model to perform as well as it does for HRV.

Regardless of these limitations, the model still seems to be sensible to disruptions in the
maturation of the infants for all data types, as suggested by the fact that despite differences in
performance between each data type, for all of them the healthy population had an estimated
FMA closer to the PMA than any other test population.

However, the behaviour of the PAM varied slightly between datasets. For both the HRV
and the RRV datasets, the subcategory of the PAM that showed the most disruption, both in
terms of the lowest correlation between FMA and PMA was the population with neurological
lesions (NL), which included infants who presented IVH or PVL. In the HRV dataset this was
followed by the NEC population, while in the RRV population, the population with next lower
correlation were the infants that displayed multiple conditions. For the Bradycaria set, however,
the largest disruption, in terms of the lowest correlation and the highest MAE was the NEC
population, although the results in this population might be particularly susceptible to noise in
the data given that it only has two patients. The population with the next most disruption were
the infants with multiple conditions, followed by the NL population, with correlations of 0.341
and 0.353 respectively. However, for all three datasets the condition that seemed to cause the
less disruption was BPD.

Finally, by presenting the results from four sample cases we were able to show one possible
way in which the FMA from different data types and their corresponding PMA, could be dis-
played graphically for individual patients. This allowed us to demonstrate how the model could
be implemented as DSS and how the estimated FMA along different axis could be interpreted.

These results suggest that the proposed method can be applied to preterm infants in NICU
settings to estimate their functional maturational age based on physiological signals and their
GA. With a bigger difference between an infant’s PMA and the FMA estimated by the EML
model being interpretable as a disruption in the maturation pattern of that infant. This could be
implemented as a decision support system, helping physicians, for instance, to better assess when
to stop supported ventilation, when to discharge the patient, and implement early intervention
and support for the patients and their families to handle potential long-term neurodevelopmental
negative outcomes and possible help minimize their impact.

5.7 Conclusion

In this chapter we confirmed our hypothesis that the method developed and presented in
Chapter 4 could potentially detect disruptions in the maturation of infants in the postnatal
period. The method employed uses automated feature selection, by applying filtering and a
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genetic algorithm, and an ensemble machine learning model that combines linear regression and
random forest regression. It was designed and implemented in such a way that models can be
easily trained and tested on different data types.

For the study presented in this chapter we trained the model with a population of healthy
infants, and then tested it on a test set that included that healthy infants as well as infants that
were diagnosed during the postnatal period with medical conditions associated with negative
neurodevelopmental outcomes. We found that the estimated FMA was closer to the PMA for
the healthy infants, both in terms of a lower mean absolute error, and a higher correlation, than
it was for the infants with abnormal maturation. This result was consistent across all the data
types we studied, which were HRV, RRV, and bradycardia. The results were not as uniform for
the population with abnormal maturation and its subcategories. For the HRV and RRV datasets
we found that the most disruptive condition seems to be neurological lesions, which included IVH
and PVL, while for the bradycardia dataset the most disruptive were necrotizing enterocolitis,
followed by the combination of multiple conditions. While the least disruptive condition, for all
data types included in the study, seemed to be bronchopulmonary dysplasia.

Additionally, it is worth mentioning as an important result that we also propose an interface
that describes the maturation of the premature infants along the three axis we evaluated. The
interest of this representation is to give a quick and visual feedback to the clinician about the
maturation of the infants during their stay in the NICU.

The results presented here suggest that machine learning models trained on physiological
data which is continuously and routinely available in NICU settings can be used can evaluate
the maturational progress of the infants in a non-invasive manner, in terms of calculating a
functional maturational age. While we hope that the model presented in this dissertation can
serve as proof of concept to motivate further research, the model needs to go through further
validation. This should include testing the model on more data types available in the project,
such as motion, cry, and sleep data. Finally, the model should also be validated with more
data for both the healthy and unhealthy populations in order to build more reliable and robust
models, with the final goal of producing an integrated decision support system that can, in
real-time, help physicians evaluate the maturation process of the infants in different axes based
on all the data available.
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Conclusion and Future Work

In this dissertation we focused on proposing decision support systems (DSS), using machine
learning techniques applied to physiological signals, for two main goals: the early diagnosis of
late-onset sepsis (LOS), and the objective evaluation of maturation in preterm infants hospi-
talized in neonatal intensive care unit (NICU). The DSSs proposed should be a reliable and
non-invasive tool, to help physicians better assess, in real time, the situation of the neonates in
order to take key decisions in a timely manner regarding the course of treatment and care of the
infants.

LOS is one of the leading causes of morbidity and mortality among preterm infants ([1, 2]).
Therefore, it is not surprising that multiple studies have focused on the development of machine
learning models for its early LOS detection. These previous efforts have ranged in their input data
from using physiological and clinical data, including results of laboratory tests [3], to focusing
exclusively on heart rate characteristics [4].

The work presented in this thesis was framed in the Digi-NewB project, which aims to
combine clinical signs, physiological signals, and video and sound recordings in DSS for neonatal
monitoring. However, and although we acknowledge the importance of clinical features and
laboratory tests results and their potential contribution to a DSS, we decided to focus on using
exclusively heart rate variability (HRV) data. This decision was based on the fact that this relies
exclusively on the heart rate signal, which is routinely and continuously monitored in NICU, so
it does not require any invasive tests of additional equipment to be in contact with the infant.
Also, it does not require the health care personnel to manually input any data, nor to wait
for laboratory test results. These features would allow our proposed DSS to be a real-time and
non-invasive tool, that can still be robust and reliable, for the early detection of LOS. Instead,
we focused on improving the methods which have been proposed for LOS detection that rely on
heart rate data. We took a two way approach to doing this: first, by studying the introduction
of new HRV features that could improve the performance of the models; second, by testing more
powerful models that can better capture complex patterns in the data and take into account the
evolution of the infection over time.

The objective of maturation in preterm infants, in comparison, has been less explored in
previous literature. While some studies have focused in evaluating the maturation using magnetic
resonance (MRI) [5] imaging or electroencephalogram (EEG) data [6], we did not find any
previous studies that aimed to evaluate the maturation of preterm neonates based on heart rate
data.

The previous studies in this field have also taken different approaches. With a series of studies
focusing on predicting which prematurely born infants would develop cognitive [7], motor [8],
or language [9] impairment by the time they reached two years of age, using MRI data from
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the perinatal period. Other studies, instead, focused on using either MRI [10] or EEG [6] to
estimate a functional maturational age. In this dissertation we took an approach more similar
to the later, using physiological signals to estimate a functional maturational age (FMA), under
the hypothesis that a larger difference between this FMA and the postmesntrual age (PMA),
which is clinically determined, can indicate an abnormal maturation and guide both short-term
and long-term management and intervention.

Furthermore, although the machine learning method we developed for the maturation study
was also initially designed for HRV data, we were able to proof that the same model generalizes
well to other types of data available as part of the Digi-NewB project, in which our work
was framed. In particular, we tested the model with respiration rate variability (RRV) and
Bradycardia data, obtaining positive results.

Summary of Findings Regarding Late-Onset Sepsis Diagnosis

For the goal of improving LOS detection systems, we argued that the inclusion of visibility
graph indexes, which are derived from a network-analysis of the HRV time-series, would improve
the performance of the machine learning algorithms. This hypothesis was based on previous
studies which suggested that these features added different information about the HRV than
time and frequency domain features and non-linear measurements ([11, 12], as well as previous
study which found that the inclusion of visibility graph features improved sepsis detection in
adults [13].

To test this hypothesis we trained four different types of machine learning algorithms (namely,
k-nearest neighbours, logistic regression, random forest, and support vector machines) on datasets
derived from the same population, with one version of the feature set including the visibility
graph features and the other one excluding them. We compared the results from all the machine
learning algorithms, and found that in three out of the four machine learning algorithms, the
performance was improved when visibility graph indexes were included in the feature set. The
best performing algorithm was the logistic regression when visibility graph indexes were part of
the feature set, achieving an area under the receiver operating characteristics curve (AUROC) of
87.7%. In fact, the introduction of these features increased the performance of this algorithm by
6.8% in terms of its AUROC, and the likelihood ratio analysis suggested that the improvement
introduced by these features is statistically significant, with p-value < 3e−4. Based on these
findings, we included the visibility graph indexes in the feature sets used for all posterior studies
based on HRV which were discussed in this dissertation, including those focused on the study
of maturation.

Another important contribution of this study was regarding the search for optimal calibra-
tion period and learning window. We introduced the idea of a calibration period, based on a
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similar approach from previous studies [14], to account for the differences between the HRV
characteristics of infants with different degrees of prematurity, as well as for the changes caused
by the LOS itself. We found that the optimal calibration period was of 48 hours for three out of
the four machine learning algorithms tested, including the best performing one, which was the
logistic regression model.

Similarly, we tested different learning windows, by varying how many hours before the diag-
nosis of LOS were labeled as infected for the patients in the LOS group. This is an important
study, given that, with the current medical knowledge and technology, it is impossible to clini-
cally determine when exactly a patient became infected, which translates into difficulties when
training machine learning algorithm as it likewise impossible to determine with certainty which
samples from septic patients to label as LOS and which as healthy. In this regard, we found
more divergence in our results, however, the best performing algorithm used a learning window
of 42 hours before LOS diagnosis. This means, that the 42 hours before clinically diagnosis were
labeled as LOS. While the other algorithms had better results, in terms of their AUROC, with
different learning windows, all of them still achieved some of their highest performance for the
42 hours learning window. These findings suggests that 42 before clinical diagnosis of sepsis
might be, on average, a good and evidence-based approximation for the period to label as LOS
in future studies.

Therefore, in the second study presented in this dissertation regarding LOS diagnosis, we
used a learning window of 42 hours, labeling all hours before this period as not LOS for the
patients who were in the LOS group. In said study we aimed to test the use of recursive neural
networks (RNN) for early LOS diagnosis. This was inspired by the fact that most current studies
focused on the application of machine learning for the objective of sepsis diagnosis in preterm
infants have relied on fairly simple models, such as logistic regression [4]. RNNs, which have
been used successfully applied to sepsis diagnosis in adults, are more powerful, and can detect
complex time patterns in the data due its recurrent connections which allow it to have memory
[15]. This makes RNN models specially well suited for studying time series, which is the data
type that concerns us, whether it is the time series of HRV features, or the raw HRV time series.

In fact, for this study we trained RNNs models on both the raw HRV time series and the time
series of HRV features. While the performance was relatively low in the first case, we showed that
the model is indeed capable of learning and therefore suggest further studies with more data,
as a model based on raw HRV time series as the one we proposed, would have the advantage
of offering a more continuous evaluation while requiring less preprocessing. However, the RNN
based on the HRV features achieved a very high performance, with an AUROC consistently
above 80% for the 24 hours before clinical diagnosis of LOS, and reaching a maximum of 90.4%
for the period of six hours before LOS diagnosis. Besides its remarkable performance, this model
already offers some advantages over more simple models such as the ones we suggested in the
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first study, as it can capture time patterns and changes without requiring a calibration period
and the extensive feature engineering associated with it.

Our findings serve as a proof of concept for a non-invasive and real-time DSS based on HRV
data, including visibility graph analysis, and the use of RNN for the early diagnosis of LOS
in preterm infants. Furthermore, with the help of other partners of the Digi-NewB project, an
interface was conceived to follow the time evolution of the LOS probability indices we proposed.

Summary of Findings Regarding the Evaluation of Maturation

For the evaluation of maturation we defined as the metric a functional maturational age,
which is the output of a machine learning model trained with the postmenstrual age as target
variable. We argued that the FMA would be closer to the PMA in preterm infants who did not
show signs of delayed maturation, nor were diagnosed with medical conditions associated with
negative neurodevelopmental outcomes during their hospitalization in NICU. While a bigger
difference between FMA and PMA would be associated with a disruption in the maturation.

To test this, we designed and developed a machine learning method that involves automated
feature selection and ensemble machine learning. For the feature selection we proposed the
application of a filtering step, based on eliminating features from the dataset that were very
weekly correlated to the PMA. This step was then followed by the application of a genetic
algorithm on the remaining features, to choose the final optimal set of features to be used by
the ensemble machine learning algorithm. Such algorithm consisted of a linear regression model,
which output is then passed as an additional feature to a random forest regression model.
Given that the ensemble model combines two different algorithms, two instances of the genetic
algorithm were used, to find the optimal feature set for each component of the machine learning
model.

The model was initially designed to work with HRV data as input, and the application of
the two instances of the genetic algorithm for feature selection in the described manner yielded
interesting insights regarding the behaviour of the HRV features in relation to the PMA. The
feature selection process revealed a preference of linear regression for time-domain and visibility
graph features, suggesting a linear correlation between these features and the PMA. Instead,
the random forest regression favored frequency-domain features, which suggests a non-linear
correlation between these features and PMA.

At a later stage of the development phase, the model was generalized to function with
different data types. Thus, the final model was tested on three different data types available in
the Digi-NewB project at the time of the study, which were, in addition to the HRV, respiration
rate variability (RRV) and bradycardia data. This resulted in three instances of the model being
trained, one on each data type. At first we used a population of only healthy infants to train
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and test the model. Thus, we verified that for healthy preterm infants, with varying degrees of
prematurity, but further no signs of delayed maturation during NICU hospitalization, the model
could estimate an FMA that was very close to the infants’ PMA, with an average mean absolute
error (MAE) 0.93 weeks with the HRV data, and of 1.39 weeks with RRV and bradycardia data.

Afterwards, we tested our proposed method on a population of infants diagnosed in the peri-
natal period with medical conditions associated with negative effects on the neurodevelopment
of premature infants, and compared the results to those obtained on a healthy population. To
this end, we trained the three instances of the proposed model, one for each data type, using
a population of only healthy preterm individuals. Then, we used those trained models to make
predictions in a test set of healthy preterm infants, as well as on a population of neonates diag-
nosed with medical conditions known to affect neurodevelopmental maturration. Specifically, the
later population was constituted by infants who were diagnosed with either neurological lesions
(NL), bronchopulmonary dysplasia (BDP), necrotizing enterocolitis (NEC), or a combination of
two or more of these conditions.

For all three data types we found that the healthy test patients presented the lowest MAE,
as well as the highest correlation between FMA and PMA, in comparison to infants in the
population with compromised maturation. Furthermore, we found that the model seemed to
be more sensitive to maturational disruptions in the infants diagnosed with NL, NEC, or with
multiple conditions, than to infants with only BPD. In fact, from the population of infants with
abnormal maturation, those with only BPD presented the highest correlation between FMA
and PMA for all three data types, and the lowest MAE for the HRV and RRV data. Finally, we
also showed a graphical representation of the results in a spider chart, where we describe the
evolution of the FMA along different axis, each one corresponding to one data type.

These results suggest that the ensemble machine learning we proposed can indeed estimate
a functional maturational age based on different data types obtained routinely in NICU. We
consider that the evidence presented in this dissertation in regards to the evaluation of matura-
tion serves as a proof of concept for a DSS based on the estimation of the FMA as an objective
metric of the maturation progress of the infants during their hospitalization. Such a metric could
help physicians in decision making regarding short-term decisions, such as when to terminate
ventilatory support or to discharge a patient from the NICU, as well as long-term decisions to
help improve neurodevelopmental outcomes.

Strengths and Limitations

Legal and ethical considerations of working with neonates pose a difficulty for the data
acquisition from this type of population. And even once these obstacles are surpassed, it requires
the collaboration of the medical staff and parental agreement. Finally, there are factors which

161



are out of the researchers and medical personnel control, such as which babies will present or
not the conditions to make them eligible for the studies. This results in a database which is
considered small in the field of machine learning. Therefore, it would be necessary to acquire an
even larger database, specially including more infants who developed LOS, in order to minimize
the data unbalance between groups in the sepsis study, for which we had a ratio of approximately
5 infants in the control group for every infant in the LOS group. The maturation study could
also benefit from a larger database, including both more healthy and unhealthy infants. This
would allow us to train more reliable and robust models.

However, one strong point of this dissertation is that all these data were acquired as part of
a dedicated study, thus ensuring that all data acquisition materials and methods, as well as the
signal processing, are the same for all patients in the population. Also, the final decisions for
inclusion or exclusion from the population were taken by the same physicians. From a machine
learning and statistical analysis point of view, this is an advantage, as it minimizes potential
differences between the patients that are related to different acquisition methods rather than
actual physiological differences between the patients.

Another limitation of our work is that we did not include clinical data or laboratory test
results in our models. We acknowledge that these type of data can introduce additional and
relevant information to machine learning models both for LOS diagnosis and maturation evalu-
ation. However, we chose to exclude such features because we did not want our models to rely on
invasive techniques (as laboratory tests would be, for example), nor on information that needs
to be manually entered by medical personnel, as this can inconvenience them, and it is also more
prone to human error, because it can be forgotten or wrongly annotated on occasions. Moreover,
these type of data are not continuous, which would also require additional data preprocessing
steps to allow for a DSS to work in real-time. For these reasons, the only clinical data we used
was the gestational age for the maturation study. However, as the gestational age is a constant,
it only needs to be annotated once, at the beginning of hospitalization, so it does not pose the
same inconveniences as other clinical data.

Nonetheless, the fact that we only use data extracted from the heart rate monitoring (with
the aforementioned exception of the gestational age), which is routinely and continuously done
in NICU allows the proposed DSS, both for LOS detection and maturation evaluation, to be
non-invasive, to require negligible additional effort from health care personnel, and to work in
nearly real-time, while still achieving a high performance. We consider that these characteristics
are a strength of the DSS proposed in this dissertation.

Another noteworthy element of our work is that, throughout this dissertation and for every
proposed system, we showed sample cases of what the output of the model looks like for indi-
vidual patients, rather than focusing exclusively on global metrics such as the AUROC, MAE,
or correlation between variables. This allowed us to exemplify how the DSS could be used in
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real life, and how their final output could be presented in a manner that is easy to read and
interpret by medical staff. Thus, we offer a proof of concept for the DSSs, not only in terms of
high global performance but also of their usability in a patient specific manner.

Finally, we consider that one of the strongest points of our research, specifically concerning
the maturation study, is that we were able to design and develop a method that can be general-
ized to all data types included in the Digi-NewB project. This includes not only HRV, RRV, and
bradycardia, which were tested and presented in this dissertation, but also movement, cry, and
sleep data. It is our hope that this will facilitate future research in the Digi-NewB framework,
and possibly in other projects as well.

Future Directions

There are several steps to take to expand the reach of the present work in the short-term.
One of the first and most urgent ones must be to validate the methods and decision support
systems proposed in this dissertation, both for LOS diagnosis and maturation evaluation, in
larger databases, possibly even including data external to the Digi-NewB project. This would
allow for the training of more robust and reliable model that are better able to generalize when
faced with previously unseen data.

For the sepsis study, we consider that the next step should be focused on further developing
a model based on RNN and using the raw HRV time series as input. Possible directions might
include compressing the signal, or computing the time series spectrogram and then process it
as an image. On the other hand, with a large enough database, an RNN model could be tested
even in the raw electrocardiogram data. In fact, a machine learning approach for LOS detection,
based on artificial neural networks and raw physiological data has already been proposed by the
Digi-NewB partners in Tampere University, Finland, in the last project report.

Another interesting next step would be to include RRV and bradycardia data for early LOS
detection. This could be done by either integrating these into one joint dataset along with the
HRV features, or by producing a different score for each data type, in a similar manner to the
approach we took on the maturation study. However, any such developments should be done
in close collaboration with physicians, in order to offer not only a technical interpretation of
the results from a machine learning perspective, but also an interpretation of the underlying
physiological mechanisms leading to such results.

Regarding the maturation study, the next step should be testing the proposed approach on
the features extracted from movement, cry, and sleep data, once those datasets are processed and
stabilized. It would also be interesting to test this method using data external to the Digi-NewB
project. For instance, this could be done using HRV data, but described in terms of different
features to the ones we used; or even completely different data which also has a correlation with
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maturation, such as features derived from EEG recordings. This would allow us to examine not
only how well the method generalizes, but also its user-friendliness for researchers who are not
familiar with the Digi-NewB project.

For the maturation study it would also be of great interest to do a retrospective analysis to
determine if the premature infants whose FMA presented more deviation from the PMA display
any signs of delayed maturation later in life. Such a study would also allow us to analyze if there
is a correlation between how big difference between the FMA and PMA is during the postnatal
period, and the degree or type neurodevelopmental compromise present later in life.

Finally, in the long-term we envision testing both, the LOS DSS and the maturation evalu-
ation DSS in dedicated clinical trials. This would allow us to evaluate if they are user-friendly,
acceptable, and easily interpretable for physicians and nurses in NICU, and to determine the
feasibility of deploying in a real-life and real-time NICU scenario. But most importantly, such
a study would indicate if these DSS can have an impact reducing in morbidity, mortality, and
length of hospitalization for preterm infants.
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Titre : Apprentissage automatique pour la prédiction de l’infection et de la maturation chez le grand
prématuré en associant les variabilités cardiaques et respiratoires.

Mot clés : Réseaux neuronaux récurrents, apprentissage automatique d’ensemble, système d’aide à

la décision, graphes de décision, signaux physiologiques, variabilité cardiaque, infection, maturation.

Résumé : Cette thèse s’inscrit dans le cadre du
projet européen Digi-NewB dont l’objectif principal
était de développer un nouveau système de sur-
veillance des grands prématurés. Le projet a impli-
qué des partenaires de quatre pays et a permis de
collecter des données cliniques, des signaux phy-
siologiques, des données vidéo et des pleurs de
bébés dans six hôpitaux en France.

L’objectif plus spécifique de ce travail était de
proposer des systèmes d’aide à la décision (DSS)
basés sur des modèles d’apprentissage automa-
tique pour le diagnostic précoce de l’infection tar-
dive (LOS) et pour l’évaluation de la maturation
des prématurés. Parmi les différentes données ac-
quises dans le cadre du projet, nous nous sommes
concentrés sur la variabilité de la fréquence car-
diaque (HRV), la variabilité de la fréquence respi-
ratoire (RRV) et les données de bradycardie.

Les principales contributions de ce travail ont
été : (i) l’intérêt des indices mesurés sur les
graphes de visibilité caractérisant la HRV pour la
détection du LOS; (ii) la proposition d’un réseau
neuronal récurent performant pour le diagnostic
précoce du LOS fondé sur les paramètres de la
HRV; (iii) l’introduction d’un modèle d’apprentis-
sage ensembliste pour le suivi de la maturation des
enfants prématurés à partir de la HRV, de la RRV
ou des bradycardies ; (iv) la preuve de concept de
ce modèle sur une population comprenant des en-
fants prématurés avec une maturation normale et
anormale. Il importe aussi de souligner que tous
ces développements ont été effectués dans un
souci d’exploitation en temps réel et que la preuve
de faisabilité que cela soit pour le LOS ou la ma-
turation a été effectuée en unité de soins intensifs
néonatale.

Title: Machine learning for the prediction of infection and evaluation of maturation in premature infants
combining cardiac and respiratory variability.

Keywords: Recurrent neural networks, ensemble machine learning, decision support system, physio-

logical signals, infection, maturation

Abstract: This dissertation was framed in the Digi-
NewB project, which was founded by the European
Union, and had as main goal to improve health
care for neonates through the development of new
monitoring systems. The project involved partners
from four countries, and collected health records,
physiological signals, and video and sound data
from infants in six hospitals in France.

The objective of our research was to propose
decision support systems (DSSs) based on ma-
chine learning models for the early diagnosis of
LOS and for the evaluation of maturation in preterm
infants. From the data types acquired in the project,
we limited our scope to physiological signals. We
focused on heart rate variability (HRV), respiration
rate variability (RRV), and bradycardia data.

The main contributions of this work are: (i) an
assessment of the positive impact in the perfor-
mance of machine learning models for the detec-
tion of LOS of including visibility graph indexes for
the characterization of HRV; (ii) a high performing
recursive neural network model for early diagno-
sis of LOS in preterm infants based on HRV fea-
tures; (iii) an ensemble machine learning model for
the evaluation of maturation of the infants in terms
of their functional maturational age, derived from
HRV, RRV, or bradycardia features; (iv) the vali-
dation of this model on a population that included
preterm infants with normal and abnormal matura-
tion. The models presented in this work serve as
proof of concept for non-invasive DSSs that can
have a high performance in real-time.
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