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Introduction

“A problem is a chance for you to do your best.”

-Duke Ellington

The industrial domain has evolved rapidly over time through various industrial rev-
olutions, from the steam engine to digitization technology. Throughout these changes,
small and medium-sized enterprises (SMEs) have always played a key role in the global
economy as well as in the French economy. Indeed, they represent 90% of french com-
panies with employability of 6.3 million employees, and 43% of added value [France-
industrie, 2020]. Despite these impressive statistics, french SMEs, like most SMEs
worldwide, face several difficulties on the road to their digital transformation [Omri
et al., 2020]. The digital transformation in SMEs is limited by the unavailability of
resources and the particular SMEs organization [Omri et al., 2019]. Compared to multi-
national enterprises (MNEs), SMEs present a lack in terms of the available resources.
MNEs have the privilege of possessing all the required resources (human, technological
and financial resources) for a development project. Thus, MNEs are better able to lead
the research and development domain than SMEs. This lack reflects the growing gap
between small and large groups. The consequence of this gap is the low competitiveness
of SMEs [Omri, 2020]. In this context, the digitization process and the integration of In-
dustry 4.0 technologies seem essential for the development and growth of SMEs [Moeuf,
2018, Omri et al., 2020]. However, many obstacles limit their transfer to Industry 4.0
[Mittal et al., 2018].

This thesis work is part of a collaboration between the SCODER company and the
FEMTO-ST institute. SCODER is a french SME installed near Besançon and spe-
cialized in ultra-precise stamping for automotive applications. The addressed problem
proposes upstream research, innovative, brings together several topics of the institute.
It has been tackled head-on in all disciplines by proposing an original approach driven
by industrial needs. Concretely, the subject is about developing an approach facilitating
the integration of Industry 4.0 technologies within SMEs. This project deals with many
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disciplines such as data acquisition, data analysis, and cost optimization. These disci-
plines are widely studied in the literature. However, it remains a crucial research gap in
this context: data quality management in digitization projects. For that, our interest is
specifically focused on data quality management in SME cases.

The starting point of the proposed approach is based on a preliminary bibliography
study reinforced by field observations. This study allowed to define the required pa-
rameters for the Industry 4.0 integration within SMEs. These parameters (see Figure
1) can be summarized in three points: data structuring, knowledge management and
performance improvement at the right cost.

Figure 1 - Required parameters for the integration of Industry 4.0 within SMEs.

• Data: SMEs have a large amount of data in the form of monitoring logs and know-
how. However, only a small amount of this data is digitally recorded. And even
this tiny quantity presents several quality problems. Therefore, the real challenge is
to valorize these data and extract knowledge from them while taking into account
these quality problems.

• Knowledge: The advantage in SMEs is that operators are close to the process,
which allows them to identify their needs and prioritize them in terms of urgency.
The staff’s versatility allows them to analyze each problem regarding its impact
on the entire production process. Thus, the valorization of this knowledge is an
essential element for successfully integrate Industry 4.0 within SMEs.

• Performance at right cost: The ultimate goal of the Industry 4.0 concept is to
improve industrial performance and maximize profits. However, the economic jus-
tification for these improvements is little discussed. Thus, it is essential to propose
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a methodology for enhancing industrial performance at the right cost to promote
the Industry 4.0 integration within SMEs.

In this context, the prognostics and health management (PHM) concept seems ade-
quate for Industry 4.0 integration within SMEs [Omri et al., 2020]. PHM is an emerging
concept in the industrial domain that brings together several disciplines for performance
improvement. The interest of the PHM lies in the fact that it is a concept that starts from
data through analysis and ends with a decision for performance improvement. Thus, we
propose in this thesis to adopt the PHM concept as a solution to facilitate Industry 4.0
integration within SMEs. However, the PHM concept is not widely applied in the SMEs
domain [Omri et al., 2019]. Thus, additional efforts are required to adopt this concept
in SME cases, especially concerning the available data quality. Therefore, a large part of
this work has been devoted to developing these points and proposing adequate solutions
to facilitate digital transfer in SMEs through an adapted data-oriented PHM approach.
All the work carried out in this thesis is validated and encapsulated in Scoder Data
System (DS2) software. DS2 is an application developed during this thesis and aims to
facilitate the Industry 4.0 integration within the SCODER company. Thus, a part of
this manuscript is devoted to the presentation of this software.

This thesis is articulated in five chapters:

Chapter 1 underlines the SCODER industrial problem statement in the Industry 4.0
context. The industrial problem statement emerges from a concrete use case, material-
ized by a stamping line in the SCODER factory. It addresses the challenge of imple-
menting industry 4.0 technologies within SMEs. Thus, this chapter’s main contributions
consist of identifying the barriers that limit the Industry 4.0 implementation within
SMEs. Based on these barriers, an adapted PHM approach is proposed to implement
Industry 4.0 within SMEs. This approach is applied in the SCODER company, and the
research gaps were identified. One of the most critical gaps in this domain is the data
quality management issue, which consists of this thesis’s backbone.

Chapter 2 consists of state of the art on data quality management. Thus, an overview
of data quality definitions, dimensions, and metrics is presented. Moreover, the most
encountered data quality problems in the PHM context are studied and presented as the
proposed approach’s focal point. To improve data quality, an overview of the adopted
improvement techniques is proposed. Based on this literature review, we identify the
data quality improvement within SMEs as the central research gap, which we suggest
filling in the next chapter.

Chapter 3 deals with the data quality improvement issues in the SMEs context. One
possible solution consists of formalizing the operators’ know-how and its utilization for
data quality improvement. For this purpose, human knowledge types are defined, and
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their integration modes in the data management process are discussed. Based on this
study, a closed-loop (data quality - knowledge) is developed for data quality improvement
and human knowledge enrichment. The proposed approach is applied in the SCODER
case study to validate it and assess its applicability.

Chapter 4 deals with the data quality cost optimization. To do, the data quality
impact on the fault detection task of the PHM process is formalized. This formalization
is used to propose an empiric metric to quantify this impact. Based on this empirical
metric, different scenarios for data quality cost optimization are proposed. One of these
scenarios is applied to the SCODER company to improve the industrial performance at
the right cost.

Chapter 5 consists a global validation step of this thesis work. The developed ap-
proach is applied in the SCODER company. To facilitate the implementation, all the
steps of this methodology have been encapsulated in SCODER Data System (DS2) soft-
ware. Thus, this chapter has been devoted to present this software and its functionalities
through a real case study of metal coils assignment optimization. The installation steps
are described, and the obtained results are reported.

Finally, this manuscript ends with a conclusion of this thesis work and discusses the
research lines considered as perspectives to this work.
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Contributions

This chapter underlines the SCODER industrial problem statement, which
emerges from a concrete use case, materialized by a stamping line in the SCODER
factory. It addresses the challenge of implementing industry 4.0 technologies
within SMEs. Thus, this chapter’s main contributions consist of identifying the
barriers that limit the Industry 4.0 implementation within SMEs. Based on these
barriers, an adapted prognostics and health management (PHM) approach is pro-
posed to implement Industry 4.0 within SMEs. This novel approach is applied in
the SCODER company, and the research gaps were identified. One of the most
critical gaps in this domain is the data quality management issue, which consists
of this thesis’s backbone.

1.1 Introduction

The fourth industrial revolution is derived from advances in digitization and data analy-
sis disciplines to make plants smarter and more efficient. However, an adapted approach
for Industry 4.0 implementation in small and medium-sized enterprises (SMEs) has not
been yet discussed. This research gap is due to SMEs’ specificities and the lack of a
clear methodology that respects these specificities. This chapter proposes general defi-
nitions of SMEs and the Industry 4.0 concept while focusing on their characteristics and
inadequacies. To deal with these inadequacies, we propose to adapt the prognostics and
health management (PHM) process and use it to implement Industry 4.0 in SMEs and
thus facilitate their digital transformation. The proposed SME-oriented PHM approach
is applied in the SCODER company, which is a French SME. The conducted literature
review combined with this real-world application allows identifying the research gaps
that need to be filled to implement Industry 4.0 within SMEs successfully.

The remainder of this chapter is organized into four sections. Section 1.2 presents this
thesis’s scientific positioning regarding the Industry 4.0 implementation within SMEs.
Section 1.3 introduces the SMEs characteristics. Section 1.4 presents the Industry 4.0
concept while discussing the barriers that limit its integration within SMEs. Sections
1.5 and 1.6 introduce the PHM concept as a key-enabler to implement Industry 4.0
in SMEs. The first results of applying this approach in the SCODER company are
detailed in Section 1.7 while presenting the different research gaps that need to be filled to
successfully implement Industry 4.0 within SMEs using an SME-oriented PHM process.
Finally, Section 1.8 concludes this chapter.

1.2 From the SCODER case to a general SMEs problem

This section highlights the SCODER industrial issue within the context of a digitization
project led by the SCODER company to integrate Industry 4.0. The industrial problem



10 Chapter 1

statement emerges from a concrete use case, materialized by many cutting and stamp-
ing lines. It addresses the challenge of integrating industry 4.0 technologies within an
SME with limited resources (financial resources in particular). Thus, the thesis deals
with two major challenges: the proposition of a methodology to integrate Industry 4.0
within SMEs and the consideration of the limited resources within SMEs, requiring the
optimization of installation costs.

1.2.1 Presentation of the SCODER company

SCODER is founded in 1954 by toolmakers from Besançon. Then, in 1988, the company
joined the R. BOURGEOIS group, world number 3 in cutting engine plates [SCODER,
2021]. In 1998, SCODER moved to its current premises in Pirey (see Figure 1.1). In
2006, the company created a subsidiary in the Czech Republic for the assembly of pri-
mary parts cut in Pirey. The company now has around 120 employees spread over three
production teams in Pirey, and about 30 in the Czech Republic [SCODER, 2021].

Figure 1.1: Presentation of the SCODER company.

The company has a rich experience of more than 60 years in cutting and certifications
to ISO 9001 and ISO TS 16949 standards. In addition, it has a fleet of machines made
up of presses ranging from 75T to 800T. This allows the company to offer many intricate
parts to the automotive industry. This sector represents 95% of the company’s produc-
tion. Thus, SCODER produces different types of cut pieces for various uses. SCODER
is also specialized in the design and production of cutting tools. This asset allows the
company to control the entire process. Initially, the company carries out a co-design
with the customer to optimize the cost and the quality of the product. The tools are
designed, manufactured, and developed in the company’s workshops. Besides, the com-
pany performs maintenance on its cutting tools. The company also assembles some of
the parts it cuts. It is carried out by welding robots of different technologies (MAG,
PLASMA, TOPIG). The latter tends to become universal both in terms of quality and
safety [SCODER, 2021].
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1.2.2 Presentation of the studied system

The thesis’s research object is a sheet metal cutting line, shown in Figure 1.2, of which
more details on the press used are shown in Figure 1.3.

Figure 1.2: Presentation of a cutting line.

This cutting line is installed in the SCODER plant in Pirey, and it is used for high-
precision cutting of parts intended for the automotive sector. Such production line is
composed of three large blocks: (i) Mandrel, (ii) Rectifier, and (iii) Press.

Figure 1.3: Presentation of a die-cutting press.

The centerpiece of this production line is the press. Indeed, it is responsible for the
cutting operation. A press is a machine used for the deformation of sheet metal. Figure
1.3 shows the different components of a mechanical press. Usually, a press is composed
of a base, a frame, guide columns, motors for the generation of force, and systems for the
management and control of the deformation phase. The fixed part of the die is clamped
on the base, while the movable element is connected to the press housing base. The
frame is used to counterbalance the force imposed on the mold, while the columns or
guides ensure perfect alignment of the die parts.
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1.2.3 Problem and objectives

In this paragraph, we present the problem of this study. Indeed, a cutting line is exposed
to several production anomalies that result in production shutdowns or quality problems.
To ensure stable production in terms of productivity and part quality, one track is to in-
stall Industry 4.0 technologies within these cutting lines. However, an adapted approach
for Industry 4.0 implementation in small and medium-sized enterprises (SMEs) has not
been yet discussed. This research gap is due to SMEs’ specificities and the lack of a clear
methodology that respects these specificities. Thus, the SCODER company’s motivation
to install Industry 4.0 technologies as part of its digital transformation leads to express
a research problem raised by the daily concerns of the workshops. This research problem
concerns:

• The identification of the SMEs’ characteristics and their limits regarding the inte-
gration of Industry 4.0.

• The proposition of an adequate approach to integrate Industry 4.0 within SMEs.

The remainder of this chapter is dedicated to studying the SME characteristics and
the barriers that limit their integration of Industry 4.0 technologies.

1.3 Small and medium-sized enterprises

The industrial domain has evolved rapidly over time through the various industrial revo-
lutions, from steam engines to cloud computing technology [Wang et al., 2018]. Through-
out these changes, SMEs have always played an essential role in global business. However,
there is no standard definition of SMEs.

1.3.1 SME definition

SME’s definition varies from country to country. In China, SMEs are defined, according
to the Law of the People’s Republic of China on the Promotion of Small and Medium-
sized Enterprises [China.org.cn, 2021], as companies that "have a relatively small size
in personnel and scope of business." The standards for classifying small and medium
enterprises are formulated by the relevant departments of the State Council. Identifying
a company as a micro, small or medium-sized enterprise depends on a series of variables
such as the industry it belongs to, its operating income, its total assets, and its number
of employees [Guo et al., 2019]. In Canada, SMEs are defined as all firms that employ be-
tween 1 and 499 people and whose turnover does not exceed C$ 50 million [Canada, 2021].

In this work, we adopt the French definition of SMEs, which is governed by the Law
on the Modernization of the Economy of August 4, 2008 (Application Decree No. 2008-
1354, Article 51) [France-industrie, 2020]. SMEs include companies with more than ten
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employees and fewer than 250 employees and with annual turnover less than 50 million
euros or a total balance sheet not exceeding 43 million euros.

According to the 2019 SBA Fact Sheet [SBA2019, 2021], the French manufacturing
sector generated weak SME added value growth of only 0.7% in 2014-2018. SME em-
ployment declined by 1.3% in the same period, and the fall was even steeper in large
firms, at 7.1%. Conversely, the added value of large firms rose by 13.6%. In 2017-2018,
SME added value dropped by 1.0%, while employment increased by 1.4%. This sluggish
overall manufacturing performance can be explained by a decline in production, most
notably in the manufacturing of durable consumer goods.

In 2012, Louis GALLOIS submitted his report to the French Prime Minister on the
competitiveness of French industry [Louis, 2012]. He noted that SMEs suffered from
significant weaknesses, including lack of equity capital, difficulty opening up wealth, fear
of management, and fear of investment risk. These weaknesses are accentuated by the
industry’s performance over the last ten years. Between 2007 and 2012, the number of
SME failures has increased from 3,100 per year to 4,600 per year. Over the same period,
SMEs saw their gross margin shrink by more than six percentage points, from more than
25% in 2007 to less than 19% in 2009.

However, SMEs should not merely be considered by the statistics relating to their
definition. They represent organizations with specific characteristics that we describe in
the following subsections.

1.3.2 SME characteristics

SMEs are a special type of companies that are widely studied in the literature [Moeuf
et al., 2018, Omri et al., 2019, Mittal et al., 2018, Omri et al., 2019]. In this paragraph,
we propose analyzing these studies to identify these companies and their particular en-
vironment by differentiating them from big corporations. Based on this analysis, the
different opportunities and challenges faced by SMEs are identified and discussed. In
[Mittal et al., 2018], the authors propose eight clusters to characterize SMEs. These
clusters are finance, technical resource availability, product specialization, standards, or-
ganizational culture, employee participation, alliances, and collaboration. In the same
context, Moeuf et al. [Moeuf et al., 2018] propose to study the SMEs managerial char-
acteristics. Thus, the authors propose to situate the SME within companies’ growth
process and detail the coordination modes that govern these companies. In [Omri et al.,
2019], the authors propose to aggregate these clusters into resource-based, organization-
based and methodological characteristics.

In this thesis, we propose to adopt the clustering proposed by [Omri et al., 2019].
For that, SMEs characteristics are discussed according to three clusters: resource-based,
organization-based and methodological characteristics (See Figure 1.4).
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Figure 1.4: The proposed SMEs characteristics clustering.

Resource-based characteristics: Resource availability is one of the essential fea-
tures that can be used to describe a company. In this context, Subrahmanya [Sub-
rahmanya, 2015] classifies these resources into four main categories (physical, human,
technological, and reputational). We here focus on human and technical resources. One
should note that technological resources are highly dependent on financial resources. For
that, financial resources are described as a part of the technological entity.

• Human resources: In [Subrahmanya, 2015], authors affirm that unskilled work-
ers join SMEs for a short period, and when they are fully equipped with the "re-
quired skills", they leave to join large enterprises. Consequently, advanced tasks
cannot be supported by SMEs. Moreover, the received opportunities by SME em-
ployees are very different from those in multinational enterprises (MNEs) [Mittal
et al., 2018]. SME employees are known to be "jack-of-all-trades" [Bublitz and
Noseleit, 2014], which prevents them from developing high skills in a particular
domain [Dombrowski et al., 2010]. However, this polyvalence can result in a better
understanding of the overall production process and its interactions.

• Financial and technological resources: Financial resource availability is an
essential factor for the development of any company. In this context, SMEs are
reported to be financially constrained [Mittal et al., 2018]. They are often owned
by families, which implies several weaknesses related to small businesses, such as
the lack of guarantees and investors’ absence. These risks are at the root of SMEs’
capital constraints compared to MNEs [Jasra et al., 2011].

This lack of funding leads to difficulties in adopting new technologies and the
upgrading of existing ones [Dangayach and Deshmukh, 2005]. In this context, only
5 % of equipment in companies are digitally controlled [Waurzyniak, 2015]. This
problem is mainly related to the lack of adequate measurement technologies to meet
the manufacturing environment’s needs. In this context, SMEs can be considered
as underserved markets [Helu et al., 2015].

Organization-based characteristics: In this paragraph, we highlight the organiza-
tional characteristics of SMEs. The firm’s organization is less formal, and communication
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between management and staff is close and informal [Durst and Bruns, 2018]. Also, or-
ganizational culture is generally insufficiently flexible in experimenting and considering
new initiatives [Van de Vrande et al., 2009]. From the documentation point of view, the
information about the production process is limited in operators’ know-how without any
documentation. In a case study of two SMEs, Boden et al. [Boden et al., 2012] reported
that only very little documentation is available in these companies.

Moreover, it never goes into details on how things are implemented. The information
process is not digitized, but it is based on documents edited by operators [Omri et al.,
2019]. For that purpose, the corporate memory (if it exists) is created manually by work-
ers. Besides, SME owners are accused of being "strategically myopic" and lacking the
"long-term vision" [Wang et al., 2007]. As a result, medium and long-term strategies are
rare in SMEs. Moreover, SME’s decisions are not as informed and based on the owner’s
feeling, which involves high levels of uncertainty [Salles, 2006].

When it comes to collaborations and alliances, SMEs lack alliances with universities and
other research institutions, which prevents them from knowing these institutions [Mittal
et al., 2018]. Moreover, SMEs manage a limited list of product which reduce the number
of suppliers, and consequently, they depend strongly on them [Singh et al., 2007].

Methodological characteristics: Due to the limited technical and financial re-
sources, SMEs’ research and development domains are not very advanced. Still, their
hard work leads to highly specialized products that can differentiate SMEs from their
competitors [Julien and Ramangalahy, 2003b]. The lack of awareness and resources com-
pared to MNEs makes SMEs’ survival difficult [Lee et al., 2010]. MNEs strictly obey
ISO standards; however, the presence of these standards in SMEs is rare. It is partly
due to the resources required to prepare and pass the certifications [Brown et al., 1998].
Therefore, SMEs need to consider the industrial standards. Study [Blind and Mangels-
dorf, 2012] conducted in electrical engineering and machinery micro firms in Germany
showed that SMEs are interested in accessing the knowledge gained by MNEs. Still, they
think that standardization may disclose their essential information to the competitors.

1.3.3 Synthesis on SMEs characteristics compared to MNEs

Based on the previously discussed attributes, this paragraph proposes a synthesis of
SMEs’ characteristics compared to MNEs. Table 1.1 summarizes the main differences
between big companies and SMEs according to the previously defined clusters (Resource,
Organization, and Method).

Compared to MNEs, SMEs present a lack in terms of the available resources.
MNEs have the privilege of possessing all the required resources (human, technological
and financial resources) for a development project. Moreover, international relations and
inter-organizational cooperation are more developed within MNEs [Omri et al., 2019].
Thus, MNEs are better able to lead the research and development domain than SMEs.
This lack reflects the growing gap between small and large groups. The consequence of
this gap is the low competitiveness of SMEs [Omri, 2020]. This sounds like the alarm
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Table 1.1: SMEs characteristics based on their comparison with MNEs.

# Attribute Cluster Big companies SMEs

1 Technology Resource Developed Medium

2 Finance Resource Available Limited

3 Workers Resource Skilled Polyvalent

4 Communication Organization Formal Informal

5 Owners Organization Multi-national Family

6 Decision Organization Informed Based on feeling

7 Collaboration Organization Developed Medium

8 Products Method Multiple Specialized

9 Certification Method Exist Rare

bells on the state of SMEs. This essential locomotive needs an overhaul more than ever
to continue to shine and create wealth. In this context, the digitization process and the
integration of Industry 4.0 technologies seem essential for the development and growth
of SMEs [Moeuf, 2018, Omri et al., 2020]. However, many obstacles limit their transfer
to Industry 4.0 [Mittal et al., 2018].

The next sections present the state of the art of industry 4.0 implementation within
SMEs while discussing the identified barriers and challenges.

1.4 Industry 4.0

The emergence of several digital technologies has characterized the rise of the 21st cen-
tury. These technologies have invaded our daily life, and the industrial field is not
immune to this invasion. In this context, the term Industry 4.0 has been introduced as
a concept for the implementation of these new technologies in the industrial field [Moeuf
et al., 2018]. However, there are many other definitions for this concept.

1.4.1 Industry 4.0 definitions

Industry 4.0 refers to the 4th industrial revolution, which aims to connect all objects and
stakeholders along the factory’s value chain. New technologies such as IoT [Dijkman
et al., 2015], massive data analysis [Babiceanu and Seker, 2016], or Cloud Computing
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[Xu, 2012] have recently entered industrial companies and promote the emergence of
new concepts of process management, new services, and new products [Moeuf et al.,
2017]. Consequently, several initiatives have emerged to manage these technologies. As
an example of these initiatives, we cite "smart manufacturing" in the United States, "in-
ternet+" in China, "industry of the future" in France, and "industry 4.0" in Germany.
The term "industry 4.0" seems to be gaining ground internationally [Moeuf, 2018]. For
that, we propose to adopt this term throughout this manuscript.

The Industry 4.0 concept was introduced at the Hannover Fair in 2011 following a
discussion between industry representatives, researchers, trade unions, and the state.
The German telecommunications association BITKOM found in 2013 more than 100
different definitions of the Industry 4.0 concept [Bidet-Mayer and Ciet, 2016]. Thus, it
still difficult to give a consensus definition of Industry 4.0. In [Sahal et al., 2020], Sahal
et al. define the concept of industry 4.0 as a general framework that enables enterprises
with new elements of tactical intelligence using new technologies such as the Internet
of Things (IoT) and big data. In the same context, [Trappey et al., 2017] define In-
dustry 4.0 as a general concept to make manufacturing smarter using techniques and
technologies such as the Internet of Things, cloud computing, and big data. Moreover,
industry 4.0 can be defined as "a new approach for controlling production processes by
providing real-time synchronization of flows and by enabling the unitary and customized
fabrication of products" [Kohler and Weisz, 2016]. For [Schumacher et al., 2016], In-
dustry 4.0 refers to recent technological advances where the internet and technologies
(such as embedded systems for example) serve as the basic support for the integration
of physical objects, human actors, smart machines, product lines and processes across
organizational boundaries to form a new type of smart grid and agile value chains.

Among all the existing definitions, we, therefore, select the one adopted by Moeuf
et al. [Moeuf, 2018]: "Industry 4.0 is an approach to industrial management aimed at
real-time synchronization of flows and the unitary and personalized manufacturing of
products at the request of customers".

The objective of the Industry 4.0 concept is to make production methods more in-
telligent through the networking of machines and people [Moeuf, 2018]. Manufacturers
can make strides toward Industry 4.0 through three pillars of thought: digitization,
sensorization and optimization [Deng, 2021].

• Digitization: Before sensorization and optimization can occur, existing opera-
tions must be digitized to provide visibility over everything as it happens in real-
time. This allows fault detection in real-time. Digitizing workflows allows labor
and products to be monitored and actioned on immediately [Toth et al., 2018].

Delays cost time and money, and digitization helps eliminate this by providing
immediate alerts and notifications when operations go contrary to schedule. It
also creates a treasure trove of data that can be used to optimize operations. It
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allows the building of accurate cost models and enables manufacturers to focus on
areas of inefficiencies and productivity improvement.

• Sensorization: The first step towards machine inter-connectivity is sensoriza-
tion. IoT is leading this charge, which eliminates human monitoring and frees
up resources for more critical areas. Sensors are cost-effective ways to measure
variables such as temperature, moisture, air quality, motion, and vibration, among
others. This enables equipment to auto-detect issues, which leads to auto-triggers
and auto-configuration from a software and hardware perspective. For example, the
implementation of non-contact temperature sensors allows for the auto-adjustment
of roller speeds when gluing two cardboard pieces together at a cardboard manu-
facturing facility. This data can then be utilized to improve the bonding conditions
and durability of the final product.

• Optimization: Admits all the data collected from digitization, sensorization,
and integration. Transitioning this data into finding the hidden gems is the next
priority. Optimization of manufacturing data comes through analytics, simulation,
predictive and preventive maintenance, etc. Ultimately, the goal is to reduce costs
and improve quality.

The improvement and automation of technology don’t require the complete removal
of humans from the process; it’s quite the contrary. Unique facilities require unique
analytics and toolsets. This creates opportunities for industrial engineers, data
scientists, manufacturing engineers, and statisticians and needs a new breed of
data-driven manufacturing experts to derive improvements and optimization.

As mentioned above, the digitization process and the integration of Industry 4.0
technologies seem essential for SMEs’ development and growth. However, many obstacles
limit their transfer to Industry 4.0 [Mittal et al., 2018]. The next section presents the
state of the art of Industry 4.0 implementation within SMEs while focusing on the limits
and challenges.

1.4.2 Industry 4.0 implementation in SMEs

SMEs sustainability depends on their ability to satisfy their customers effectively [Li
et al., 2016]. However, they still cannot benefit from the industry 4.0 technologies because
they suffer from many problems limiting their adoption of such technologies [Omri et al.,
2020]. In this context, many studies have been carried out in recent years to address this
problem [Masood and Sonntag, 2020].

Figure 1.5 shows the annual evolution of publications dealing with Industry 4.0 and
SMEs. In this section, we propose to review these publications while focusing on the ad-
vances in this domain and identifying barriers that limit the implementation of Industry
4.0 in SMEs.
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Figure 1.5: Annual publications dealing with Industry 4.0 and SMEs [Masood and
Sonntag, 2020].

State of the art

The Industry 4.0 implementation in SMEs is a new topic that has gained more inter-
esting in recent years [Masood and Sonntag, 2020]. One of the earliest works in this
field was proposed by Würtz, and Kölmel [Würtz and Kölmel, 2012] where the authors
pointed out the potential problems of implementing smart factories in small businesses.
This study has inspired many subsequent works that have developed to analyze these
problems and to propose adequate solutions to them [Rauch et al., 2018] [Sevinc et al.,
2018] [Moeuf, 2018] [Moeuf et al., 2017] [Moeuf et al., 2018] [Mittal et al., 2018].

One of the first methodologies to implement Industry 4.0 was proposed by Wang et al.
[Wang et al., 2016]. This methodology is based on five steps: preparation, analysis, idea
generation, valuation, and implementation. However, these steps are disconnected from
SMEs’ reality and characteristics which limit their performance in real-world applications
[Masood and Sonntag, 2020]. In the same context, the authors of [Wank et al., 2016]
have proposed a similar conceptual methodology without taking into account the SMEs’
specificities. Contrary to these studies, a real case study on three SMEs was proposed in
[Jung and Jin, 2018]. The results were encouraging, but the authors stated that limited
financial resources restrict the implementation of new technologies in SMEs. Therefore,
the authors propose to overcome this problem by using low-level implementation. In the
same context, the authors of [Pérez et al., 2018] highlight the issues linked to SMEs’
acceptance for several technical reasons. To overcome this problem, many studies have
been conducted to improve the awareness of the latest technologies in SMEs [Masood
and Sonntag, 2020].

In [Kusiak, 2018], the authors report the benefits of implementing Industry 4.0 tech-
nologies: cost reduction, improvements in quality, efficiency, flexibility and productivity,
and competitive advantage. However, SMEs can still not benefit from these technologies
due to many barriers, as noted above. The following paragraph details these barriers to
propose a new SME-oriented approach for Industry 4.0 implementation.
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Barriers limiting the Industry 4.0 adoption in SMEs

Industry 4.0 is a set of cutting-edge technologies requiring specific resources that make
its implementation within SMEs a problematic task. In [Omri et al., 2019], the au-
thors review the SMEs domain and propose to classify the constraints that limit the
development of such technologies within SMEs into two main classes: Resources-based
constraints and Organization-based constraints. Moreover, Müller et al. [Müller and
Voigt, 2017] conduct a study on German SMEs. They affirm that standardization, per-
sonnel resources, financial resources, and a belief in digitization are unique constraints
for SMEs to integrate advanced technologies. In [Mittal et al., 2018], the authors claim
that three main limitations hamper industry 4.0 implementation in SMEs: financial re-
striction, knowledge limitation, technology limitation. Based on an empirical study of
37 SMEs in Italy, Thailand, Austria, and the USA, Orzes et al. [Orzes et al., 2018]
propose to group the significant barriers of Industry 4.0 implementation in SMEs in six
main groups: economic and financial, cultural, competence and resources, legal, tech-
nical and implementation process. Müller et al. [Müller and Voigt, 2017] deployed the
design interaction strategies for the introduction of Industry 4.0 in German SMEs and
interviewed 68 experts, including 41 chief executive officers (CEOs) in firms dealing in
mechanical and plant engineering, electrical engineering, and automotive suppliers, and
concluded that standardization, personnel resources, financial resources, and a belief on
digitization are unique constraints for SMEs. All these limitations are in line with the
SMEs’ characteristics discussed in Section 1.3.3. We propose to study the restrictions
that limit the implementation of Industry 4.0 within SMEs: Human, Organizational,
and Resources factors.

Resources factors: As mentioned earlier, SMEs are characterized by limited financial
resources, which impact their ability to acquire advanced technological resources. In this
context, Mittal et al. [Mittal et al., 2018] conclude that SMEs are financially constrained,
which affects their ability to adopt advanced manufacturing technologies. Moreover,
SMEs ’ limited resources have influenced the research and development field among
small enterprises [Julien and Ramangalahy, 2003a]. Based on an empirical analysis of
632 SMEs, the authors of [Kennedy et al., 2003] assert that SMEs are not involved in
the deployment of advanced manufacturing technologies derived from Industry 4.0.

Organizational factors: SMEs are characterized by central management, where the
owners are involved in all the decision-making process from the strategic level to the
operational level [Bridge and O’Neill, 2012]. Thus, the first challenge in implementing
Industry 4.0 in an SME is to convince the manager of these technologies’ effectiveness.
Moreover, a study of 600 Australian manufacturing SMEs proposed in [Terziovski, 2010]
has shown that SMEs lack the innovation culture and strategy to succeed. Thus, the
Industry 4.0 concept seems to be stranger to their environment. Also, communication
in SMEs is generally informal and very close between workers [Durst and Runar Ed-
vardsson, 2012]. Hence, information that concerns the manufacturing process is not
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documented since it is kept in the mind of the manager and key workers [Omri et al.,
2019]. Nevertheless, a reliable digitization process inside companies requires a certain
level of documentation that guarantees no loss of knowledge [Yew Wong and Aspinwall,
2004].

Human factors: The human aspect is a crucial factor in the success or failure of Indus-
try 4.0 [Masood and Sonntag, 2020]. In this context, Subrahmanya et al. [Subrahmanya,
2015] claim that unskilled workers join SMEs for a short period, and when they are fully
equipped with the "required skills", they leave to join large enterprises. Consequently,
advanced tasks cannot be supported by SMEs. Moreover, the received opportunities
by SME employees are very different from those in MNEs [Mittal et al., 2018]. SME
employees are known to be "jack-of-all-trades" [Bublitz and Noseleit, 2014], which pre-
vent them from developing high skills in a particular domain [Dombrowski et al., 2010].
From an accessibility point of view, Industry 4.0 technologies are sufficiently complex to
exceeds the user’s capacity [Kothamasu et al., 2006]. This disadvantage creates a kind
of mistrust between humans and these technologies, which limits their adoption within
small organizations.

To sum up, the integration of Industry 4.0 technologies is required for the develop-
ment and growth of SMEs [Moeuf, 2018, Omri et al., 2020]. However, many obstacles
limit their transfer to Industry 4.0 [Mittal et al., 2018]. These obstacles revolve around
the lack of a clear methodology for Industry 4.0 integration within SMEs. In this con-
text, the PHM concept seems adequate for Industry 4.0 integration within SMEs [Omri
et al., 2020]. PHM is an emerging concept in the industrial domain that brings together
several disciplines for performance improvement. The interest of the PHM lies in the
fact that it is a concept that starts from data through analysis and ends with a decision
for performance improvement. Thus, we propose in the following sections to adopt the
PHM concept as a solution to facilitate Industry 4.0 integration within SMEs. However,
the PHM concept is not widely applied in the SMEs domain [Omri et al., 2019]. Thus,
additional efforts are required to adopt this concept in SME cases, especially concerning
the available data quality and cost.

1.5 PHM concept as key-enabler to implement Industry 4.0
in SME

The increased amount of data in the industrial field requires appropriate treatment to
meet the challenge of zero defect manufacturing [Wang, 2013]. In this context, data-
driven PHM of industrial systems has attracted the attention of researchers and indus-
trialists during the last decade [Koulali et al., 2018]. Their works concern many fields
such as the manufacturing, energy, and transportation industries [Kwon et al., 2016].
This section reviews these studies while presenting the conditions for implementing a
data-driven PHM in the industrial domain.
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1.5.1 The PHM paradigm

Prognostics and health management is a science that studies the health state of equip-
ment and predicts its future evolution [Omri et al., 2019]. This concept allows better
control of the systems and implementing suitable maintenance strategies [Pecht, 2009].
In [Omri et al., 2019], the authors define PHM as "a set of tools that can be used in
cascade or separately to monitor the health state of a system, predict its future evolu-
tion and/or optimize decisions". In [Pecht, 2010], the authors affirm that PHM can be
implemented using model-based or data-driven approaches. The first approach consists
of building analytical models directly related to the physical processes that influence
the health state of systems. Thus, a good comprehension of the physical process of
components degradation and interaction is required. The second approach consists of
using historical monitoring data to model the system’s evolution until a failure occurs.
In this case, the understanding of the system’s physical process could not be necessary,
but results only depend on the quality of historical data.

Figure 1.6: The traditional PHM cycle.

Traditionally, the PHM is decomposed into three main steps (observation, analysis,
and decision), which are detailed in 7 steps from data acquisition to the Human Machine
Interface (HMI) as shown in Figure 1.6. This configuration of the PHM process assumes
that the studied system is already defined and that the necessary detection and analysis
resources are available. Most of the existing PHM works do not cover how to determine
the PHM system and assumes that the PHM will improve its performance [Adams et al.,
2017]. However, there are many systems to be studied in the industrial domain with
different impacts on the production system. Moreover, in SMEs’ case, available resources
are generally limited, and their allocation needs to be optimized to maximize the PHM
study’s benefit. In [Adams et al., 2017], the authors state that choosing the most suitable
PHM project is a challenging activity. Thus, a clear estimation methodology is therefore
needed. This methodology can be based on PHM indicators and their expected evolution
after the application of the PHM. Moreover, the financial impact of the PHM depends
on the available resources and data. Unless useful data (or the related resources) are
available, a PHM project may be insignificant.
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1.5.2 Towards predictive manufacturing: The evolution of PHM

As mentioned above, manufacturing systems have evolved throughout four industrial
revolutions. This industrial evolution has been accompanied by a change in the manu-
facturing functions such as the maintenance one [Lee et al., 2014a]. This function was
evolved from "repair work" to PHM (See Figure 1.7). For a long time, maintenance
is considered as repair work where machines are not maintained except in the case of
breakdown [Takata et al., 2004]. Since there is no available data for the machines, the
prediction of the breakdowns was impossible. A little more time later, developments in
the maintenance paradigm give birth to a new concept called time-based maintenance
(TBM). TBM is based on the breakdowns historical of the machine to introduce pre-
ventive maintenance planning. However, this strategy ignores much information (since
it does not exist) that can affect machine degradation. Because of these drawbacks
and the evolution of the data technologies, the TBM was replaced by a more sophisti-
cated maintenance method which is condition-based maintenance (CBM). The CBM is
based on preventive actions taken after the apparition of failure symptoms [Xu et al.,
2018]. Thus, CBM allows analyzing data coming from machines to avoid failure [Jar-
dine et al., 2006, Lei et al., 2018]. Despite this significant evolution in the maintenance
paradigm, many disadvantages have been entrusted to the CBM. The drawbacks concern
the cost-effectiveness and the scope; in fact, this method becomes useless and expensive
in the case of non-critical components. Moreover, CBM ignores many aspects such as
safety, reliability, and the economic part. As a result, the CBM concept has evolved
to give birth to the PHM discipline [Omri et al., 2019]. PHM goes beyond CBM scope
and integrate many aspects such as logistics, security, reliability, mission criticality and
cost-effectiveness [Vogl et al., 2019].

1.5.3 The evolution of data-driven industrial PHM Standards

PHM process involves different domains and applications, making it challenging to de-
velop a general approach for PHM installation in enterprises. In this context, Vogl et al.
[Vogl et al., 2014], assert that until now, there was no consistent guide for conducting a
PHM study, and even the standardization of specific methods for PHM was ineffective
since each application had its requirements. As the PHM paradigm has evolved from a
maintenance function to a more global framework, documentation in this field has also
evolved from a general maintenance context (FD X60250 standard) to a closer PHM con-
text (ISO 13374). Many international institutes and organizations have worked in this
domain and proposed standards and guidelines for PHM process implementation. These
organizations include the Air Transport Association (ATA), the international organiza-
tion for standardization (ISO), the international electrotechnical commission (IEC), the
society of automotive engineers (SAE), and the united states army (US Army) [Guillén
et al., 2016].

During the first and second industrial revolutions, no standards were identified in
the context of asset maintenance and management, and even the few existing docu-
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Figure 1.7: The evolution of maintenance paradigm within the industrial revolutions.

ments were only applied in the military domain. One of the first standards in this area
is X60104 (1981), which defined maintenance contracts’ requirements. Then, the ISO
3952-1 was published to introduce the symbols system and facilitate machine compo-
nents documentation by modeling their interaction. Besides, the FDX60250 standard
(1983) presents technical maintenance documentation for users and recommendations
for its implementation. Later in the 2000s and with the emergence of data technologies,
maintenance documentation has evolved to follow the technological revolutions. In this
context, the ISO55000 standard has introduced the concept of asset management and
widen the maintenance scope to integrate related activities such as the planning, design,
implementation, and review of asset management activities. ISO15926 was published
to represent process plant life-cycle information via a data model with a consistent con-
text for data definitions. In the same context of data management standards, the ISO
13374 series (Condition monitoring and diagnostics of machines) was introduced. This
standard is presented in 4 parts:

• ISO 13374-1 aims to provide the basic requirements for open software specifications
to facilitate data transfer among various condition monitoring software, regardless
of platform or hardware protocols [ISO, 2003].

• The ISO 13374-2 goes beyond the data transformation and provides requirements
for a reference information model and a reference processing model for an open
Condition Monitoring and Diagnostics (CM&D) architecture [ISO, 2007].
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• The third part of the ISO 13374 standard (ISO 13374-3 [ISO, 2012]) defines the
communication requirements for any open CM&D systems to aid the interoper-
ability of such systems [ISO, 2012].

• The ISO 13374-4 [ISO, 2015] details the requirements for the presentation of in-
formation for technical analysis and decision support in an open architecture for
condition monitoring and diagnostics.

To facilitate the uses of these standards, the Machinery Information Management
Open Systems Alliance (MIMOSA) publishes an open CMD information specification
known as the MIMOSA Open Systems Architecture for Enterprise Application Integra-
tion (OSA-EAI) [Mathew et al., 2006], which is free for download and compliant with the
requirements outlined in ISO 13374-1 and ISO 13374-2. Based on the feedback of this
standard, MIMOSA has elaborated another documentation (MIMOSA Open Systems
Architecture for Condition Based Maintenance (OSA-CBM)), which is the most used in
both the research and industrial domains [Thurston and Lebold, 2001].

1.5.4 Industrial PHM applications

The PHM concept has been widely applied in the industrial domain [Koulali et al.,
2018]. In this context, Toshiba collaborates with NEC to develop an IoT-based PHM
system. Thus, data are collected from Toshiba’s devices and saved in data centers man-
aged by NEC. Then the Toshiba maintenance team analyzes the data to respond to
the customer’s requests [Kwon et al., 2016]. A similar collaboration has been developed
between Nidec and IBM. PHM services are proposed by IBMs based on the collected
data from Nidec’s machine [Kwon et al., 2016]. In the automotive industry, cars from
General Motors, Tesla, BMW, and other manufacturers are equipped with application
programming interfaces (APIs). The APIs allow applications built by third parties to
use the collected data. This enables the development of applications for IoT-based PHM
that add value by increasing connectivity, availability, and safety [Kwon et al., 2016].
The construction and mining industries benefit from developed connectivity technolo-
gies to control their equipment since working sites are generally isolated. In this context,
Komatsu [Kwon et al., 2016] developed a data-driven PHM module to monitor and diag-
nose their construction equipment via satellite communications. In [Gao et al., 2018], the
authors assume that PHM is a multidisciplinary activity that requires significant time
and effort, making it very expensive. Feldman et al. [Feldman et al., 2008] apply the
PHM concept to an electronics Line-Replaceable Unit (LRU) in the Boeing 737 aircraft.
The results are obtained for 300 flights and shown that the PHM cost for each LRU is
700 $ (value is in 2008 U.S. dollars). These studies prove that PHM implementation
requires a significant investment, which seems very expensive for an SME.

1.5.5 Research issues and assumptions

Based on the previous literature review, the advantages of Industry 4.0 are identified.
However, it is still challenging to implement Industry 4.0 within SMEs since there is no
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clear methodology. Thus, many authors have proposed a set of research gaps in this area
[Mittal et al., 2018] [Masood and Sonntag, 2020].

In [Mittal et al., 2018], the authors claim that most established Industry 4.0 models,
frameworks, and toolkits are developed for, or by, large MNEs, limiting their adoption by
SMEs as they do not take into account the peculiarities of small companies. Moreover,
the authors pointed out that there is no generic methodology to evaluate an SME’s
readiness to adopt Industry 4.0 technologies. Based on these research issues, Masood
et al. [Masood and Sonntag, 2020] proposed a set of research questions that can be
summarized in three points:

• Challenges related to the adoption of Industry 4.0 by SMEs.

• Industry 4.0 key technologies and their benefits for SMEs.

• Empirical method for assessing the characteristics of SMEs and the benefits of
Industry 4.0 regarding these characteristics.

Based on these research issues, we propose to develop an SME-oriented methodology
for the implementation of Industry 4.0. To do this, we propose to adopt a prognostics
and health management (PHM) concept as a key-enabler to implement Industry 4.0 in
SMEs. Recall that the PHM is not the only solution but, it is only a concept that we
adopt in this Work. This choice is justified by the fact that PHM is widely applied in the
industrial domain with a clear methodology [Vogl et al., 2014]. Moreover, the PHM ap-
proach is similar in its principles to the three Industry 4.0 pillars discussed in Section 1.4.

Figure 1.8: PHM - Industry 4.0 analogy proposal.

Figure 1.8 shows an analogy between the PHM principles and the Industry 4.0 pillars.
The digitization and sensorization pillars from the Industry 4.0 can be grouped in the
PHM approach’s observation step. Indeed, The analysis and act steps can be grouped
in the optimization pillar.

Generally, the development and deployment of PHM within an industrial organiza-
tion is a very complex task. In [Guillén et al., 2016], Guillen et al. affirm that there is
a gap in PHM documentation. Establishing general methodological approaches to guide
the design and implementation of the PHM process is hence needed. Moreover, up to our
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knowledge, there are no documentations dedicated to SMEs. In [Kennedy et al., 2003],
the authors concluded that SMEs are not involved in deploying advanced manufacturing
technologies. Thus, SME constraints are studied and discussed in the next section to
propose a generic PHM implementation strategy.

The following section will be devoted to present the PHM concept while detailing
the proposed SME-oriented PHM approach to implement Industry 4.0 within SMEs.

1.6 An adapted PHM approach for Industry 4.0 implemen-
tation within SMEs

Considering the previously detailed constraints, the best appropriate way to implement
Industry 4.0 technologies within SMEs is to follow a PHM process adapted with SMEs’
characteristics [Omri et al., 2020]. Thus the digitization phase should start with existing
data [Omri et al., 2019]. Before collecting new data, it is necessary to digitize the current
data. Since SMEs do not have many resources (financial resources in particular) to in-
stall sophisticated data acquisition devices. It is recommended to use simple acquisition
systems and use non-expensive storage solutions. Thus, smartphones and tablets are
the simplest solutions when they are coupled with existing and free mobile applications.
Free cloud solutions could be used to ensure real-time acquisition, but this solution calls
into question the confidentiality and security of the collected data [Omri et al., 2020].
Once the company’s ordinary data is digitized, potential valorization applications are
discussed. A matrix that links each data group to the valorization application with its
associated benefit can help to set priorities for the data analysis phase. One should note
that the SME world is not accustomed to sophisticated processes such as data-driven
PHM, so it is better to think about working quickly with existing data to provide useful
results and prove the project’s feasibility quickly. This step can convince the managers,
implicate workers, and introduce Industry 4.0 culture into the company at the same time.

We propose a set of best practices that should be followed to successfully integrate
Industry 4.0 within SMEs using an SME-oriented PHM process (See Figure 1.9). The
main phases of this approach are detailed in the following.

1.6.1 Data inventory

Data inventory is a deep analysis of the circulating data around the manufacturing
process. More particularly, data inventory is a quest to collect information about the
existing data [Omri et al., 2020]. These information concern different elements present
in Table 1.2.

In addition to the process of collecting information about the data, data inventory
also aims to regroup data around potential PHM projects and identify the missed data
to accomplish these projects. To do this, a list of necessary attributes for each system
can be defined. This list depends on the nature of the studied system. In [Cheng et al.,
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Figure 1.9: The extended PHM cycle [Omri et al., 2020].

Table 1.2: Attributes of a Data Inventory Quest.

Information Description

Title Dataset name
Features Dataset attributes
Purpose Data creation aim
Type Text, images, numbers
The owner of the data Production team, Marketing team
Location of the data ERP, Server
The volume of the data 1 GB, 1TB
The format of the data Papers, CSV files
Data transfer Data usgae per team
Update frequency 1 hours, 1 day, 1 week
Restrictions Confidentiality, Accessibility

2010], the author proposes a set of variables that can be collected to make a PHM study
on eight different domains (see [Cheng et al., 2010] for more details). This list can help
define the needed variables for each system and then compare them with the existing
ones to identify the missed variables.

1.6.2 Scope identification

Since available resources in SMEs are limited, it is mandatory to limit a PHM study scope
and focus only on the relevant projects [Omri et al., 2020]. Thus, the data inventory
step’s potential projects should be ranked and select the most relevant ones. Projects
relevance depend on the following points:

• The available digital data.

• The data to be collected or digitized.
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• PHM profitability.

To do, some techniques are proposed in the literature. As an example of project rak-
ing techniques, we can cite the Analytical Hierarchical Process (AHP) [Saaty, 1980] and
the Data Envelopment Analysis (DEA) [Cooper et al., 2004]. In the PHM case, some
works are done to optimize the sensors selection [Xu et al., 2015]. The selection process
is generally converted into an optimization problem that can be solved by traditional
techniques such as linear programming. The common point between these techniques
is the assignment of an importance order to each characteristic to prioritize them and
calculate a global score for each system. This score is used to rank the available equip-
ment, select the relevant PHM equipment applicability, and guide the investment plan
to maximize the study’s benefits.

1.6.3 PHM metrics

One of the most critical steps in a PHM study is evaluating the whole approach [Omri
et al., 2020]. To do, a set of metrics is needed to assess the project’s objectives, either for
big or small companies. Also, metrics are required to describe better the performance of
the used technologies to satisfy these objectives. In [Luna, 2009], the author proposes a
set of PHM metrics concerning the different PHM themes and theirs benefits. We here
propose to classify the PHM metrics in relation to the company’s characteristics, the
objectives, the collected data, and the used PHM techniques.

Table 1.3: Example of PHM metrics in SME [Omri et al., 2020].

Company Objectives PHM tools Data quality

R & D budget Reduce maintenance frequency Accuracy Completeness

%of skilled workers Improve products quality False alarm Time to value

Documentation level Optimize resources allocation Prediction lead time Volume

Table 1.3 shows an example of PHM metrics used in the different steps of a PHM
study. Accordingly to the fixed objectives, a set of performance of the used techniques
can be identified. Moreover and based on this performance, the data required data qual-
ity can be fixed. In a real case study, it is sometimes challenging to ensure the required
data quality, necessitating a modification in the initial objectives [Omri et al., 2019].
PHM metrics are common to all companies’ sizes, but one should think about specific
metrics for SMEs in line with their limits. In this context, the percentage of skilled
workers, the research and development (R & D) budget, and the documentation level
can be used as PHM metrics in SMEs’ case.
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1.6.4 Data acquisition, analysis and valorization

Industry 4.0 is considered as a data revolution [Omri et al., 2020]. Thus, data acquisition,
analysis, and valorization are critical tasks. From a PHM point of view, these tasks
correspond to the traditional PHM cycle. However, they need to be modified and adapted
to the SME characteristics. In this context, the weak data quality SME is the main
problem that limits these tasks. For that, a major part of this work is dedicated to
address this problem.

1.6.5 HMI and deployment

The previously detailed steps are developed to integrate Industry 4.0 within SMEs suc-
cessfully. However, it remains another challenge: the facilitation of these tasks for non-
specialized users [Omri et al., 2020]. The deployment of such technologies within SMEs is
limited by the "jack-of-all-trades" character of SME operators. We propose to formalize
the proposed SME-oriented PHM approach in ergonomic graphical interfaces where the
user can easily accomplish these tasks.

To sum up, the proposed PHM strategy extends the PHM cycle (See Figure 1.9).
This process is indeed very long, but in our opinion, it is the most adapted one to
implement Industry 4.0 within SMEs with few resources, as mentioned previously. The
proposed SME-oriented PHM approach is applied in the SCODER company, which is a
French SME. The conducted literature review combined with this real-world application
allows identifying the research gaps that need to be filled to implement Industry 4.0
within SMEs successfully. In the sequel, the results of this study are reported, and the
identified challenges are discussed.

1.7 Implementation of the proposed approach in the SCODER
case study

In this section, we present the different steps of a real application of the proposed ap-
proach. This application consists of a cutting and stamping line from the SCODER
factory. Indeed, this line is exposed to several production anomalies that result in pro-
duction stoppages or quality problems. The objective is to digitize and control this line
to reduce these anomalies and ensure stable production in productivity and part quality.
However, SCODER is an SME with limited resources, which means an additional effort
to succeed in this process.

The following paragraphs detail the different steps of integrating Industry 4.0 tech-
nologies within this production line.
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1.7.1 Digitization step

As shown in Figure 1.10, the first step of the Industry 4.0 implementation is the digiti-
zation step. To successfully conduct this phase in the case of an SME, the scope of the
study should be carefully selected. For that, a data inventory query must be carried out
before as detailed in the proposed approach.

Figure 1.10: Industry 4.0 implementation in the SCODER company: the digitization
step.

Data inventory: Different data which comes from heterogeneous sources are shared
in the factory. These data are generally recorded in papers that make it difficult for
their deployment in this study. As proposed in the strategy, the first step to conduct a
PHM study within SMEs is to start with the data inventory. Figure 1.11 describes the
physical and informational flows in the factory.

Figure 1.11: Data inventory in the SCODER case study.

Scope identification: The objective is to ensure stable production, but we can only
study one machine with the available resources. A scope selection is first made according
to the characteristics mentioned in Subsection 1.6.2. Then, these characteristics are used
to affect a score empirically to each machine and rank them to select the most suitable
one for a PHM study (See Figure 1.12). One should note that it could be possible to
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formulate this score mathematically based on the conducted PHM projects’ feed-backs.
To take into account the importance level of each characteristic, a constant coefficient is
affected to them. Then the final score is calculated as below:

Score = 0.2×available digital data+0.3×data to be collected+0.5×PHM profitability.
(1.1)

Figure 1.12 shows that the third machine is the most suitable to conduct a data-
driven PHM study.

Figure 1.12: Machines ranking for potential data-driven PHM projects. Red color refers
to a weak score, yellow color represents an acceptable score and green color indicates a
good score.

The PHM project was initiated to ensure stable production by reducing machine
failures and improving productivity. The production performance is affected by the used
metal, the die, and the mechanical press. However, a study was conducted inside the
factory showed that the used metal coil characteristics have the most critical impact
on production. A PHM study is conducted from these existing data to determine an
"Id card" for each sheet metal coil. This Id card represents the coil’s characteristics,
the caused press breakdowns, and the quality rate of the products fabricated from it.
However, only the sheet metal characteristics are available without any indication about
the quality rate, date, and time of each metal coil’s use.

1.7.2 Sensorization step

As shown in Figure 1.13, the second step of the Industry 4.0 implementation is the
sensorization step.

Figure 1.13: Industry 4.0 implementation in the SCODER company: the sensorization
step.
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This step aims to ensure the total connectivity of the studied machine. For that, a
data acquisition system is installed on the SCODER’s machine. This system consists of
using a tablet at the beginning of the production line to scan the bar code of each coil
to save its date of use, and another tablet at the end of the production line is used to
collect the quality data (See Figure 1.14).

  

Scan the coil bar code

Record the machine 
breakdownsCollect the products 

quality rate

ERP data

Structured database

Metal characteristics

Data analysis

Classification of the metal coils based on their predicted 
performance

Figure 1.14: Details of the SCODER case study.

These data are coupled with the machine breakdown data to describe the production
process. Data are structured and saved to be analyzed later using intelligent algorithms
and extract knowledge from them.

1.7.3 Optimization step

As shown in Figure 1.13, the final step of the Industry 4.0 implementation is the opti-
mization step. To do, the created dataset is used to extract knowledge and to optimize
the production process.

Figure 1.15: Industry 4.0 implementation in the SCODER company: the optimization
step.

In this case study, the decision tree (DT) algorithm is used to classify the metal coils
in different categories regarding their expected performance. The DT method is chosen
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because it is an explainable machine learning tool, which means that workers know the
built classification rules. Figure 1.16 shows the evolution of the accuracy rate in function
of the volume of training data (since the real output of the nth training iteration added
to the training subset of the (n + 1)th iteration). One can point out that after a few
iterations, we can reach about 50% of accuracy. This low accuracy could be explained by
the fact that the existing data doesn’t contain information about the die’s health state
and the press. Moreover, the data volume is not sufficient.
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Figure 1.16: Evolution of the accuracy function of the number of instance used in the
training phase. These results are obtained using the DT algorithm.

To sum up, these weak results can be explained by the bad quality of the available
data (insufficient features, low volume, etc.). Thus, a reliable data quality study that
respects SMEs’ characteristics should be conducted. The next section discusses the
different gaps that should be filled to implement Industry 4.0 within SMEs using a PHM
approach.

1.7.4 Discussion

Recall that this work addresses the two most critical issues that limit Industry 4.0 within
SMEs. These problems are the lack of adapted methodology and the identification of re-
search gaps and their solutions. Based on this study, a PHM-based strategy is proposed
to implement Industry 4.0 technologies in SMEs while focusing on the encountered prob-
lems. These problems concern especially the lack of resources and the specific SMEs’
organization. Table 1.4 summarizes the main differences between big companies and
SMEs for Industry 4.0 implementation as well as the proposed solutions for each chal-
lenge.

1.8 Conclusion

The SCODER company’s motivation to install Industry 4.0 technologies as part of its
digital transformation leads to express an industrial problem raised by the daily concerns
of the workshops. This industrial problem concerns the challenge of installing Industry



1.8 Conclusion 35

Table 1.4: The proposed PHM-based strategy challenges and solutions.

Factor Attributes MNEs SMEs Proposed solutions

Finance Budget Available Limited Performance improvement at right costs

Technology Infrastructure Available Limited Scope identification

Data quality Medium Medium DQ assessment and improvement

Human Skilled workers High Medium Ergonomic graphical interfaces

Resistance to change Low Medium Automate the existing data projects

Organization Documentation Developed Semi-developed Knowledge capitalization process

Objectives metrics Detailed Global Standards PHM metrics

4.0 technologies within SMEs with limited financial resources. Thus, this double ob-
servation, i.e., on the one hand, towards the statement of the industrial problem and
the related scientific questions, and on the other hand, towards the gap in the economic
aspect of the Industry 4.0, are the main drivers of the thesis.

In this thesis, we propose to use a new SME-oriented PHM approach to implement
Industry 4.0 within SMEs. This choice is justified by the fact that PHM is widely applied
in the industrial domain with a clear methodology, and its principles are similar to the
Industry 4.0 pillars. In this chapter, the general PHM methodology is modified to be
adequate to SMEs characteristics based on an in-depth literature review and the exper-
tise of our industrial partners in the SCODER company. Based on this collaboration,
the different barriers and difficulties have been identified and discussed in Section 1.5.

In the rest of this work, we propose to address the data quality problem and its impact
on the success of the Industry 4.0 integration within SMEs. For that, an in-depth study
of the data quality in the industrial domain in general and in SME, in particular, is
proposed. Moreover, a new approach is proposed to improve data quality and thus the
PHM performance at the right cost. This approach is developed with respect to SME
characteristics.
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Data quality and their improvement
techniques: state of the art

“There is no shame in ignorance, only in denying it. By knowing what we do
not know, we can take steps to remedy our lack of knowledge.”

-Graham McNeill
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Contributions

This chapter proposes an overview of data quality management, covered by
state of the art in data governance. Data quality dimensions and applications for
this domain are also presented, with data quality and its definitions in the PHM
context as the focal point of the approach. To improve the analysis results, notably
by improving the used data quality, an overview of the adopted improvement
techniques is proposed, addressing the most encountered problems in the PHM
context. Based on this literature review, we identify the data quality management
within SMEs as the central research gap, for which we propose to fill in the next
chapter.

2.1 Introduction

Industry 4.0 is a data-based revolution that lies in digitization and sensorization to op-
timize performance. However, small and medium-sized enterprises (SMEs) still cannot
benefit from this revolution due to many barriers discussed in the first chapter of this
manuscript. To overcome these barriers, we propose to follow an SME-oriented prognos-
tics and health management (PHM) approach to facilitate the integration of Industry
4.0 technologies within SMEs. The proposed method was applied to a real case study
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where several research gaps have been identified and discussed in the previous chapter.
This chapter deals with the first research gap, which concerns the formalization of the
most encountered data quality problem in the industrial domain in general and in the
SMEs in particular. For that, a state of the art on data quality and their improvement
techniques is proposed in this chapter.

The remainder of this chapter is organized into seven sections. Section 2.2 presents
data in the industrial domain while focusing on the evolution of their role during the var-
ious industrial revolutions. Moreover, the different industrial data sources are presented
in this section. In Section 2.3, the data quality management problem is illustrated while
identifying the main research gaps. Section 2.4 introduces the data quality (DQ) con-
cept as a pillar of the data governance framework while detailing different data quality
dimensions (DQDs). The most encountered data quality issues in the PHM domain are
presented in Section 2.5. Section 2.6 gives a brief review of data quality improvement
techniques that deal with these data quality issues. A synthesis of this state of the art
is given in Section 2.7. Finally, conclusions are drawn in Section 2.8.

2.2 Industry 4.0: a data-based revolution

Data are real-world objects with storage, retrieval, and development capabilities, and
they can be communicated over a network [Kong et al., 2020]. The process that deals
with their valorization are called Data management. In [Sebastian-Coleman, 2012], the
authors start from the definition of "management" which means "the process of deal-
ing with or controlling ... [and] having responsibility for ...", and they claim that data
management is more than "deal with "since it includes many tasks such as identifying
resources to meet objectives, organizing these resources, defining and implementing a
data management strategy to achieve a fixed set of objectives. For the Data Manage-
ment Association (DAMA) [DAM, 2017], data management is "the business function
that develops and executes plans, policies, practices, and projects that acquire, control,
protect, deliver, and enhance the value of data". In the same context, another definition
is proposed by Fisher in [Fisher, 2009], which considers data management as "a con-
sistent methodology that ensures the deployment of timely and trusted data across the
organization". In [Vogl et al., 2014], authors affirm that data management concerns data
collection, processing, visualization, and storage. Hereafter, we are interested in the first
two steps (data collection and processing) by detailing the industrial data sources and
studying the impact of the quality of these data on the processing phase.

2.2.1 Historical perspectives and problem statement

As shown in Figure 1.7, data are always collected in the industrial domain. However,
these data’s nature and utility have evolved with the evolution of the manufacturing pro-
cess. The new needs in terms of product quality and process optimization have forced
companies to collect more data to increase the reliability and capability of their manufac-
turing processes [Omri et al., 2019]. This numerical transformation has been supported
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by the advances in the Information Technologies (IT) [Tao et al., 2018]. These technolo-
gies have enabled enterprises to have more accurate information about their production
process. Thus, the valorization of the industrial data has been evolved from absen-
teeism rate calculation to a more global PHM framework that allows optimization of the
maintenance function, improving the production process, and reducing operational cost.
This section proposes to review the evolution of industrial data collection throughout
the various industrial revolutions. We propose to study the impact of this evolution on
developing the maintenance function within industrial companies. Moreover, the change
of documentation that standardizes the data management process for maintenance ap-
plications is addressed (See Figure 1.7).

The evolution of manufacturing data

For a long time, data is generated throughout the manufacturing process. The complexity
of these data depends on the complexity of the industry and its degree of development.
Usually, data are recorded with different technologies, from paper to big data hubs.
The utility of these data depends on the needs of the companies. The role of data has
evolved in line with the evolution of the industrial activities, which are characterized by
four revolutions (from industry 1.0 to industry 4.0). For that purpose, we propose to
study the manufacturing data in line with these revolutions.

The first industrial revolution (industry 1.0) The introduction of steam engines
triggered this revolution into the production processes [Madsen et al., 2016]. According
to Tao et al. [Tao et al., 2018], this revolution has no impact on the collection, storage,
and analysis of data. Only a few data are managed manually by the workers through
papers, but the rest is stored in human memory as know-how. These data usually
relate to workers and serve minimal purposes. Thus, information such as assistance,
productivity, and performance are collected to evaluate worker performance.

The second industrial revolution (industry 2.0) The second revolution is charac-
terized by mass production. Electric machines are used with more sophisticated manage-
ment principles (e.g., the Bessemer process, the Taylorism, etc.) [Madsen et al., 2016].
Unlike the first revolution, Industry 2.0 has imported many changes in data manage-
ment. More data are recorded in more formal documents such as charts, and logbooks
[Tao et al., 2018]. As a result, these data’s utility has been expanded to reach other
applications such as operation planning, quality control, and failure rate.

The third industrial revolution (industry 3.0) The third revolution was intro-
duced thanks to the development introduced in the domain of computers and semicon-
ductors in the 1960s [Schwab, 2017]. This revolution is characterized by the use of Logic
Controllers, Computer Numerical Control (CNC) robotics, which gives birth to the con-
cept of fully automated factories [Madsen et al., 2016]. As a result, data are collected
automatically, saved in computers, and managed by information systems. From these



2.2 Industry 4.0: a data-based revolution 41

data revolution was born a set of information systems (e.g., ERP, MES, etc.) to manage
the maintenance, production, supply chain, and financial data [Tao et al., 2018].

The fourth industrial revolution (industry 4.0) The fourth industrial revolution
was triggered thanks to the emergence of the Internet of Things (IoT), Artificial Intelli-
gence (AI), and Big Data analytics, which are integrated into the manufacturing process.
All these technologies make it possible to collect and manage a massive quantity of data
from several heterogeneous sources [Tao et al., 2018]. These data describe the product
throughout its life-cycle [Li et al., 2015].

To sum up, the evolution of data collection, technologies, and utility are evolved
in line with industries’ development. Also, the data analysis techniques are evolved
increasingly to valorize these data and extract knowledge from them. These techniques
can be regrouped in a general framework such as the PHM [Guillén et al., 2016]. The
evolution of this concept is discussed in the next section.

2.2.2 Industrial data sources

As mentioned above, the PHM implementation must take into account the existing data
in the enterprise and propose adequate solutions to deal with the problems that charac-
terize these data. Here, we propose to clarify the data architecture in the manufacturing
organizations and detail the various data sources used as input in a data-driven PHM
process. In this context, data can be extracted from different levels and sectors of produc-
tion. These levels are usually represented in a pyramidal architecture where information
flows from the bottom to the top of the pyramid, unlike the control flows that flow from
top to bottom [Hoffmann et al., 2016]. Figure 2.1 represents the different data levels of
an industrial company. This pyramid is decomposed into Enterprise Resource Planning
(ERP), Manufacturing Execution Systems (MES), Control Level, and Device Level from
the top to the down.

ERP systems are created as a solution to a classic problem in the industrial field.
This problem involves treating the activities and transactions separately, without any
link between them [Ross and Vitale, 2000]. For this, ERP systems provide a common
systems platform that enhances data visibility. In [Madanhire and Mbohwa, 2016], ERP
is defined as a method for planning and controlling the required resources to respond to
customer orders. These tasks are satisfied using a software package that manages the
data flowing in the enterprise. These data concern a global representation of the compa-
nies, including the different resources (human, machines, and raw materials). Also, the
ERP database includes information about sales, historical production data, accounting,
and production range [Madanhire and Mbohwa, 2016]. ERP systems are used for long-
term activities planning without focusing on the shop schedule to accomplish these tasks
[Hoffmann et al., 2016]. Unlike ERP systems, the MES software focuses on digitizing the
production process to enable real-time control of the different activities [Coronado et al.,
2018]. The MES provides information to optimize activities throughout the production
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Figure 2.1: Automation pyramid in the industrial domain.

process. Using current and accurate data, an MES system guides, initiates, responds,
and reports on workshop activities as they occur. [Saenz de Ugarte et al., 2009]. In
other words, the MES manages finer data in terms of granularity. These data concerns
manufacturing instructions, design engineering data, the status of resources, the progress
of activities, and all events that occurred during the production activities. The control
level is composed of all forms of computer or programmable cards that control the system
state’s evolution during its operational mode to detect and avoid failures. Also, these
digital computers are responsible for controlling the industrial environment to reflect the
workshop’s atmosphere. The device-level is characterized by low-level devices that are
represented by the machines or sensors. These devices generate data needed to perform
process optimization or detect problems in the production flow.

2.3 The problem of data quality management

Many types of data can be collected from the previously detailed data sources, such as
tabular, image and time series, etc. [Omri et al., 2020]. These data generally present
some quality problems. However, data analysis results depend heavily on the quality of
the input. In this context, Hyunseok [Oh et al., 2018] describes this phenomenon using
a well-known proverb, "Garbage in, garbage out," which means that if the used data are
of low quality, the poor results are unavoidable. Traditionally, data quality management
follows a straightforward process where data quality is assessed, and its suitability for
the application is evaluated via the obtained results [Omri et al., 2021]. This implies
that the data acquisition step is carried out in advance without considering the fixed
objectives.
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Figure 2.2: Traditional data management process.

As shown in Figure 2.2, the data quality impact propagates through the various
analysis processes (data structuring and modeling) until it influences the results [Omri
et al., 2020]. Thus, two cases can occur: either the obtained results correspond to the set
objectives, which means that the used data are of good quality, or the objectives are not
yet met. In this second case, two solutions are proposed in the literature [Omri et al.,
2021]:

• Software data quality improvement: in this case, data quality improvement
algorithms are used to enhance, such as imputing the missing data or reducing the
noise.

• Technological data quality improvement: in this case, more sophisticated
sensors are installed in the system to enhance the collected data quality.

Recall that this work concerns SMEs, which are generally limited in terms of financial
resources. Therefore, technological solutions to improve data quality are not considered
because they can generate high costs. Thus, we propose here to review the data qual-
ity improvement algorithms concerning the most encountered data quality problem in
the industrial domain in general and in the SMEs in particular. In this context and
concerning the SMEs’ data problems, the authors in [Omri et al., 2019] report that the
well-known issues are the missing data, the manually recorded data, the small volume of
data, and the irrelevant data. Missing data refers to incomplete elements in a database.
These missing data are due to a problem in the acquisition system or a difference in
acquisition frequency. For manually recorded data, this problem applies to all businesses
regardless of size. Still, it should be noted that this problem is more related to SMEs
because they do not have the technology to digitize their data. The following sections
are dedicated to detail the data quality issues while focusing on those that affect the
SMEs’ data.
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2.4 Data quality in the industrial context

This section discusses the state of knowledge primarily related to data quality dimensions
(DQDs). The link between data governance and DQ is first elaborated. Further, DQDs
are defined and discussed in a general context and the PHM context.

2.4.1 Data Governance and Data Quality

Increasingly, extracting knowledge from data has become an essential task in organiza-
tions for performance improvements [Omri et al., 2020]. Thus, organizations are grad-
ually implementing data governance policies [Juddoo et al., 2018]. In [Russom, 2008],
the authors affirm that data governance should be an organization-wide concern and de-
nounce its underestimated in many organizations. In this context, the DG framework of
the data governance institute (DGI) [Institute, 2021] defines DG as “the exercise of deci-
sion making and authority for data-related matters” [Juddoo et al., 2018], and the main
benefits for organizations adopting DG are (1) revenue and value increasing, (2) cost and
complexity management, and (3) compliance, security, and risk control related to privacy.

Figure 2.3: The DGI data governance framework [Institute, 2021].

Figure 2.3 shows the main pillars of the DGI data governance framework. The first
pillar in this framework is data quality (DQ).

Data quality (DQ) has been the subject of many research works where several def-
initions were proposed to characterize this concept. The ISO 8000-8:2015 standard
[ISO/IEC, 2015] describes fundamental concepts of information and data quality and
how these concepts apply to quality management processes and quality management
systems. In [Zaveri et al., 2016], Zaveri et al. assume that data quality problem refers to
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a set of issues that can affect the potentiality of the applications that use the data. The
authors in [Omri et al., 2020] affirm that most of these definitions link data quality to a
set of requirements to satisfy. The ISO/IEC 25012 standard [ISO/IEC, 2008] definition
assumes that high data quality is "the degree to which a set of characteristics of data
fulfill requirements". Indeed, authors in [Sebastian-Coleman, 2012] define it as "data
that is fit for use by data consumers". Data quality is usually defined according to a
set of requirements that should be accomplished. We here adopt the data quality defi-
nition proposed in [Omri et al., 2020] and assumes "high-quality data as all data with a
minimum level of quality that guarantees the satisfaction of objectives set by the owner".

As previously stated, data quality is a multidimensional issue that is widely studied in
the literature. Thus, a set of Data Quality Dimensions (DQD) is defined to characterize
the data requirements [McGilvray, 2008, Sidi et al., 2012]. The next section presents
the essential data quality dimensions discussed in the literature while giving a brief
interpretation of them.

2.4.2 Data Quality Dimensions

To ensure the best data quality understanding, the first step consists of studying the
data quality dimensions (DQD) [Batini et al., 2009]. DQDs are defined as the means of
expressing the notion of data quality such as consistency, accuracy, completeness, and
timeliness [Juddoo et al., 2018]. This section presents the essential data quality dimen-
sions discussed in the literature while giving a brief interpretation of them.

Many DQ dimensions were proposed and discussed in the literature, but until now,
there is no consensus on the essential DQ dimensions for DQ evaluation [Sebastian-
Coleman, 2012]. However, there is a shortlist of DQ dimensions, which are the most
mentioned and discussed in the literature. Wang and Strong in [Wang and Strong, 1996]
have presented one of the first approaches for DQ dimensions identification and present
many DQ dimensions, which are reduced in a first step in 20 dimensions and then in
only 15 dimensions. This list of dimensions is displayed in Table 2.1.

According to Redman, [Redman, 1997], this list can be reduced more to a concise
list that contains only: Accuracy, Completeness, Timeliness, and Consistency.

In a general way, DQDs express the notion of data quality, and as shown above, data
quality depends on the users’ needs. For that, many authors in the literature assessed
that data quality could be task-independent and, therefore, not restrained by the appli-
cation’s context, while others are task-dependent [Pipino et al., 2002b]. Regarding the
work proposed by Wang and Strong [Wang and Strong, 1996], DQDs can be regrouped
in 4 main classes:
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Table 2.1: Most cited data quality dimensions [Pipino et al., 2002a].

Dimension Definition

Accessibility Extent to which data is available or easily and quickly retrievable
Appropriate amount of data Extent to which volume of data is appropriate for the task at hand
Believability Extent to which data is regarded as true and credible
Completeness Extent to which data is not missing and is of sufficient breadth and depth for the task at hand
Consistent representation Extent to which data is presented in the same format
Ease of manipulation Extent to which data is easy to manipulate and apply to different tasks
Free-of-error Extent to which data is correct and reliable
Interpretability Extent to which data is in the appropriate languages, symbols, and units, and the definitions are clear
Objectivity Extent to which data is unbiased, unprejudiced, and impartial
Relevancy Extent to which data is applicable and helpful for the task at hand
Reputation Extent to which data is highly regarded in terms of its source and content
Security Extent to which access to data is restricted appropriately to maintain its security
Timeliness Extent to which data is sufficiently up-to-date
Understandability Extent to which data is easily comprehended
Value-added Extent to which data is beneficial and provides advantages from its uses

1. The intrinsic category: It includes dimensions that express the natural quality of
the data, such as accuracy, believability, objectivity, and reputation.

2. The contextual category: It expresses the fact that the quality of the data must
be considered in a specific context. These dimensions include the amount of data,
its completeness, relevancy, value-added, and timeliness.

3. The representational category: It refers to dimensions related to the format and
meaning of the data, such as the ease of understanding, interpretability, and con-
sistency.

4. The accessibility category: It refers to dimensions that express how data is acces-
sible to users [Laranjeiro et al., 2015], including the ease of access and security.

Data quality in general and the DQD, in particular, have been widely studied in
the literature [Omri et al., 2020]. These studies have attempted to discuss the most
important DQDs and their interdependencies [Juddoo et al., 2018]. In [Islam, 2013],
the authors proposed to discuss the timeliness dimension. They explored the impact
of improving accuracy and completeness on the timeliness dimension. As a result, the
authors proved that recently created data are more accurate. In the same context,
Panahy et al. [Panahy et al., 2013] propose to study the dependencies between the four
most important DQDs (according to the authors): accuracy, completeness, consistency,
and timeliness. The obtained result proves a high dependence between these dimensions.

Despite this considerable number of studies in data quality and its dimensions, it still
lacks the formalization of data quality [Cai and Zhu, 2015]. For example, the authors of
[Cappiello et al., 2004] use the concepts of accuracy and completeness interchangeably.
Moreover, accuracy has been used as precision and also semantic accuracy in [Caballero
et al., 2014]. Dong et al. [Dong and Srivastava, 2015] explained the notion of accuracy
as ‘true value’ in the context of data fusion, which refers to a process of integrating data
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from various sources while maintaining a standard of data quality.

This lack of coherence in addressing the DQ and their dimensions is due to many
studying contexts [Juddoo et al., 2018]. The DQ topic is addressed in different contexts
such as the industrial domain [Omri et al., 2020], the web field [Batini et al., 2009] and
the medical domain [Juddoo et al., 2018]. The following section introduces the data
quality in the PHM concept.

2.5 Data quality in the PHM context

Data quality metrics differ from one application to another. Three data quality metrics
are defined in [Jia et al., 2017] to characterize data for PHM applications. These metrics
concern the aspects of detectability, diagnosability, and trend-ability [Jia et al., 2017].
Detectability refers to the fault detection task in the PHM framework, and it represents
the ability of system abnormal behavior data to be detected and separated from the
normal ones. Diagnosability fits the fault diagnosis within the PHM approach, and it
means that data allow good separation of the various system failure modes. As for
trend-ability, it concerns the degradation prediction, and it describes the ability of data
to estimate accurate information about the remaining useful life (RUL) of the system
[Lee et al., 2014b]. To measure these data qualities, Jia et al. [Jia et al., 2017] proposed
using a statistical test based on the Maximum Mean Discrepancy (MMD) method used
to evaluate the difference between two data distributions. Despite the obtained results,
this method strongly depends on the used data modeling algorithm, ignoring the impact
of the data quality. In coherence with this work, the authors in [Chen et al., 2013] define
the cluster-ability as a metric that can be used in the PHM context. Cluster-ability
measures data’s predisposition to be clustered in natural groups without referring to the
real data labels [Jain and Dubes, 1988].

Similarly, this method strongly depends on the used clustering algorithm. The pro-
posed metrics describe the data quality in an aggregated way unrelated to the fundamen-
tal data quality issues (i.e., missing data, noisy data, incomplete data, etc.). Moreover,
the authors in [Omri et al., 2019] propose a set of data quality requirements to be suit-
able with PHM applications. The data issues evoked in the mentioned article concern
mainly: data volume, data accuracy, and completeness. Consequently, we propose in
this work to classify the data problems according to these characteristics.

2.5.1 Data volume

One of the most critical factors that lead to a PHM project’s failure is data unavailability.
Data volume is the most critical data quality dimensions, and it concerns different aspects
such as [Omri et al., 2020]:

• The number of instances: It refers to the existing volume of data (number
of observations) that can be used to build a PHM model. This data quality is
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measured by:
qv = | R | (2.1)

where | . | refers the cardinality of the data space and R is the ensemble of objects
that make up the database.

• The imbalanced data: It is a form of between-class imbalance that arises when
one data class dominate over another class. It causes the machine learning model
to be more biased towards majority class. The following metric is used to quantify
this aspect of data problem:

qIm = 1− | o ∈ S |
| R |

(2.2)

where o is an observation and S is the objects ensemble of the subsampled class.

2.5.2 Data accuracy

Data accuracy is one of the most frequently cited dimensions of DQ in the literature. In
[Batini and Scannapieco, 2016], authors define accuracy as the "distance" between the
data or information and the world reality they describe. Data accuracy could control:

• The outlier data: It is one of the well known data quality problem that refers
to data objects that do not correspond to expected behaviors [Hodge and Austin,
2004]. It is defined by:

qo =
| o ∈ A |
| R |

(2.3)

where A is the ensemble of outlier observations in the dataset.

• The noisy data: It concerns data that are recorded with an error compared to
the world reality they describe. From a logical point of view, a value is considered
noisy only if it impacts the detection result. We propose here to quantify the
accuracy ratio as follows:

qn =
| o ∈ N |
| R |

(2.4)

where N is the ensemble of noisy observations for a specific feature Xi,i = 1, . . . , n.

2.5.3 Data completeness

Completeness is the data dimension that deals with the problem of missing data. We
here differ between two types of missing data [Omri et al., 2021]:
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• Partially missing data: It evaluates the ratio of missing values for a variable.
Thus, completeness is explained in this case as the percentage of available values
for a variable. The completeness ratio is calculated using the following metric:

qm =
| o ∈ M |
| R |

(2.5)

where M is the ensemble of missing observations for a specific feature Xi,i =
1, . . . , n.

• Completely missing data (Insufficient features): This case is discussed in
[Omri et al., 2020], and it concerns the case where one or more features are com-
pletely missing due to the absence of sensors or the fact that they are not measur-
able. Insufficient features ratio is quantified using:

qins =
n

d
(2.6)

where n is the number of saved features Xi,i = 1, . . . , n and d refers to the number
of identified variables during the data inventory step and that describe the system
Σ.

In the PHM context, data quality is an essential topic that should be considered to
improve the obtained results [Omri et al., 2020]. In this context and before investing in
advanced sensing technologies, it is more efficient to apply algorithms to deal with data
quality issues. The following section presents a brief review of data quality improvement
techniques that deal with the previously studied data quality issues.

2.6 Review of data quality improvement techniques

In this section, the techniques to deal with the previously detailed PHM data quality
issues are reviewed.

2.6.1 Imbalanced data

Imbalanced data is one of the most critical data problems for data analysis task. For that
purpose, many techniques to deal with this issue have been proposed in the literature.
These techniques can be divided into four main categories [Galar et al., 2011]:

• Data level techniques aim to pre-process the data and make the classes more
balanced, allowing the use of standard data analysis algorithms.

• Algorithmic level methods consist of developing sophisticated classification algo-
rithms to deal with this imbalanced data problem.
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• Cost − sensitive methods belong to the first two categories. They involve data
modification by adding costs to instances, introducing high costs of misclassification
for minority classes, and modifying the training algorithm accordingly.

• Classifier ensembles, inspired by human reasoning, this strategy combines the
results of several imbalanced data techniques to build a new classifier that surpasses
them.

Table 2.2 presents a brief review of the most used techniques.

Table 2.2: Summary of imbalanced data processing techniques.

Category Algorithm Remarks

Data level
SMOTE [Chawla et al., 2002]

- The minority class is over-sampled
- New samples are generated and not replicated
- Generated samples are introduced along the line segments joining k-nearest neighbors of
the minority class samples

CBO [Zheng et al., 2016] - K-means technique is used to cluster data from each class separately
- Over-sampling is performed in each cluster

GAN [Mariani et al., 2018]
- Deep learning generative models are modelled as neural networks
that take as input a simple random variable and that return a random
variable that follows the targeted distribution

Algorithmic level
SCOP-SVM [Cui and Xia, 2017]

- Second-order cone programming support vector machines
- Linear programming is used to improve the accuracy and the robustness of SVM
- This algorithm is only usable for imbalanced data

NBSVM [Datta and Das, 2015] - Near-Bayesian Support Vector Machine (NBSVM)
- Reduce misclassification cost due to rare class

SBHD [Beyan and Fisher, 2015] - Similarity-Based Hierarchical Decomposition (SBHD) method
- Works effectively when data is highly overlapping, and classes are more imbalance

Costsensitive (CS)
CS Ad-Boost [Sun et al., 2007]

- These kind of algorithms is based on the Adaptive Boosting technique
- A cost-sensitive boosted ensembles performed better than plain boosting
- AdaC1, AdaC2, AdaC3 and AdaCost are CS boosting algorithms

CS ANN [Tsai et al., 2009]
- Cost sensitivity can be introduced to neural networks in the probabilistic estimate, the neural network
outputs can be made cost-sensitive, cost-sensitive modifications can be applied to the learning rate
and the error minimization function can be adapted to account for expected costs

CS DT [Krawczyk et al., 2014] - Cost-sensitive fitting can take three forms: adjustment of the decision threshold, cost sensitive
split criteria at each node and the application of a cost-sensitive pruning to the tree

Classifier ensembles Bagging [Hido et al., 2009]

- Generate ’n’ different bootstrap training samples with replacement
- Train the used algorithm on each bootstrapped data separately
- Obtained performance are highly depend on the used classifiers
- Results are presented as an aggregation of the different predictions

Boosting [Galar et al., 2011]

- Combine weak classifiers to build a more accurate classifier
- Algorithms are trained sequentially in a adaptative way
- Results are obtained by combining predictions following a fixed strategy
- Ada-Boost, Gradient-Boosting and XG-Boost are the most used boosting techniques

In this work, we focus only on the data-level methods. Three algorithms from Table
2.2 were considered relevant and used in this work. SMOTE and CBO were selected
because they are widely used in the literature, and their performance has been proven.
In contrast, the GAN technique was selected because it is a recent method that has
demonstrated satisfactory performance in dealing with this data problem. For that, a
brief description of these techniques is given next.

Synthetic Minority Over-Sampling Technique (SMOTE) [Chawla et al., 2002]
This method is one of the most used oversampling techniques in the literature. It creates
new observations along the lines of a randomly chosen point and its k-nearest neighbors.
However, the generated similarities between instances call into question the performance
of this technique.
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Clustering-Based Oversampling (CBO) [Zheng et al., 2016] To avoid creating
similarities in oversampled classes, the CBO technique applies the K-means clustering
algorithm independently to identify the dataset clusters. These classes are then over-
sampled to balance the data. In this second phase, traditional oversampling algorithms
can be used, such as SMOTE or random oversampling techniques. Despite the use of
the K-means method, it still possible to over-fit the training data.

Generative Adversarial Network (GAN) [Mariani et al., 2018] This technique
is decomposed from two neural networks: Generator and Discriminator. The first
one allows to learn from the data and to generate new samples that follow the same
distribution as the original samples. While the second one, the discriminator, assesses
for each instance whether or not it is generated. The idea behind "adversary" is that
a good generated results in a poor discriminator and vice-versa. For that purpose, the
two neural networks must have similar skills.

2.6.2 Missing data

Missing values in the data can interfere with the execution of the data analysis task.
To this end, many techniques for imputing missing data are available in the literature.
Before detailing these techniques, it is a good idea to recall the types of missing data
based on assumptions about the reasons for the missing data. Three main classes are
identified according to the mechanisms of missing data [Little, 1988]:

• Data missing completely at random: Represents the fact that a certain missing
value has nothing to do with its hypothetical value and with the values of other
variables.

• Randomly missing data: Means that the probability of missing data depends on
the observed data set, but is not related to the specific missing values expected to
be obtained.

• Non-random missing data: If the characters in the data do not match these types,
they fall into the category of non-random missing data.

The best way to deal with missing data is to work through the data collection process
to avoid this problem. However, it is impossible to avoid the loss of some values. For
this reason, several techniques for dealing with missing data have been proposed in the
literature.

As shown in Table 2.3, techniques for dealing with missing data can be classified into
three broad classes:

• Conventional methods : These techniques consist of leaving missing values or delet-
ing them. The first family accepts missing data and generally involves the use of
flexible data analysis algorithms that accept missing data. While the second fam-
ily of techniques requires removing missing data, either totally or partially (only
instances with a high percentage of missing values are removed).



52 Chapter 2

Table 2.3: Taxonomy of missing data imputation techniques.

Category Method Remarks

Conventional methods Deletion Listwise [King et al., 1998]
- Delete all instances that contain missing values
- Suitable only for low missing data fraction and high data volume
- Information loss particularly in the in small data

Pairwise [Shi et al., 2020] - Delete only the instances with high levels of missing data
- Suitable only for low missing data fraction and high data volume

Ignoring [Nakagawa and Freckleton, 2008] - Do nothing

Imputation methods

Statistical methods

Mean, Median and Mode imp. [Donders et al., 2006]
- Replace missing values with the mean or median for numerical variables
and the mode for categorical variables
- Change the characteristics (mean, variance) of the original variables

Hot Deck [Myers, 2011] - Missing values are imputed from randomly selected records
Cold Deck [Chhabra et al., 2017] - Missing values are imputed from similar records

MICE [Van Buuren and Oudshoorn, 1999]

- Simple imputation models are used to make multiple imputation
for each missing value
- Analyze the generated completed data sets
- Integrate the analysis results into a final result
- Operates under the assumption that data are missed at random

Regression imp. [Arteaga and Ferrer, 2005] - Regression model is used to predict and replace missing data

Machine learning methods

Decision Tree [Rahman and Islam, 2011] - The DT algorithm is used to predict and replace missing data
SVM imp. [Mallinson and Gammerman, 2003] - The SVM algorithm is used to predict and replace missing data

KNN imp. [Malarvizhi and Thanamani, 2012]

- The KNN algorithm is used to predict and replace missing data
- Compatible with quantitative and qualitative data
- Sensitive to outlier data
- Computationally expensive

ANN and DL [Beaulieu-Jones et al., 2017] - The DL algorithms are used to predict and replace missing data

Likelihood-based methods EM [Lin, 2010] - Operates under MAR and MCAR assumptions
FIML [Graham, 2003] - Operates under MAR and MCAR assumptions

• Imputation methods : This family of techniques involves replacing missing data
with synthetic values. These values are generated according to a procedure based
on statistical methods or machine learning techniques.

• Likelihood-based methods: In these techniques, the assumption that the observed
data is a sample drawn from a multivariate normal distribution is relatively easy to
understand. Once the parameters are estimated using the available data, missing
data are estimated based on the newly estimated parameters.

2.6.3 Noisy data detection

The existence of noise in the data can strongly affect the performance of data analysis
algorithms. To this end, many techniques have been proposed to solve this problem. As
shown in Figure 2.4, outlier detection methods can be divided into two main groups:
(i) detection Supervised and (ii) detection unsupervised [Suri et al., 2019]. The first
requires labeled data to train a model that classifies each instance as an outlier or normal
instance. While outliers are generally rare, supervised detection algorithms face a data
imbalance problem that calls into question their effectiveness in dealing with the outlier
detection problem. On the other hand, unsupervised techniques detect outliers as a
deviation from normal data based on a predefined deviation metric. Despite the high rate
of false positives, unsupervised techniques remain the most widely used in the literature
[Campos et al., 2016]. For this purpose, only unsupervised outlier detection methods are
considered in this study.

Unsupervised techniques are based on an appropriate deviation from the normal
data metric to declare an object as an aberrant or normal object. These methods can
be parametric or non-parametric (see Figure 2.4). Parametric techniques are generally
based on statistical distributions for data modeling. An object is declared an outlier
or not with respect to its position in the data model’s probability regions. In the same
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Figure 2.4: Outlier detection techniques cartography.

context, non-parametric methods are divided into three main categories: distance-based,
density-based, and classification-based methods [Campos et al., 2016].

Distance-based techniques involve consulting the neighborhood of objects, and an
object is declared as an outlier if there are not enough objects in its neighborhood. Thus,
these techniques require a radius r and a threshold p (0 < p < 1) to characterize the
neighborhood and the necessary objects, respectively. Mathematically, an object o is
identified as aberrant if the equation 2.7 is satisfied.

|o′ ∈ D | dist(o,o′) ≤ r |
| D |

≤ p (2.7)

where D is the set of objects o′ that make up the database and dist (. , .) is a measure
of distance.

Density based techniques are based on the assumption that the density around a
normal object is similar to that around its neighbors while the density of an aberrant ob-
ject is different. To do this, we define distk(o) the distance between an object o and its kth

neighbor. Thus, the neighborhood of o is defined asNk(o) = [ o′ ∈ D | dist(o, o′) ≤ distk(o) ].
Thus, an instance is declared as an outlier if the equation 2.8 is satisfied.

1

| Nk(o) |
×

∑
o′∈Nk(o)

dist(o,o′) > P (2.8)

where P is a predefined threshold and dist (. , .) is a measure of distance.
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Table 2.4: Summary of outlier data detection techniques.

Group Category Algorithm Reference Data type Data volume Data dimension

Supervised detection
APD [Das et al., 2008] Categorial Large Multivariate
RF [Liaw et al., 2002] Both Large Multivariate
SVM [Erfani et al., 2016] Both Low/moyenne Multivariate

Unsupervised detection

Statistical
GMM [Dang et al., 2015] Numeric Low Multivariate
HBOS [Tang et al., 2015] Both Large Multivariate
RLOD [Goldstein and Dengel, 2012] Numeric Large Uni-variate data

Distance-based
kNN [Du et al., 2015] Both Large high

Abstract-C [Yang et al., 2009] Both Large Multivariate
COD [Bifet et al., 2010] Both Large Low

Density-based
LOF [Breunig et al., 2000] Numeric Low/moyenne Multivariate
RDOS [Bai et al., 2016] Both Large Multivariate
INFLO [Jin et al., 2006] Both Low Multivariate (d12)

Clustering-based
CBLOF [He et al., 2003] Both Large Multivariate

Isolation forest [Das et al., 2016] Both Large high
K-means [MacQueen et al., 1967] Both Large Multivariate

Clustering-based techniques are motivated by the fact that there are fewer aber-
rant objects than normal objects. Thus, objects in small clusters are identified as outliers.

Many algorithms have been proposed in the literature to deal with the problem of
detecting unsupervised outliers. A review of these techniques is presented in the Table
2.4 by grouping them according to the previously proposed classification.

2.7 State of the art synthesis

Based on the previously conducted data quality literature review, there exist two so-
lutions to overcome data quality issues such as software and technological data quality
improvement. As mentioned above, the first one is about data quality improvement al-
gorithms, while the second refers to the installation of more sophisticated sensors.

Recall that this work concerns SMEs, which are generally limited in terms of finan-
cial resources. Therefore, technological solutions to improve existing data quality or to
collect new variables are not considered because they can generate high costs. Therefore,
technological solutions are not considered in this thesis.

Concerning the software improvement techniques, they are applied in the various
data preprocessing tasks in this work. However, they are not applicable when variables
are not recorded, or they are highly damaged [Omri et al., 2020] which is the case in
SMEs where data acquisition infrastructure is not well developed. [Omri et al., 2021].
Due to these constraints, traditional data quality improvement solutions are
not suitable for SMEs.

As shown in Figure 2.5, the main research question appears in the data quality man-
agement context:
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Figure 2.5: Research gaps identification on the data quality improvement literature.

• How to improve the quality of highly damaged variables at a low cost?

The next chapter answers this research question by proposing a new low-cost data
improvement technique.

2.8 Conclusion

Recall that this work’s objective is to implement Industry 4.0 in SME using an adapted
PHM approach. To do, the industrial data digitization problem is addressed in this chap-
ter. In particular, the data quality problem is presented, and its impact on the PHM
process is discussed. Besides, the data quality improvement techniques are reviewed,
and their performance is discussed. The studied data problems are identified according
to a real analysis conducted in the SCODER company.

Based on this real analysis, it is proved that industrial data digitization is a complex
subject that is about data quality and quantity. Indeed, digitized data availability is
a problem that concerns most companies and, in particular, SMEs where the data ac-
quisition infrastructure is not well developed. Thus, data on the production process are
not recorded, which impacts the PHM results. As a consequence, traditional data im-
provement techniques are not applicable in the case of SMEs. On the other hand, SMEs
have a large amount of data in the form of know-how that can be used to overcome this
problem. Thus, it is necessary to integrate staff knowledge to improve data quality, the
PHM results and to facilitate the Industry 4.0 implementation. The following chapter
presents a new knowledge-based approach for data quality improvement.
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Contributions

This chapter introduces a generic formalization of the operators’ know-how to use
it to improve data quality. For this purpose, human knowledge types are defined,
and their integration modes in the data management process are discussed. This
study is integrated into a new closed-loop (data quality - knowledge) for data
quality improvement and human knowledge enrichment. The proposed approach
is applied in the SCODER case study to validate it and assess its applicability.

3.1 Introduction

Industrial data digitization is a complex subject that concerns data quality and quantity.
This problem is intensified in SMEs’ case, where the data acquisition infrastructure is
not so developed. As a result, part of the data on the production process is not recorded.
These limitations result in a reduction in SMEs’ ability to adopt new technologies, which
reveals industry 4.0. However, SMEs have a massive amount of data in the form of re-
markable know-how that is not efficiently valorized. Indeed, SMEs’ advantage is that
operators are close to the production process, which allows them to identify their needs
and prioritize them in terms of urgency. Besides, the staff’s versatility allows them to
analyze each problem regarding its impact on the entire production process. As a re-
sult, they can extract the necessary and relevant data to steer digitization projects and
ensure knowledge capitalization. This chapter introduces a generic formalization of the



3.2 Problem statement and proposed approach 59

operators’ know-how to improve data quality and improve the analysis results. For this
purpose, human knowledge types are defined, and their integration modes in the data
management process are discussed. This study is valorized in a new knowledge-based
data quality improvement framework. In a second step and to ensure efficient knowledge
management, the obtained analysis results are explained and used to enrich the human
knowledge base. This same knowledge is applied to improve data quality in future anal-
ysis tasks.

In summary, this work aims to develop a knowledge-based methodology for efficient
data quality management. The decisions resulting from the analysis of these data are
returned with a concern for explainability to enrich the human knowledge base used again
to improve data quality in future analysis tasks. The rest of this chapter is organized
as follows. The problem statement and the proposed solutions are drawn in section 3.2.
Sections 3.3 and 3.4 present state of the art on the formalization of human knowledge
and the explainable machine learning. Section 3.5 details the proposed approach. This
framework is applied to a real case study, the results of which are presented in section
3.6. The conclusions and perspectives of this work are detailed in section 3.7.

3.2 Problem statement and proposed approach

As noted in the previous chapter, Industry 4.0 is a data-based revolution where data
quality management is one of the most critical challenges. This section presents the data
quality problem in SMEs while proposing a new approach to overcome it.

SMEs’ data acquisition infrastructure is not well developed, which affects the col-
lected data quality. As a result, highly damaged variables are very common in SMEs’
data. As detailed in the previous chapter, the main research question in this domain
is how to improve highly damaged data at a low cost. In this chapter, we propose im-
proving the data quality using the operators’ know-how to improve the obtained results.
These results are explained to enrich the human knowledge base and thus ensure effi-
cient knowledge management. This same knowledge is applied to improve data quality
in future analysis tasks. However, two main problems arise in this context:

• How to integrate the know-how of the staff?

• How to enhance an efficient knowledge capitalization?

We face here two complex problems in the data analysis domain. As they are in-
troduced in the literature, these problems are the informed [von Rueden et al., 2019]
and the explainable [Guidotti et al., 2018] machine learning tools. The explanation term
refers to the used machine learning algorithm’s ability to explain the obtained results
and models. This makes the algorithm more transparent and therefore builds trust be-
tween it and its users. While "informed machine learning" refers to integrating human
knowledge in the learning process to improve it.
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Figure 3.1: The proposed knowledge-based data quality improvement approach.

As shown in Figure 3.1, the proposed approach consists of four main steps: (i)
improve data quality using human knowledge, (ii) extract knowledge from these data,
(iii) explain the extracted knowledge to enrich the human knowledge base, and (iv) use
this knowledge to improve data quality in future data analysis tasks. To sum up, this
chapter proposes a closed-loop (data quality - knowledge) for data quality improvement
and human knowledge enrichment and capitalization. To do this, we propose in the
following sections to detail the state of the art of techniques used to explain the results
of the data analysis. Besides, the types of human knowledge are presented as well as the
methods of their integration into the data analysis process.

3.3 Human knowledge formalization: related works

As shown above, human knowledge is an important source of information that should be
used to guide the used machine learning tools. This information enables efficient learn-
ing from the data and ensures more accurate results. In this context, many approaches
turn human knowledge into a useful source of learning for the used machine learning
algorithms [von Rueden et al., 2019].

This section proposes a literature review of these approaches while detailing the
different kinds of human knowledge and formalizing them for informed learning.

3.3.1 Human knowledge types

Humans are the most intelligent creatures on earth where their knowledge remains com-
plex and unknown in terms of quantity. Many studies have been conducted in the
literature to characterize this knowledge from different perspectives (e.g., sociology, psy-
chology points of view, etc.). These studies propose several ways to categorize human
knowledge. In line with these categorizations, we propose here to classify human knowl-
edge in three main types: (i) General knowledge, (ii) Scientific laws, and (iii) Expertise.

General knowledge [von Rueden et al., 2019]

This type of human knowledge refers to basic information known and accessible to all
humankind. This knowledge is developed by human intuition and passed on from one
generation to another; for example, the temperature will rise in summer.
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Scientific laws [Srinivasan et al., 2020]

As the title indicates, this knowledge represents the set of facts and laws explicitly vali-
dated by experiments. Usually, these laws are represented in the form of mathematical
equations that relate facts to consequences. Many areas are described by these universal
laws, such as physics, chemistry, etc.

Expertise [Spinner et al., 2019]

The latter types of human knowledge reflect the particular know-how developed by a
person in a particular field. Usually, this wisdom relates to the field of work in which a
person spends much time. Observations are the main source of this knowledge and can
be shared among teammates orally or as documents [Omri et al., 2019]. In addition to
know-how, the category of expertise may include information accessible to human senses,
such as heating a machine or a sound noise. Unlike scientific laws, this knowledge (if
documented) is saved in the form of texts.

3.3.2 Formalization of the human knowledge

As mentioned in the previous paragraph, human knowledge is saved in the form of text,
and in the best of cases, it is represented by mathematical equations. However, it still
difficult to communicate human wisdom to a machine. Natural communication between
humans is not understandable by machines. For that purpose, many approaches to
formalizing human knowledge in machine-understandable forms are developed in the
literature. We propose here to classify these approaches in three main categories: (i)
Mathematical models, (ii) Logic rules, and (iii) Statistical relations.

(i) Mathematical models

Mathematical models formalize knowledge as functions or as differential equations. Func-
tions relate a set of variables to output, or they can be used as constraints to reduce the
solution’s space. In this context, we can cite the Ohm’s law (V = R × I) which relates
the voltage V to the current I and the resistance R. However, differential equations
describe the relationship between functions, and they allow the formalization of human
knowledge as a compact mathematical model. We can also cite Newton’s second law,
which is formalized as a differential equation. From the writer’s point of view, math-
ematical models are the most suitable to communicate between humans and machines
since they are understandable by the two sides. However, not all human knowledge can
be modeled mathematically. Thus, other formalization methodologies are developed.

(ii) Logic rules

Over time, human knowledge is saved as texts. However, natural language phrases are
not understandable by machines. Thus, logic is used to transform facts and consequences
represented by sentences to formal logic rules [von Rueden et al., 2019].



62 Chapter 3

(iii) Statistical relations

As mathematical functions, statistical relations relate data variables to each other. The
variables can be correlated, or they can be defined as a statistical distribution. Moreover,
statistical relations can refer to conditional independence or correlation structure of
random variables or even a complete description of the joint probability distributions
[von Rueden et al., 2019].

3.3.3 Informed learning approaches

We now come to describe the different methodologies of informed learning. As mentioned
above, informed learning is defined as the combination of data and human knowledge
for a more efficient learning process. This kind of learning get more attention in recent
years, and several techniques have been proposed in the literature. Before detailing these
techniques, we first describe the learning process and then relate each method to a step
in that process. Globally, a learning process can be divided into three main steps: (A)
Data preprocessing, (B) Data mining, and (C) Results. Thus, human knowledge can be
integrated into the learning process throughout these stages. We propose here to classify
informed learning approaches according to the impacted stages.

(A) Informed data preprocessing:

Data preprocessing is an important task in the learning process, and it consists of prepar-
ing data for the data mining phase. This task is divided into many steps, such as data
cleaning, data transformation, and feature selection. Data cleaning and transformation
are methods used to remove outliers and standardize the data so that they take a form
that can be easily used to create a model. While features selection consists of removing
the non-pertinent variables to reduce the data dimensions and then accelerate the learn-
ing process and improving the result’s accuracy.

In this context, human knowledge can be used in these different tasks. Indeed, prior
knowledge of the studied problem can lead to the features selection phase. Also, it can
assess the accuracy of the collected data and improve it accordingly. Additionally, it
can be used as a second data source by using a mathematical function to generate new
variables from existing ones or generate new data using statistical distributions [Ladickỳ
et al., 2015]. Last but not least, a human can feed a learning algorithm through a
collection of rare observations and events that are difficult to formalize in the input
data.

(B) Informed data mining:

Data mining consists of learning from data and extracting knowledge from them. To do
this, artificial intelligence algorithms are used to predict outputs from a set of input vari-
ables. As an example of algorithms that can be used, we cite artificial neural networks
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(ANN), support vector machine (SVM), decision trees (DT), etc.

At the level of the data mining, the human knowledge can identify the parameters
set of the used algorithm [Zemouri et al., 2019] such as the architecture of an ANN or
the deep of the trees of DT, etc. Moreover, prior knowledge of the studied problem can
modify the loss function according to the final objective [Krawczyk et al., 2014].

(C) Informed results:

Results are the objective of the learning process. They represent a set of rules linking
inputs to outputs. These rules can be implicit or explicit, simple or complex, and accept
a certain uncertainty order.

At this level, humans can intervene to assess the consistency of the extracted rules
by comparing them to existing scientific laws or by merely using their expertise. Addi-
tionally, known rules that are not learned from the data can be injected into the final
results to document them.

As displayed in Table 3.1, human knowledge can be integrated into the learning
process throughout its different steps. However, some tasks are automated by more
sophisticated algorithms to facilitate the user’s mission. Growing algorithms are used
to adapt the ANN architecture to the problem complexity [Zemouri et al., 2019]. For
the feature selection step, many techniques to automatically accomplish this mission are
developed and applied in many domains [Zemouri et al., 2018]. Other methods are also
developed to learn efficiently from imbalanced data [Tsai et al., 2009] or to automatically
assess the results consistency [Mariani et al., 2018]. For that purpose, we propose here
to integrate human knowledge in the generation of new data and improve their quality.
However, human knowledge is limited in some domains and may be biased. For that,
this knowledge must be sustainably enriched and evaluated. This work proposes to
explain the data analysis results to enrich the human knowledge base with new reliable
information. The following section presents a brief review of existing explainable data
analysis techniques.

3.4 Overview of explainable data analysis techniques

Many precise decision support systems have been built like black boxes in recent years,
hiding their internal logic from the user. This lack of explanation is both a practical and
an ethical problem. The literature reports many approaches to overcome this critical
weakness. This section proposes to study this problem while specifying the needs in
terms of explanations and the existing techniques.
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Table 3.1: Human Knowledge Integration examples in informed learning process.
H
um

an
kn

ow
le
dg

e
ty
pe

Fo
rm

al
iz
at
io
n

ap
pr
oa
ch
es

E
xa

m
pl
es

K
no

w
le
dg

e
in
te
gr
at
io
n
ex
am

pl
es

D
at
a
pr
ep
ro
ce
ss
in
g

D
at
a
m
in
in
g

R
es
ul
ts

G
en
er
al

kn
ow

le
dg

e

M
at
he
m
at
ic
al

m
od

el
s

E
ng

in
e
∈
C
a
rs

-
-

C
he
ck

th
e
en
gi
ne

in
ca
se

of
pr
ob

le
m
s

Lo
gi
c
ru
le
s

if
(S
um

m
er
)
th
en
:

T
em

pe
ra
tu
re

ri
se

C
on

tr
ol

te
m
pe

ra
tu
re

in
th
e
su
m
m
er

-
V
en
ti
la
te

m
ac
hi
ne
s

in
su
m
m
er

St
at
is
ti
ca
lr
el
at
io
ns

D
at
a
ar
e
im

ba
la
nc
ed

U
se

da
ta

ba
la
nc
in
g

te
ch
ni
qu

es
A
da

pt
th
e
lo
ss

fu
nc
ti
on

-

Sc
ie
nt
ifi
c

la
w
s

M
at
he
m
at
ic
al

m
od

el
s

O
hm

’s
La

w
:
V

=
R

x
I

-
G
en
er
at
e
V

fr
om

R
an

d
I
va
ri
ab

le
s

.-
A
ss
es
s
th
e
ac
cu
ra
cy

of
I
va
ri
ab

le
us
in
g
th
e

fo
rm

ul
a
I=

V
/R

.

-
V

=
R

x
I

Lo
gi
c
ru
le
s

if
(T

>
10
0

°C
)
th
en
:

w
at
er

va
po

ri
ze

-
-

if
(T

>
10
0

°C
)
th
en
:

w
at
er

va
po

ri
ze

St
at
is
ti
ca
lr
el
at
io
ns

P
(A

in
te
r
B
)
=

0
-

-
E
ve
nt
s
A

an
d
B

ca
n’
t

be
si
m
ul
ta
ne
ou

s

E
xp

er
ti
se

M
at
he
m
at
ic
al

m
od

el
s

T
he

pr
ob

le
m

is
ve
ry

co
m
pl
ex

-
U
se

de
ep

ar
ch
it
ec
tu
re

of
A
N
N

-

Lo
gi
c
ru
le
s

if
(T

>
80

°C
)
th
en
:

m
ac
hi
ne

fa
ilu

re
-

-
St
op

th
e
m
ac
hi
ne

w
he
n:

T
>
80

°C

St
at
is
ti
ca
lr
el
at
io
ns

C
or
re
la
ti
on

(R
es
ul
t,
va
r2
)
=

1
Fe

at
ur
e
se
le
ct
io
n:

va
r2

is
ve
ry

im
po

rt
an

t
U
se

lin
ea
r
re
gr
es
si
on

al
go
ri
th
m

A
ss
es
s
th
e
qu

al
it
y

of
th
e
pr
ed
ic
ti
on



3.4 Overview of explainable data analysis techniques 65

3.4.1 Explanation needs

The explanation is not necessary either because (1) there are no significant consequences
for unacceptable results or (2) the problem is sufficiently well studied and validated
in real applications to be confident in the decision system, even if the system is not
perfect. The need for interpretability arises from an incomplete formalization of the
problem, creating a fundamental obstacle to optimization and evaluation. Note that
incompleteness is distinct from uncertainty: the fusion estimate of a missile position can
be uncertain, but this uncertainty can be rigorously quantified and formally reasoned
about it. In machine learning terms, we distinguish between cases where the unknowns
lead to quantified variance, for example, when trying to learn from a small amount of
data or with a lack of completeness which produces some unquantified bias. Below are
some illustrative scenarios:

• Scientific understanding: The goal of a machine learning process is to extract
knowledge. Thus, explanation can be helpful to enrich the human knowl-
edge base.

• Security: For complex tasks, the end-to-end system is rarely completely testable;
one cannot create a complete list of scenarios in which the system may fail. Listing
all possible exits, including all possible entries, is computationally or logistically
impractical, and we may not be able to report all unwanted exits.

• Ethics: Human beings may want to guard against certain types of discrimination.
For example, one may want a "fair" classifier for loan approval. Even though we
can encode protections into the system for specific protected classes, there may be
biases that we have not taken into account a priori.

In this thesis work, explainability is used to enrich human knowledge and improve
our mastering level of the problem. The following paragraph details the most used
explainable techniques.

3.4.2 Explanation models

Increasingly, the explanation of black-box decision systems has attracted more attention.
This need for explanation is generally due to incomplete problem formalization, creating
a fundamental obstacle to optimization and evaluation. Thus, many techniques have re-
cently been proposed to explain black-box decision systems [Guidotti et al., 2018]. In this
context, the authors of [Tan et al., 2020] applied decision trees to explain neural network
decisions. Indeed, classification rules have been widely adopted to explain the decisions
of neural networks [Johansson et al., 2004] and SVMs [Fung et al., 2005]. These tech-
niques are used to generate a global explanation of the used black-box model. When
the training dataset is available, they can be used as completely transparent classifiers.
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Other approaches tackle explaining the local behavior of a black-box model [Guidotti
et al., 2018]. In other words, they explain the decision assigned to a specific data obser-
vation. There are two types of approaches: model-dependent approaches and agnostic
approaches. In the first category, most of the articles aim to explain neural networks.
They base their explanation on salience masks, that is, a subset of the instances that
explains what is primarily responsible for the prediction [Zhou et al., 2016]. Examples of
salience masks are parts of an image or words or phrases in the text. On the other hand,
agnostic approaches provide explanations for any black-box model. In [Ribeiro et al.,
2016], the authors present the LIME techniques, which starts from instances generated
randomly in the vicinity of the instance to be explained. The method deduces linear
models from them as well as understandable local predictor models. The feature’s im-
portance in the linear model represents the explanation ultimately given to the user. As
a limit of this approach, the randomly generated data instances do not fit the problem
reality. Therefore, the linear classifiers derived from them may not correctly characterize
the black-box model’s reasoning principle.

LIME extensions using decision rules (called Anchors) and expression trees are pre-
sented in [Ribeiro et al., 2018] and [Singh et al., 2016] respectively. The Anchors exten-
sion [Ribeiro et al., 2018] uses a specific algorithm that randomly constructs the anchors
with the highest coverage and respecting a precision threshold. In [Singh et al., 2016],
the authors take a simulated annealing approach that randomly increases, decreases, or
replaces nodes in an expression tree. The adopted neighborhood generation process is
the same as that of the LIME technique. Another crucial weak point of these approaches
is the need for user-specified parameters for the desired explanations: the number of fea-
tures, the level of precision, the maximum depth of the expression tree [Ribeiro et al.,
2018].

Despite the multitude of explanation models, their explanation quality remains insuf-
ficient. They are divided into accurate local explanations and inaccurate global explana-
tions. Thus, the objective is to propose a new approach that can provide precise global
explanations. However, we should be able, firstly, to assess the quality of an explana-
tion. In this context, three main assessment approaches are proposed: application-based
[Antunes et al., 2008], human-based [Lakkaraju et al., 2016], and function-based [Fre-
itas, 2014] . We here consider that this research domain is out of the scope of this thesis
work. Thus, we propose to assess the quality of an explanation directly via the industrial
application.

Next in this chapter, the informed and explainable learning concepts are introduced
in the proposed knowledge-based DQ improvement. The decisions resulting from this
approach are explained to ensure human knowledge enrichment. The following section
details the proposed framework.
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3.5 A proposed data quality management methodology

This section details the different steps of the proposed knowledge-based approach for
data quality management.

Figure 3.2: The proposed knowledge-based approach for data quality management.

As shown in Figure 3.2, the proposed approach consists of an interactive framework
that allows communication between the user and the black-box machine learning algo-
rithm. This interaction is represented in (i) integrating user expertise for DQ improve-
ment and (ii) explaining the analysis results for knowledge enrichment. Thus, human
knowledge can be validated through this process to confirm (or decline) it. The capi-
talized knowledge is then stored in a library of rules that will be used in the future to
support decision-making and explain strange phenomena.

3.5.1 Knowledge integration for data quality management

This section presents the phases of knowledge integration for data quality management.
As shown in the table 3.1, human knowledge can be integrated into the learning process
throughout its various stages. However, some tasks are automated by sophisticated al-
gorithms to facilitate the user’s mission. Scalable algorithms are used to adapt the ANN
architecture to the problem complexity [Zemouri et al., 2019]. For the variables selection
step, many variables selection techniques allowing to accomplish this mission automati-
cally are developed and applied in many fields [Zemouri et al., 2018]. Other methods are
being developed to effectively learn from imbalanced data [He and Garcia, 2009] or auto-
matically assess the results consistency. For this, we propose, here, to integrate human
knowledge in data quality improvement. As detailed in the previous sections, there are
several ways to integrate human knowledge into the learning process. Here, we propose to
valorize human knowledge in the data quality improvement according to four main ways:

• Feature importance definition: Continuing with the previous element, the user
understands the problem, its causes, and its consequences. He generally links the
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problem to a set of variables that can affect it (or the variable with no influence).
Thus, this knowledge will be introduced into the data analysis phase to improve
its results.

• New variables definition: Thanks to his expertise, the user can judge that
the fusion of a set of variables can generate a new variable more relevant for the
description of the problem studied. Thus, the user is responsible for defining the
calculation function of such a variable.

• Variables description: It refers to statistical description allowing information
to be obtained on each variable separately. We distinguish two types of variables:
(i) quantitative variables (continuous values) and (ii) qualitative variables (the
number of possible values is limited). A quantitative variable’s description is based
on the following statistics: mean, median, variance, standard deviation, quantiles,
min, and max. The description of a qualitative variable is much more summary.
Once the variable modalities have been identified, it is a matter of identifying
the mode and studying the proportions associated with each modality. Of course,
this information can be calculated automatically. However, when we do not have
a history of recorded data (which is the case of SMEs), the user’s contribution
becomes essential to have a complete idea about each variable.

• Statistical relationships definition: Statistical relationships link variables to
each other. The variables can be correlated, or they can be defined as a statistical
distribution. Also, statistical relationships can refer to conditional independence
or even a complete description of joint probability distributions. Like the variables
descriptions, this information can be calculated automatically. However, we are
interested in cases where there is no history of recorded data.

On the other hand, there remains another challenge which is the facilitation of this
task for a non-specialized user. To do this, we propose to formalize this work in an
ergonomic graphical interface where the user can choose between several options to com-
municate his knowledge. This interface allows the user to choose between mathematical
models, statistical relations, or logical rules to integrate his knowledge. Then, he indi-
cates the variables concerned by this model. Finally, he defines the model through a set
of parameters. In this context, it should be noted that this knowledge can contain biases
(even false information) hence the need to evaluate it in a collaborative approach with
the user. This layer aims to enrich our knowledge with reliable information.

As detailed above, user knowledge is used to improve data quality and improve the
analysis phase results. In this work, the data analysis phase is not considered since
many works deal with it. We propose applying traditional techniques such as ANN, DT,
and SVM for the data analysis phase. The obtained results are explained to enrich the
human knowledge base, which will be used in future data quality improvement tasks.
The following subsection details the results explanation process.
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3.5.2 Results explanation for know-how enrichment

This paragraph proposes to detail the explanation process. As shown in Section 3.3,
several explanation techniques are proposed in the literature. These techniques are di-
vided into accurate local explanations and inaccurate global explanations. In this work,
we propose a semi-global explanation algorithm that takes advantage of these two tech-
niques. For an explanation task, the most important thing is to determine a clear and
understandable rule allowing to separate the different classes. As shown in Figure 3.3,
the proposed approach is based on the generation of new instances at the boundary be-
tween classes. These new instances are then used to separate the classes linearly.

Figure 3.3: Explanation process details.

Let ζ(.,.) be a function which takes as inputs a black box model b and an observation
of the system Xi for i = 1, . . . , l. The function ζ(.,.) is called an explanatory model when
it relates the decision b(Xi) to a physical reality of the system. The proposed approach
can be summed up in four steps:

• Identification of the decision plan.

• Data generation.

• Generated data authenticity assessment.

• Decision explanation.

These four steps are detailed in the next paragraphs.
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Step 1: Identification of the decision plan

A decision plan is a plan separating the two classes closest to the instance Xi whose
decision we want to explain. For a data point Xi whose decision we want to explain, the
first step in identifying its decision plan consists of determining the k instances closest
to it and which belong to the inverse class of that of Xi (see Figure 3.3 (a)). Using these
k neighboring instances, the decision plan is determined. To do this, for each instance
identified, we determine the instance closest to it and belonging to the same class as that
of Xi (see Figure 3.3 (b)). For the rest of this work, the identified data points are called
border points.

Step 2: Data generation

As mentioned above, the second step in the explanation process is the new data genera-
tion.

Figure 3.4: The data generation process. For a data point s (in red), the closest n
points pi (in blue) are used to generate a first data layer g1i (in green). Then, this first
layer is used to generate a second data layer g2i (in yellow). Likewise, this second layer
is used with the initial point s to generate the third layer g3i (in black). This process is
repeated until the generation of the required N data samples.

Figure 1 illustrates the generation process. In fact, the n nearest neighbors (pi,
i = 1, . . . , n) of each data point s in the border points ensemble are selected to generate
a first set of n new data samples g1i as follows:

g1i =
pi + s

2
,∀i = 1,..,n. (3.1)

The generated data are then used to generate a second set of n new data samples g2i
as follows:
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g2i =
g1i + g1k

2
,∀k, i = 1,..,n. (3.2)

where i and k are consecutive and i 6= k .

Using the initial data point s and the points generated at the second level g2i , the
third set of n new data samples g3i are generated:

g3i =
g2i + s

2
,∀i = 1,..,n. (3.3)

The same process is repeated until the generation of the required N data samples. The
Algorithm 1 presents the different data generation process stages.

Algorithm 1 The data generation process.
Initialization :
s = starting point;
n = number of neighbors;
N = number of required data samples;
G = generated data set;
j = 0: counter;

Algorithm:
while(cardinal(G) < N) {
for (i= 1 .. n) {
G = G + gji ; }
j = j + 1; }
Required data are generated.

The generated data in this step will be used later in the results’ explanations. Thus,
it is important to check that the generated data are close to the real data to guarantee
the provided explanations’ quality. The following section presents the adopted approach
to assess the authenticity of the generated data.

Step 3: Generated data authenticity assessment

After generating the neighbors of each instance, we focus here on validating the gen-
erated data authenticity. In fact, despite user intervention in improving the generated
data quality, there are some deep features that are impossible to detect by a human. For
this, a discriminator (see Figure 3.5) is trained to differentiate the original data from the
fake ones.

The discriminator is used to evaluate the similarity between the new data and the
real ones. This discriminator is inspired from the one used in the GAN neural network
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Figure 3.5: Illustration of the data discriminator principle.

[Goodfellow et al., 2014]. However, the discriminator in this work is trained to differen-
tiate the original data and simulated data with a high level of performance, unlike that
used in the GAN algorithm, which is trained to achieve only 50% of accuracy. To do
this, an artificial neural network is trained to classify the data into two classes Origi-
nal (1) and Simulated (0). This classifier is trained in one real data set and another
randomly generated. Although the data’s complexity is unknown, we propose to use
an evolutionary algorithm [Zemouri et al., 2019] to obtain the best ANN architecture.
The Algorithm 2 presents the different stages of the data authenticity assessment process.

Algorithm 2 The process of assessing the generated data authenticity.
Initialization :
EANN = evolutionary Artificial Neural Network;
B = original data set;
F = set of data generated with a random process;
G = set of data generated with the Algorithm 1;
GA = set of generated and authentic data;

Algorithm:
Train EANN to differentiate data from B and F .;
for (x in G) {
if(RNAE(x) == authentic) {
GA = GA + x; }
}
The data authenticity is evaluated.

Once the data authenticity is evaluated, they can be used in the explanation process.
The next paragraph details the proposed semi-global explanation approach.
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Step 4: Semi-global explanation of the results

The first step in the explanation process is to use the black box model b(.) to label the
newly generated data. This task will identify the behavior of b(.) in the decision surface.
In this context, a decision d is a function that serves to differentiate the instances in the
decision plane. In 2D, the function used to classify between instances is a row, while
the function used to classify instances in 3D is called a plan, just as the function which
classifies the point in a higher dimension is called hyperplane (see Figure 3.3 (d)). In
general, the equation of the hyperplane in n dimensions can be given by:

αT ×V+ c. (3.4)

where c is a constant, V = (V1, . . . ,Vl) is the vector of variables and αT is the leading
vector of the decision plane.

The numerical formula for αT is then determined using the "Soft margin" technique
[Shawe-Taylor and Cristianini, 2002]. To do this, we consider the case where there are
two classes C1 and C2 that refer to the healthy and faulty classes which corresponds
to a detection problem. A decision di for an instance Xi can take two values: d1 = −1
when {Xi ∈ C1} and d2 = 1 if {Xi ∈ C2}. Thus, an instance Xi is well explained if the
following condition is satisfied:

di × (αT ×Xi + c) ≥ 1, di ∈ {−1, 1}. (3.5)

This condition requires that the decision plan properly explains all decisions. This
requirement is, therefore, difficult to meet in reality. For this reason, we suggest allowing
some bad explanations in the dataset. To do this, we will grant a constant εi ≥ 0 which
for each instance Xi, we have:

di × (αT ×Xi + c) ≥ 1− εi, εi ≥ 0. (3.6)

This new constraint makes it possible to accept imperfect classifications. However,
the objective is to minimize these imperfect classifications. Thus, the leading vector of
the decision plan αT is determined as follows:

min
∑n

i=1 εi

Constraints :

di × (αT ×Xi + c) > 1− εi.
εi ≥ 0.

(3.7)

The proposed explanation approach allows explaining decisions in a semi-global way
for binary classification problems (only two classes). However, multi-class problems can
be treated in the same way as binary classification problems. Thus, a multi-class problem
can be transformed into a two-class problem by considering only the class of the instance
Xi to be explained and the rest of the classes as a single class. In the following section,
a validation of the approach is conducted in a real case study.
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3.6 SCODER Case study validation (Part 1)

The proposed approach is applied in the SCODER company. This section reports the
application steps and the obtained results.

3.6.1 Application and results

The application consists of a stamping line where sheet metal properties are controlled
to identify their impact on production performance. Each metal coil is represented by a
set of mechanical and chemical proprieties. The class is a binary variable that indicates
if the metal coil is suitable for production or not. The proposed framework is used to
understand each metal propriety’s impact on production performance and identify the
optimal sheet-metal characteristics for stable production. In this context, the SCODER’s
staff have excellent know-how that can be used to guide the knowledge extraction phase.
The previously detailed approach is used in order to make the extracted rules transparent.
Below, the steps of this application are detailed:

1. Data Preparation The metal coils proprieties are collected and crossed with the
machine breakdowns to train a black-box machine learning model.

2. Knowledge integration In this step, and by using the process defined in Section
3.5.1, the operators’ know-how is used in different levels:

• Features selection: from the collected data, only five variables are chosen as impor-
tant. For a confidentiality reason, these variables will be noted V ari {i = 1, . . . ,l}.

• New variable definition: on the basis of the strength of materials theory, new vari-
ables are defined. These variables are: V ar6 = f(V ar2, V ar3), V ar7 = f(V ar1, V ar2)
and V ar8 = f(V ar1, V ar2). From the SCODER’s staff point of view, these new
variables are very important but they create a redundancy in the data. For that,
V ar1 and V ar3 are eliminated since they are represented by V ar2, V ar6 and V ar7.
Figure 3.6 shows the importance of the features using the Gini criteria [Breiman,
2001] at each step.

• Variables bounds: at this level, human knowledge is used to set the variables’
bounds to avoid outliers in the data generation step for the explanation phase.

3. Train b(.) The collected data is used to train a black-box algorithm to solve the
problem. In this application, a traditional artificial neural network (ANN) algorithm is
used to predict each data instance’s class.
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Figure 3.6: Features importance at each step of the data generation.

4. Results explanation Using the process described in Section 3.5.2 the learned
model by the ANN algorithm is explained for each data instance s. To do this, the
Step 1 of the explanation process is used to identify the decision plan belonging to
the instance s. Then, the data generation algorithm described in Step 2 is applied to
generate new data instances in the decision plan. The authenticity of these generated
data is assessed using the Algorithm 2 described in Step 3 of the explanation process.
Finally, the explanation process detailed in the Step 4 is used to provide a semi-global
explanation of the decision belonging to an instance s. Figure 3.7 shows an explanation
example. This explanation consists of the separation plan which separates the different
classes, which is given below:

ζ(b,s) =


C1 if 0.66× V ar2 − 0.26× V ar4 + 0.26× V ar5 − 0.50

×V ar6 − 0.19× V ar7 − 0.19× V ar8 < 233

C2 if 0.66× V ar2 − 0.26× V ar4 + 0.26× V ar5 − 0.50

×V ar6 − 0.19× V ar7 − 0.19× V ar8 ≥ 233

(3.8)

where C1 is the class of good metal coils and C2 is the class of bad metal coils.

This explanation is valid to each data point in the neighborhood of the instance
s, and it gives greater importance to V ar2. Thus, the greater this variable, the more
suitable the metal of the coil is for production.

3.6.2 Discussion

The proposed framework combines the integration of human knowledge, and the expla-
nation of analysis results in a collaborative approach of PHM. This combination allows to
improve the data quality and to enrich the human knowledge base. Also, this framework
partly participates in creating a corporate memory that is little developed in the case of
SMEs. To improve the proposed approach, we offer a non-exhaustive list of points that
should be considered as future work:

• Further formalization of the data quality as a function of the knowledge.
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Figure 3.7: Explanation results.

• Human knowledge uncertainties quantification and assessment of their impact on
data quality improvement results.

• Uncertainties formalization and proposition of correction approaches.

3.7 Conclusion

This chapter focuses on data quality improvement by proposing a new knowledge-based
approach for data quality improvement and know-how enrichment. The chapter has been
structured around two essential themes: informed and explainable learning.

Firstly, human knowledge types are defined, and their integration modes in the data
management process are discussed. This study is valorized in a new knowledge-based
data quality improvement framework. Concerning the enrichment of the human knowl-
edge base, the obtained analysis results are explained and used to enrich the human
knowledge base. This same knowledge is applied to improve data quality in future anal-
ysis tasks. The proposed approach is applied in the SCODER case study in order to
validate it and assess its applicability.

The proposed approach allows a better master of the data quality problem in the
Industry 4.0 context. Thus, the technological and methodological feasibility of the pro-
posed approach is proved. However, the economic justification is not always apparent,
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especially in the case of SMEs with limited financial resources. The next chapter focuses
on the data quality economic aspect by optimizing data quality and improving industrial
performance.





Chapter 4
Data quality optimization for
performance improvement

“A theory is a supposition which we hope to be true, a hypothesis is a sup-
position which we expect to be useful; fictions belong to the realm of art; if
made to intrude elsewhere, they become either make-believes or mistakes.”

-George Stoney

Graphical abstract.
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Contributions

This chapter deals with the data quality cost optimization. To do, the data
quality impact on the fault detection task of the PHM process is formalized. This
formalization is used to propose an empiric metric to quantify this impact. Based
on this empirical metric, different scenarios for data quality cost optimization
are proposed. The proposed approach is applied in the SCODER case study to
validate it and assess its applicability.

4.1 Introduction

This chapter addresses the economic aspect of the data quality by proposing to improve
them and thus industrial performance at the right cost. The unavailability of financial
resources prevents SMEs from installing sophisticated digitization infrastructure, which
results in weak data quality. Thus, SMEs fail to use these data to improve their perfor-
mance. In this chapter, we propose to empirically model the impact of the data quality
on industrial performance. These developed models are then used to optimize the data
cost while satisfying the desired performance level.

The remainder of this chapter is organized as follows. Section 4.2 discusses the
importance of the economic aspect of data quality. In Section 4.3, the relationship
between data quality and performance is formalized, and an associated empirical metric
is presented. Section 4.4 proposes different approaches to optimize the data quality
cost and improve performance at the right cost. These developments are applied in the
SCODER case study in Section 4.5. Finally, conclusions are displayed in Sections 4.6.
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4.2 Data quality optimization

Data quality, which is the backbone of this thesis work, directly impacts the decisions
taken to improve the performance [Omri et al., 2021]. The cleaner the data, the higher
the obtained performance. However, the higher the DQ level, the more expensive the
acquisition cost [Haug et al., 2011]. This cost is generally expensive for SMEs with
limited resources. For that, this cost must be optimized while satisfying an acceptable
performance level.

Figure 4.1: Profit evolution as a function of data quality. In yellow, the evolution of
data quality costs in relation to performed DQ level. The higher the DQ level, the more
expensive the acquisition cost. In blue, the performance evolution regarding the used
data quality. In red, the profit is calculated as the subtraction of the performance from
the DQ cost.

As shown in Figure 4.1, performance income and acquisition costs increase as the
level of used data quality increases. Thus, an optimal DQ level (DQ∗) must be identified
in order to maximize the performance with a minimum DQ cost [Eppler and Helfert,
2004].

The objective of this work is to improve performance while optimizing costs. Thus,
the data acquisition costs must be reduced as much as possible while guaranteeing an
acceptable performance level. However, the collected data quality strongly influences the
obtained results quality. For this reason, a set of data quality requirements should be
defined in order to meet the objectives of a given project. Considering that data quality
strongly depends on the used acquisition technologies and the data inventory, it seems
interesting to optimize these data qualities to reduce the acquisition costs and thus the
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final DQ cost. In the following sections, we formalize the link between data quality
and the obtained results while detailing a performance improvement methodology at the
right cost.

4.3 Data quality impact on the performance

In this section, we propose defining a set of data quality requirements that should be
respected to meet the objectives of a given project. For that, the data quality impact on
the PHM results is first formalized then an empirical metric is developed to assess this
impact.

4.3.1 Development intuitions and assumptions

As shown in Fig. 4.2, data quality management in the PHM context can be seen from
two sides: (1) a straightforward process where data quality is assessed and its suitability
for the PHM application is evaluated, and (2) a reverse process where a set of data qual-
ity requirements are defined to meet the fixed objectives. In the PHM context, there is
little literature that addresses the data quality issue. These works analyze the adequacy
of an existing data set to the fixed objectives. This implies that the data acquisition step
is carried out in advance. Moreover, these works are based on visualization techniques
for data quality assessment without defining a generic metric to quantify data quality
and its impact on PHM results. We are here interested in defining a generic metric
that allows the understanding and quantification of the data quality impact on PHM
tasks concerning each task’s expected performance before installing the data acquisition
system. Recall that the main PHM tasks are fault detection, diagnosis, and degradation
prediction. The fault detection task is the first one on the PHM process [Jia et al., 2017]
and is considered in the rest of this study.

Figure 4.2: Data management process [Omri et al., 2021]. In red, the straightforward
process consists of evaluating the suitability of the used data to the fixed objectives.
In contrast, the inverse process (in green) aims to set a data quality requirement that
should be respected to satisfy the objectives. For that, data quality improvement actions
are proposed at the system level and the data level.
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In [Roy and Dey, 2018], the authors specify that fault detectability can be divided
into two notions: (i) Intrinsic detectability and (ii) Performance-based detectability. The
intrinsic notion refers to the system’s anomalies signature without dependence on the
used fault detection technique. This fits with the system’s intrinsic propriety such as
controllability and observability [Ding, 2008]. On the other side, performance-based fault
detectability is defined according to the used fault detection algorithm, and it refers to
the ability of this algorithm to detect anomalies [Roy and Dey, 2018]. As shown in Fig.
4.3, many factors can affect the fault detection task. These factors can be related to the
used detection algorithm’s performance, the data quality issues, or the system observ-
ability. For the first possibility, many sophisticated algorithms have been proposed to
deal with fault detection with impressive performances. However, suppose the used data
do not describe the studied system. In that case, it is not necessary to develop a sophis-
ticated algorithm to solve the problem because it is impossible to meet the objectives
due to the data’s inadequacy [Omri et al., 2021].

Figure 4.3: Factors that impact the detectability accuracy [Omri et al., 2021].

In this section, we propose to formalize the data quality impact on the fault detection
task. Some assumptions are made for our study:

(A1) The identified variables in the data inventory step and the operators know-how
provide a complete description of the system Σ.

(A2)
∑

is observed during a sufficient horizon of time to collect the needed data.

(A3) The used detection algorithms are all able to perform equal results.

(A4) The detectability task is done in a supervised mode.

To sum up, this section aims to quantify detectability for fully observable systems
and define data quality requirements concerning the expected detection results.
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4.3.2 Data quality problem formulation

Intrinsic detectability refers to the system’s anomalies signature without any dependence
on the used fault detection technique. This fits with the observability O as a system’s
intrinsic propriety. On the other side, the performance-based fault detectability is de-
fined according to the used fault detection algorithm, and it refers to the ability of this
algorithm to detect anomalies. However, an algorithm’s ability to detect anomalies can
be a result of its intrinsic performance P and the quality of the used dataset Q. Thus,
the detectability of a system

∑
can be expressed as a function of the observability, the

data quality, and the performance of the used detection algorithm:

Det = f(O,Q, P ). (4.1)

where f : R3 → R describes the link that exists between O, P , Q and the detectability.

As detailed above, we are only interested in studying the data quality impact by
considering (A1-A4). Thus, the detectability can be expressed as a function of the data
quality:

Det = f(Q). (4.2)

Data quality stands out as one of the essential criteria since it impacts the used
detectability algorithm’s performance. We have to point out that global data quality
issues belong to the dataset (i.e., imbalanced data) and other local issues pertaining
to variables (i.e., missing data or noisy data). Thus, each type of data quality acts
differently on the detection task. The global quality issues (GQ) have an iso-impact on
each feature Xi regardless of its local quality problems (LQi) as shown below:

Qi = GQ× LQi , ∀ i ∈ N. (4.3)

The GQ is the quality issues that concern the whole dataset, which is described by:

GQ =

m∏
j=1

GQj . (4.4)

where m is the number of the considered global data quality problems GQi.

As for the local quality issues, their impacts differ from a variable Xi to another.
The link between the local quality of a feature Xi with the different l quality problem
that concern this feature is described by:

LQi =
l∑

k=1

LQik,∀i ∈ N. (4.5)

where LQik is a local quality that depends on the quality characteristic qik and the
feature importance weight wi. Thus, LQik is a complex function that connects these
variables given by:
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LQik = g(wi, qik). (4.6)

where g : R2 → R that describes the local quality of a feature Xi regarding a data
problem k.

According to (4.3), (4.4) and (4.5), the quality of a feature Xi can be written by:

Qi =

m∏
j=1

GQj ×
l∑

k=1

LQik. (4.7)

Using (4.7) and (4.6), the quality of the recorded dataset can be explained concerning
the feature importance weights by:

Q =
n∑

i=1

Qi =
n∑

i=1

[ m∏
j=1

GQj ×
l∑

k=1

g(wi, qik)
]
. (4.8)

Hence, referring to the development detailed in (4.7) and (4.8), the detectability
metric can be written as follows:

Det =
m∏
j=1

GQj ×
n∑

i=1

l∑
k=1

g(wi, qik). (4.9)

4.3.3 The empirical data quality model

This section presents an empirical development of the detectability metric using the pre-
viously detailed problem formulation in Section 4.3. Thus, we propose to estimate the
global and local data quality as proposed in (4.9). To do this, it seems logical to estimate
the parameters wi from the ability of features to detect the system’s abnormal mode.
However, it may be more challenging to estimate the global and local quality functions.
Thus, we propose to estimate these elements empirically.

The features importance wi are essential parameters for any data analysis task that
cannot be overlooked or marginalized. In this context, two solutions arise to define
feature importance: (i) based on human expertise or (ii) based on manually collected
data. The first solution seems to be easier, faster, less expensive, but imprecise. Human
expertise is limited in the case of a complex problem. Since this work results from a
practical approach, the second solution is adopted due to its precision. Data samples
are collected carefully and manually, and they are used to preliminary analyze the data
and quantify the importance of each feature. We refer here to the feature importance
conducted implicitly by the Random Forest classifier based on the "Gini importance"
[Breiman, 2001]. According to this method, the importance of a feature Xi is computed
by the sum of all impurity decrease measures of all nodes in the forest at which a split on
Xi has been conducted and normalized by the number of trees [Nembrini et al., 2018].
The impurity for a tree t is usually computed by the Gini impurity given below:
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Gt(Xi) =

Category(Xi)∑
K=1

pa(K)×G(K). (4.10)

where Xi is the feature, pa(K) is the fraction of category K in a feature Xi and G(K) =∑C
a=1 pa(K)× (1− pa(K)) is the gini index of a category K.
Then, the feature importance is obtained as follow.

wi =
1

ntree
[1−

ntree∑
t=1

Gt(Xi)] (4.11)

where ntree is the number of trees.

We then turn to estimate the local and global quality functions. For that purpose,
we considered ten datasets (real and simulated datasets), and we tested the most used
fault detection techniques to study their behavior regarding the data problems. Table
4.1 presents the training datasets used to study the behavior of the most used fault de-
tection algorithms regarding data quality problems. In this study, the used algorithms
include:

Table 4.1: Details of the training datasets.

Dataset Number of features Number of instances Application domain Reference
Credit card 24 30000 Credit card default [Yeh and Lien, 2009]
DBWorld e-mails 4702 64 Announces detection [Filannino, 2011]
BCWD 10 699 Breast cancer detection [Wolberg and Mangasarian, 1990]
Car Evaluation 6 1728 Car safety detection [Bohanec and Rajkovic, 1988]
Balloons 4 16 Cognitive psychology [Ross et al., 1990]
Audit 18 777 Fraudulent firm detection [Hooda et al., 2018]
Dataset 1 5 10000 Artificial data -
Dataset 2 10 10000 Artificial data -
Dataset 3 15 10000 Artificial data -
Dataset 4 20 10000 Artificial data -

• Artificial neural network (ANN): Given a set of features and a target, an ANN can
learn a non-linear function that can be used for classification or regression. ANN is
different from logistic regression because, between the input layer and the output
layer, it can be one or more non-linear layers, called hidden layers [Zemouri et al.,
2019].

• Decision tree (DT): The main idea of the DT algorithm is to learn from the data
to create simple inferred rules that will be used to segment the data and make
predictions [Tso and Yau, 2007].

• Support vector machine (SVM): The SVM aims to find a separating hyperplane
that separates the different classes. The hyperplane that reduces the number of
wrongly classified samples in the training phase is called Optimal Separating Hy-
perplane (OSH).
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• K-nearest neighbors (KNN): The KNN classifier consists of predicting the class of
a new point based on the classes of the k closest instances to this later [Khanzadeh
et al., 2018].

• Naive Bayes (NB): The NB algorithm is based on coupling the Bayes theorem with
the Naive hypothesis of conditional independence between every pair of features
given the value of the class variable. More details about this technique are presented
in this work [Rish et al., 2001].

Recall that this work aims to quantify DQ impact on the most commonly used fault
detection algorithms. To do so, we briefly present these algorithms, and we encourage
readers to consult the mentioned references for more details on these techniques.

Before detailing the obtained data quality models, this paragraph describes the in-
jection of data quality problems in the training datasets. For the missing data prob-
lem, original values are replaced by the value 0. As mentioned above, a value is con-
sidered noisy only if it impacts the detection result. However, variables are depen-
dent, which means that a variable Xi can be considered noisy or not regarding other
features’ accuracy. For this, we randomly add noises εi to each feature Xi (such as
−mean(Xi) ≤ εi ≤ mean(Xi)) and we evaluate if these noises affect the detection re-
sult. Then we define the noise threshold for each feature Xi as mean(εi). Thus, added
noises are superior to these thresholds. For the imbalanced data, the instance number of
the faulty class is modified to create a between-class imbalance. More than 105 simula-
tions have been carried out with different quality configurations. For each configuration,
the data detectability is assessed. The overall mean of these simulation results is then
used to develop a global detectability model considering each data quality issue (i.e.,
Imbalanced, missing, and noisy issues). The obtained models are detailed below.

• Imbalanced data model: Numerical simulations performed on the different
datasets have shown that detectability increases exponentially in function of the
imbalanced data ratio. This evolution is illustrated in Fig. 4.4 and shows that the
imbalanced data quality issue has no impact on the detectability result if its ratio
is greater than 50%. The global quality, defined in (4.4) for m = 1 (since we only
consider the imbalanced data as a global quality issue), is then given by:

GQ(qIm) = 1− 0.52× e−0.07×qIm (4.12)

where qIm is the imbalanced data ratio defined in Equation (2.2) in Chapter 2.

• Missing data model: Fig. 4.5 displays the detectability evolution as a function
of the missing data ratio per feature. These results show that the detectability
decreases as the missing data ratio increases. The impact of this problem is more
evident when the missing ratio exceeds 40%.
The local quality, related to the missing data ratio qi1 of a feature Xi, depends on
the evolution function of Fig. 4.5 and multiplied by the term wi

wimin
to describe the

detectability evolution function of feature importance.
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Figure 4.4: Detectability evolution as a function of the imbalanced data ratio.
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Figure 4.5: Detectability evolution function of the missing data ratio per feature.

LQi1 = g(wi, qi1) =
wi

wimin

[1− 2.10−6 × (q2i1 + e0.11×qi1)] (4.13)

where qi1 is the missing data ratio defined in Equation (2.5) in Chapter 2.

• Noisy data model: Fig. 4.6 displays the detectability evolution function of the
noisy data ratio per feature. These results show that detectability decreases when
the noisy data ratio increases. Like the missing data issue, this problem’s impact
is more evident when the noisy ratio exceeds 20%.

Therefore, the local quality related to the noisy data is given by

LQi2 = g(wi, qi2) =
wi

wimin

[1− 10−6 × (q2i2 + e0.07×qi2)]. (4.14)

where qi2 is the noisy data ratio defined in Equation (2.4) in Chapter 2.
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Figure 4.6: Detectability evolution function of the noisy data ratio per feature.

• Final detectability model: The previously detailed models details one global
data quality issue (imbalanced data) and two local data quality problem (noisy
and missing data). By substituting them into the detectability model proposed in
(4.9), the final detectability model can be defined as follows:

Det = GQ(qIm)×
n∑

i=1

[g(wi,qi1) + g(wi,qi2)]

= (1− 0.52× e−0.07×qIm)×
n∑

i=1

wi

wimin

[2− 2.10−6 × (q2i1 + e0.11×qi1)

− 10−6 × (q2i2 + e0.07×qi2)]. (4.15)

To better understand the impact of the studied data quality issues on the fault de-
tection task, Fig. 4.7 displays the detectability map in function of the fundamental
data quality issues. It is shown that the imbalanced data ratio has a fatal impact on
detectability when it is less than 20%. Moreover, the missing data ratio has a significant
impact when it is greater than 80%. One should note that the proposed detectability
metric is derived from an accurate understanding of the data’s behavior and the related
data quality problems.

Finally, we come to assess the accuracy of the developed model. A set of numerical
simulations is used to validate the detectability model. Thus, the previously used fault
detection algorithms are tested to define their behavior regarding the data problems.
Table 4.2 shows the results of the validation steps. For each dataset, 500 data quality
configurations are tested. Results show that the developed model can predict the general
evolution of detectability as a function of the used data quality.
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Figure 4.7: Detectability map in function of the basic data quality issues.

Table 4.2: Results of the model validation step.

Dataset Reference # of features # of instances Application domain RMSE
Diagnosis [Czerniak and Zarzycki, 2003] 6 120 Inflammation detection 0.05
Spam [Wang and Witten, 2002] 57 4601 Spam detection 0.09
Blood Transfusion [Yeh et al., 2009] 4 748 Blood Transfusion 0.08
Caesarian [Amin and Ali, 2018] 5 80 Caesarian Section detection 0.04
Cryotherapy [Khozeimeh et al., 2017] 6 90 Wart treatment 0.09

Detectability is predicted with a root-mean-square error (RMSE) less than 0.1. We
can affirm that the developed model can quantify the data quality impact on the PHM
results with an acceptable performance level. Recall that the data quality depends on
the used acquisition technologies. The following section proposes to use the developed
data quality model to define the required data quality for a fixed objective and thus,
optimize the data quality cost.

4.4 Performance improvement at right cost

In this section, we propose to study the different cost elements of DQ in detail to optimize
the acquisition cost. As shown in Figure 4.8, optimization can take several forms, such
as (i) Minimizing the DQ cost and (ii) Maximizing performance.

The main objective of this part is to improve industrial performance at the right cost.
However, this objective requires the existence of specific technologies and the resulting
cost. On the other hand, this cost may be inappropriate for SMEs with limited financial
resources. Thus, we propose to allow SMEs to access revealing technologies of Industry
4.0 with limited budgets. Thus, we formalize these objectives in two scenarios.
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Figure 4.8: Strategies for optimizing the DQ cost.

• The first scenario requires reaching a defined performance level while minimizing
the data quality cost. To do, the developed data quality models are used to de-
fine the data quality requirements to meet the fixed objectives. Based on these
requirements, the necessary acquisition technologies are chosen according to their
cost.

• The second scenario assumes that the available budget to install the Industry 4.0
concept is fixed. Thus, the objective, in this case, is to maximize performance while
respecting the available budget. To do, an inventory of existing data technologies
is carried out to optimize the variables to be collected and their level of quality.
This optimization is done in order to maximize the resulting performance.

In the following paragraphs, we detail these objectives by formalizing each scenario.

4.4.1 Data quality cost minimization

In this paragraph, we propose to improve industrial performance while optimizing the
DQ cost. Based on the developed data quality models, we propose here to optimize data
acquisition costs while guaranteeing the satisfaction of the fixed objectives.

Variables Let qIm be the imbalanced data ratio, qi1 the missing data ratio and qi2 the
noisy data ratio. As proved in the previous section, these data qualities strongly impact
the obtained performance. Different costs are allocated to guarantee each quality level
such as CD is the cost of negative detection (false alarm), CMj and CNj are respectively
the costs to guarantee a missing data ratio qi1 and a noisy data ratio qi2 and n is the
variable number.
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Constraints The constraint, detailed in the equation (4.16), ensures the satisfaction
of a required level of performance Perf :

Perf ≤ GQ(qIm)×
n∑

i=1

[g(wi,qi1) + g(wi,qi2)] ≤ 100. (4.16)

Objective function The objective of this model is to minimize the overall data quality
cost:

{
min

[
CI × qIm + CD × (100−GQ(qIm)×

∑n
i=1[g(wi,qi1) + g(wi,qi2)])

+
∑n

i=1CMj × (100− qi1) +
∑n

i=1CNi × (100− qi2)
]
.

(4.17)

Scenario formalization The following mathematical problem can be used to optimize
the objective defined by this scenario, which is the minimization of data quality cost while
ensuring a defined performance level:



min
[
CI × qIm + CD × (100−GQ(qIm)×

∑n
i=1[g(wi,qi1) + g(wi,qi2)])

+
∑n

i=1CMi × (100− qi1) +
∑n

i=1CNi × (100− qi2)
]

subject to :

Perf ≤ GQ(qIm)×
∑n

i=1[g(wi,qi1) + g(wi,qi2)] ≤ 100

0 ≤ qi1 ≤ 100, for i = 1, . . . ,n

0 ≤ qi2 ≤ 100, for i = 1,2,...,n

0 ≤ qIm ≤ 100

(4.18)

where CD is the cost of negative detection (false alarm), CMi and CNi are respectively
the costs to ensure a missing data ratio qi1 and a noisy data ratio qi2 and n is the
variables number.

4.4.2 Maximize industrial performance

We propose in this paragraph to optimize the industrial performance while respecting
an available budget. Based on the developed data quality models, we propose improving
the data analysis results with a fixed budget.

Variables Let qIm be the imbalanced data ratio, qi1 the missing data ratio and qi2 the
noisy data ratio. As proved in the previous section, these data qualities strongly impact
the obtained performance. Different costs are allocated to guarantee each quality level
such as CD is the cost of negative detection (false alarm), CMj and CNj are respectively
the costs to guarantee a missing data ratio qi1 and a noisy data ratio qi2 and n is the
variable number.
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Constraints The constraint, detailed in the equation (4.19), ensures that the available
budget is respected:

CI × qIm +

n∑
i=1

CMj × (100− qi1) +
n∑

i=1

CNi × (100− qi2) ≤ Budget. (4.19)

Objective function The objective is to maximize the performance of the prediction
model:

max GQ(qIm)×
n∑

i=1

[g(wi,qi1) + g(wi,qi2)]. (4.20)

Scenario formalization The following mathematical problem can be used to optimize
the objective defined by this scenario, which concerns the performance maximization
while respecting a fixed budget:



max GQ(qIm)×
∑n

i=1[g(wi,qi1) + g(wi,qi2)]

subject to :

CI × qIm +
∑n

i=1CMj × (100− qi1) +
∑n

i=1CNi × (100− qi2) ≤ Budget
0 ≤ qi1 ≤ 100, for i = 1, . . . ,n

0 ≤ qi2 ≤ 100, for i = 1, . . . ,n

0 ≤ qIm ≤ 100

(4.21)
where CMi and CNi are respectively the costs to ensure a missing data ratio qi1 and a
noisy data ratio qi2 and n is the variables number.

The following section presents a practical application of this work in the SCODER
case study.

4.5 SCODER case study validation (Part 2)

We here consider the SCODER case study as a real application of the proposed approach.
This section reports the application steps and the obtained results.

4.5.1 Application and results

The objective is to ensure stable production by reducing machine failures and improving
productivity and quality. The production performance is affected by the used metal
coil characteristics. For that purpose, a PHM study is conducted to determine if sheet
metal is suitable for production or not according to the quantity of non-conform parts
produced. This study is based on the coil’s characteristics, the caused press breakdowns,
and the quality rate of the products fabricated from the sheet metal coil. The aim here
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is to identify each metal coil’s suitability with 80% as the minimum rate of performance.
Algorithm 3 presents the steps to be followed.

Algorithm 3 Data quality management algorithm
Step 1: Identify the problem and understand it.
Step 2: Collect some samples that can describe the problem.
Step 3: Compute the features importance and identify the most important ones.
Step 4: Apply the data quality models and identify the requirements according to
objective.
Step 5: Install the data acquisition system.
Step 6: Control and improve the results.

A data inventory is first conducted to collect all the data that can be useful for the
project. Then, 24 variables are identified, which consist of 12 metal proprieties, six types
of machine breakdown, and six kinds of product’s non-conformity. Samples of these data
are collected carefully and manually, and they are used to preliminary analyze the data
and quantify the importance of each feature. Only five features are identified as pertinent
for the study. Thus, the rest of the features are eliminated, and the rest of the study is
based on these five variables. Table 4.3 shows the importance of the features from the
used data subset. It is proven that the 5th variable is the most important one to identify
the capacity of the used coil to produce good quality parts.

Table 4.3: Features importance in the SCODER case study.

Variable V ar1 V ar2 V ar3 V ar4 V ar5
wi 0.11 0.09 0.14 0.09 0.57

Once the features are identified, the data quality issues for the SCODER dataset are
analyzed (see Fig. 4.9). Results show that it is authorized to have an imbalanced data
ratio greater than 50%. Moreover, a percentage less than 20% and 30% of noisy data
and missing data, respectively, has no impact on the detectability results.

A simple technique to set data quality requirements to satisfy the fixed objectives
is to use these thresholds (qIm ≥ 50%, qi1 ≤ 30% and qi2 ≤ 20%) to guide the PHM
implementation for the SCODER case study. However, this solution does not consider
the cost and the time to guarantee these data quality levels.

For the SCODER case study, advanced sensing technologies are required to ensure a
high data quality level for the fifth variable. As for the other variables, it can be done
quickly. Besides, it takes much time to have a balanced dataset. For that reason, a
high cost is allocated to the imbalanced data ratio without forgetting the high cost of a
negative detection. Table 4.4 shows the magnitude of these costs.
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Figure 4.9: Synthesis in the SCODER case study.

Table 4.4: Magnitude of different costs for the SCODER application.

CD CI CM1 CM2 CM3 CM4 CM5 CN1 CN2 CN3 CN4 CN5

10 8 1 1 1 1 3 1 1 1 1 3

We propose applying the first optimization scenario defined in Section 4.4.1 follow-
ing the SCODER proposition. This scenario aims to optimize data acquisition costs
while guaranteeing the fixed objectives’ satisfaction (80% of detectability). Newton’s
optimization technique [Fischer, 1992] is used to minimize the cost function given in
(4.18) and identify the requirements according to SCODER objective. The results of
this application are given in Table 4.5.

Table 4.5: Data quality requirements for the SCODER application.

Det qIm q11 q21 q31 q41 q51 q12 q22 q32 q42 q52
90% 30% 25% 60% 6% 28% 29% 53% 36% 77% 71% 67%

As a matter of fact, it is allowed to have 29% of missing data for var5 and up to
60% for some other variables. For the noisy data, the percentages are between 36% and
77%. According to the developed data quality model, this configuration results in a de-
tectability of 90%, which satisfies the fixed objective. These requirements are respected
during the installation of the data acquisition system. The expected installation cost
is 11.05 MU which is optimized for SMEs with limited resources. Figure 4.10 shows
the SCODER data acquisition system, which is based on a set of tablets to collect data
throughout the production chain.
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Figure 4.10: Details of the SCODER case study.

The metal coils’ properties are tested in a specialized test station where the previously
defined requirements are met. The dataset was collected in more than six months,
during which the data quality has evolved to meet the defined requirements. Table
4.6 displays the evolution of the expected detectability versus the real one using the
previously detailed detection algorithms. The results show that the developed model
can predict the general evolution of the detectability as a function of the used data
quality.

Table 4.6: Evolution of the expected detectability versus the real one.

Month Requirements Real detectability (%) Expected detectability (%)Imbalanced (%) Var1 Var2 Var3 Var4 Var5 DT SVM ANN KNN NB

M1 5 Missing (%) 94 79 48 83 66 45 50 50 50 50 50Noisy (%) 0 3 9 0 5

M2 11 Missing (%) 55 84 65 45 61 80 50 50 65 80 67Noisy (%) 5 1 4 10 8

M3 18 Missing (%) 29 53 49 5 55 95 55 80 65 50 79Noisy (%) 18 18 8 27 21

M4 25 Missing (%) 31 48 15 47 4 90 55 75 65 60 87Noisy (%) 13 1 10 9 23

M5 33 Missing (%) 35 45 17 54 32 95 65 90 75 50 92Noisy (%) 21 23 24 19 18

M6 40 Missing (%) 32 41 2 48 28 95 70 90 85 90 94Noisy (%) 20 10 51 14 19

4.5.2 Discussion

This work proposes a new model to assess data quality and quantify their impact on
the PHM process’s fault detection task. This model allows the definition of a set of
data quality requirements to satisfy a fixed objective regarding the fault detection task.
The algorithm 3 details the various steps to assess data’s suitability to the detection
task. It should be noted that estimating the importance of features is a difficult task
that significantly impacts the developed data quality model’s accuracy. In this work, we
adopted a solution based on data samples collected manually and carefully. However,
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human expertise can be used to accomplish this task. In both cases, the task remains
challenging, but from the authors’ point of view, the data quality cannot be represented
independently of these parameters. Thus, the limitations resulting from the estimation
of features’ importance should be considered further in future works.

Figure 4.11: Identification of data quality requirements based on set objectives and
available budget.

As shown in Fig. 4.11, it is possible to formulate a clear idea of the data requirements
to be satisfied from the set objectives and the available project budget. These require-
ments represent the needed data quality ratios, and they can be extended to cover the
data storage hubs and data analysis tools. Although the developed models concern only
the fault detection task, the same methodology can be used to develop other models for
data diagnosability and trendability, which allows covering all the PHM process. Thus,
a temporal and technological boundary can be affected to each PHM project. In this
way, the PHM strategy cost can be estimated and optimized, which is an understudied
topic [Omri et al., 2020].

4.6 Conclusion

This chapter focuses on the economic aspect of data quality by optimizing them for
industrial performance improvement at the right cost.

We started this chapter by discussing the data quality economic aspect and its im-
pact on the generated benefits. It is essential to have high data quality. However, data
over-quality results in additional costs that can reduce the overall benefits.

Concerning the optimization of the data quality cost, this task has been done in two
steps: assessing the data quality impact on the obtained performance and optimizing
the data acquisition cost by identifying data quality requirements. Indeed, data quality
depends on used data acquisition technologies. Therefore, the optimization of data qual-
ity will allow the appropriate acquisition technologies to optimize the PHM cost. This
study provided a first empirical model for data quality requirements identification for
PHM applications.
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This work was applied in the SCODER company to optimize the data acquisition
infrastructure. The obtained results are encouraging and prove the applicability of this
work in the industrial domain. Besides, this work can be considered a first step to
evaluating the data suitability for a defined PHM project. Further work should be
developed to define a technical protocol for data quality evaluation and improvements
in a PHM context. This may allow to reduce the time and the cost of data processing
and improve decision accuracy.
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5.1 Introduction

The developed approaches in this thesis are gradually validated at the end of each chap-
ter. Moreover, a global validation of these works is proposed in this chapter. Indeed, the
developments carried out in the previous chapters are formalized in a general methodol-
ogy for the implementation of Industry 4.0 technologies within SMEs using an adapted
PHM approach. This methodology is based on three main pillars: data management,
knowledge management, and performance improvement. The conducted application
shows good potential and meets the initial objectives of the SCODER company. To
facilitate the implementation of this methodology within the SCODER company, all the
steps of this methodology have been encapsulated in a SCODER Data System software
(DS2). Thus, the various functionalities of the DS2 software are presented. Indeed, its
main interfaces are detailed through a real case study of metal coils assignment opti-
mization and following the proposed methodology’s three pillars.

The remainder of this chapter is organized as follows. Section 5.2 presents the ad-
dressed problem to validate the proposed approach. This approach is encapsulated in
the DS2 software, which is presented in Section 5.3. Section 5.4 details the results of
this application. Finally, conclusions are displayed in Section 5.5.

5.2 General presentation of the SCODER case study

As mentioned in the chapter 1, this thesis work is applied in the SCODER company to
optimize the metal coils assignment. This section proposes to detail the studied problem
and the proposed solution.



5.2 General presentation of the SCODER case study 101

5.2.1 Metal coils assignment optimization: problem description

The addressed problem concerns developing a framework for optimizing stamping activi-
ties in the SCODER company (see Figure 5.1). Indeed, operators notice that production
performance depends on the used sheet metal coils. Also, they must find the right die
setting for each type of coils. The used strategies to assign coils to the presses or set up
the dies are limited in the workers’ know-how without any documentation to generalize
these skills. To this end, the approach developed in this thesis is applied to understand
the problem better and standardize the required actions to maintain a high production
performance.

Figure 5.1: Coils assignment problem description Where i is the die number, j is the
coil reference, t is the period time and mijt refers to the coil j is affected to the die i in
the period t.

In reality, the problem is more complex. SCODER workers are sometimes forced to
assign a coil while knowing that this coil will pose many problems during the production
process. For this, they try to allocate only small amounts of "bad" coils among many
"good" ones to use the wrong stock and reduce problems at the same time. But this is
not always possible because there is a significant change in the supply of raw material.
Besides, the number of maintenance technicians is higher during the day than at night.
Thus, it will be more interesting to allocate the "good" materials only during the night
to minimize the problems and ensure the production’s continuity. But at the same time,
the issues of the day have to be distributed among different machines and at different
time intervals to avoid production cuts. In summary, the objectives of this study are to:
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• Predict production performance from the characteristics of the used die and metal
coil.

• Identify the correct configuration for the die.

• Find the best metal coils sequences.

• Optimize the assignment of these sequences while respecting the constraints men-
tioned above.

5.2.2 Metal coils assignment optimization: proposed solution

This application aims to develop a framework for optimizing stamping activities in the
SCODER company. However, this problem is difficult to solve with exact techniques
(i.e., linear programming) given the uncertainty it presents. Indeed, the impact of a
metal coil, the die, and the machine’s health states are uncertain. Thus, two possibilities
of resolution arise: (i) simplify the problem via assumptions and solve it or (ii) solve the
problem via case-based reasoning (CBR) approach [Leake, 1996].

Figure 5.2: The proposed resolution approach.

In this work, we adopt the second possibility since the first does not represent the
problem reality which will strongly impact the results. Figure 5.2 shows the adopted
solution principle. The first step is to develop a model to predict each coil’s performance
based on its mechanical and chemical characteristics and the state of health of the tool.
Then, a CBR approach is used to identify the best material allocation, ensuring stable
production and an acceptable parts quality level.

The history of coils consumption for each tool and its breakdowns is saved in a
referenced database used to identify the correct production sequence and the proper ad-
justment. When a new production is launched, the die health state is assessed as well
as the available coils stock. A CBR-based algorithm estimates the impact of each coil of
material based on its order of passage and its mechanical and chemical characteristics.
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Thus, the best coil sequence to assign to the die is identified. In addition, for each coil,
an adequate setting is also identified to optimize production.

The proposed resolution approach is encapsulated in SCODER Data System (DS2)
software, which is presented in the next section.

5.3 DS2 presentation through the SCODER case study

The developments detailed previously remain theoretical models which are not appli-
cable to their current states in the industrial domain. Indeed, these works require an
enormous effort to make them exploitable. This issue concerns the deployment phase of
a PHM approach. For this reason, we propose here to formalize this thesis work in a
single software to guarantee its ease of use. The DS2 software is developed to encapsulate
the various works carried out in this thesis. Thus, DS2 is organized in four layers (see
Figure 5.3).

Figure 5.3: DS2 application architecture.

The first layer is dedicated to data acquisition and structuring. Thus, data quality
metrics, and their improvement techniques presented in Chapter 2 are used in this layer.
Layer 2 concerns the knowledge management loop presented in Chapter 3. Layer 3 relies
on the first two layers to improve performance. Thus, this layer encapsulates in part the
work developed in Chapter 4 while proposing decision support solutions. The last layer
of the DS2 application concerns the presentation of these functionalities in ergonomic
and interactive interfaces. In the following paragraphs, we present in detail the different
layers of the DS2 software. However and regarding the multitude of existing software
solutions, it is judicious to position the DS2 software among these solutions.
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5.3.1 Discussion on the DS2 positioning

Figure 5.4 represents the various data technologies in an industrial enterprise. From
top to bottom, this pyramid is broken down into enterprise resource planning (ERP),
manufacturing execution systems (MES), Control Level, and Device Level.

Communication layer

Communication layer

Communication layer

Workers Machines Logistics

Controllers

Execution planning

Enterprise

Device Level

Control Level

MES

ERP

Figure 5.4: Automation pyramid in the industrial domain.

Recall that ERP systems are defined as a method of planning and controlling the
resources required to fulfill customer orders [Ross and Vitale, 2000]. The ERP database
includes information on sales, historical production data, accounting, and production
line [Madanhire and Mbohwa, 2016]. However, ERP systems are accused of being ade-
quate for big corporations where the decision process is decentralized, which is not the
SMEs case [Moeuf, 2018]. Moreover, ERP systems don’t allow real-time control of the
production process [Kletti, 2007].

Unlike ERP systems, MES software focuses on digitizing the production process to
enable real-time control of the various activities [Coronado et al., 2018]. Using real-time
data, an MES system guides initiates, intervenes, and reports on workshop activities as
they occur [Saenz de Ugarte et al., 2009]. This data relates to manufacturing instruc-
tions, design engineering data, the state of resources, the progress of activities, and all
events during production activities.

It seems like MES can integrate the developed works in this thesis. However, this
solution is very holistic and combines many functionalities that are not adequate with
SMEs, generating unnecessary costs. The most crucial point is the data quality issue.
MES focuses on performance improvement with sophisticated algorithms without consid-
ering the quality of the used data as input. In this context, data quality is considered as
one of the most critical issues that limit the digital transformation within SMEs [Omri
et al., 2021]. For that, the DS2 software is developed to fill this gap and propose a
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scalable tool that fits the SMEs’ needs with a moderate cost. Thus, DS2 does not re-
place existing technologies, but rather it is a framework to manage better the data flow
generated by these various technologies.

Figure 5.5: Work positioning regarding existing solutions.

As shown in figure 5.5, the DS2 software interacts with the various data technologies
existing in the company to collect the data necessary for each application. Indeed, DS2
collects logistics data such as production orders. The data concerning the machines’
operation are retrieved directly from a network of sensors installed on the machine. To
ensure maximum use of the knowledge of operators, the latter participate in this approach
by introducing some data concerning the state of the production process. These data are
entered via DS2 interfaces installed on a network of tablets and computers throughout
the workshop. Thus, DS2 ensures efficient management of the data circulating between
the various teams.

5.3.2 DS2 functionalities

Figure 5.6 presents the different functionalities of the DS2 software. Indeed, this software
allows to:

• Data structuring: It refers to the data collection and their structuring into
databases used to train artificial intelligence (AI) models.

• Equipment health assessment: This functionality concerns the assessment of
the health of machines or production systems. This phase is crucial in the proposed
approach because it identifies anomalies, assesses the system health state with
appropriate metrics, and guides the data analysis phase.
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Figure 5.6: Presentation of the DS2 functionalities.

• Performance prediction: Most of our work has been incorporated into this
functionality. Indeed, it allows to classify the metal coils stock, predict the failure
of systems, and offer a wide range of AI tools to meet the needs of staff.

• Decision support: All the conducted work to optimize the metal coils assignment
is integrated into this functionality.

• Expertise capitalization: This functionality stems from a real industrial need.
Indeed, companies and, in particular, SMEs are struggling to capitalize and share
their know-how. Thus, the DS2 application allows capitalizing the operator’s know-
how, capitalizing the extracted knowledge from the data, validating it, and effi-
ciently sharing it throughout the company. These various functions are ensured
through a collaborative PHM approach focused on workers and promoting their
activities.

• Documentation standardization: This last feature represents the fruit of this
work. It allows creating a corporate memory and, therefore, the transfer of know-
how between the various teams and generations.

To guarantee the ease of use of the software, these various functionalities have been
programmed in ergonomic interfaces. Recall that these interfaces are developed to be
used in a french company, for that all of them are in the french language. In the following
paragraphs, we detail these interfaces following the DS2 architecture.

5.3.3 Data management interfaces

This module is dedicated to management. For that, several interfaces for data collection,
structuring, and improving their quality are developed based on the results of Chapter
1 and Chapter 2.
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Data structuring

As shown in Figure 5.7, this interface allows launching queries to collect data from the
various data sources (i.e., sensors, ERP, etc.). These data can be raw or not which
characterize its management mode. Then, these data are cross-referenced to describe
each consumed metal coil.

Figure 5.7: Presentation of the data structuring interface.

The created databases quality will be assessed and preprocessed to improve their
quality and then used for training AI models and classifying the coil stock.

Data quality assessment

Before analyzing the collected data, a crucial step must be conducted, which the data
quality improvement. To efficiently accomplish this task, DQ should be assessed at first.
Based on the DQ metrics proposed in Chapter 2, a dedicated interface is developed to
quantify DQ regarding the most encountered DQ issues (see Figure 5.8).

Figure 5.8: Presentation of the DQ assessment interface.

Moreover, this interface is used to identify DQ requirements. Based on the empirical
models developed in Chapter 4, DQ requirements are identified regarding a fixed perfor-
mance level. The objective is to optimize DQ by reducing the acquisition cost.

Based on the identified DQ requirements, several data quality improvement tech-
niques can be used to meet these requirements. The dedicated DQ improvement interface
is presented in the following paragraph.
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Data quality improvement

This interface deals with the data quality improvement problem. Thus, the user can use
it to overcome shortness present in databases (i.e., missing data, noisy data, etc.).

Figure 5.9: Data quality improvement interface.

As shown in Figure 5.9, this interface proposes an extensive list of traditional data
quality improvement techniques detailed in Chapter 2. Thus, the user can choose from
this list to deal with data quality issues. One should note that the developed knowledge-
based approach for data quality improvement is not integrated into this interface. How-
ever, it is integrated into the knowledge management module, which we detail in the
following paragraph.

5.3.4 Knowledge management interfaces

As mentioned throughout this manuscript, the user is at the center of the proposed ap-
proach. Indeed, the operator has an idea of the problem, its causes, and its consequences.
He generally links each problem to a set of variables that can affect it (or the variable
with no influence). Thus, this knowledge will be formalized in suitable rules. This set of
rules are then used to perform the data quality improvement. As detailed in Chapter 3,
there are several ways to integrate human knowledge. The operators’ expertise is used
to improve the data quality in four ways:

• Generate new variables.

• Identify the features importance.

• Describe statistically each variable.

• Identify statistical relationships between variables.

Figure 5.10 shows the interface which allows the user to choose between this options
to integrate his knowledge. In addition to these knowledge management methods, oper-
ators can communicate information about the machine through free comments. These
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Figure 5.10: Knowledge management interface.

comments are mainly used to facilitate communication between the various teams. Also,
they feed a natural language processing (NLP) algorithm to extract knowledge which
needs more data to be globally validated.

As detailed in Chapter 3, the second phase of the knowledge management module
explains the results. A dedicated interface is developed to explain the data analysis
results (see Figure 5.11).

Figure 5.11: Results explanation interface.

Thanks to the DS2 application, the user can choose between two explanation solu-
tions. The first one provides a semi-global explanation as detailed in the Chapter 3 while
the second offers a global explanation using a decision tree (DT) model.

5.3.5 Performance improvement interfaces

After the data acquisition and the improvement of their quality, data are used to improve
the system performance. This phase is conducted in three steps loop: Assessment -
Analysis - Decision.

Health state assessment via KPIs

The first step of this process is to assess the equipment operation through a set of key
performance indicators (KPIs). These KPIs are the same used within the SCODER
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company. Thanks to the DS2 application, these indicators are calculated and displayed
automatically. Figure 5.12 shows the dedicated interface to display maintenance in-
dicators. It is mainly used by the maintenance team to assess machines and prepare
interventions. Also, it helps production team to make reliable production plannings.

Figure 5.12: Maintenance indicator computation and visualization.

In addition to this interface, two others are developed to compute production and
parts quality indicators automatically. The first interface (see Figure 5.13a) calculates
indicators on the machine productivity such as downtime occurrences, operating time,
produced parts number, etc. While the second interface (see Figure 5.13b) presents
statistics on sorted parts such as percentage of sorted parts by die, the mass and rate of
rejected parts, and the inspection time.

(a) Productivity indicators interface. (b) Parts quality indicators.

Figure 5.13: DS2’s interfaces presentation.

This automation of the KPIs computing allows to report the equipment health state
and thus quickly identify anomalies. Once the anomalies are identified, the analysis and
resolution phase begins. The following paragraph details this phase.
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Problem analysis

The problem analysis module aims to make the data analysis phase easier to ensure an
informed decision. Thus, several AI tools have been developed to facilitate the data
analysis tasks, such as feature selection, clustering, and prediction (see Figure 5.14).

Figure 5.14: Presentation of the AI tools interface.

These different techniques are used to cross input variables to predict an output (or
several outputs). As shown in Figure 5.15, two main applications are conducted: predict
each metal coil’s impact on the production according to its characteristics and predict
the machine remaining useful life (RUL).

(a) Metal coil’s impact prediction. (b) RUL prediction.

Figure 5.15: DS2’s interfaces presentation.

Based on the information resulting from these predictions, a decision module is de-
veloped to optimize the production performance. The following paragraph details this
module.

Decision support

We come here to the decision support, which depends on all the previously detailed
interfaces’ functionalities. Data are collected, structured, their quality assessed and im-
proved, and used to detect anomalies and predict their occurrence. These predictions are
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then used to feed a decision support module for performance improvement. This mod-
ule’s main application consists of a new strategy for metal coils assignment optimization
to improve performance in terms of productivity and part quality. To do this, a CBR-
based algorithm is integrated into the DS2 software to identify the best coil sequences and
adequate dies configurations. This task is performed while respecting a set of constraints:

• No bad metal coils can be affected overnight.

• Planning can only be done for an horizon in which the coil stock is known.

While respecting these constraints, a dataset was built using DS2 to solve this prob-
lem. This dataset consists of a Metal coil Identity Card (MIC) where each coil’s charac-
teristics, its result in the production process, and the corresponding die configurations
are saved. The characteristics of this database are presented in Table 5.2.

Table 5.1: Presentation of the coils assignment interface.

Dataset # instances # variables # classes
MIC 90 24 2

Table 5.2: Characteristics of the MIC dataset.

The resolution approach proposed in Section 5.2.2 is used to analyze this dataset and
present a coils assignment plan. Figure ?? shows the dedicated interface to accomplish
this task automatically.

Recall that the metal coils assignment application is only used to clarify and describe
the different interfaces of the DS2 software. However, many other applications can
be implemented in the DS2 software for performance optimization, such as workforce
planning, maintenance actions planning, machines’ operation optimization, etc. The
DS2 software has been successfully installed within the SCODER company, where the
obtained results are detailed in the next section.
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5.4 SCODER case study global validation

In this section, we present the results of the application of this work within the SCODER
company. Despite the novelty of the PHM project, the performance of the studied ma-
chine has been improved. The figure 5.16 shows the evolution of the produced parts
quantity between two breakdowns during 115 days of production. The PHM study began
on day 50 of production. This indicator allows quantifying the occurrence of breakdowns
taking into account the produced quantity. The results show that productivity was im-
proved by over 80% after the deployment of PHM.
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Figure 5.16: Study impact on the machine productivity.

Along with this productivity improvement comes an improvement in part quality,
from a scrap rate of 2 % to a rate close to 0 %. Additionally, the machine’s TRS in-
creased from 65 % to 79 %.

Remember that this thesis’s scientific challenge is to make complex concepts such
as Big Data, the Connected Object, artificial intelligence accessible for an SME like
SCODER to strengthen its competitiveness and put it on the rails of Industry 4.0. The
challenge has been met, and the results are satisfactory. On the other hand, this work
must be maintained and improved to achieve the long-term objectives of SCODER.
There is also a real human stake, convincing staff that this project is not to expel
them but rather to help them make their activities more efficient. Beyond the SCODER
company, this work creates new opportunities to strengthen the region’s industrial fabric
and participate modestly in improving their contribution to the national economy.

5.5 Conclusion

The objective of this chapter is two-folded: (1) a software implementation of the proposed
approach, and (2) a synthesis of the global validation through SCODER case study. For
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that purpose, the SCODER Data System (DS2) is presented as an encapsulation of the
different phases of this thesis work. Then, the validation process is illustrated through
the SCODER case study for metal coils assignment optimization. Three steps are consid-
ered: data management, knowledge management, and performance improvement. The
obtained results meet the industrial expectations.

The conducted work is partially validated and needs to be enriched with more sig-
nificant case studies.



General Conclusion and Perspectives

“Difficult roads often lead to beautiful destinations.”

-anyone

General conclusion

Data technologies’ emergence brings many developments in the industrial domain and
pushed companies on the road to digitization. Nevertheless, Industry 4.0, Big data, and
artificial intelligence are concepts more associated with large companies. One of the
current challenges for SMEs is a reflection on these concepts’ appropriation to avoid a
competitive gap with large groups. In this context, the SCODER company is leading
a voluntarist digitization strategy. One of this strategy’s axes corresponds to scientific
collaboration with the Femto-st institute and the ENSMM of Besançon (CIFRE thesis).
The objective was to develop a methodology for Industry 4.0 integration within SMEs.
A bibliographical study reinforced by field observations was conducted to identify the pa-
rameters that allow this objective’s satisfaction. These parameters can be summarized in
three points: data structuring, knowledge management, and performance improvement
at the right cost. Indeed, the advantage in SMEs is that the operators are close to the
process, which allows them to identify their needs and prioritize them in terms of ur-
gency. The staff’s versatility allows them to analyze each problem concerning its impact
on the entire production process. Thus, the problem modeling phase and identifying the
required variables to solve the problem seem more straightforward and more efficient in
SMEs, which reduces implementation costs.

The objective of this work is to facilitate digital transformation in SMEs. To do so,
the PHM has been used as a framework for (i) data digitization, (ii) knowledge manage-
ment, and (iii) industrial performance improvement at the right cost. For this reason, a
large part of this work has been devoted to develop these points and to propose adequate
solutions and thus successfully integrate Industry 4.0 within SMEs.
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The Chapter 1 allows the positioning of this thesis work through the SCODER
industrial problem statement. The industrial problem statement emerges from a con-
crete use case, materialized by a stamping line in the SCODER factory. It addresses the
challenge of implementing industry 4.0 technologies within SMEs. Thus, a bibliographic
study was conducted to identify the barriers that limit the Industry 4.0 implementation
within SMEs. Based on these barriers, an adapted PHM approach is proposed as a solu-
tion to implement Industry 4.0 within SMEs. This approach is applied in the SCODER
company, which permits identifying the data quality management issue as the most crit-
ical research gaps. Thus it is considered as the backbone of this thesis work.

In Chapter 2, the literature on data quality management is extensively reviewed.
The most encountered data quality issues in the PHM context (i.e., imbalanced, miss-
ing, and noisy data) are studied upon different criteria related to two essential domains:
1) quantification metrics and 2) improvement techniques. The study shows that data
quality improvement is a serious problem in the SME context. Technological solutions
to improve data quality or collect new variables are not considered because they can
generate significant costs unsupportable by SMEs. Concerning the software improve-
ment techniques, they are not applicable when variables are not recorded or are highly
damaged, which is the case of SMEs. Faced with these problems, traditional data qual-
ity improvement solutions are not suitable for SMEs. Thus the quality improvement of
highly damaged variables is identified as the main research gap.

Whatever the data analysis technique, it requires relevant data that satisfy the re-
quired data quality for the fixed objective. However, data in SMEs are generally highly
damaged, which limits their improvement by traditional techniques. To deal with this
problem, the Chapter 3 proposes a new knowledge-based methodology for data quality
improvement. Thus, a generic formalization of the operators’ know-how is introduced
to improve data quality and improve the data analysis results. For this purpose, human
knowledge types are defined, and their integration modes in the data management pro-
cess are discussed. Based on this study, a knowledge-based data quality improvement
framework is proposed to deal with the data quality improvement issues in the SME
context. In a second step and to ensure efficient knowledge management, the obtained
analysis results are explained and used to enrich the human knowledge applied to im-
prove data quality in future analysis tasks. The proposed approach is applied in the
SCODER case study in order to validate it and assess its applicability. The obtained
results allow to capitalize the expertise and contribute in part to the corporate memory
creation.

To optimize the data quality costs and improve performance, theChapter 4 presents
a novel methodology for performance improvement at the right cost. To do, the data
quality impact on the fault detection task of the PHM process is formalized. This for-
malization is used to propose an empiric metric to quantify this impact. Based on this
empirical metric, a methodology to improve industrial performance at the right cost has
been proposed. However, imposing a fixed cost for a data project may block its imple-
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mentation even if this cost is optimized. To overcome this problem, another methodology
was presented to maximize performance with a fixed budget. This work was applied in
the SCODER company to optimize the data acquisition infrastructure. The obtained
results are encouraging and prove the applicability of this work in the industrial domain.

The developed approaches in this thesis are validated as things progress at the end
of each chapter. Moreover, a global validation is proposed in the Chapter 5. The
developed methodology is applied in the SCODER company, an SME installed near
Besançon and specialized in high precision cutting for automotive applications. To fa-
cilitate its implementation, all the steps of this methodology have been encapsulated in
SCODER Data System (DS2) software. Thus, this chapter has been devoted to present
this software and its functionalities through a real case study of metal coils assignment
optimization. The installation steps are described, and the obtained results are reported.

To sum up, five main contributions were elaborated in this thesis:

• Data quality issues formalization for industry 4.0 within SMEs.

• Data quality management based on Knowledge oriented methodology.

• Impact of the data quality on industrial performance.

• Data quality optimization for performance improvement at the right cost.

• Industrial contribution: DS2 software implementation to perform all above contri-
butions.

Given the innovative and exploratory nature of the thesis topic, the proposed method-
ology shows good potential and meets the industrialist’s objectives. The obtained results
open many perspectives, which are presented in the next paragraph.

Perspectives

The multidisciplinary nature of this thesis work allowed, on the one hand, to cover a wide
range of themes and to propose, on the other hand, several perspectives. This paragraph
proposes to classify these perspectives according to the particularly concerned theme:
data quality management, knowledge management, cost optimization, and human and
social sciences. Future directions of this work are ordered in descending order according
to their complexity level. The lowest level means an optimization of a developed method
or its adaptation with other hypotheses. The higher levels represent a more substantial
experimental, technological and/or methodological development.

Data quality management

Data quality management is a crucial topic in the digitization domain. The ideal in
this context is to carry out a complete theoretical study to quantify the impact of data
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quality on the PHM. Such a study does not seem easy and requires skills in statistics
and probability rather than data analysis. In the absence of a complete analytical for-
mulation, an empirical analysis may help understand the impact of data qualities on
a PHM process’s different tasks. Before this, it would be judicious to complete data
quality analysis in the PHM context by proposing adequate metrics to quantify them on
the theoretical level.

Knowledge management

We have seen, through this work, that the knowledge aspect opens up immense possi-
bilities for improving industrial performance. Nevertheless, a greater mastery of human
knowledge is more than required. Thus, several perspectives can be considered in this
context, such as the proposal of a complete formalization of this knowledge. This formal-
ization can be useful in improving data quality and the rest of the data analysis process.
However, human knowledge can contain bias which strongly affects the analysis results.
Thus, further works should be conducted for knowledge uncertainties quantification and
assessment of their impact on the entire data analysis process. Also, one should think
about the development of new approaches for the correction of these uncertainties.

Data quality cost optimization

The main difference between MNEs and SMEs resides in resource availability. For that,
each digitization strategy dedicated to SMEs should take into account this aspect. In
this context, perspectives can go into developing an analytical data quality cost model.
Based on this cost modeling, the economic part of digitization strategies can be addressed
efficiently. Such a model allows to identify the required investment and quantifying the
expected profits.

Human and social sciences

Beyond these engineering sciences perspectives, it remains a real human and social issue
which is the human dimension. This dimension should be supported and prepared to
improve the new industrial ecosystem (digitization and knowledge transmission).

Given the innovative and exploratory nature of the thesis topic, the proposed per-
spectives maybe not exhaustive. Only more real case studies can reveal the real
research gaps that should be filled.
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Abstract:

Data technologies' emergence brings many developments in the industrial domain and pushed companies on the
road to digitization. Nevertheless, Industry 4.0, Big data, and artificial intelligence are concepts more associated with
large companies. One of the current challenges for SMEs is a reflection on these concepts' appropriation to avoid a
competitive gap with large groups. In this context, the SCODER company is leading a voluntarist digitization strategy.
One of this strategy's axes corresponds to scientific collaboration with the Femto-st institute and the ENSMM of
Besançon (CIFRE thesis). The objective was to develop a methodology for Industry 4.0 integration within SMEs. Thus,
a bibliographic study was conducted to identify the barriers that limit the Industry 4.0 implementation within SMEs.
Based on these barriers, an adapted prognostics and health management (PHM) approach is proposed as a solution
to implement Industry 4.0 within SMEs. This approach is applied in the SCODER company, which permits identifying
the data quality management issue as the most critical research gaps. Thus it is considered as the backbone of this
thesis work. However, traditional data quality improvement techniques are not applicable in the case of SMEs. Thus,
a knowledge-based data quality improvement framework is proposed to deal with this problem. Firstly, a generic
formalization of the operators' know-how is introduced to improve data quality and improve the data analysis
results. In a second step and to ensure efficient knowledge management, the obtained analysis results are explained
and used to enrich the human knowledge applied to improve data quality in future analysis tasks. Data management
can generate a non negligible cost for SMEs. For that, an empirical metric is developed to quantify the data quality
impact on the PHM results and thus identify requirements on data quality to satisfy each objective. Based on this
metric, different strategies are proposed to improve performance at the right cost. To facilitate its implementation,
all the steps of the proposed methodology have been encapsulated in SCODER Data System (DS2) software.

Keywords: Prognostics and health management, Data analysis, Machine learning , SMEs, Data quality, Explainable AI.

Résumé :

L'émergence des technologies de données apporte de nombreux développements dans le domaine industriel et a
poussé les entreprises sur la voie de la numérisation. Néanmoins, Industrie 4.0, Big data et intelligence artificielle
sont des concepts plutôt associés aux grandes entreprises. L'un des enjeux actuels pour les PME est une réflexion
sur l'appropriation de ces concepts pour éviter un écart de compétitivité avec les grands groupes. Dans ce contexte,
l'entreprise SCODER mène une stratégie de digitalisation volontariste. Un des axes de cette stratégie correspond à
une collaboration scientifique avec l'institut Femto-st et l'ENSMM de Besançon (thèse CIFRE). L'objectif était de
développer une méthodologie d'intégration de l'industrie 4.0 au sein des PME. Ainsi, une étude bibliographique a
été menée pour identifier les barrières qui limitent l'implémentation de l'industrie 4.0 dans les PME. Sur la base de
ces obstacles, une approche adaptée de la gestion du pronostic et de la santé (PHM) est proposée comme solution
pour mettre en œuvre l'industrie 4.0 dans les PME. Cette approche est appliquée dans l'entreprise SCODER, ce qui
permet d'identifier la question de la gestion de la qualité des données comme la plus critique des lacunes de
recherche. Elle est donc considérée comme l'épine dorsale de ce travail de thèse. Cependant, les techniques
traditionnelles d'amélioration de la qualité des données ne sont pas applicables dans le cas des PME. Ainsi, un cadre
d'amélioration de la qualité des données basé sur la connaissance est proposé pour traiter ce problème. Dans un
premier temps, une formalisation générique du savoir-faire des opérateurs est introduite pour améliorer la qualité
des données et les résultats de l'analyse des données. Dans un deuxième temps et pour assurer une gestion efficace
des connaissances, les résultats d'analyse obtenus sont expliqués et utilisés pour enrichir les connaissances
humaines appliquées pour améliorer la qualité des données dans les futures tâches d'analyse. La gestion des
données peut générer un coût non négligeable pour les PME. Pour cela, une métrique empirique est développée
pour quantifier l'impact de la qualité des données sur les résultats du PHM et ainsi identifier les exigences de qualité
des données pour satisfaire chaque objectif. Sur la base de cette métrique, différentes stratégies sont proposées
pour améliorer les performances au bon coût. Pour faciliter sa mise en œuvre, toutes les étapes de la méthodologie
proposée ont été encapsulées dans le logiciel SCODER Data System (DS2).

Mots-clés : Prognostics and health management, Analyse de données, Machine learning, PME, Qualité de données,
IA explicable.
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